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Executive Summary

The goal of this project is to develop the technology for conductivity-modulated MOS-based power devices for high blocking voltages, namely 15 – 20 kV. The devices investigated are insulated-gate bipolar transistors (IGBTs) in 4H-SiC.

The IGBT combines the best aspects of MOS and bipolar power transistors. IGBTs can be thought of as a fusion of a MOSFET and a BJT. The MOSFET provides a high input impedance while the BJT provides conductivity modulation of the drift region in the on-state. Electrically, the MOSFET supplies base current to the BJT, and both devices share the total current.

At blocking voltages increase, the drift region of a power device becomes very thick and very lightly doped, in order to hold off the high blocking voltage in the off state. In a MOSFET, the drift region resistance increases as the square of the blocking voltage, due to the increasing thickness and decreasing doping in the drift layer. By merging the unipolar MOSFET with an integral bipolar BJT, we significantly reduce the resistance of the drift region due to conductivity modulation from the forward-biased BJT.

The IGBT is structurally identical to a MOSFET, except that the substrate doping polarity is inverted from that for a MOSFET. Both n-channel and p-channel IGBTs are possible, and both are developed in this project. The n-IGBT requires a p+ substrate, while the p-IGBT requires an n+ substrate. In the past, n-IGBTs have not been feasible, since the resistance of a standard p+ SiC substrate is quite high (~ 1 Ω cm²). However, in the blocking voltage range above about 15 kV, the drift layer becomes sufficiently thick that it is possible to polish off the p+ substrate and replace it with a thin p+ epilayer, reducing the resistance to a negligible value. This approach is taken in this project. As will be detailed in Section 3 below, the process is arranged in such a way that device fabrication of the n-IGBT takes place on the (000-1) carbon face of SiC. This presents unique challenges, since very little is known about device fabrication on the carbon face.

Since the IGBT incorporates an MOS interface, optimization of the MOS interface for both Si- and C-faces of SiC is extremely important. In our project, Task 1 is devoted to MOS interface optimization. The primary goals are (i) characterization of the MOS interface on (000-1) SiC, (ii) improved control of threshold voltage on both (0001) and (000-1) surfaces, (iii) improved stability of threshold voltage under actual device operation, and (iv) characterization and optimization of long-term reliability of the MOS interface on both surfaces. The results of this study will be described in Section 1 below.
In either n- or p-channel IGBT, a primary concern is the *ambipolar lifetime* in the drift region. The ambipolar lifetime is the sum of the hole and electron minority carrier lifetimes. Simulations indicate that for effective conductivity modulation, the ambipolar lifetime needs to be ≥ 1 µs. Fortunately, epilayers grown by the hot-wall CVD process, which is routinely used for the thick epilayers required in these devices, typically exhibit lifetimes that border on this range. A major goal of this project is to study the epigrowth process in more detail, to determine the physical factors limiting lifetime and find ways to optimize the growth process to achieve the desired lifetimes.

Another critical materials concern is the stability of the forward voltage drop in pn junctions operated at high current densities. Such junctions are present in the IGBT. It has been shown that SiC material can develop a network of *stacking faults* when subjected to the high levels of carrier injection and recombination. These conditions are present in forward-biased pn diodes, as well as in BJTs, thyristors, and IGBTs. The stacking faults nucleate at *basal plane dislocations* (BPDs) in the material, and propagate along the basal plane, eventually creating a network of defects that increase both the resistance and the forward voltage drop. The stacking fault propagation is driven by the energy dissipated when large numbers of holes and electrons recombine. The most effective solution is to minimize the number of BPDs that serve as nucleation sites for stacking fault propagation. Accordingly, one of the materials goals of this project is to grow thick, lightly-doped epilayers while maintaining a high ambipolar lifetime and minimal basal plane dislocations. These sometimes conflicting objectives are the challenge of Task 2, which is devoted to the material science of SiC epigrowth. The results of this work will be described in Section 2 of this report.

Finally, Task 3 is charged with designing, fabricating, and characterizing both n-channel and p-channel IGBTs on epilayers capable of blocking 20 kV. This requires integrating the MOS interface advances from Task 1 and the materials advances from Task 2 into a coherent fabrication process that will produce the desired devices.

**The main results from Task 1 are summarized as follows:** With regard to device fabrication on the carbon face, we find that conventional thermal oxidation followed by a nitric oxide post-oxidation anneal produces an MOS interface with an effective mobility comparable to that on the silicon face, but with a higher threshold voltage. This is good news, since the threshold voltage of NO-annealed MOSFETs on the silicon face is often negative, resulting in a normally-on device. In fact, major efforts have been expended to increase the threshold voltage of Si-face MOSFETs. This issue will not be a problem with C-face devices. Unfortunately, oxides on the C-face have
poorer reliability and lower breakdown field compared to those on the Si-face. NO annealing improves the reliability, but has little effect on breakdown strength. The lower breakdown strength requires that the gate voltage in the on-state be de-rated, resulting in a higher channel resistance. This degrades the performance of n-IGBTs on the C-face, and may nullify the advantage over p-IGBTs due to a higher carrier mobility in the inversion layer.

With regard to devices on the Si-face, including both MOSFETs and p-IGBTs, our studies indicate that the projected long-term lifetime is acceptable for power device applications. For devices in which the MOS interface is formed on implanted layers, improving the surface morphology by using graphite-cap implant annealing or by a post-implantation polishing step increases the reliability of the oxides. We also find that nitrided MOS oxides are quite robust against electron injection and trapping during device operation, but they are significantly more susceptible to positive charge trapping when subject to hole injection.

Our results on threshold stability were somewhat disappointing. Flat-band voltage shifts induced by bias-temperature stressing were substantially higher than the program goals. These instabilities are associated with mobile ion contamination in our oxidation process, and are not considered to be ‘intrinsic’ characteristics of the oxides themselves. Although the instabilities are larger than desired, they are still within the limits of the values allowed for commercial power devices ($\Delta V_T < 1$ V after 1000 hours at $V_G = 20$ V and $T = 150$ °C).

**The main results from Task 2 are summarized as follows:** We investigated epigrowth of thick blocking layers on both 4° and 8° off-cut 4H-SiC substrates. It is somewhat easier to achieve low n-type doping on 4° off-cut substrates due to the lower incorporation of nitrogen, but the 4° off-cut substrates exhibit surface macro-steps that depend on the C/Si ratio during growth. Overall, our best results for n-type epilayers were obtained on 8° off-cut substrates (182 µm, $1x10^{14}$ cm$^{-3}$). However, basal plane dislocation (BPD) densities are lower on 4° off-cut substrates. Our lowest BPD density is 2.6 cm$^{-2}$ obtained on 4° off-cut substrates at a C/Si ratio of 2.0.

Fabrication of the n-IGBT involves epigrowth on the Si-face followed by device fabrication on the C-face. Since MOS oxides on the C-face are inferior to those on the Si-face (as determined under Task 1), we investigated the feasibility of epigrowth on the C-face, which would allow device fabrication on the Si-face. Our results indicate that growth on the C-face may be feasible, but more work is needed to achieve electrical properties comparable with those on the Si-face.
Minority carrier lifetimes and ambipolar lifetimes are characterized by electron-beam-induced current (EBIC) and time-resolved photoluminescence (TRPL) techniques, while deep level centers in the material are characterized by deep-level transient spectroscopy (DLTS). We found that the density of deep traps that control the lifetime, namely Z1/Z2 centers and EH6/EH7 centers, decrease with increasing C/Si ratio during epigrowth. We have further found that in the samples studied, the lifetime is limited by the Z1/Z2 centers, rather than by EH6/EH7 centers. This information provides a mechanism to increase the ambipolar lifetime by optimizing growth conditions. By adjusting the C/Si ratio during growth, lifetimes in the range of 1 – 2 µs have been achieved in our thick, lightly-doped epilayers, meeting the basic needs for IGBT device fabrication. While these results are promising, more work needs to be done to fully optimize growth conditions for high-voltage conductivity-modulated power devices.

The main results from Task 3 are summarized as follows: We designed, fabricated both p-channel and n-channel IGBTs on epilayers capable of blocking 20 kV. A meaningful figure-of-merit for the on-state device operation is the current density that the device can provide without exceeding the power dissipation limit of the package, which we take to be 300 W/cm². This figure-of-merit is suitable for comparing all types of devices at low switching frequencies, including unipolar MOSFETs, and bipolar BJTs, thyristors, and IGBTs. As described in Section 3.1, our p-IGBTs exhibited an on-state current density of 30 A/cm² at a power dissipation of 300 W/cm² and junction temperature between 23 - 177 °C. The on-current density did not degrade with temperature, being essentially unchanged at 177 °C. These values are very close to those predicted by computer simulations. For comparison, the theoretical maximum on-current for a SiC MOSFET that would block 20 kV is 15 A/cm² at 225 °C. Thus, our experimentally realized p-IGBT is a factor of two better than the theoretical limit for a SiC n-channel MOSFET. It should be kept in mind that even if the ambient temperature is 23 °C, the junction temperature of a device dissipating 300 W/cm² will approach 200 °C.

We were also successful in fabricating n-channel IGBTs, although the processing is much more difficult, as described in Section 3.2 of this report. The challenges include (i) polishing off the substrate without breaking the remaining n-type epilayer, (ii) performing all device fabrication operations, including ion implantation, implant annealing, thermal oxidation, and ohmic contact formation, without breaking the thin free-standing epilayer, and (iii) performing all fabrication operations on the carbon face of SiC, where MOS oxidation conditions and oxide quality are different than on the
silicon face. In spite of numerous processing difficulties, our best n-IGBTs exhibited an on-state current density of 27 A/cm$^2$, almost as high as the p-IGBTs. These values are respectable, but are somewhat lower than the 40 A/cm$^2$ predicted by numerical simulations. It is our conclusion that the possible slight advantage of n-IGBTs over p-IGBTs does not justify the considerably more difficult processing involved.

In summary, **this project achieved its primary objectives** of demonstrating the feasibility of SiC IGBTs for power switching applications in the 15 – 20 kV blocking voltage regime. In the process, we also developed new knowledge about the MOS interface on carbon-face SiC, and new information on the reliability of MOS oxides on both Si- and C-face SiC. We developed the technology for growing thick, lightly-doped epilayers capable of blocking 20 kV with lifetimes in the range of 1 – 2 µs and low basal-plane dislocation density suitable for high-current operation.

The following detailed technical report is divided into three sections. Section 1 deals with Task 1, **MOS Interface Optimization**, performed by John R. Williams at Auburn University and Leonard C. Feldman at Vanderbilt University. Section 2 discusses Task 2, **Growth of Thick Blocking Layers with Long Lifetime and No V$_F$ Drift**, performed by Michael A. Capano at Purdue University and Marek Skowronski at Carnegie Mellon University. Section 3 describes Task 3, **Process Integration and Device Development**, led by James A. Cooper at Purdue University. While sections and figures are numbered consecutively throughout the report, equations and references are numbered within each section, and cited references are collected at the end of each section.
1. MOS Interface Optimization

J.R. Williams, Auburn University
L.C. Feldman, Vanderbilt University

1.1 Introduction

Interface optimization and oxide reliability studies performed in Task I were aimed at providing support for the following devices: 1) n-channel IGBTs (Purdue), 2) p-channel IGBTs (Purdue) and 3) n-channel DMOSFETs (Northrop Grumman). The device fabrication process used at Purdue for the n-channel IGBT requires source implants, p-well implants and oxidation on the (000-1) C terminated face of 4H-SiC. As a result, a major portion of effort has been directed towards characterizing the SiO$_2$/(000-1) 4H-SiC interface, since much less was known about oxidation of the C-face compared to the Si-face at the start of our program. The general objectives and the more specific goals of the program were the following.

Objectives:
1) SiO$_2$ / (000-1) 4H-SiC interface characterization
2) Threshold voltage control during fabrication
3) Threshold voltage stability
4) Long-term reliability

Goals:
1) Suitable threshold voltage for ‘normally-off’ operation.
2) $E_{BDWN} > 8$MV/cm at 23°C (7MV/cm at 250°C).
3) $\Delta V_{TH} < 100$mV after 5hr at 250°C and 4MV/cm.
4) Intrinsic long-term breakdown.

The work undertaken at Vanderbilt and Auburn to address each of these objectives will be described in detail in the following sections.

1.2. SiO$_2$/ (000-1) C-face 4H-SiC interface characterization

1.2.1 Nitridation with NO post-oxidation annealing

Figure 1.1 shows interface trap densities ($D_n$) near the 4H conduction band edge and typical hi-lo C-V curves for C-face (000-1) compared to the conventional Si-face (0001). Trap densities deeper in the band gap are shown in Fig. 1.2. Following a 1175° post-oxidation NO anneal the trap densities very near $E_C$ are similar for both faces; however, deeper in the band gap the (000-1) trap density is higher. The larger amount of negative charge remaining in these traps gives rise to the right shift of the (000-1) C-V curves. As will be discussed later, the presence of these traps is both an advantage and a disadvantage. Trap densities are shown in Fig. 1.3 for measurements made near the valence band edge using p-4H MOS capacitors. NO annealing results in a significant
reduction of $D_{it}$ in the lower half of the band-gap for the C-face compared to a standard dry oxidation process. For the as-oxidized C-face interface an extremely high $D_{it}$ in the lower of the gap pins the surface Fermi level making conventional hi-lo analysis inaccurate (data not shown). The reduction in integrated trap density associated by nitridation ($\Delta N_{it}$) can be estimated to be as high as $\sim 5 \times 10^{13}$ cm$^{-2}$. In spite of significant passivation, nitrided C-face interfaces have an order of magnitude higher $D_{it}$ in the lower half of the gap compared to the ‘as-oxidized’ Si-face (Fig. 1.3). However, for n-channel devices, these traps are expected to be ‘donor-like’ interface states which when filled in inversion are likely to be neutral. Under such conditions, these states would act as traps and reduce inversion channel carrier density but would not act as scattering centers that degrade carrier mobility. The $D_{it}$ profile of nitrided C-face interfaces will be discussed later in light of field-effect mobility measurements later in this report.

![Graph showing trap densities and C-V curves for n-4H-MOS capacitors](image1)

**Fig. 1.1.** Results of measurements using n-4H-MOS capacitors showing trap densities near the conduction band edge and typical hi-lo C-V curves for the (000-1) and (0001) faces. NO indicates measurement following a standard passivation anneal in nitric oxide (2hr, 1175°C, 500sccm).

![Graph showing deep trap densities](image2)

**Fig. 1.2.** Deep trap densities for the upper half of the band-gap for (000-1) and (0001) 4H-SiC.
1.2.2 Direct oxidation in NO for C-face 4H-SiC

Our standard interface trap passivation process for oxides grown on 4H-SiC has been a dry oxidation followed by a post-oxidation anneal (POA) in nitric oxide NO. As mentioned earlier, for the on the (000-1) C-face, this process yields similar density of interface states ($D_{it}$) near the conduction band-edge compared to the standard (0001) Si-face ($\sim 10^{12}$ cm$^{-2}$ eV$^{-1}$ at $E_c$-$E$ $\sim$ 0.1 eV for both faces). Deeper in the bandgap however, $D_{it}$ remains considerably higher for the C-face even after NO annealing (Total $N_{it}$ between $E_c$-$E$ $\sim$ 0.4 eV and mid-gap: C-face $\sim 10^{12}$ cm$^{-2}$; Si-face: 2.2 x $10^{11}$ cm$^{-2}$). In spite of the significantly higher $D_{it}$, field-effect mobility of C-face lateral MOSFETs (NO annealed) is comparable to MOSFETs processed similarly on the Si-face (to be discussed

---

**Fig. 1.3.** Trap densities near the valence band edge and hi-lo C-V curves for the (000-1) and (0001) faces. ‘NO’ samples were passivated with a post-oxidation anneal in nitric oxide.

**Fig. 1.4.** $D_{it}$ extracted from hi-lo CV at room temperature for C-face capacitors processed by NO post-oxidation anneal (blue) and direct oxidation in NO (pink).
in detail in the subsequent section). These results warrant substantial improvement of field-effect mobility by further reduction of interface traps for the C-face. Reduction of the deep states is also important in order to obtain smaller flat-band voltages and alleviate temperature related $V_{FB}$ instabilities. We have pursued this by performing oxidation of C-face wafers directly in a flowing NO ambient (i.e. bypassing the first dry oxidation step). It is important to note that oxidation rate in NO is about an order of magnitude lower than in pure $O_2$ which makes such a process practical to implement only for the C-face due to its 3-5 times higher oxidation rate compared to the Si-face. Comparison of typical $D_{it}$ profiles obtained by NO POA (1150°C dry $O_2$, 45 min followed by 1175°C, 2 h NO) and NO direct growth (1175°C, 10 h NO) are shown in Fig. 1.4. It can be seen from the data that the direct NO process results in a factor of 2-3 lower $D_{it}$ near the conduction band-edge compared to the standard NO annealed case. The $D_{it}$ is also lower deeper in the gap as evident from the photo-CV measurements shown in Fig. 1.5. Noticeably, the NO POA sample shows a prominent ‘interface-state ledge’ in the photo CV curve but the ledge is absent for the ‘direct NO’ sample. The total deep/slow trap density estimated from the photo CV measurements for the two processes are the following: NO POA $\sim 1.4 \times 10^{12}$ cm$^{-2}$; direct NO oxidation $\sim 5.4 \times 10^{11}$ cm$^{-2}$. Therefore, the photo CV measurements also reveal a factor of 2-3 lower $D_{it}$ for the direct NO process, consistent with hi-lo CV. The lower effective negative charge results in a smaller positive flat-band voltage for equal oxide thicknesses. For example, capacitors with 50 nm thick oxides would display flat band voltages $\sim 6.0$ V and $\sim 4.2$ V for NO POA and NO direct oxidation processes, respectively.

![Fig. 1.5. Photo CV measurement on C-face MOS capacitors processed by NO post-oxidation anneal (left) and direct oxidation in NO (right). For the direct NO case, the interface state ledge is absent and the hysteresis is smaller indicating a decrease of slow traps.](image-url)

These results certainly highlight the potential of the direct NO process for MOS fabrication on the C-face. We have also performed physical characterization of these oxide films using Rutherford Backscattering Spectrometry (RBS) in channeling mode (spectra not shown). Within the sensitivity of RBS, we have not detected any nitrogen in the oxide. This puts a maximum limit to the N content in these films to about $\sim 3 \times 10^{15}$ cm$^{-3}$.
indicating that the direct NO process does not incorporate a substantially higher amount of N compared to the NO POA process. At this stage, we speculate that the lower trap density is due to advantageous competition between the nitridation rate (defect passivation rate) and the lower oxidation rate (defect creation rate). Lateral MOSFETs using the direct NO process for measuring field effect mobility will be fabricated and analyzed in the coming months.

1.3. Inversion layer mobility and threshold voltage for C-face MOSFETs

Comparisons of the effective channel mobility are shown in Fig. 1.6 for C-face and Si-face lateral MOSFETs following NO passivation. The higher threshold voltage for the C-face (as determined by extrapolating the linear portion of the \( I_d-V_g \) characteristic to zero intercept on the gate voltage axis) is consistent with higher trapped negative charge at the oxide/C-face interface, as evident from \( D_{it} \) measurements presented previously. Surprisingly however, the peak value of about 35 cm\(^2\)/V-s is only slightly less that the peak value of 45 cm\(^2\)/V-s for the Si-face following NO-only passivation. This is perhaps an acceptable value, particularly since the threshold voltage is almost 3V higher for the C-face. Field effect mobility and \( I_d-V_g \) characteristics of n-channel lateral MOSFETs fabricated with p-well (Al) implants into n-type epitaxial C-face material is shown in Fig. 1.7. The Al implants were activated by annealing at 1650°C in Ar with a graphitic overlayer to alleviate roughness related problems. For these implanted channels, threshold voltages are higher, about ~9 V and ~14V for p-well doping of 7 x 10\(^{16}\) cm\(^{-3}\) and 2 x 10\(^{17}\) cm\(^{-3}\), respectively. It is encouraging to note that effective mobility (~30 cm\(^2\)/V-s) for the p-well implanted with 7 x 10\(^{16}\) cm\(^{-3}\) is almost as high as epitaxial channels. This indicates that no significant additional mobility degradation or carrier scattering is induced by the implantation process up to this dose. At higher Al dose, namely 2 x 10\(^{17}\) cm\(^{-3}\) a 50% mobility degradation is observed as shown in Fig. 1.7.

![Fig. 1.6. Effective channel mobility for lateral MOSFETs fabricated on (000-1) and (0001) 4H-SiC epitaxial wafers. The MOSFETs were passivated with NO.](image-url)
In general, as the mobility increases for an n-channel inversion-mode device as the result of better interface passivation, the threshold voltage shifts towards zero, and the MOSFET operating characteristics tend towards ‘normally-on’. This is equivalent to the negative flatband voltage shift that is observed when n-4H-MOS capacitors are passivated with NO. The effect can be understood by considering the following expression for the MOS capacitor flatband voltage $V_{FB}$.

\[
V_{FB} = \Phi_{MS} - \left( \frac{1}{C_{OX}} \right) [Q_F + \gamma Q_{OT} + \gamma Q_M + Q_{IT}(\varphi_S)]
\]

where $\Phi_{MS}$ is the metal-semiconductor work function difference, $C_{OX}$ is the oxide capacitance, $Q_F$ is the fixed charge at the oxide-semiconductor interface, $Q_{OT}$ is the trapped charge in the oxide, $Q_M$ is the mobile charge in the oxide, $\gamma$ is a weighting factor (= 0 and 1 at the M-O and O-S interfaces, respectively) and $Q_{IT}(\varphi_S)$ is the charge trapped in shallow defect states at the oxide-semiconductor interface. $Q_{IT}(\varphi_S)$ depends on the position of the Fermi level at the interface and therefore on the semiconductor surface potential $\varphi_S$. $Q_{OT}$ and $Q_M$ are usually negligible in high quality oxides. For wide band gap semiconductors, the fixed charge $Q_F$ consists of two parts

\[
Q_F = Q^+ + Q^-
\]

where $Q^-$ is the normal fixed positive charge located very near the O-S interface. The magnitude of $Q^+$ is determined by the final step of the oxide growth process. $Q^-$ is negative charge permanently trapped in deep interface states whose energies are more than about 0.6 eV from the semiconductor band edges. $Q^-$ is absent for Si which has a narrow band gap; however for SiC, $Q^-$ represents a substantial charge density. Passivation processes such as nitridation with NO reduce $Q^-$. If $Q^-$ is not reduced as well – e.g., by modifying the terminal stage of the oxidation process, $Q_F$ becomes a larger positive quantity, and $V_{FB} \sim (\Phi_{MS} - Q_F / C_{OX})$ shifts towards zero. With regards to this apparent
tradeoff between channel mobility and threshold voltage, C-face MOSFETs present a unique advantage over conventional Si-face MOSFETs. After nitridation the effective mobility of C-face MOSFETs is comparable to the Si-face, but the threshold voltage ($V_{TH}$) is substantially higher ($\sim +3V$ for $\sim 60$ nm nitrided oxides). The most likely reason for this the higher density of energetically deeper $D_{it}$ (Fig. 1.2) at the SiO$_2$(N)/C-face 4H-SiC interface which act as ‘fixed’ negative charge and render $V_{TH}$ more positive in accordance with the equation above.

With regards to fundamental mechanisms of channel mobility degradation, these new results obtained for the C-face pose intriguing questions. As noted earlier, the effective mobility obtained on this face after nitridation is comparable to the nitrided Si-face inspite of an order of magnitude higher interface trap density across the band-gap. This result, to a large extent, contradicts the usual interface trap limited mobility degradation mechanism that is believed to be dominant for the Si-face. Detailed investigations are required to understand this apparent contradiction. At this stage, one could speculate that the details of the scattering processes are different on the C-face and Si-face. For example, the higher trap density in C-face could be due near interfacial oxide traps which may scatter the inversion carriers less severely as a result of larger separation from the inversion channel. Another possibility could be a lower atomic scale roughness on the C-face that decreases the effects of interface roughness scattering at higher gate voltages.

Before proceeding with a discussion of several problems with the C-face regarding oxide breakdown and long-term oxide reliability, we present results in Fig. 1.8 for p-channel lateral MOSFETs fabricated using epitaxial layers doped with nitrogen at $8 \times 10^{15}$ cm$^{-3}$. Trap densities near the 4H band edges are shown together with the effective carrier (hole) mobility in the inversion channel. A maximum effective hole mobility of $8$ cm$^2$/V-s was measured. This value decreased to approximately $7$ cm$^2$/V-s (data not shown) for lateral devices with implanted wells ($3 \times 10^{15}$ cm$^{-3}$ Al-doped epi with a box nitrogen implant of $5 \times 10^{16}$ cm$^{-3}$). The implanted n-wells and the p$^+$ source/drain contacts were activated at 1650 °C.
Fig. 1.8. Top – Interface densities near the 4H-SiC band edges. Bottom – Effective channel mobility and $I_d$-$V_g$ characteristics for an epitaxial p-channel lateral MOSFET.

Fig. 1.9. $I$-$V$ characteristics for oxides on (000-1) and (0001) 4H-SiC epilayers with doping of $\sim 1 \times 10^{16} \text{cm}^{-2}$. 
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1.4. Oxide reliability

1.4.1 Breakdown characteristics of oxides grown on (000-1) C-face

As discussed in the previous section channel mobility and threshold voltage are acceptable for (000-1) MOSFETs or IGBTs. However, as shown in Fig. 1.9, the oxide breakdown characteristics are significantly worse for the C-face. Comparing the C- and Si-faces for an oxide current density of 1x10^4 A/cm^2, one sees that the field supported by the (000-1) oxide is almost 2 MV/cm lower. The lower breakdown field for the C-face was observed consistently for oxides grown in different ambients (dry O_2 and dry O_2 + HCl) with and without NO passivation [Fig. 1.10 (left)]. As shown in Fig. 1.10 (right), for the (0001) Si-face post-oxidation Pt deposition prior to H_2 annealing (which improves mobility by 25%) damages the oxide and leads to significantly lower breakdown fields. The ‘NO only’ sample had Mo gate contacts. The detrimental effect on breakdown field is the same following Pt deposition, whether the sample is annealed in H_2 or Ar. Considering the lower breakdown fields measured generally for the C-face and the effects of Pt, we did not perform I-V measurements for (000-1) samples passivated with NO + Pt + H_2.

![Graph showing current-voltage characteristics for (000-1) and (0001) oxides under various growth and passivation conditions.](image)

The Fowler-Nordheim (F-N) injection phenomenon is one of the most important intrinsic oxide degradation mechanisms for MOS devices. For this mechanism, the electric field in the oxide results in an emission of carriers from the semiconductor into the oxide or from the gate metal into the oxide. The F-N current J can be expressed as:

\[ J = \frac{2}{\pi} e \frac{B}{E_{ox}} \left( \frac{E}{E_{ox}} \right) \]  

where \( E \) is the field in the oxide; \( A \approx \frac{1}{\phi_{FN}} \) and \( B \approx \phi_{FN}^{3/2} \) where \( \phi_{FN} \) is the effective barrier height for F-N tunneling. At room temperature, the theoretical value of this barrier for 4H-SiC is ~ 2.7 eV, which is basically the offset between the conduction
bands of 4H-SiC and SiO$_2$. $\phi_{FN}$ (at room temperature) has been extracted from I-V measurements as a function of crystal orientation (Si-face and C-face) and interface passivation (with and without NO). The results are shown in Fig. 1.11. For the Si-face, $\phi_{FN}$ was found to be very close to the theoretical value of 2.7 eV, independent of the NO treatment. On the other hand, for the C-face, the effective barrier was found to be significantly lower (~1.5 eV and 0.4 eV with and without NO, respectively). For the unpassivated C-face sample, a clear F-N regime was not detected, so the result shown here is our estimation of the barrier assuming F-N tunneling applies. The lower $\phi_{FN}$ for the (000-1) interface indeed correlates with the lower breakdown strength of these oxides. A reason for the lower $\phi_{FN}$ could be the higher amounts of traps in the near-interfacial oxide that lead to severe trap assisted tunneling (consistent with CV measurement results presented previously). Another reason for the apparent lower barrier could be a non-uniform charge distribution in the oxide. This would result in a range of electric fields in the oxide at the same gate bias. As a consequence, some parts of the oxide would experience much higher electric fields, resulting in an inaccurate barrier extraction.

![Fig. 1.11. Effective Fowler Nordheim tunneling barriers as a function of 4H-SiC crystal orientation and SiO$_2$/SiC interface treatment. Note that the error bars are the standard deviation from measurements made on different capacitors, except for the unpassivated C-face where the error bar is calculated from a spread in flat band voltages.](image)

We suspect that the lower breakdown strengths are associated with the higher interface defect densities or with poor C-face wafer quality. Trace amounts of carbon in the bulk of the SiO$_2$ could also have a detrimental effect on dielectric strength. In general, it is well accepted that the bulk of SiO$_2$ is ‘carbon free’ and the presence of excess carbon has only been observed in the interfacial/near-interfacial regions. However, most measurements have been performed on the Si-face, which has a significantly lower oxidation rate than the C-face. Furthermore, the concentration and/or total amount of C is lower than the detection limits of most physical analysis techniques. Previous results with
ion scattering have set a limit for the interfacial C content at $\sim 10^{15}$ atoms cm$^{-2}$, and the C concentration in bulk of the oxide was lower than the sensitivity of the technique ($\sim 10^{15}$ cm$^{-2}$).

In turn, secondary ion mass spectrometry (SIMS) is not sensitive to interfacial C for the SiO$_2$/SiC system, but has a very high sensitivity to trace concentrations of C in the SiO$_2$. We used SIMS to obtain depth profiles of carbon in the oxide for both Si-face and C-face samples. The detection limit for C analysis was $10^{19}$ cm$^{-3}$ (corresponds to $5 \times 10^{13}$ cm$^{-2}$ for a 50 nm oxide with uniform C distribution). The average carbon concentrations for the various samples are shown in Table 1.1. The results indicate approximately equal concentrations of C for NO-annealed C-face and Si-face samples. The as-oxidized C-face sample shows about a factor of two lower C concentrations. However, it should be borne in mind that such a small difference can arise from various experimental factors such as background carbon in the SIMS chamber, ion induced carbon deposition, pin holes in the oxide etc. Therefore, at this stage, we think that to first order there is no correlation between oxide breakdown and carbon concentrations in the bulk of the oxide. The SIMS experiment indeed sets a new upper limit of $\leq 2 \times 10^{20}$ cm$^{-3}$ for C concentration in the bulk of SiO$_2$.

Table 1.1. Carbon concentrations in SiO$_2$ on 4H-SiC. Data shown here are the averages of midpoint oxide concentrations from several measurements.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Oxide thickness (nm)</th>
<th>Ave. C conc. in oxide (atoms cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-face, oxidation only</td>
<td>48</td>
<td>6.34E+19</td>
</tr>
<tr>
<td>C-face, oxidation + NO anneal</td>
<td>56</td>
<td>1.30E+20</td>
</tr>
<tr>
<td>Si-face, oxidation + NO anneal</td>
<td>56</td>
<td>1.62E+20</td>
</tr>
</tbody>
</table>

1.4.2 Time dependent dielectric breakdown (TDDB)

The measurement system shown in Fig. 1.12 was developed for TDDB (time dependent dielectric breakdown) measurements at Auburn to study long-term oxide reliability. A probe card was used to connect 36 MOS capacitors on a 1cm x 1cm sample to the measurement system. The MOS capacitors were monitored continuously one after the other, and an individual device was removed from the measurement sequence and its time of removal was recorded if its leakage current density exceed a preset value (normally 88mA/cm$^2$) for each of three consecutive measurements. A second TDDB system with similar features has recently come online at Vanderbilt.

The structure of an individual TDDB MOS capacitor is shown in Fig. 1.13. Thin gate oxides ($\sim 60$nm) were grown and passivated after windows were opened in the thick deposited field oxide. Following the TDDB measurements, the 600 micron diameter metal gate contacts were used as an RIE etch mask to define mesas in the SiC epilayer. The sample was the etched in KOH, and the center 150 micron diameter area of the 600 micron diameter mesa was examined for defects and evidence of damage due to oxide breakdown.
Results are shown in Fig. 1.14 for an oxide passivated with NO grown on an (000-1) n-epilayer doped at approximately $8 \times 10^{15}$ cm$^{-3}$. The intrinsic populations in the failure distributions are represented by the straight lines. These distributions were renormalized and used to determine the MTTF values (mean time to failure) that are plotted. As can be seen, the projected lifetime for operation at 145°C with an oxide field of 2MV/cm is only 9 months. This value may be compared to the results shown in Fig. 1.15 for an n⁺ (0001) epilayer where the projected lifetime for operation at 145 °C and 2 MV/cm is around 3000 yr. Therefore, although (000-1) C-face MOS devices offer higher threshold voltage and comparable channel mobility in comparison to Si-face,

![Fig. 1.12. TDDB measurement system. MOS capacitor current is determined by measuring the voltage drop across a known precision resistor.](image)

![Fig. 1.13. Top - MOS capacitor structure for TDDB measurements. Bottom – Preparation of MOS capacitor for KOH etching following TDDB testing.](image)
at this stage, their application to power MOSFETs and IGBTs are seriously limited by the lower breakdown field and the lower average oxide lifetime.

The results of KOH etching following TDBD measurements are shown in Fig. 1.16 for C-face and Si-face MOS capacitors. The features present for the (000-1) MOS capacitor are not material defects but are instead an artifact of the way that the C-face is etched by KOH. These artifacts precluded further etching of (000-1) TDBD MOS capacitors in an effort to correlate breakdown time with defect number. This experiment was however successful for the (0001) Si-face. Fig. 1.17 shows results following KOH etching (500C, 30min) of a (0001) Si face TDBD sample with in situ boron doped poly-Si gate. Results for 36 etched MOS capacitors are summarized in the table in Fig. 1.16. Thirty-two TEDs (threading edge dislocation) along with 28 other defects of an unknown type were identified. Interestingly, all 28 of the unknown (?) defects were located on the peripheries of the MOS capacitors, while only 8 of 24 TEDs were so located – the remainder being inside the active area of the MOS capacitors. No correlation between

---

**Fig. 1.14.** Results of TDBD measurements for oxides grown on n⁺ (000-1) epilayers. Left – failure distribution at 145C. Right – Mean Time To Failure as a function of oxide field strength.

**Fig. 1.15.** Mean Time to Failure as a function of oxide field strength for oxides grown on (0001) n⁺ epilayers. These results can be compared to those of Fig. 1.14 for (000-1) MOS capacitors.
total number of defects and breakdown time was observed. The presence of the unidentified peripheral defects suggests that breakdown at the edge of the TDDB MOS capacitors may be playing a role. If so, the question becomes whether the integrity of the gate oxide is being correctly evaluated.

Fig. 1.16. C-face and Si-face MOS capacitors etched with KOH after RIE for mesa definition and oxide removal. The features present for the (000-1) capacitor are not material defects by rather artifacts of the KOH etching process.

<table>
<thead>
<tr>
<th>Etched (0001) MOS capacitor sample</th>
<th>Edge</th>
<th>Inside</th>
</tr>
</thead>
<tbody>
<tr>
<td>TED</td>
<td>??</td>
<td>TED</td>
</tr>
<tr>
<td>12 @ 25um</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>12 @ 50um</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>12 @ 150um</td>
<td>11</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 1.17. KOH etching results for 150 micron diameter n’ (0001) MOS capacitors following TDDB testing. ?? represents an unknown material defect type. TEDs (threading edge dislocations) are also identified.
1.4.3 Surface morphology control after post-implantation annealing in relation to oxide reliability

Roughness introduced on SiC surfaces by reconstruction during implantation and activation annealing is an important issue for oxide breakdown and reliability. We have evaluated two independent approaches to obtain smooth surfaces with regards to oxide reliability: (A) Surface ‘capping’ with graphitic carbon over-layer during annealing and (B) Chemical mechanical polishing (CMP) of surfaces after post-oxidation annealing and before oxidation. Some of the main results will be presented in this sub-section.

(A) Carbon cap process.

AFM scans made on typical C-face samples annealed with and without carbon capping are shown in Fig. 1.18. The data indicate that the use of a C-cap results in significant improvement of the surface morphology. The AFM measurements were supplemented with ion channeling measurements, to determine the surface stoichiometry of samples that undergo activation annealing. In order to increase our surface sensitivity in these experiments, we used grazing angle ion detection geometry. Surface and/or near surface silicon and carbon which is amorphous or reconstructed due to the extreme annealing temperatures can be detected with monolayer sensitivity. Carbon areal density as a function of implantation dose and capping condition is shown in Fig. 1.19. The results show an increase in amount surface C with increasing dose for samples annealed without a C-cap. On the other hand, samples annealed with a C-cap have similar C areal density as that of virgin epilayers. This result suggests that implementing the C-cap process not only preserves morphology but the surface stoichiometry as well.

![AFM scans](Fig. 1.18)

**Fig. 1.18.** AFM measurements on C-face 4H-SiC samples implanted with $3 \times 10^{15}$ Al cm$^{-2}$ and annealed at 1650°C for 30 mins (left) without and (b) with a carbon capping layer. The scans are 50 µm x 50 µm and the height scale is 25 nm. AFM scans on the ‘C-cap’ sample have been made after removal of the cap.
Fig. 1.19. Surface carbon as a function of implantation dose and capping condition measured by ion channeling. Comparison of the ‘C-cap’ sample (orange) and the virgin epilayer (green) with the ‘no cap’ samples (teal and blue) reveal that the C-cap method effectively preserves the surface stoichiometry during the activation anneals.

(B) Post-implantation chemical mechanical polishing.

A new approach to alleviate roughness problems was undertaken by using “touch polishing” based on a patented NovaSiC chemo-mechanical process. This process was evaluated only on (0001) Si-face wafers. (1 cm x 1 cm) with ~10 um epilayer were heavily implanted with N (~6 x 10^{19} cm^{-3}) to a depth of ~650 nm and annealed in an Ar ambient at 1550°C without any capping layer (conditions corresponding to a source implant for a n channel vertical device). The samples were subjected to the NovaSiC, Inc. propriety polishing process. Atomic Force Microscopy (AFM) measurements were made and compared to a control unpolished sample. Typical results are shown in Figs. 1.20 (a)-(c). The results indicate a significant improvement of surface roughness with the disappearance of step bunching and a decrease of R.M.S roughness from ~6.0 nm to between 0.5-1.7 nm. It is important to note that some non-uniformity was observed on the polished surface as shown in Fig. 1.20 (c), but overall the improvement was significant. Secondary ion mass spectroscopy (SIMS) was used to measure the true material removal by comparing the N profile of the polished and unpolished control sample (Fig. 1.21). The experimentally measured value (~ 40 nm) is very encouraging and indicates that a tight control over polishing can be obtained by this process. In order to evaluate the effect of surface morphology on oxide reliability, MOS capacitor samples were fabricated on implanted samples with different surface morphologies for TDDB measurements. NovaSiC polished samples and samples prepared using the C cap process were compared with rough (no cap, no polish) samples as well as virgin epilayers (no implant or anneal). The RMS roughness of the different samples has been tabulated in Fig. 1.22. All samples
were oxidized and annealed in NO under identical conditions to grown ~60 nm oxides. Gate metallization was performed with a Mo/Au stack and samples were fabricated as shown in Fig. 1.13. The TDDDB measurements were performed at 150 °C under a constant voltage stress corresponding to an oxide field of 6.5 MV cm⁻¹. The results shown in Fig. 1.22 clearly show a significant improvement of oxide reliability with smoother surface morphology. Clearly, MOSFETs with implanted channels will have a lower reliability if the dopant activation induced roughness is not reduced by C-cap or polishing. In this study, the C-cap process was found to be most superior with regards to oxide mean time to failure. Further efforts are necessary in order to fully optimize the polishing technique, but these initial are encouraging.

![AFM scans](image)

**Fig. 1.20.** 10 um x 10 um AFM scans on (a) unpolished control sample and (b)&(c) polished sample. N implant ~6 x 10¹⁹ cm⁻³, annealed at 1550 °C in Ar without graphitic cap.
Fig. 1.21. SIMS profile of implanted N for polished and unpolished samples. The difference ~40 nm between the N depths corresponds to the amount of material removed by the polishing.

<table>
<thead>
<tr>
<th>Doping</th>
<th>Process</th>
<th>RMS roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virgin</td>
<td>n⁺ epi 10¹⁶ cm⁻³</td>
<td>No implant, no polish</td>
</tr>
<tr>
<td>Rough</td>
<td>n⁺ implant 10¹⁹ cm⁻³</td>
<td>1550°C anneal</td>
</tr>
<tr>
<td>C-cap</td>
<td>n⁺ implant 10¹⁹ cm⁻³</td>
<td>1550°C anneal Carbon cap</td>
</tr>
<tr>
<td>Polished</td>
<td>n⁺ implant 10¹⁹ cm⁻³</td>
<td>1550°C anneal NovaSiC</td>
</tr>
</tbody>
</table>

Fig. 1.22. Impact of surface morphology on oxide I𝐷𝑉𝐵 characteristics.

1.5. Charge injection and trapping studies

It is known that long term degradation of gate oxides and threshold voltage stability is strongly correlated to charge deposition in the insulating oxide over a period of time. Charge accumulation in the oxide occurs via trapping of electrons and holes at pre-existing trap sites located in the bulk and near-interfacial regions of the oxide as well as by the creation of new traps during charge injection. We have investigated charge injection and trapping in as-grown and nitrided oxides formed on the (0001) Si-face of n-4H-SiC using three charge injection schemes to isolate the effects of injected electrons and holes. The three schemes are ionizing radiation (oxide exposed to both electron and holes), photo-injection of electrons (oxide exposed primarily to electrons) and Fowler-Nordheim tunneling of holes (oxide exposed primarily to holes). The conclusive picture
that has emerged from these studies is that while nitrided SiO$_2$/4H-SiC interface are quite robust against electron injection, they are significantly more susceptible to positive charge buildup when subjected to hole injection.

(A) Effect of ionizing radiation: Please refer to Appendix A.

(B) Photo-injection of electrons and Fowler-Nordheim tunneling of holes.

For these experiments, dry oxidation was performed at 1150 °C with n-4H-SiC (0001) epi-layers doped at 5x10$^{15}$ cm$^{-3}$. Post-oxidation passivation was performed at 1150 °C for 30 min in Ar for some samples (as-oxidized) and for 2hr in NO at 1175 °C for other samples (nitrided). Capacitors were fabricated with thin, evaporated Al gate contacts of less than 35nm thickness to facilitate photo-injection. Injection of electrons from the metal was performed using a focused 100W Hg lamp at fields between -3 and -5 MV/cm, with an injection current of around 1 µA/cm$^2$. A diagram of the experiment is shown in Fig. 1.23 (left). At these fields, we suspect that there might be a background inversion hole current flowing from the semiconductor towards the gate. However, this current is estimated to be no more than 10% of the total current.

For F-N hole tunneling, holes were injected from the valence band of the semiconductor as shown in Fig. 1.23 (right). In this case, the oxide electric field was between -4 and -6 MV/cm with an injection current of around 0.1 µA/cm$^2$. The system was kept in inversion using a low intensity handheld UV lamp. For both injection schemes, ‘effective’ charge buildup in the oxide was determined as a function of injected charge dose by monitoring flat-band voltage shifts. Results for the photo-injection experiments shown in Fig. 1.24 indicate a significantly higher amount of electron trapping in the as-oxidized samples compared to the nitrided samples. For the as-oxidized samples, rate equations and photo-CV results indicate that 90% of the injected charge is confined at the interface/near-interface region. The cross section related to these traps charge was estimated to be ~2.5 x 10$^{-17}$ cm$^2$, in agreement with previous reports attributing this negative buildup to the formation of slow acceptor-like interface states. A markedly different behavior is observed for the nitrided samples where the negative charge buildup is significantly lower. Electron trapping occurs almost entirely in the bulk of the oxide with negligible buildup of the slow acceptor-like interface states observed for the as-oxidized sample. For a detailed discussion of these results please refer to Appendix B.

On the other hand, F-N tunneling of holes under inversion biasing in these devices shows a markedly different behavior as shown in Fig. 1.25. A significantly higher buildup of positive charge is observed for the nitrided samples. Unlike the results from the photo-injection experiments, these curves could not be analyzed with a rate equation because of both limited data and the apparent absence of saturation of the positive charge in the nitrided sample at the injection levels investigated. Therefore, a clear separation between bulk and interface contributions could not be extracted. However, the evolution of the photo-CV hysteresis (not shown) reveals an increase of interface states during injection (similar to the effect of electron injection in as-oxidized samples). Also, a portion of the excess positive charge seemed to be removed by the tunneling of electrons.
from the substrate which is a strong indication that this part of the charge resides in near-interface oxide traps.

We attribute the enhanced positive charge trapping at nitrided interfaces to the atomic scale configuration of N in the near-interfacial region of the oxide. Recent theoretical calculations suggest that it is energetically favorable for nitrogen atoms (incorporated via NO annealing) to replace threefold coordinated C or Si atoms (i.e., dangling bonds) and remove trap levels associated with these defects [S. Wang, et al., Phys. Rev. Lett. 98(2) (2007) 026101]. As a result, nitrogen is effective for passivation of C and Si dangling bonds with a variety of back-bond configurations. However, the threefold coordinated N formed as a result of such passivation reactions induces an energy level in the gap about 0.5 eV above the valence band edge due to its lone pair state when N has Si-N or C-N back-bonds. When N has O-N backbonds, there are no states in the gap. The N lone pair state predicted by theory is a hole trapping center which could account for the severe hole trapping observed in our charge injection experiments. (For a more detailed discussion, please refer to Appendix A.).

In conclusion, these charge injection experiments strongly indicate that as far as charge trapping in the near-interfacial region and interface trap creation is concerned, as-oxidized samples are more sensitive to electron injection whereas nitrided oxides are more sensitive to hole injection. It is important to evaluate the impact of the enhanced hole trapping effect in nitrided oxides from the point of view of power device operation.

**Fig. 1.23.** Diagrams for (left) Photo-injection of electrons and (right) F-N tunneling of holes into the oxide layer of SiO₂/n-4H-SiC MOS structures.
Fig. 1.24. Electron photo-injection results showing the buildup of effective negative charge as a function of photo injected electron dose in as-oxidized and nitrided SiO$_2$/n-4H MOS capacitors.

Fig. 1.25. Buildup of effective positive charge by F-N hole tunneling in as-oxidized and nitrided SiO$_2$/n-type 4H-SiC MOS capacitors under inversion.

1.6. Temperature and bias instability

The effects of temperature and bias are shown in Figs. 1.26 and 1.27 for n-4H MOS capacitors passivated with NO. In accumulation (positive gate bias), field stressing alone (~ 4 MV/cm) does not produce much of an instability in the flatband voltage (Fig. 1.26). However, positive bias stress at temperature does produce a significant threshold voltage shift that is consistent with the injection of negative charge into the oxide. The flatband
voltage shift of approximately 0.8 V that is observed in Fig. 1.26 is significantly larger than the 0.1 V set initially as goal in our program. However, the shift appears to saturate for a given field strength and temperature, although testing for longer times should be carried out to demonstrate conclusively that this is the case. Nevertheless, the shift is less than value of 1 V that is allowed for power devices that frequently tested under the following conditions: \( V_g = 20 \text{ V}, T = 150 \text{ °C}, \text{Time} = 10^3 \text{ hr} \).

Figure 1.27 shows results for the MOS capacitors from Fig. 1.26 subjected to depletion biasing (without inversion). Little effect is observed for field stressing only. Field plus temperature stressing appears to remove injected electrons; however, the process is slow.

**Fig. 1.26.** Positive bias-temperature stress for n-4H MOS capacitors passivated with NO. \( t_{ox} \sim 60 \text{nm} \). \( RT = \text{room temperature}, HT = \text{high temperature (250°C)}, HF = \text{high field (4 MV/cm)} \).

**Fig. 1.27.** Negative bias-temperature stress for n-4H MOS capacitors passivated with NO. \( t_{ox} \sim 60 \text{nm} \). \( RT = \text{room temperature}, HT = \text{high temperature (250 °C)}, HF = \text{high field (-1.25 x accumulation bias)} \).
1.7. Summary of Task I

The main findings from the work carried out as a part of Task I are listed below:

(i) Devices on (000-1) C-face of 4H-SiC:
   - C-face MOSFETs present a unique advantage over conventional Si-face MOSFETs with respect to channel mobility and threshold voltage. After nitridation effective mobility of C-face MOSFETs is comparable to the Si-face, but the threshold voltage ($V_{TH}$) is substantially higher (~3V for ~60 nm nitrided oxides).

(ii) Oxide reliability (breakdown and stability)
   - Oxides grown on C-face have poor reliability compared to oxides on the Si-face. After nitridation, reliability improves, but breakdown strength and lifetime are still much inferior compared to the Si-face. This seriously limits the application of C-face 4H-SiC to power MOSFETs and IGBTs in spite of the advantage with regards to threshold voltage.
   - Projected oxide lifetime on the Si-face was found to be acceptable for power device application.
   - For implanted SiC, improving surface morphology by employing graphitic caps or post-implantation polishing improves the reliability of oxides grown on the implanted layer.
   - Charge injection and trapping studies indicate that nitrided SiO$_2$/4H-SiC interface are quite robust against electron injection but they are significantly more susceptible to positive charge buildup when subjected to hole injection.
   - Flatband voltage shifts introduced by bias/temperature stressing were found to be substantially higher than the shifts set initially in the program goals. These instabilities, in part, may be associated with mobile ion contamination and therefore, not ‘intrinsic’ to the oxide. Although the instabilities are large, they are within the limits of the values allowed for commercial power devices ($\Delta V_{th} < 1V$ after 1000 hr with $V_g = 20 V$ and $T = 150 ^\circ C$).
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2.1.1 Epitaxial Growth of SiC by Chemical Vapor Deposition (CVD)

In this section, a detailed discussion of SiC epitaxial growth by CVD technique will be given. First, different SiC CVD reactor designs will be reviewed followed by a general discussion of SiC CVD growth process. Then, the theory of widely-used step-controlled epitaxy technique will be presented.

2.1.1.1 CVD reactors

Several different types of CVD reactors are available for the epitaxial growth of SiC. The cold-wall design, which used to be the most common type of reactor, is now less frequently used and is replaced by the hot-wall reactor. Both types of reactors often have horizontal system configuration. Recently, vertical hot-wall reactor concept for the SiC epitaxial growth is introduced by Ellison et al. [52], and is also called the “chimney reactor”. Some basic concepts for each type of CVD reactors will be presented next.

*Horizontal cold-wall reactors* are the first kind of CVD reactors for SiC epitaxial growth, which were originally converted from conventional CVD reactors. The schematic drawing of this kind of reactor is shown in Fig. 2.1. High purity graphite susceptor are heated up to the growth temperature of about 1500°C by surrounding RF-coils. The source gases are introduced from one side and are heated in a stagnant layer above the graphite susceptor; thus the temperature gradient around SiC substrates becomes significantly large in the cold-wall reactor design [4]. Because of the high growth temperature, special care has to be taken to protect the quartz tube from overheating, especially on the bottom side. The thermal insulation of the susceptor is provided by graphite felt or high reflective graphite layers deposited on additional quartz tubes. The reactor quartz tube is cooled by either water or air. Therefore, the surrounding quartz tube walls are several hundred degrees cooler than substrate and susceptor, which prevent
coating on the walls of the system. Cold wall reactors have the advantages of less maintenance due to less deposition on chamber walls and lower thermal loads on substrates because of a faster heat-up and cool-down times. The major drawback of cold-wall reactors is the lack of temperature homogeneity, which becomes more important when growth on the large diameter wafers is needed. Also, a SiC-coated graphite susceptor easily sublimes owing to the large temperature gradient between the susceptor and the cold wall, which impedes long growth run. Thus, the thickness of epitaxial layer has been limited below 10 µm with a relatively low growth rate.

Horizontal hot-wall reactors have become increasingly popular due to the ease of obtaining high-quality epilayers. Today, the horizontal hot-wall reactor is the most advanced and developed equipment for homoepitaxial growth of SiC [23]. The schematic drawing of a horizontal hot-wall reactor is shown in Fig. 2.2. The susceptor made of high purity graphite forms an inner cell with rectangular cross section for placing the substrate wafer. The susceptor is surrounded by graphite felt for thermal insulation and placed inside an air-cooled quartz tube. The hot-wall reactor design limits the heat radiation to the entrance and exit parts of the reactor inner cell, and hence minimizes the radiation losses. It provides a large region of high temperature uniformity inside the susceptor. During the growth, source gas temperature starts to increase at the inlet of inner cell, and the gas is heated almost uniformly inside of the tunnel formed by susceptor. Therefore,

![Diagram of horizontal cold-wall SiC CVD system](image-url)
hot-wall reactors can achieve a remarkably high uniformity in both thickness and doping. Even without rotation, thickness uniformity of 1% and doping uniformity of 6% has been reported [1]. More recently, multi-wafer systems with planetary wafer rotation are introduced to produce SiC epitaxy in higher volume, and superior thickness and doping uniformity [2].

Fig. 2.2 Schematic of the horizontal hot-wall SiC CVD system

For both types of horizontal reactor configurations, the concentration of precursor gases will decrease along the flow direction due to the consumption of growth species, which is referred to as depletion. This will result in a change in growth rate and thickness non-uniformity along flow direction. To compensate for the depletion it is common to increase the flow speed along the flow direction and thus the boundary layer will be pushed downward, resulting in a shorter diffusion distance for the active species to reach the substrate [7]. In cold-wall reactors, this is achieved by tapering the graphite susceptor underneath the substrate as shown in Fig. 2.1. In hot-wall reactor, this is achieved by designing an inclined ceiling for upper piece of susceptor as shown in Fig. 2.2.

Vertical hot-wall reactor, also called chimney reactor, is a relatively new reactor design concept. Simply described, the chimney reactor is a vertical hot-wall system, where the process gases flow upwards through a hollow-shaped susceptor with internal rectangular cross-section as shown in Fig. 2.3 [53]. The symmetric temperature and gas flow distributions can be established in this reactor configuration. The vertical geometry
allows mounting the substrates along both inner walls of the channel, while minimizing thermal gradients in the vicinity of the growth region. In this configuration, the gas flow is aided by the tendency of a hot gas to rise (like in a chimney), which makes it suitable for a high temperature process (from 1650°C to 1850°C) [53]. Material transport is achieved by allowing large clusters of Si to form in the inlet region at relatively low temperatures. As the temperature increases along the flow direction, the Si clusters will thermally re-evaporate and be available for growth. Very high growth rate and outstanding purity has been achieved using this technique. Growth rate between 15-50 µm/hr and background doping in the low 10¹³ cm⁻³ have been reported [53].

![Fig. 2.3 Schematic view of the chimney CVD reactor configuration [53].](image)

Another issue which is common for all SiC CVD reactors is the susceptor coatings. Because of the reaction between hydrogen and graphite at temperatures greater than 1300°C, susceptor coating is often used. Etching of a graphite susceptor can release B, Al and other impurities that can be incorporated into the epilayers during the growth. The release of carbon from graphite also changes the carbon to silicon ratio in the reaction environment. Besides, a bare graphite susceptor is porous and can trap dopants during a growth run, then release the dopant during a subsequent run. Thermally stable polycrystalline SiC coating is a popular solution and is still used in many reactor designs. However, SiC coating is also vulnerable to hydrogen etching at the growth temperature, which results in the shortened susceptor lifetime. Tantalum carbide (TaC) and other
carbon base coating are being investigated as an alternative to the SiC coating. More precise doping control and longer susceptor lifetime has been demonstrated by using those types of coatings [54].

2.1.1.2 SiC CVD growth in general

In SiC CVD the most common precursor gases are silane (SiH₄) and propane (C₃H₈). Hydrocarbon such as methane (CH₄) and ethane (C₂H₆) are also investigated as alternative carbon precursors. The precursor gases are diluted in a massive flow of carrier gas, which normally is hydrogen. During the growth, the precursors decompose within the hot zone of the reactor with a temperature in the range of 1550 to 1800°C and the epitaxial growth takes place on the heated substrate. The growth of SiC consists of the following basic processes [23]:

1. Transport of the reactive gases from the inlet to the inner cell
2. Cracking of the precursor gas molecules
3. Diffusion of silicon and carbon containing species to the surface
4. Adsorption of silicon and carbon containing species at the surface
5. Desorption and evaporation of silicon and carbon from the surface
6. Surface diffusion of adsorbed species
7. Incorporation of adsorbed species into the growing crystal, preferably at steps or defect sites

Inside the reactor cell, the velocity of the gases is high but flow is always laminar. There will be a boundary layer (or stagnant layer) over the susceptor where the velocity gradient decreases to zero. During the growth, silane and propane will decompose and the decomposed species will diffuse through the boundary layer to grow on the substrates. The process (4), (6) and (7) are the primary SiC deposition processes, while process (5) can be considered as etching. When the deposition process dominates over the etching process, SiC epitaxial layer is grown on the substrate. The growth rate of the epilayer depends on which of the above listed processes is the limiting one, and also on the ratio of deposition rate to etch rate [23]. Both of factors are strongly dependent on the growth temperature and the supplied gas flows.

Studies on gas-phase and surface reactions of CVD process is extremely difficult to perform experimentally considering the temperature and speed of the reactions involved. Computational models have been established to facilitate both process development and reactor design [55-57]. For the SiH₄-C₃H₈-H₂ system, it has been shown
that the dominant species contributing to SiC growth were Si, SiH₂ and Si₂H₂ from SiH₄ and CH₄, C₂H₂ and C₂H₄ from C₃H₆ [56]. During the growth, Si-containing species may be preferentially absorbed and make chemical bonds with SiC substrates. Then, C-related chemical species in growth environment incorporate into the attached Si to form SiC. Therefore, no deposition will happen without the SiH₄ supply. Detailed discussion of gas-phase and surface chemistry can be found in literature and will not be discussed here.

2.1.1.3 Step-controlled epitaxy

Step-controlled epitaxy is the key technology for development of high-performance SiC devices. In this section, the growth mechanisms of step-controlled epitaxy will be presented and conditions to achieve step-flow growth will be discussed.

There are two possible growth modes in the epitaxial growth of 4H-SiC. One is two-dimensional growth, which will result in heteroepitaxy of poor-quality 3C-SiC crystal; the other is the step-flow growth, which will result in the homoepitaxy of 4H-SiC. These two growth modes compete with each other, and one of them will be favored depending on the substrate and growth conditions.

During the growth, the precursors will be decomposed and diffuse to the substrate surface. On well-oriented or small off-cut angle substrates, terrace length is long and step density is low, as shown in Fig. 2.4 (a). Crystal growth may initially occur on terraces through two-dimensional nucleation if there is a high superstuation on the surface. The (0001) crystal planes of hexagonal SiC are crystallographically equivalent to the (111) plane of 3C-SiC, and therefore the two-dimensional nucleation of 3C on those planes are perfectly lattice matched to the substrate. Also, it is believed that certain metastable phase of 3C-SiC has a lower surface energy and therefore a higher probability of spontaneous nucleation, especially at low growth temperature [58]. This is why a temperature as high as 1800°C is often required for on-axis growth of hexagonal SiC polytype, such as 6H-SiC, otherwise twinned crystalline 3C-SiC will grow [6].

On the contrary, the surface on off-axis substrates has a high step density and a narrower terrace length, as illustrated in Fig. 2.4(b). Hence, the absorbed chemical species have diffusion length long enough to reach steps and incorporate into crystal at steps. Since the incorporation sites at the steps are uniquely determined by the stacking sequence of the substrate, the same polytype as that of the substrate can be grown through the step-flow growth. By introducing steps on substrates, the polytypes of SiC epilayers can be controlled and the vertical growth of the epilayer is achieved by the horizontal
flow of the steps. This is why it is called “step-controlled epitaxy”. Although the technique of epitaxial growth on off-axial substrates also has been used for many other materials, the application of this technique on SiC has some special significance in that the high quality epilayer with stable polytype can be grown at reduced temperature.

Fig. 2.4 Growth modes for 4H-SiC epitaxial growth. (a) 3C-SiC formation by two-dimensional nucleation, and (b) homoepitaxial growth of 4H-SiC by step-controlled epitaxy.
Step-flow growth can happen on an off-axis substrate, and there are still other conditions that are needed to achieve the step-flow growth. In order to predict the required conditions and elucidate the mechanism for step-controlled epitaxy, a surface diffusion model is considered based on the BCF (Burton, Cabrera, and Frank) theory by Matsunami, et al. [6]. Schematic of the model is shown in Fig. 2.5 assuming steps with a height of $h$ are equally spaced with equal separation distance $\lambda_0$. During the growth, the adsorbed species diffuse on terraces and some of them are incorporated into the crystal at steps, and others re-evaporate (desorb). Assuming 2-dimensional nucleation does not occur on terraces, the continuity equation for the adsorbed species is expressed by [6]:

$$-D_s \frac{d^2 n_s(y)}{dy^2} = J_s - \frac{n_s}{\tau_s}$$  \hspace{1cm} (2.1)

where $n_s(y)$ is the number of adsorbed species per unit area on the surface (adatom concentration), $J_s$ is the flux of reactants arriving at the surface, $\tau_s$ is the mean residence time of adsorbed species, and $D_s$ is the surface diffusion coefficient. Here, steps are assumed as uniform and perfect sinks for approaching chemical species.

Fig. 2.5 Schematic of simple surface diffusion model, where steps are equally spaced with equal separation distance [6].
The continuity equation for the chemical species can be solved under the boundary condition that the supersaturation ratio $\alpha$ equals unity at the steps, where $\alpha$ is defined as $n_s(y)/n_{s0}$, the ratio of the adatom density at certain position $y$ and its equilibrium value $n_{s0}$. The solution gives the adatom concentration on the terrace, which can be expressed as [6]:

$$n_s(y) = J\tau_s + (n_{s0} - J\tau_s) \frac{\cosh(y/\lambda_s)}{\cosh(\lambda_{0s}/2\lambda_s)}$$  \hspace{1cm} (2.2)

where $\lambda_s$ is the surface diffusion length of adsorbed species, the average distance that chemical species travel on a step-free surface before desorption. Then, the distribution of adatom concentration and supersaturation ratio on the surface is calculated based on the Eq. 2.2 and is plotted in Fig. 2.6 [6]. It is clear that $\alpha$ has a maximum value $\alpha_{\text{max}}$ at the center of the terrace, which implies an easy nucleation at the center. The value of $\alpha_{\text{max}}$ strongly depends on growth conditions, such as growth temperature, growth rate, and terrace length. It is also an essential parameter in determining the growth modes. Assuming a critical supersaturation ratio $\alpha_c$, the conditions for step-flow growth and two-dimensional nucleation can be expressed as:

$$\begin{cases} 
\alpha_{\text{max}} < \alpha_c : \text{Step-flow growth,} \\
\alpha_{\text{max}} > \alpha_c : \text{two-dimensional nucleation.}
\end{cases}$$

Under the critical conditions when $\alpha_{\text{max}}$ is equal to $\alpha_c$, we can establish the following equation [6]:

$$\frac{\lambda_{0s}}{4\lambda_s} \tanh \left( \frac{\lambda_{0s}}{4\lambda_s} \right) = \frac{(\alpha_c - 1) n_{s0}}{2n_0 R \tau_s}$$  \hspace{1cm} (2.3)

where $n_0$ is the density of available adatom sites on the surface and $R$ is the growth rate. This is the basic equation which describes the growth modes. In Eq. (2.3), $n_0$ and $h$ are inherent SiC material parameters, and $\lambda_{0s}$ and $R$ are determined by growth conditions. From Eq. (2.3), the critical growth conditions can be predicted under various conditions using the temperature dependencies of $n_{s0}/\tau_s$, $\alpha_c$, and $\lambda_s$. One example of the calculated critical growth conditions as a function of growth temperature, growth rate, and off-cut angles is shown in Fig. 2.7 [6]. The lower-right and upper-left regions of individual curves correspond to step-flow growth and two-dimensional nucleation mode,
respectively. It is obvious from the figure that higher temperatures, larger off-cut angles, and lower growth rates are preferable to step-flow growth.

Fig. 2.6. Distribution of adatom concentration and supersaturation ratio $\alpha$ on an off-axis substrate [6].

Fig. 2.7. Critical growth conditions as a function of growth temperatures, growth rates, and off-cut angles. The lower-right and upper-left regions of individual curves correspond to step-flow growth and two-dimensional nucleation, respectively [6].
2.1.1.4. Doping control during epitaxial growth

In order to build operational devices on SiC, the controlled doping must be achieved. There are several factors which make the doping SiC different from traditional semiconductors. First, since SiC is a compound semiconductor, dopants can choose to reside on either of two sublattices, which can result in different ionization levels. Second, the strong bonds of SiC crystal structure make effective doping by diffusion impractical. Therefore, doping of SiC epitaxial layer is achieved either during epitaxial growth or by ion implantation. The former procedure introduces hydrogen impurities, the latter causes intrinsic point defects [59]. The doping during the epitaxial growth is achieved by flowing a specific dopant source into the CVD reactor. The most common n-type and p-type dopants are Nitrogen and Aluminum, which is accomplished through the introduction of N$_2$ and trimethylaluminum (TMA) respectively into the reactor during the growth. Phosphorus-doping (using PH$_3$) for n-type and Boron-doping (using B$_2$H$_6$) for p-type are also used, but they are less common.

Doping concentration can be adjusted by changing the dopant source flow during the growth. However, doping control in this way is limited both in reproducibility and in attainable doping range [22]. This situation has been greatly improved by the discovery of “site-competition” epitaxy [22]. The site-competition dopant control technique is based on the fact that many dopants of SiC have preferences to incorporate into Si lattice sites or C lattice sites. By varying the C-source to Si-source ratio (C/Si ratio) during epitaxial growth, the doping of the epitaxial layer can be controlled by prohibiting or enhancing the incorporation of certain dopant atoms into their preferred lattice sites. For example, Nitrogen atoms have been known to occupy the C-sites. By growing in a carbon-rich environment, the incorporation of nitrogen can be prohibited to form lightly-doped epilayer for drifty region in high power devices. Aluminum atoms, which are opposite to nitrogen, have known to occupy Si-sites in the SiC sublattices. The Al doping concentration can be increased by growing in the C-rich environment to achieve degenerate P-type doped epilayer for good ohmic contacts. For n-type doping with phosphorus, the site competition effect is shown consistently with phosphorous competing with Si for the Si-sites [60]. Boron has been reported to occupy both the Si and C sites, with preference of the Si-sites. It has been shown that the boron
incorporation in the Si-rich condition is significantly lower than in the C-rich condition, which is consistent with the preferential occupation of B on the Si-sites [22].

The phenomenon of site preference for some dopant atoms can be understood by considering the size of the dopant atom as compared to the size of the Si or C atom. The non-polar covalent radii of the elements of interest are: Si (1.17 Å); C (0.77 Å); N (0.74 Å); Al (1.26 Å); P (1.10 Å); B (0.82 Å) [22]. Using the atomic size as a first order approximation, we can find out that N should substitute for C in the C-site and Al and P should substitute Si in the Si-site, which is consistent with the experimental results. However, B should mainly occupy C-site if only considering the atomic size and this is not consistent with the experimental observations. This discrepancy has been explained based on the fact that considerable amount of hydrogen is also incorporated into the Boron-doped epitaxial layer during the CVD growth. According to the experiments, B-doped samples contain hydrogen in the same order of magnitude as boron, and the B-H complexes are incorporated in the SiC crystal. Therefore, the actual specie that participates in the doping process is “B-H” complex, which has a size of 1.10 Å [22]. Based on this information, B-H complex has a size which is closely matched with Si atom and should occupy the Si-site, in agreement with the experiment results.

Besides C/Si ratio, dopant incorporation can also depend on substrate polarity and off-cut angle, growth rate, growth temperature, and growth pressure. Different doping behaviors have been observed on Si-face and C-face substrates. The site-competition effect is less effective on C-face than on Si-face. For nitrogen doping, C-face epilayers exhibit higher doping concentration than Si-face ones under the same growth conditions. The lowest controlled nitrogen doping on C-face is usually in the range of $1 \times 10^{15} \sim 1 \times 10^{16}$ cm$^{-3}$, although the lowest background doping has been dropped into low $10^{14}$ according to some reports [20, 61]. For p-type doping, both Al and B incorporation on C-face were less efficient than Si-face under the same condition, which makes the growth of p$^+$ layer difficult on C-face [22]. The dependence of doping incorporation on temperature is somehow complicated. For n-type doping, the temperature dependence of N incorporation depends on both substrate polarity and C/Si ratio [62, 63]. Under high C/Si ratio, the N incorporation shows different temperature dependence on Si-face and C-face. Under low C/Si ratio, the temperature dependence of N incorporation is the same for both faces. It is believed due to the competing effects of the desorption process and thermally activated process during the growth [63]. Nitrogen doping is found to decrease with increasing growth rate on Si-face, but this trend is reversed on C-face [64]. By decreasing
growth pressure, nitrogen incorporation can be reduced on both Si-face and C-face, which provides an efficient way to achieve low-doped n-type epilayers [64].

Another important aspect of doping incorporation is the control of doping transitions between opposite conductivity. This problem is of special importance for “continuous growth” process, which is believed to help to reduce the forward-voltage instability in SiC bipolar devices [2, 3, 31, 65]. In the continuous growth, the entire active device structure consisting of a thick, low doped n-type drift layer and thinner, heavily doped p-type emitter layer is grown without interruption. It is pointed out that a sharp transition can be achieved by stopping the growth for some minutes at the growth temperature and etching the wafer during the stop time slightly by the hydrogen carrier gas [23]. A challenge with the continuous growth process is the so-called “memory effect”. It is found that areas of lower temperature in the growth cell, such as reactor walls, can serve as sinks for intentional impurities [1]. These impurities can re-evaporate and incorporate unintentionally during the subsequent growth runs. The memory effect is an especially severe problem for aluminum due to the easy deposition of aluminum species in the growth environment. Future research effort is needed to explore reproducible continuous growth technique.

2.1.1.5. Defect control during the epitaxial growth

The performance of SiC-based devices can be limited by the defects in epilayers. Defects can either propagate from the substrate into the epilayer or generate during the growth. Defects commonly seen on the epilayer are micropipes, dislocations, growth pits, polytype inclusions, carrot defects, and step bunching. The presence of some defects, such as micropipe and triangular inclusion, severely limits the yield of larger area SiC power devices, while other defects also impact device performance in one or other way. Therefore, control of various defects during epitaxial growth is extremely important for SiC power device development.

Although the quality of substrates has been improved greatly in recent years, there are still a relatively large number of defects in commercial SiC substrates, which may propagate into the epilayer during the CVD growth process. Figure 2.10 illustrates the propagations of major substrate defects into the epilayer. The micropipe defect is an open-core threading screw dislocation (TSD) with a burger vector several times of the c-axis lattice parameter. They can induce device failure or cause reliability issues [48]. During the epitaxial growth, micropipe defects can propagate directly into the epilayer
(labeled as “A” in Fig. 2.10) or dissociate at the substrate/epi interface into multiple closed-core TSDs (labeled as “B” in Fig. 2.10). Micropipe closing in SiC is first reported in liquid phase epitaxy (LPE) [66]. Recently, it is found that the closing of micropipes can also be achieved during the CVD growth. The probability of micropipe dissociation can be enhanced under Si-rich or low C/Si ratio condition [48, 67]. More than 99% of micropipes can be closed under optimized conditions during the CVD growth. Additionally, a two–epilayer growth scheme has been designed to grow device structures with low micropipe density, which consists of a high-doped micropipe stopping layer and a low-doped active layer [67]. For micropipe stopping layers, a high probability of micropipe dissociation is maintained at a relatively low C/Si ratio; while growth of a low-doped active layer on a micropipe stopping layer is possible at a relatively high C/Si ratio for high power device structure.

Closed-core TSDs (labeled as “C” in Fig. 2.10) are less harmful than micropipe defects, and may contribute to premature breakdown in some device structures. They can either propagate directly into epilayer as TSDs or act as a source of other epitaxial defect, such as carrot defects (labeled as “D” in Fig. 2.10) [68]. Threading edge dislocations (TEDs) are another class of defects in SiC substrates that may propagate into the epilayers. Although TEDs are not desirable, they are considered to be the least harmful dislocation among others. Densities of both types of threading dislocations in epilayers generally depend on the quality of substrates. Commercially SiC wafers typically have a density of about $10^3$–$10^4$ cm$^{-2}$ for both types of dislocations.

Basal plane dislocations (BPDs) are defects that exist in the basal plane of the SiC crystal that may propagate into epilayers. Much research has been made to reduce BPD density because they are believed to cause forward voltage instability in SiC bipolar devices. Research has found that BPDs propagating from substrates can either still propagate as BPDs (“E” in Fig. 2.10) or can be converted to threading edge dislocations (TEDs) (“F” in Fig. 2.10) during epitaxial growth [24]. Recent studies have found this conversion can be promoted by proper pre-growth treatment or optimization of growth process. Sumakeris, et al., have reported that reactive ion etching (RIE) and KOH etching prior to growth help to reduce the BPD density significantly [2]. Tsuchida, et al., found that re-polishing of the substrate surface, in-situ H$_2$ etching also influence the propagation of BPDs into the epilayers [10]. Ohno, et al., investigated the effect of growth conditions on the BPD density, and found out the correlation between the BPD propagation and growth condition, such as C/Si ratio and growth rate [25]. Researcher also found that BPD density can be reduced by growing on substrates with C-face polarity or with low
off-cut angles [8, 10, 14, 15]. While the density of BPDs in commercial substrates ranges from $10^3 \text{ cm}^{-2}$ to $10^4 \text{ cm}^{-2}$, this number can be reduced to several hundreds in epilayers after standard CVD growth process. The BPD density of less than 10 cm$^{-2}$ has been obtained by using certain low BPD process [2]. There are two major pre-growth treatment techniques that have been developed to enhance the BPD conversion. One of the techniques is selective KOH etching and regrowth. In this technique, the SiC substrate is selectively etched by molten KOH before the epitaxial growth. When the epilayer is grown on the etched substrate, BPD density is found to be greatly reduced. One explanation is that the growth pit helps to locally reduce the off-axis angle in the vicinity of a BPD, which in turn help the BPD to convert into a TED [2]. Another explanation is that lateral growth perpendicular to the step-flow direction will take place in the pit during the growth, which blocks the path for the BPD propagation, and thus promote the conversion of BPDs to TEDs [69]. The other technique is so-called lithographic patterning. In this technique, surface patterns are created by reactive ion etching with a photolithography-defined mask. Those patterns are believed to promote the BPD conversion and decrease the BPD density. In this study, BPD density of 2.6 cm$^{-2}$ has been achieved by using substrate with low off-cut angle and optimized growth conditions, which will be discussed in chapter 4.

Fig. 2.10. Propagation of substrate defects into epilayers. A: micropipe; B: multiple closed-core threading screw dislocation; C: closed-core threading screw dislocation and
threading edge dislocation; D: carrot defect; E: basal plane dislocation; F: BPD converted into threading edge dislocation during epilayer growth. (modified from reference [2])

Besides micropipes and elementary dislocations, surface defects are often found on epilayers grown by CVD, including growth pits, polytype inclusions and carrot defects. Figure 2.9 summarizes the shapes, origins and possible impacts on device performance for some major surface defects on SiC epilayers along with micropipe defects. Growth pits are a common morphological defect present on SiC epilayers. The origin of growth pits has been studied by Powell, et al., [70]. It is believed that growth pits can be caused by different sources, such as polishing damage, substrate imperfections and bulk defects. It seems that the polishing and preparation of the substrate play a bigger role in the formation of growth pits than bulk defects such as micropipes and dislocations. It has been shown that chemical mechanical polishing (CMP) and proper pre-growth H₂ or HCl etching have helped to reduce the growth pit density significantly [70].

Polytype inclusion is also a common type of surface defect in 4H-SiC epilayers grown by CVD. These polytype inclusions are usually found to 3C-SiC, and have a triangular shape (often called triangular defects) as shown in Table 2.1. The presence of these triangular defects can significantly reduce the device breakdown voltage. The mechanism of 3C inclusion has been studied by Konstantinov, et al., [58]. It is believed that 3C-SiC nucleation occurs via the formation of triangular stacking faults at substrate imperfections. For 4H-SiC, 3C inclusions are more often to be found on epilayers grown on low off-cut angle substrates. By growing on 8° off-angle substrates, the 3C-SiC inclusions can be almost eliminated.

Carrot defects are also common on epilayers, which are defined as carrot-like features on the surface parallel to off-cut direction. Density of these defects is usually less than 5 cm⁻². They also have negative impact on the reverse characteristic of the device by increasing the leakage current. Recently, the origin of the carrot defects has been pointed out to be the threading screw dislocations from substrates, which expand as planar fault in both the prismatic plane and basal plane [68]. Sumakeris, et al., also reported that carrot defect density can be reduced by the judicious selection of substrates and optimized epilayer growth techniques [2].

Step bunching is multiple-height steps formed during the epitaxial growth. It is observed that epitaxial layers grown on (0001) Si face exhibits macrostep bunching, where three bilayer-height steps are dominant on 6H-SiC epilayers and four-bilayer-height steps on 4H-SiC epilayers. On the (000-1) C face, the surface is relatively flat and
no macrosteps are observed. Also, the tendency of step bunching increases as the substrate off-cut angle decreases as reported by Powell, et al., [11]. It is not yet clear what effect step bunching has on device performance. However, it is obvious that rough surface from severe step bunching will have negative impact on Schottky contact and metal-oxide-semiconductor (MOS) interface properties.

Table 2.1 Nomarski micrographs, origins and possible impacts on device performance of major SiC epilayer defects (not all images are in the same scale and part of materials listed in this table are modified from reference [44]).

<table>
<thead>
<tr>
<th>Defect types</th>
<th>Nomarski micrographs</th>
<th>Possible origin of defects</th>
<th>Impacts on device performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micropipes</td>
<td></td>
<td>Substrate micropipes that propagate into epilayer.</td>
<td>&gt;50% breakdown voltage reduction and increased leakage current.</td>
</tr>
<tr>
<td>Growth pits</td>
<td></td>
<td>polishing damage, substrate imperfections and bulk defects</td>
<td>Harmless in general. Non-smooth surface seems likely to impact Schottky rectifying properties</td>
</tr>
<tr>
<td>Triangular defects</td>
<td></td>
<td>3C-SiC nucleation at substrate imperfections or defects</td>
<td>&gt;50% breakdown voltage reduction and increased leakage current.</td>
</tr>
<tr>
<td>Carrot defect</td>
<td></td>
<td>Nucleate at substrate TSDs, and expand through epilayer structure</td>
<td>Increase in reverse leakage current.</td>
</tr>
<tr>
<td>Step bunching</td>
<td></td>
<td>Coalescence of steps from substrate off-cut</td>
<td>Rough surface, effect on device are not confirmed.</td>
</tr>
</tbody>
</table>
There is much research needed to understand factors that influence the generation and densities of surface defects in SiC epilayers. These factors can be roughly divided into the following categories: (1) substrate characteristics: polytype, off-cut angle, off-cut direction, face polarity, and surface orientation; (2) mechanical and chemical treatment of the substrate before the growth, such as polishing and cleaning of substrates; (3) in-situ pre-growth substrate treatment inside the reactor, such as H₂ etching; (4) growth conditions: growth temperature, pressure, C/Si ratio, and growth rate. For example, epilayers grow on 4H-SiC substrates with off-cut angle of 3.5° or less have more tendencies of forming triangular defects and step bunching. Increasing the off-cut angle from 3.5° to 8° reduces the density of these defects and also helps to obtain smooth surface for 4H-SiC [70]. The relative content of C and Si (C/Si ratio) in the growth environment also has a great impact on the surface morphology of final epilayer. With C/Si ratio higher than certain value, occurrence of 3C inclusion happens more often. Growth with a low C/Si ratio gives rise to Si droplets on or imbedded within the epitaxial layer [5].

Defect reduction will continue to be a subject of active study in the filed of SiC epitaxial growth, and will be one of major research topics in this proposal. Also, it must be pointed out that the optimal growth conditions are strongly dependent on many variables, especially reactor configuration and susceptor type. The growth process must be optimized for specific reactor setup and care must be taken to adopt any existing results from literature.

2.1.1.6 Lifetime control and measurement for SiC epilayers

Carrier lifetime is one of the important parameters giving information about the epilayer quality, since deep levels or crystal imperfections usually affect the carrier lifetime. Moreover, minority carrier lifetime plays a key role in determining bipolar device performance, as forward voltage drop, bipolar gain, maximum current rating and maximum operating frequency are inherent functions of minority carrier lifetime [71]. Therefore, it is critical to investigate the lifetime limiting factors and explore possible ways to control the lifetime in SiC epilayers.

Lifetimes fall into two primary categories: recombination lifetimes and generation lifetimes. The concept of recombination lifetime $\tau_r$ holds when there are excess carriers, and is interpreted as the average time for an electron-hole pair (ehp) to recombine. By analogy, the concept of generation lifetime $\tau_g$ holds when there is a paucity of carriers,
and is interpreted as the average time to generate an ehp. These recombination and
generation events occur not only in the bulk, but also on the surface. When they occur on
the surface, they are characterized by the surface recombination velocity \( s_r \) and the
surface generation velocity \( s_g \). Both bulk and surface recombination (generation) occur
simultaneously and their separation is sometimes quite difficult. Some methods allow this
separation while others do not. The measured lifetimes are always effective lifetimes
consisting of bulk and surface components [72]. Detailed discussion of carrier lifetime
theory will not be given here, and can be found in many semiconductor textbooks, such
as reference [73].

Although studies on growth and characterization of 4H-SiC epilayers has been
carried out intensively, systematic studies on carrier lifetime in SiC epilayers are limited
in literature [74-78]. Deep levels in the bandgap are believed to severely limit the carrier
lifetime of SiC epilayers by acting as recombination centers. Those deep level traps could
either come from intrinsic defects, such as point defects in SiC crystal, or come from
impurities introduced during the epitaxial growth. Electrical properties of major defects
observed in 4H-SiC have been summarized in Table 2.2. The most common intrinsic
defects found in SiC epilayer are \( Z_{1/2} \) center and \( EH_{6/7} \) center. Although the exact origins
of those defects have not been identified, they are found to degrade lifetime [77].
Impurities, such as Ti and B, are also been studied for possible lifetime limiting factors.
Ti is believed to substitute for the Si lattice site (both the cubic and the hexagonal sites),
and is identified as an acceptor-like electron trap [79]. Boron is believed to create at least
two electrically active levels in SiC: one shallow acceptor level and one deeper level. The
shallow B center is believed to reside on Si lattice site. The deep B-related level, know as
the D center, has been suggested to be complexes of boron and intrinsic defects [77].

<table>
<thead>
<tr>
<th>Defect</th>
<th>Position in the band gap</th>
<th>Capture cross section (cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_{1/2} )</td>
<td>( E_C - (0.63-0.68) ) (eV)</td>
<td>( 3\times10^{-15}-2\times10^{-14} ) (for electron)</td>
</tr>
<tr>
<td>( EH_{6/7} )</td>
<td>( E_C - (1.60-1.65) ) (eV)</td>
<td>( 2\times10^{-13}-9\times10^{-12} ) (for electron)</td>
</tr>
<tr>
<td>Titanium (h)</td>
<td>( E_C - (0.11-0.13) ) (eV)</td>
<td>( 2\times10^{-15}-1\times10^{-14} ) (for electron)</td>
</tr>
<tr>
<td>Titanium (k)</td>
<td>( E_C - (0.15-0.17) ) (eV)</td>
<td>( 3\times10^{-15}-2\times10^{-14} ) (for electron)</td>
</tr>
<tr>
<td>Shallow Boron</td>
<td>( E_{\nu^+} - (0.23-0.28) ) (eV)</td>
<td>( 2\times10^{-14}-3\times10^{-13} ) (for hole)</td>
</tr>
<tr>
<td>D-center</td>
<td>( E_{\nu} - (0.58-0.63) ) (eV)</td>
<td>N/A (hole trap)</td>
</tr>
</tbody>
</table>
In order to control the deep trap densities during the growth process, correlation between certain growth parameters and deep trap densities has been identified [77, 80, 81]. Those parameters include, but do not limit to, growth temperature, C/Si ratio and graphite susceptor purity. It has been shown consistently that epilayers grown at relatively low temperature exhibit lower deep trap densities (such as EH_{6/7}, Z_{1/2}). From a thermodynamic perspective, point defects such as vacancies and interstitials increase with increasing growth temperature [80]. A high dc current gain has been achieved in 4H-SiC BJT by growing emitter and base layers at lower temperature, which is believed due to improved carrier lifetime [33]. Studies on effects of C/Si ratio on deep trap densities are not conclusive at this point. Some studies show that high C/Si ratio reduces the EH_{6/7} and Z_{1/2} trap densities [77, 81, 82], while other study indicates the other way [83]. The incorporation of the shallow B and Ti has shown to increase with increasing C/Si ratio, which has been explained in terms of site-competition principle since both types of impurities are believed to occupy Si site [77]. It is also observed that D-center concentration is reduced under C-rich condition for 6H-SiC, which implies the association of a carbon vacancy complex with the D-center [84]. Studies on the microscopic and electronic structure of those defects are still needed to provide further guidance for growth process optimization. Graphite susceptor purity also has a great impact on impurities concentration in the epilayers. Reduction in epilayer lifetime has been directly correlated to the degradation of SiC coating on graphite susceptor [85]. High-purity graphite and alternative susceptor coating are being investigated for growing high purity SiC epilayers with longer carrier lifetime [54].

Data on SiC lifetime are very limited in literature. This is, to some extent, due to the difficulties in measuring and interpreting lifetimes in SiC materials. Both electrical and optical techniques have been used to measure carrier lifetime in SiC. Electrical techniques include reverse recovery, electron beam induced current (EBIC), pulsed MOS capacitor (Capacitance-transient) and open circuit voltage decay (OCVD). Optical techniques include time-resolved photoluminescence, microwave-detected photoconductance decay (µ-PCD) and optical free carrier absorption. Different measurement methods can give widely differing values for the material with similar qualities. In most cases, the reasons for these discrepancies are fundamental and are not due to a deficiency of the measurement [72]. Several commonly used techniques for lifetime measurement will be discussed briefly next.

*Reverse Recovery (RR)* technique is based on the measurement of transient response of a pn junction diode. When a pn diode is rapidly switched from forward into
reverse bias, there are excess minority carriers remaining in the device from forward bias injection. Some carriers are swept out of the device by reverse current and some carriers recombine. The reserve current will remain constant for a period of $t_s$, also called the storage time, which is directly related to the minority carrier lifetime of the base region. This method has been widely used in Si-based diode characterization. However, a fast response circuitry has to be used for SiC due to the relatively short recovery time in SiC pn diode, which makes this measurement somewhat difficult. It has been reported that the effective minority carrier lifetime measured by this technique is very short compared with the results from other techniques [71, 86]. The author in reference [71] believed that this is due to perimeter surface recombination effect, and a technique is proposed to further separate the surface effect from the bulk. However, the validity of this analysis is still in debate and further studies are needed [87]. Ramungul, et al., studied the ramp recovery of SiC pin diodes under high-level injection [86]. They found a reduction of effective carrier lifetime with injection level, which is believed due to the dominance of Auger recombination process at high current injection level (>100 A/cm$^2$). In addition, the emitter lifetime is generally much lower than the base lifetime in pn diode. Emitter recombination also has a significant influence on the RR transient, which leads to reduced effective lifetimes [72]. Therefore, reverse recovery is not widely used as a lifetime characterization tool in SiC materials due to the difficulties in both measurements and interpretations.

Pulsed MOS capacitor (C-t) technique is usually used to measure the generation lifetime $\tau_g$. The generation lifetime is related to carrier recombination lifetimes through $\tau_g=\tau_n+\tau_p$, when assuming $n$ and $p$ are much smaller than $n_i$ in a depleted region and trap levels $E_T$ are close to $E_i$. This is exactly the ambipolar lifetime, which is often used to characterize the bipolar devices in high-injection level. In this technique, the MOS capacitors are pulsed into deep depletion region, and recover to the equilibrium state through bulk and surface generation. Capacitance-time response of the MOS capacitors is recorded in this process, which is then converted to Zerbst plot to extract both bulk generation lifetime $\tau_g$ and effective surface generation velocity $S_{\text{eff}}$. Because of the extremely long generation lifetime of SiC at room temperature due to its wide band gap, the measurement has to be performed at elevated temperature. The measured C-t transient are usually quite long (usually several hours for SiC), hence no fast response circuitry is required. Also, this technique enables the separation of surface generation component from the bulk generation lifetime, which makes it suitable for consistent material characterization. Characterization of both n-type and p-type doped 4H-SiC epilayer (in
the doping range of $10^{16}$ cm$^{-3}$) by C-t technique has been reported in an effort to achieve long charge retention time for non-volatile memory elements [88, 89]. In our lab, C-t technique has been used to characterize p-type epilayers for base region in the 4H-SiC BJT [90]. Measurement problems are encountered when we try to extend this method to lightly doped n-type epilayer characterizations. Studies are still needed to further explore the capabilities of this technique.

**EBIC** is used to measure minority carrier diffusion length, minority carrier lifetime, and defect distribution. In this technique, a semiconductor with some type of electrical junction (either p-n or Schottky) is bombarded by an electron beam inside a scanning electron microscope (SEM). Electron hole pairs (ehp) are generated inside the bulk semiconductor. These excess minority carriers diffuse toward the device junction where they are collected by the built-in electrical field. The device is usually connected to a current meter which the EBIC current ($I_{\text{EBIC}}$) is collected. During the measurement, $I_{\text{EBIC}}$ decrease as the beam is scanned away from the contact due to bulk and surface recombination. This decay can be used to determine the diffusion length, from which minority carrier lifetime can be deduced. It is also possible to extract the minority carrier lifetime directly from the transient analysis by using a stationary pulsed beam [72]. Surface recombination effects can be significantly reduced if the beam penetration is increased. This can be directly tested by plotting $\ln(I_{\text{EBIC}})$ versus $d$ (distance between beam and edge of space charge region) for various beam energies. The plot should approach a straight line for higher energies [72]. EBIC has been used to measure minority carrier diffusion length in both 4H- and 6H-SiC [91, 92]. It also has been used to characterize electrical active surface defect in 4H-SiC diodes [93, 94].

**Time-resolved photoluminescence (PL decay)** is an optical method to measure minority recombination lifetime. Excess carriers are generated by a short pulse of incident photons with energy $h\nu>E_g$. The excess carrier density is monitored by detecting the time dependence of the light emitted by the recombining electron-hole pairs. The PL decay signal can then be used to extract lifetime information. Due to the indirect nature of SiC, the dominating recombination mechanism is assumed to be non-radiative recombination of carriers by mid-gap traps. A minor part of recombination is radiative and can be detected as PL signal. Time-resolved photoluminescence has been used to generate a map of the minority carrier lifetime for a 4H-SiC epilayer on a 30 mm diameter wafer [76]. This technique is attractive in that it is non-destructive and no special sample preparation is needed.
2.1.2 SiC PiN Diode Device Physics

In this section, the physics of pin diodes is discussed for both forward and reverse operation modes. The pin diode structure consists of an n⁺ substrate, an n⁻ low-doped drift layer and a p⁺ emitter layer. Pin diodes can carry a very high current density during forward conduction due to the effect of conductivity modulation, which makes it possible to develop rectifiers with high breakdown voltage.

2.1.2.1 Forward conduction

At low injection levels, current flow is dominated by recombination occurring within the space charge region and drift-diffusion in the neutral region. By ignoring the series resistance, high level injection, and short base effects, the theoretical forward current-voltage equation of a pn diode can be written as

\[ I_F = I_1(e^{qV/kT} - 1) + I_2(e^{qV/2kT} - 1) \]  \hfill (2.4)

\[ I_1 = qA(D_n n_i^2 / L_n N_A + D_p n_i^2 / L_p N_D) \]  \hfill (2.5)

\[ I_2 = qAWn_i / \tau_r \]  \hfill (2.6)

Here, \( N_D \) and \( N_A \) are the doping concentrations in the n and p regions, respectively. \( L_n \) and \( L_p \) are the diffusion lengths. \( D_n \) and \( D_p \) are the diffusion coefficients. \( n_i \) is the intrinsic carrier concentration. \( W \) is the depletion width in the junction and \( A \) is area of active device region. \( \tau_r \) is the effective carrier recombination lifetime. The first term represents the diffusion current, and the second term is the recombination current. The typical I-V curves for a SiC pin diode and a Si pn diode are shown in Fig. 2.11. One striking difference between Si pn diode and SiC pin diode is the different threshold voltage \( V_T \). Recombination current dominates if \( V < V_T \), and diffusion current will dominate if \( V > V_T \). For Si, the value of \( V_T \) is around 10kT/q. For 4H-SiC, \( V_T \) is estimated to be around 100kT/q due to its much smaller \( n_i \) at room temperature (assuming other parameters in the ideal diode equation are kept the same as Si). Therefore, the forward current in SiC diodes is dominated by the recombination current in most voltage range of low current level until series resistance or high-level injection effects come into play. It should be pointed out that Eq. (2.4) is only valid for low-level injection condition, where the minority carrier density injected into the neutral regions has a concentration well below that of the majority carrier density.
At a certain forward current level the minority carriers injected into the low doped region of a pin diode will outnumber the majority carrier concentration of this region. This mode of operation is called high-level injection (Fig. 2.12). Carriers of opposite polarity are injected from both highly doped regions adjacent to the drift layer, and the concentrations of electrons and holes become equal throughout the drift layer due to charge neutrality. The carrier concentrations are given by [95]:

\[
n(x) = p(x) = \frac{\tau_{HL} J}{2qL_a} \left[ \frac{\cosh(x/L_a)}{\sinh(w/L_a)} - \frac{\sinh(x/L_a)}{2\cosh(w/L_a)} \right]
\]  

(2.7)

where \( w \) is the width of the low doped region, \( \tau_{HL} \) is the effective carrier lifetime under high-level injection and \( L_a \) is the ambipolar diffusion length. High level lifetime \( \tau_{HL} \) can be expressed as \( \tau_{HL} = \tau_n + \tau_p \). \( L_a \) is a function of \( \tau_{HL} \) and ambipolar diffusion coefficient \( D_a \) [95, 96]:

\[
L_a = \sqrt{D_a \tau_{HL}}
\]  

(2.8)
\[ D_a = \frac{2D_n}{1 + \mu_a / \mu_p} \]  

(2.9)

Fig. 2.12. Carrier concentration in a pin diode at high-level injection. The concentration of electrons and holes in the low-doped drift region are equal to each other leading to a decreased series resistance.

Under the assumption of a constant lifetime and diffusion length, the carrier concentration is directly proportional to the current density \( J \) through the drift region. Since the resistivity \( \rho \) of a semiconductor is inversely proportional to the free carrier concentrations, the voltage drop \( V_m = \rho J \) over the drift region becomes constant under high-level injection. This voltage drop can be calculated by using the following approximate expressions

\[ V_m = \frac{3k_bT}{q} \left( \frac{w}{2L_a} \right)^2 \quad \text{for} \; w \leq 2L_a \]  

(2.10)

\[ V_m = \frac{3\pi k_bT}{8q} e^{w/L_a} \quad \text{for} \; w \geq 2L_a \]  

(2.11)

A normalized voltage drop \( V_m \) over the middle region of a pin diode as a function of the normalized diffusion length \( L_a/w \) for carriers in the low-doped region is shown in Fig. 2.13 based on Eq. (2.10) and (2.11). The voltage drop \( V_m \) increases with decreasing \( L_a/w \). As the half-base width \( w/2 \) becomes longer than the diffusion length, the voltage drop across the middle region causes an appreciable increase in the forward voltage drop due to a reduction in the conductivity modulation. Therefore, the diffusion length \( L_a \), and thus the carrier lifetime \( \tau_{HL} \), in the drift region is important for achieving high current
densities in pin diode. For 4H-SiC, carrier lifetimes of epilayers are still needed to be improved for better diode performance.
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**Fig. 2.13.** Voltage drop $V_m$ over the middle region of a pin diode as a function of the normalized diffusion length $L_d/w$ for carriers in the low-doped region.

### 2.1.2.2 Static reverse operations

There are two basic mechanisms responsible for current flow under reverse bias conditions. The first is associated with the generation of electron-hole pairs within the depletion region, referred to as space-charge-generation, and the other is associated with the generation of ehp in the neutral regions that then diffuse to the junction, referred to as diffusion leakage current. Total leakage current of a reverse-biased pn junction can be written as

$$I_R = M (I_1 + I_3)$$  \hspace{1cm} (2.12)

where

$$I_3 = q A W n_i / \tau_g$$

where $I_1$ is the diffusion leakage current part as shown in Eq. (2.5) and $I_3$ is the space-charge-generation leakage current. M is the avalanche multiplication factor, which is
assumed to be unity unless the reverse voltage is close to the breakdown voltage. $\tau_g$ is the carrier generation time in the depletion region. Because of the small $n_i$, the leakage current density $I_R$ of SiC diodes is mainly due to generation and is much smaller than Si diodes.

The reverse blocking voltage is determined by the impact ionization process in the depleted layer, which makes $M$ approach infinity. Because impact ionization coefficients depend exponentially on the electric field, avalanche breakdown occurs when the peak electric field reaches the critical field. Assuming the base region is thick enough, the depletion width ($W_d$) at the point of breakdown can be expressed as:

$$W_d = \frac{\varepsilon_s E_c}{qN_D}$$  \hspace{1cm} (2.13)

If the thickness of the base layer $w$ is larger than $W_d$, this is considered to be non-punchthrough design. If $w$ is smaller than $W_d$, it is considered to be a punchthrough design. The reverse blocking voltage $V_{br}$ can be obtained by integrating the electric field distribution.

$$V_{br} = E_c W_d - \frac{qN_D W_d^2}{2\varepsilon_s} = \frac{\varepsilon_s E_c^2}{2qN_D}, \hspace{1cm} \text{if } w \geq W_d$$ \hspace{1cm} (2.14)

$$V_{br} = E_c w - \frac{qN_D w^2}{2\varepsilon_s}, \hspace{1cm} \text{if } w < W_d$$ \hspace{1cm} (2.15)

Under reverse bias, if there is a sharp corner in the voltage supporting depletion layer, there will be severe electric field crowding at this corner. To achieve a blocking voltage close to its theoretical one-dimensional value, appropriate edge termination is required. Several edge termination techniques such as field plates, floating guarding rings and junction termination extensions have been successfully applied to reduce the field crowding effect on SiC power devices [97, 98].
2.1.3 Hot-wall CVD Reactor and Growth Process

CVD system used in this work is EPIGRESS VP508 SiC CVD reactor built by EPIGRESS (Sweden). The high purity condition in this system is achieved by a high-integrity vacuum system employing a turbo-molecular pump and a dry backing pump. Heating is performed with RF induction in combination with a hot wall design. This contributes to good temperature homogeneity and long-term stability of the system. Epitaxial growth takes place in a SiC-coated graphite susceptor. The temperature is measured with a 2-color pyrometer at the ceiling of the susceptor. The pyrometer is adjusted to the temperature maximum above the substrate and is calibrated by melting silicon on the wafer carrier plate. A photo of the CVD system inner cell is shown in Fig. 2.14. The growth cell consists of a single-walled quartz tube, a dense graphite susceptor, and Rigid Graphite Insulation (RGI) to thermally insulate the susceptor from its surroundings. Hydrogen is used as carrier gas, which is purified by a palladium membrane purifier. Silane (5% diluted in H₂) and pure propane are used as process gases. Argon is available as a purge gas during loading and unloading the cell. Gas flow rates are controlled with analog Mass Flow Controllers (MFC). A dry process pump allows accurate pressure adjustment in the cells. The operation of the system is achieved by using a control software package with a Graphical User Interface (GUI). The growth process is done in step-by-step mode for an active operator interaction. The substrate is placed in a recess of the wafer carrier plate. The carrier plate is loaded from the downstream side into the reactor. A stop in the end of the susceptor makes sure that 2 inch substrates are always placed at the same position in the inner cell. The double chamber system allows the deposition of n-type and p-type material in separate cells. The doping species available in the system are nitrogen, aluminum and boron. Nitrogen is introduced into the reactor either directly into the reactor though a MFC or after diluting with hydrogen through a double dilution line. Aluminum is introduced by vaporization of trimethylaluminum (TMA) through a bubbler system.
The actual growth process used in this study is schematically shown in Fig. 2.15. Before growth, samples are first cleaned by standard solvent cleaning procedures, and then are soaked in a mixture of H₂SO₄ and H₂O₂ for 15 minutes, followed by a 2 minutes BHF etch. The growth starts with a flow of H₂ carrier gas, and temperature is ramped up to 1100°C and held at that temperature for about 5 minutes. This procedure allows the reactor chamber to be cleaned and residual gases or moisture to be purged out. After that, the temperature is ramped up to growth temperature (usually 1600°C). During this ramp, 3 sccm of C₃H₈ is flowed into the reactor chamber at temperature of 1400°C. The sample is etched at this step in the mixture of H₂ and C₃H₈ at growth temperature for a period of 5 minutes. Pre-growth in-situ etching is found to be very effective in removing the subsurface damage and creating a smooth surface without scratches [70, 99, 100]. C₃H₈ is added to prevent the Si droplet formation during the pure H₂ etching at high temperature as reported by several groups [99, 101, 102]. After the H₂/C₃H₈ etching, the flow setting of C₃H₈ is changed to the desired value and doping specie, if needed, is flowed into the growth cell. After 30 second for gas mixture to stabilize, SiH₄ is flowed into the growth
environment to start the growth. For thick epilayer growth, a heavily n-type doped buffer layer is usually grown first to isolate the active device region from the substrates with poor quality, and this buffer layer has also been found to help to reduce the forward voltage instability in the bipolar devices [65]. At the end of growth run, RF heating and SiH\textsubscript{4} flow are stopped first to terminate the growth. H\textsubscript{2} and C\textsubscript{3}H\textsubscript{8} will be flowed during the cooling phase to purge the reactor cell.

![Fig. 2.15 4H-SiC CVD growth process for thick epilayer growth](image)

*Fig. 2.15 4H-SiC CVD growth process for thick epilayer growth*
2.1.4 Epilayer Characterization

Various characterization techniques have been used to determine the different material and electrical properties of the 4H-SiC epilayers. This section will discuss those techniques and their application in this dissertation.

2.1.4.1 Thickness measurement

Thickness of the epilayer is measured using Fourier transform infrared spectroscopy (FTIR). The interferogram is collected by the FTIR and transformed to get reflectance spectrum as shown in Fig. 2.16. The thickness of the epilayer $d$ is given by [72]:

$$d = \frac{i}{2\sqrt{n^2 - \sin^2 \theta}} \frac{1}{(1/\lambda_i - 1/\lambda_0)}$$  \hspace{1cm} (3.1)

where $i$ is the number of complete cycles from $\lambda_0$ to $\lambda_i$, the two wavelength peaks that bracket the $i$ cycles. $n$ is the refractive index of the SiC (2.6), and $\theta$ is the angle between the incident beam and sample surface normal. In our current FTIR system, $\theta$ is set up to be $0^\circ$. Therefore, the Eq. (3.1) can be simplified into:

$$d = \frac{i}{2n(1/\lambda_i - 1/\lambda_0)}$$  \hspace{1cm} (3.2)

For example, the epilayer thickness for the spectrum as shown in Fig. 2.16 is calculated to be $18 \mu m$. 
2.1.4.2 Doping measurement

The net donor concentration is determined by the capacitance-voltage measurement on a Mercury probe. In the measurement, a temporary Schottky contact is formed by mercury contacting the sample through two well-defined orifices. One of orifices is a small hole and the other is a circular ring with larger area, and the area of the small hole is calibrated by standard samples with known doping concentrations. Then C-V measurements are done by connecting the two mercury contacts to a LCR meter. The C-V curves will exhibit different shapes depending on the doping types, and the doping concentration can be calculated from the part of curve when the semiconductor under the small hole is depleted by using the following equation [72]:

\[
N(W) = \frac{2}{qK_S \varepsilon_0 A^2 d(1/C^2)/dV} \quad (3.3)
\]

\[
W = \frac{K_S \varepsilon_0 A}{C} \quad (3.4)
\]
where $W$ is the width of space-charge region. $K_S$ and $\varepsilon_0$ are the dielectric constant of SiC and permittivity in vacuum, respectively. $A$ is the area of the small hole. By plotting $N(W)$ versus $W$, the doping profile of the epilayer can be obtained.

For heavily-doped sample ($>10^{19}$ cm$^{-3}$), the doping concentrations are measured using secondary ion mass spectroscopy (SIMS). In this work, samples are sent out to Evans Analytical Group to perform SIMS measurement.

**2.1.4.3 Surface morphology characterization**

Surface morphology is characterized by an optical microscopy in differential interference contrast mode (Nomarski microscopy) and an atomic force microscopy (AFM). By using Nomarski microscopy, the topographical features on the epilayer surface can be easily observed, such as growth pits and surface defects. AFM is used to characterize the epilayer surface in a smaller scale. For example, step bunching behaviors on the epilayer can be observed by using AFM. In this work, all the AFM measurements are made in the tapping mode by using etched silicon tips.

**2.1.4.4 Defect etches**

Molten KOH has been shown to etch Si-face of SiC preferentially, but etch C-face of SiC isotropically [103]. Therefore, molten KOH etching technique is used to reveal structural defects for the epilayers grown on Si-face substrates. In this work, etching is performed in molten KOH inside a nickel crucible at a temperature of 520$^\circ$C for a period of 5-10 minutes. A typical KOH etched sample surface micrograph is shown in Fig. 2.17. There are four types of etch pits that have been reported on Si-face off-cut surfaces of SiC. The oval-shaped etch pits correspond to basal plane dislocations (BPD), while large, medium, and small hexagonal pits correspond to micropipes, threading screw dislocations (TSD), and threading edge dislocations (TED) [24]. In Fig. 2.17, only three types of etch pits are shown and marked with white arrows. Since low BPD density is especially important for SiC bipolar devices, the BPD etch pit densities are calculated based on the observation under a Nomarski microscope.
2.1.4.5 Carrier lifetime measurement

Pulsed MOS capacitor and reverse recovery techniques have been used for characterization of epilayer lifetimes for 4H-SiC epilayers in our lab. Lifetimes of n-type epilayers are also measured by EBIC and PL decay technique through the collaboration with other laboratory.

2.1.4.5.1 Pulsed MOS capacitor (C-t)

In this method, fabrication of a MOS capacitor is needed on epilayers. First, a gate-quality oxide is grown on the epilayer after RCA clean. Different oxidation time and temperature will be selected for Si-face and C-face 4H-SiC due to different oxidation rate. The gate layer is then deposited and patterned on the oxide, along with a large pad forming the virtual ground in the measurement. For the gate material, the phosphorus-doped polysilicon is preferred over aluminum because it gives more stable results during high-temperature measurements.

Because of the extremely long generation lifetime of SiC at room temperature, the measurement is performed with samples heated above 250°C on a hot chuck. During the
measurement, the MOS capacitors are pulsed into deep depletion region, and recover to the equilibrium state through bulk and surface generation. Provided that the size of capacitor is large, lateral surface generation around the perimeter can be neglected compared with bulk generation. The capacitance transient relation can be expressed as [72]:

\[
- \frac{d}{dt} \left( \frac{C_{ox}}{C} \right)^2 = \frac{2n_i}{\tau_g N_A} C_{ox} \left( \frac{C_{inv}}{C} - 1 \right) + \frac{2K_{ox} n_i S_{eff}}{K_s t_{ox} N_A}
\]

(3.5)

\(C_{ox}\) is the oxide capacitance. \(C_{inv}\) is the capacitance when the MOS structure is in equilibrium and the inversion layer is formed. \(S_{eff}\) is an effective surface recombination velocity. From the slope of a \(-d(C_{ox}/C)^2/dt\) versus \((C_{inv}/C-1)\) plot (as known as Zerbst plot), \(\tau_g\) can be calculated, and \(S_{eff}\) can extracted from the intercept.

### 2.1.4.5.2 Reverse recovery

Effective minority carrier lifetimes are characterized by measuring the reverse recovery switching transient of SiC pin diodes. The reverse recovery testing is carried out using a fast-risetime pulse-test circuit as shown in Fig. 2.18 [71]. This circuit can stress the diode by using manually triggered single-shot rectangular shaped pulse of 200 ns width. The pulse voltage amplitude is controlled by adjusting the high-voltage DC (HVDC) supply, which charges a 1/2 inch diameter 150 ft semi-rigid coax transmission line. The fast-risetime pulse is formed by the discharge of the semi-rigid coax when the mercury vapor switch is triggered. The diode is initially forward biased by the DC supply through the 200Ω resistor. A 10 µF high-voltage capacitor isolates the initial DC bias from the transmission line circuit, but permits the pulse to rapidly switch the diode from forward bias into reverse bias. The Tektronix CT2/P6041 current probe monitors the transient reverse recovery current of the diode. The transient response of the diode is collected by digital oscilloscope.
In the ideal case, the reverse recovery curve of the pn diode will show a constant reverse current during a time of $t_s$, the storage time. The effective minority carrier lifetime can then be expressed as [72]:

$$
\tau_p = \frac{t_s}{\left(\text{erf}^{-1}\left[\frac{1}{1+I_R/I_F}\right]\right)^2}
$$

As we discussed in Section 2.3.6, the lifetime measured from this method can be influenced by surface recombination, emitter lifetime and high-level injection, which makes result interpretation difficult.
2.1.5 Device Fabrication

In this work, 4H-SiC pin diodes for both electrical test and light-emission microscopy (LEM) studies have been fabricated on n-type epilayers. MOS capacitors are fabricated on p-type epilayers to be used in C-t transient analysis. This section will discuss the fabrication details for those devices.

2.1.5.1 Fabrication of 4H-SiC pin diodes

4H-SiC pin diodes are fabricated on the epilayers grown as described previously. Thick n⁻ drift layers with doping below $1 \times 10^{15} \text{cm}^{-3}$ and thin p⁺ anode cap layers with doping more than $5 \times 10^{18} \text{cm}^{-3}$ are grown in separate runs in our CVD system. There are two sets of pin diode masks are used in this work. One set consists of circular patterns of different diameters (100 µm ~ 2 mm), which is used to fabricate pin diodes for electrical tests. The other set consists of rectangular patterns with wide open contact areas for LEM experiments. The cross-section of 4H-SiC pin diodes built in this study are shown Fig. 2.19. The mask set for electrical test consists of two levels named p⁺ contact and top metal, and the mask set for LEM consists of three levels named mesa, p⁺ contact and top metal.

For fabrication of pin diodes used in electrical tests, liftoff lithography is first done using the p⁺ contact mask and Ti/Al (100Å/4000Å) anode contact metal is evaporated on the wafer. Thick AZ4620 photoresist is deposited on the wafer surface and patterned to suppress micro-masking. Reactive Ion Etch (RIE) in SF₆ is used to form the mesa structures with a depth of 2 µm. Ni (4000Å) is then deposited on the backside of the sample, which is then annealed in vacuum at temperature of 950°C for 2 minutes to achieve ohmic contacts on both sides. Finally, Au top layer (4000Å) is evaporated and patterned by liftoff using top metal mask. For fabrication of pin diodes for LEM, fabrication processes are same as described above, except that the mesa structure are formed by using an additional mesa mask and Ti/Ni (100Å/2000Å) is deposited as the RIE masking material.
Fig. 2.19. Cross-section structure of 4H-SiC pin diode.

2.1.5.2. Fabrication of 4H-SiC MOS capacitors

4H-SiC MOS capacitors are fabricated on p-type epilayers. A gate-quality oxide is grown by in a pyrogenic system at 1150°C for 120 minutes after RCA clean. The gate material is phosphorus-doped polysilicon. Polysilicon are deposited by LPCVD system using SiH\textsubscript{4} as precursor gas at a temperature of 555 °C. Phosphorus dopant is introduced by spin-on dopant followed by a drive-in at 900 °C for 1 hour. After that, the gate and field region are patterned by photolithography and wet etching.

2.1.6. Experimental Results

In this section, experimental results on epitaxial growth of 4H-SiC will be presented first with an emphasis on growth of low-doped epilayers having low BPD densities and high minority carrier lifetimes. Epitaxial growth on both Si-face and C-face will be discussed. Then, results on the fabricated PiN diodes will be presented.
2.1.6.1 Epitaxial Growth of Si-face 4H-SiC

Homoepitaxial growth of 4H-SiC is performed in the Epigress SiC CVD reactor as described in section 3.1. The n-type epilayers used in section 4.1 are 20 µm thick grown on a 5 µm thick highly-doped n-type buffer layer. Substrates used in this study are commercial 2” or 3” Si-face wafers with off-cut angles of 4° or 8° toward the <11-20> direction. Some substrates are re-polished using a chemical mechanical polishing (CMP) technique by NOVASiC.

2.1.6.1.1 Growth rate

The growth rate is investigated as a function of growth parameters, including silane flow and C/Si ratio, and its dependence on substrate off-cut angle is also studied. As discussed earlier, no deposition occurs without silane flow during the growth. We studied the dependence of growth rate on silane flow with a fixed C/Si ratio of 1.5 on Si-face substrates with 8° off-cut angle. The growth rate is plotted as a function of SiH₄ (5% in H₂) mass flow controller (MFC) setting, as shown in Fig. 2.20. The growth rate linearly increases with SiH₄ gas flow in the plotted range. This result is consistent with reports on a similar system by an other group [104]. One advantage of hot-wall CVD reactor is the larger growth rate compared with its cold-wall counterpart (usually with growth rate less than 5 µm/h). The maximum growth rate obtained on our current system is 15 µm/h with a SiH₄ flow of 500 sccm, which is limited by the capacity of the SiH₄ MFC.
The growth rate dependence on C/Si ratio for both 4° and 8° off-angle Si-face substrates is investigated. The flow rate of C₃H₈ is varied to obtain different C/Si ratios by keeping the SiH₄ MFC setting fixed at 360 sccm for all growth runs. Results are shown in Fig. 2.21, where the open and closed diamonds correspond to 4° and 8° substrates, respectively. When C/Si is larger than 1.0, both orientations show constant growth rate, while the growth rate drops substantially between C/Si ratio of 0.5 and 1. This is due to the lack of carbon for C/Si of 0.5, which limits the growth rate. The growth rates on 8° samples are higher than those on 4° samples at various C/Si ratios and under fixed SiH₄ flow. Larger off-cut angles will result in shorter terrace width and higher step density per unit area, which increases the chance of adatom incorporation and promotes step-flow growth. Therefore, an increase in growth rate with increasing off-cut angle is expected. Matsunami and Kimoto studied the growth rate dependence on off-cut angle for 6H-SiC ranging from 0.2° to 10° [6]. They found that the growth rates increase with off-cut angle in the range of 1° to 3.5°, and they believed this is due to the effects of two-dimensional nucleation on terraces even when step-flow growth is the dominant mode. Growth rates become almost constant for off-angles from 4° to 10° in their study. The terrace width can be calculated from \(h/\tan \theta\), where \(h\) is step height and \(\theta\) is off-cut angle. Assuming step height of two Si-C bilayers (\(h=0.504\) nm) when no macrostep bunching
occurs, the terrace width should be 7.2 nm and 3.9 nm for 4° and 8° substrates, respectively. Based on AFM observations, the actual epilayer surface on 4° substrates has a terrace width of 150-200 nm and a step height of 10-15 nm with severe macrostep bunching, while the epilayer surface on 8° substrates has a terrace width of 10-20 nm and a step height of about 0.5 nm. The terrace width on 4° substrates is nearly ten times longer than that on 8° substrates in this study. Also step flow is slowed down as step height increases with step bunching. All these factors contribute to the larger growth rate difference for the two substrate orientations observed in this work.

![Fig.2.21. Growth rate dependence on the C/Si ratio for both 4° and 8° off-angle substrates.](image)

### 2.1.6.1.2 Nitrogen doping characteristics

The nitrogen doping is examined in an effort to achieve low-doped epilayers for high power devices. The dependence of net doping concentration on C/Si ratio with a fixed N₂ flow (7.3×10⁻² sccm) and system pressure (150 mbar) is shown in Fig. 2.22, where the open and closed diamonds correspond to 4° and 8° off-angle Si-face substrates, respectively. Doping during SiC epitaxial growth can be controlled by the well-known site-competition technique [22]. Since nitrogen occupies the carbon lattice site, nitrogen doping of the epitaxial layer can be controlled by prohibiting the incorporation of
nitrogen atom under a C-rich condition. The site-competition effect is observed on both substrate orientations. A wide range of doping concentrations have been achieved by adjusting C/Si ratio from 0.5 to 2.0. The lowest controlled doping achieved with a N2 flow rate of 7.3\times10^{-2} sccm is 1.75\times10^{-14} cm^{-3} for 8^o samples and 1.4\times10^{-14} cm^{-3} for 4^o samples both at C/Si ratio of 2.0. A background doping of 1\times10^{-13} cm^{-3} has also been obtained on 8^o substrates.

![Fig. 2.22. Net donor concentration dependence on C/Si ratios for both 4^o and 8^o off-angle substrates.](image)

Comparing the net doping concentration for two different substrate orientations, we found that the net doping concentrations on 4^o samples are consistently lower than that on 8^o samples at various C/Si ratios as shown in Fig. 2.22. This result is consistent with previous studies on doping incorporation as a function of off-cut angles [64, 105]. Yamamoto, et al., reported that nitrogen doping concentrations in 4H-SiC epilayers become higher on both (0001) Si-face and (000-1) C-face substrates as off-cut angles increase from 4^o to 8^o. Forsberg, et al., studied nitrogen doping behavior on 3.5^o off-angle 6H-SiC and 8^o off-angle 4H-SiC, and found the doping on the 4H polytype is about 60% higher than that on the 6H material [64]. It is believed that nitrogen is incorporated at steps in step-controlled epitaxy with a sticking coefficient of almost unity [106]. For large off-angle samples, there are more steps per unit area and more available incorporation
sites for nitrogen atoms. This explains the larger net doping concentrations on $8^\circ$ samples. Therefore, growth on low off-angle substrates is beneficial in terms of obtaining low-doped epilayers for power device applications.

The dependence of net doping concentration on growth pressure with a fixed $N_2$ flow ($7.3 \cdot 10^2$ sccm) is shown in Fig. 2.23, where the closed and open diamonds correspond to C/Si ratio of 1.5 and 1.75, respectively. For both C/Si ratios, the nitrogen doping concentration decreases as the growth pressure decreases. Similar observations have been reported by Forsberg, et al., [64]. The decrease of nitrogen doping is attributed to two changes that happen when the pressure in the growth chamber is reduced. First, the partial pressure of nitrogen-containing species is reduced as the total system pressure is reduced. Secondly, the effective C/Si ratio (or carbon coverage on the surface) is increased as the total pressure is reduced. Both phenomena contribute to the reduction of nitrogen doping concentrations. Therefore, reduced growth pressure is very efficient in decreasing the nitrogen incorporation in the grown epilayers. However, the capacity of process pump limits the low pressure that can be achieved. The lowest pressure of 50 mbar has been used in our current CVD system with moderate system performance stability.

![Graph showing net donor concentration dependence on growth pressure for two different C/Si ratios.](image)

Fig. 2.23. *Net donor concentration dependence on growth pressure for two different C/Si ratios.*
2.1.6.1.3 Surface morphology

Surface morphology of the epilayers is characterized by both Nomarski microscopy and AFM. Different morphologies of the epilayers grown on Si-face substrates with different off-cut angles are studied. Effects of growth parameters on surface morphology are also investigated.

Figure 2.24 shows Nomarski micrographs for epilayers grown on 4° and 8° off-angle Si-face substrates at various C/Si ratios. Smooth surfaces have been obtained on all 8° samples, while extensive macrostep bunching can be seen on the 4° samples. For 8° samples, the total density of large surface defects (e.g. carrots, comet tails and triangular defects) is usually less than 10 cm² for various C/Si ratios, while the total density of large surface defects on 4° samples is usually less than 1 cm². It was reported that triangular-shaped 3C inclusions were often found on 4H-SiC epilayers grown on substrates with low off-cut angles [11, 107]. However, the epilayers grown on 4° substrates in this study have extremely low surface defect densities, which is not consistent with some earlier reports. The formation mechanism of 3C-SiC inclusion has been studied by several groups [58, 108-110]. Some authors believed 3C inclusions result from step bunching which promoted 3C nucleation by generating longer terraces; others believed that 3C nucleation originated from substrate imperfections or bulk defects. Based on our results, there is no direct correlation between the 3C-inclusion and step bunching. The reduced density of 3C defects on the low off-angle samples in this study compared with earlier reports may be simply due to the improved substrate quality. Micropipes with clear hollow cores (white arrow “A” in Fig. 2.24) can be observed on the 8° sample when C/Si ratio reaches 2.0. As C/Si ratio is reduced to 0.5, there are no micropipes observed on the epilayer. It has been shown that the dissociation of micropipes into elementary screw dislocations can be promoted by growth under low C/Si ratio conditions [48, 67]. Therefore, it is believed that the micropipe shown in Fig. 2.24 is the unfilled micropipe penetrating from the substrate under the relatively high C/Si ratio growth condition.
Fig. 2.24. Nomarski micrographs of epilayers grown at various C/Si ratios on substrates with different off-cut angles. Arrow “A” is the unfilled micropipe propagating from the substrate.

A detailed investigation of surface morphology is carried out by AFM in tapping mode. Figure 2.25 is the corresponding AFM images of the samples shown in Fig. 2.24. Surface roughness defined as the root mean square (RMS) for each sample is measured on more than 5 images, and minimum and maximum RMS values are listed in Table 2.3. For 4° off-angle samples, macrosteps with height of 10-15 nm are characteristic of all surfaces. These macrosteps are perpendicular to the [11-20] off-cut direction. Step crossover (white arrow “B” in Fig. 2.26) has been observed on the sample grown at C/Si ratio of 2.0. The distribution of the macrosteps also changes with the C/Si ratio. At relatively high C/Si ratio (larger than 1.5), macrosteps are periodic almost all over the sample with step spacing of about 0.2-0.4 μm. At the C/Si ratio of 1.0, the spacings between macrosteps increase and become irregularly distributed ranging from 0.5 μm to over 3 μm, and the region between the macrosteps is very smooth consisting of steps with single-bilayer height. When C/Si ratio is reduced to 0.5, macrosteps are further separated from each other with spacings up to 100 μm. The area between the macrosteps has relatively flat surface as shown in the corresponding AFM image, which consists of steps with about 2-nm height. As indicated in Table 2.3, the change in the distribution of the macrosteps results in an increase of RMS roughness with increasing C/Si ratio. No
A macrostep is observed on the surface of 8° samples, which is evident on both Nomarski micrographs and AFM images. Steps with height of less than 0.5 nm (one or two bilayers) can be seen on the AFM images for all the 8° samples. The spacing between steps does not show significant change with C/Si ratio. As C/Si ratio goes up, the percentage of steps with single bilayer height increases. This leads to a decrease in RMS roughness as indicated in Table 2.3, with an exception of the sample grown at C/Si ratio of 2.0. Hillocks with height of 2-3 nm (white arrow “C” in Fig. 2.25) have been observed on the sample grown at C/Si of 2.0. The presence of hillocks increases the RMS roughness for the sample grown under this condition.

<table>
<thead>
<tr>
<th>C/Si=0.5</th>
<th>C/Si=1.0</th>
<th>C/Si=1.5</th>
<th>C/Si=2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>8°</td>
<td>![AFM Image of 8°]</td>
<td>![AFM Image of 8°]</td>
<td>![AFM Image of 8°]</td>
</tr>
</tbody>
</table>

**Fig. 2.25** AFM images of epilayers grown on 4° and 8° off-angle Si-face substrates at various C/Si ratios. For 4° samples, scan size and color scale are 10×10 µm and 50 nm, respectively; for 8° samples, they are 2×2 µm and 10 nm respectively, except that the image for C/Si =2.0 has a scan size of 5×5 µm. Arrow “B” is the step crossover and arrow “C” is the hillock found on the epilayers grown at C/Si ratio of 2.0.
Table 2.3  RMS roughness for epilayers grown on 4° and 8° substrates with various C/Si ratios.

<table>
<thead>
<tr>
<th>Substrate types</th>
<th>RMS_{min} / RMS_{max} (nm) at various C/Si ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C/Si=0.5</td>
</tr>
<tr>
<td>4° off-cut angle</td>
<td>0.8 / 3.5</td>
</tr>
<tr>
<td>8° off-cut angle</td>
<td>0.25 / 0.33</td>
</tr>
</tbody>
</table>

Powell, et al., reported the surface morphologies on epilayers grown on 4H-SiC substrates with off-angles from 0.1° to 3.5° [11]. Macrostep bunching with variable separations was observed in epilayers grown on 3.5° off-angle substrates in their study. Saitoh and Kimoto studied the epitaxial growth on 4H-SiC substrates with off-angles from 1° to 45° [12]. Deteriorated surfaces have been reported on substrates with off-angle smaller than 4°. Current data show that a tendency for macrostep bunching is greater at smaller tilt angles and step separation depends on C/Si ratio. The step bunching mechanism in SiC has been studied by several groups [111-114]. Kimoto, et al., investigated step bunching behavior on 6H- and 4H-SiC epilayers grown by CVD on 5° off-angle substrate using AFM and transmission electron microscopy (TEM) [114]. They found that three bilayer height steps predominate on 6H-SiC epilayer and four bilayer height steps on 4H-SiC epilayer. They discussed step bunching behavior in terms of surface equilibrium process, in which the surface free energy is minimized during growth. The different step velocities for each Si-C bilayer promote the formation of the half-unit-cell steps. Periodically changing bond configuration at step edges may further induce these steps to bunch into unit-cell height steps. However, this mechanism does not explain continued coalescence of the unit-cell size steps into macrosteps with multiple unit-cell height. Also, it does not explain different step bunching behaviors observed on different off-angle substrates. Ohtani, et al., studied step bunching behavior on the 6H- and 4H-SiC crystal grown by physical vapor transport (PVT) method [112]. They discussed the mechanism of macrostep formation by considering the interplay between step energetics (repulsive step interaction) and asymmetric step dynamics on the growing crystal surface.

A complete explanation of the differences in macrostep formation observed on 4° and 8° substrates is still not in hand. One note of comparison between 4° and 8° substrates is the resolved component of the surface along the c-axis of 4H-SiC. This component is
Nakagawa, et al., have pointed out that atomic planes of the form (11-2n) have a local minimum in surface free energy [115]. The larger (11-2n) component of surfaces on 8° substrates may help to stabilize the morphology. Enhanced macrostep formation on 4° substrates may be driven by the surface attempting to lower its overall surface energy by forming large-area facets with (0001) and (11-2n) orientations. Regular spacing of macrostep edges has been observed in this study, which implies there is a strong repulsive step interaction on the surface [112]. Marchenko and Parshin derived an analytical expression for the elastic potential between two identical steps at the surface of an isotropic solid [116]:

\[
U(x) = \frac{2(1-\sigma^2)}{\pi E x} (f^2 + \beta a)^2 \frac{1}{x^2}
\]

Here, \(E\) and \(\sigma\) are Young’s modulus and Poisson’s ratio, respectively; \(f\) and \(\beta\) are the surface force and surface tension at steps, respectively; \(a\) is the step height and \(x\) is the distance from the step. While a repulsive force would lead to a regular spacing between macrosteps, Marchenko-Parshin (MP) model indicates a near infinite and unphysical repulsive interaction as steps merge, which would preclude the formation of macrosteps. Therefore, an attractive interaction of steps is missing in the treatment of Marchenko and Parshin [117, 118]. Kukta, et al., proposed a new model for the interaction energy on a stepped surface by introducing a roughness correction to MP model [118]. They found that step interactions between a bunched step and a single step switch from repulsive to attractive as separation distance decreases, and this happens only when the bunched steps exceed a certain height. Based on this model, it is reasonable to believe that the short-range attractive step interactions facilitate the formation of macrosteps, while the regular step structure is maintained by the long-range repulsive step interaction. In addition, step bunching is also influenced by kinetic factors, as the dependence of macrostep formation on step flow, which is dependent on C/Si ratio, has been identified.

Step crossover was observed on the 4° sample grown under a C/Si ratio of 2.0. Similar phenomenon, which is referred to as anisotropic step-bunching, has been reported on the 4H- and 6H-SiC epilayers grown by liquid phase epitaxy (LPE) [113]. It is believed that step crossover is a competition effect of different temperature-dependent lateral growth velocities in <1100> and <1120> directions. Data from this study suggest the C/Si ratio also has an impact on the growth velocities in different directions. Nakamura, et al., also found that a high C/Si ratio enhances spiral growth and a low C/Si ratio enhances step flow growth [9, 119]. Therefore, it is believed that the occurrence of step crossover is due to the enhanced lateral growth along <1100> direction under a high
C/Si ratio. This also provides a possible explanation of the hillock formation on the 8° off-angle substrates under high C/Si ratio, which is the result of inhibited step flow growth with respect to lateral spiral growth.

It is reported that step bunching is enhanced under C-rich condition [111]. This is consistent with the current study on 4° samples, but not on 8° samples. Based on the discussion in the preceding paragraph, step flow is promoted at low C/Si ratio. Under the same condition, fast-moving steps will have less chance to come together forming macrosteps, which is consistent with our observation that the area with macrostep bunching decreases with decreasing C/Si ratio for 4° substrates. However, this cannot explain the slight increase in the degree of step bunching with decreasing C/Si ratio for 8° substrates. This implies different mechanisms may dominate step bunching of different height.

Based on the discussion above, surface morphologies for epilayers grown on 4° off-angle substrates need to be improved in terms of step bunching. The macrostep bunching is greatly suppressed in the current investigation by reducing the growth rate from the usual 10 µm/hour to 3 µm/hour. A relatively flat surface with RMS roughness of 0.35 nm has been achieved, and the percentage of flat region on the surface is over 90%.

Degree of step bunching has also been studied as a function of epilayer thickness. Epilayers with different thickness has been grown under the same growth conditions. The averaged RMS roughness of the epilayers as a function of thickness is shown in Fig. 2.26. Surface roughness increases from 4.3 nm to 5 nm when epilayer thickness increases from 10 µm to 60 µm. Although this increase is not desirable for thick epilayer growth, our current results indicate that the increase of roughness with thickness is not dramatic. For critical device applications, the epilayers can be polished using CMP to remove the nanometer scale steps. Additional device layers, for example p-type anode layer in the PiN diode structure, can be grown with slower growth rate and lower C/Si ratio to minimize the step bunching on 4° off-angle substrates.
Fig. 2.26. The averaged RMS roughness of the epilayers as a function of thickness

2.1.6.1.4 Basal plane dislocation density

Basal plane dislocations (BPDs) have been found to be the root cause of the forward voltage degradation in 4H-SiC bipolar devices. Most of the BPDs are propagated from substrate into epilayers during epitaxial growth. Therefore, it is very important to study the effects of growth parameters and substrate off-cut angle on BPD density. Several techniques have been developed to enhance the conversion of BPDs into threading edge dislocations during the growth, such as KOH etching and lithographic patterning. In this section, experimental results on BPD reduction will be discussed.

Basal plane dislocation density is evaluated by examining and counting etch pits following KOH etching, as discussed earlier. The BPD etch pit densities on epilayer grown on both 4° and 8° Si-face substrates as a function of C/Si ratio are summarized in Fig. 2.27. In general, the BPD densities decrease with increasing C/Si ratio on both orientations. The lowest BPD density on 8° sample is 175 cm⁻² at C/Si ratio of 1.5, while the lowest BPD density on 4° off-angle sample is 2.6 cm⁻² at C/Si of 2.0. No pretreatment, such as KOH etching, was performed prior to epigrowth so the intrinsic characteristics of BPD behavior could be observed on 4° and 8° substrates. Comparing two different off-
angle samples, we found that the BPD density has been greatly reduced by growing on low off-angle substrates, especially under optimized growth conditions. The Nomarski micrographs of typical KOH etched sample surfaces are shown in Fig. 2.28. The different shapes for BPD etch pits are the result of the different distances between the dislocation lines and the surfaces for different off-angles. Only one oval shaped etch pit is identified on the Fig. 4.9(a) for the 4° off-angle sample grown under C/Si ratio of 1.5, and BDP-free areas exceeding 2 cm² are also observed on the sample grown under C/Si ratio of 2.0. Epilayers grown on 8° substrate under the C/Si ratio of 1.5 still have a relatively high BPD density, as shown in Fig. 2.28(b).

![Graph showing BPD etch pit densities for epilayers on both 4° and 8° off-angle Si-face substrates grown under various C/Si ratios.](image)

Fig. 2.27. BPD etch pit densities for epilayers on both 4° and 8° off-angle Si-face substrates grown under various C/Si ratios.
Fig. 2.28. Nomarski micrographs of molten KOH etched surface for (a) epilayer grown on 4° off-angle substrate with C/Si of 1.5, (b) epilayer grown on 8° off-angle substrate with C/Si of 1.5. The white circle are marked for the etch pits corresponding to BPDs. The small insets are large magnification view of BPD etch pits.

The reduction of BPD density on 4° samples is due to the enhanced conversion of basal plane dislocations to threading edge dislocations. Ha, et al., postulated that the image force between the off-axis surface and the basal plane dislocation is the driving
force for dislocation conversion [24]. The image force acting on a dislocation line can be estimated by the equation derived in the conventional isotropic elastic theory:

$$\sigma = \frac{G b}{4\pi d}$$  \hspace{1cm} (4.2)

Where $\sigma$ is the shear stress; $d$ is the distance of straight dislocation line from a free surface; $G$ and $b$ are the shear modulus of the materials and the Burgers vector, respectively. Equation (4.2) clearly shows that the shear stress or the resulting image force is inversely proportional to the separation between the dislocation line and free surface. Lower off-angles will result in a smaller separation between the basal plane and the substrate surface, which enhances the image force on the dislocation line. This explains the reduced BPD density on 4° samples.

For both types of substrate orientations, BPD density decreases with increasing C/Si ratio. Ohno, et al., studied the effect of C/Si ratio on the BPD density in the epilayer grown on 8° off-angle 4H-SiC substrates by hot-wall CVD technique [25]. Their results show that BPD density increases for C/Si ratio less than 1.0 and remains almost constant as C/Si ratio exceeds 1.0. This is consistent with our experimental data shown in Fig. 2.26. As discussed in the last section, the relative speed of flowing step to spiral step changes with C/Si ratio. It is possible the reduced BPD densities at high C/Si ratio are the results of reduced step flow speed under the C-rich growth environment, which in turn increases the possibility of BPD conversion into threading edge dislocation.

In the previous section, it is shown that BPD density can be reduced by growing on low off-cut angle substrates under optimized conditions. However, BPD density on 8° off-angle substrates is still high (> 200 cm⁻²). Recently, some pre-growth treatment techniques have been developed to enhance the BPD conversion to TED [65, 120]. One of the techniques is to subject the SiC substrates to a molten KOH defect etching before the epitaxial growth. Because of the preferential etching of defects by molten KOH, etch pits will be produced on the substrates. When a standard epitaxial growth is performed on the etched substrates, BPD density is found to be dramatically reduced.

Based on the above idea, a series of growth experiments has been performed to evaluate this technique. 4H-SiC substrates with 8° off-cut angle were etched in molten KOH at a set temperature of 520°C for different time, followed by standard epitaxial growth. In the first set of samples, the KOH etching time is 1 minute and 3 minutes, followed by a 100-µm epitaxial growth. Fig. 2.29 is the Nomarski micrographs of samples before and after growth under different etching conditions. It is observed that the
etch pit size increases with increasing KOH etching time. Beside the etch pits, polishing scratches also become more pronounced after KOH etching. After growth, surface defect densities on KOH etched samples are much higher than the un-treated sample. It has been found that the conversion efficiency of BPDs increases with the size of etch pits [120]. In the second set of samples, the KOH etching time is 2 minutes, 5 minutes and 8 minutes, followed by a 30-µm epitaxial growth. BPD densities as function of etching time are plotted in Fig. 2.30. It is found that BPD density decreases dramatically with KOH etching up to 5 minutes. The lowest BPD density obtained using this technique is around 40 cm\(^{-2}\) with KOH etching time of 3 and 5 minutes. This number is still higher compared with the reported low BPD densities (<10 cm\(^{-2}\)) using the similar technique [2, 121]. This may be due to the high BPD density in the substrates used in this study or non-optimized KOH etching process. The BPD etch pit density for the sample etched for 8 min before growth is very high, and only part of bar is shown in the Fig. 2.30.
Fig. 2.29. Nomarski micrographs of samples before and after growth under different etching conditions.
When excessive pre-growth KOH etching is performed (8 minutes), BPD density increases sharply to over 1000 cm$^{-2}$. Figure 2.31 is the Nomarski micrograph of KOH etched epilayer with 8 minutes pre-growth KOH etching. Stacking faults which show as vertical lines are identified in the micrograph, and BPD etch pits are found to be aligned along the stacking faults. Moreover, BPD etch pits which have different orientation are also observed on the surface, as indicated in Fig. 2.31 as white circles. It is believed that the high BPD density under excessive KOH etching condition comes from the generation of new BPD during the epitaxial growth. Although most BPDs from substrates are converted into TEDs during the initial state of growth, new BPDs generated during the subsequent growth account for the increased BPD density in the epilayer. Therefore, the KOH etching process has to be carefully designed to minimize this effect.

---

**Fig. 2.30.** BPD etch pit densities under different pre-growth treatments. The dark gray bars are results from first set of samples, and the light gray bars are from second set of samples.
The mechanisms of enhanced BPD conversion by KOH etching has been discussed in terms of etch pit geometry by Sumakeris [2, 122]. As we discussed earlier, the driving force of BPD conversion is the image force on BPDs near a surface. Selective etching of SiC by KOH creates etch pits around BPDs with a cross-section as shown in Fig. 2.32. The bottom of the etch pit roughly parallels the basal plane of the crystal, which locally reduces the off-axis angle close to a BPD. The image force which promotes the BPD conversion is inversely proportional to the distance between the dislocation and the surface, as described in Equation (4.2). So if the BPD shown as dotted line in Fig. 2.32 propagates into the epilayer as a BPD, it would experience a large image force that promotes a conversion into TED.

![Nomarski micrograph of KOH etched epilayer with 8-min pre-growth KOH etching. The BPD etch pits inside two white circles are BPDs with different orientations.](image1)

*Fig. 2.31 Nomarski micrograph of KOH etched epilayer with 8-min pre-growth KOH etching. The BPD etch pits inside two white circles are BPDs with different orientations.*

![SiC epilayer growth within a KOH etch pit associated with a basal plane dislocation](image2)

*Fig. 2.32. SiC epilayer growth within a KOH etch pit associated with a basal plane dislocation [2].*
We can also reduce the BPD by lithographic patterning of the growth substrate. In this technique, SiC substrate surface is patterned by using photolithography method. Hexagonal patterns are etched by reactive ion etching (RIE) to a depth of ~0.3 µm using photoresist as mask. The substrate surface after etching is shown in Fig. 2.33. After patterning, the standard epitaxial growth is performed on the patterned substrates. The BPD density is calculated using molten KOH etching method. The lowest BPD density obtained from this technique is around 50 cm$^{-2}$ in our experiments. This is close to the BPD density we have obtained by using KOH etching technique as discussed in previous section. The exact mechanism behind this technique is still not clear. The BPD conversion may be enhanced through the interaction of BPDs with the sidewalls of the hexagonal patterns.

![Fig. 2.33. Nomarski micrograph of substrate surface after lithographic patterning.](image)

AFM is used in this case to study how the surface morphology evolves during the growth on the patterned substrates. Figure 2.34 is the AFM images before and after the epitaxial growth. After 7 µm of growth, a flat edge is observed at the up-step direction of the hexagonal pattern (marked as “A” in Fig. 2.34). After 100 µm of growth, the flat regions are connected with each other to form big steps (marked as “B” in Fig. 2.34). The height of the step is more than 1 µm as shown on the height profile on the left side of Fig. 2.34. Formation of huge steps during thick epitaxial growth makes this technique undesirable for high power device applications. In order to solve this problem, a post-growth CMP process is needed to planarize the surface.
Fig. 2.34. AFM images before and after the epitaxial growth on the substrate with lithographic patterning. Letter “A” is labeled where the flat edge happened after 7 µm of growth. Letter “B” is labeled where the big step happened after 100 µm of growth.

In summary, both KOH etching and lithographic patterning techniques has been shown to reduce BPD densities to relatively low level. Further process optimization is needed to achieve very low BPD densities reported in literatures or claimed by other groups. In both techniques, epilayer surface morphology becomes undesirable after growth. CMP process is usually needed to smooth or planarize the epilayer surface for subsequent device fabrication. This means the epitaxial process become more complicated. In comparison, reduction of BPDs by growing on 4° off-axis substrates has the advantages of no added process steps. The disadvantage of growth on 4° off-axis substrates is the increase of surface roughness by step-bunching. However, the step
height from step bunching is the range of several nanometers and can also be removed by subsequent CMP process. Therefore, growth on low-angle substrates is a viable technique to obtain epilayers with low BPD density. We will shown later in that 4H-SiC PiN diodes built on epilayers with 4° off-cut angle exhibit good performance and minimal forward voltage drifts.

2.1.6.2 Epitaxial Growth of Epilayers on C-face 4H-SiC

Up to now, most studies are performed on 8° off-axis Si-face 4H-SiC substrate due to the ease of obtaining good surface morphology and low nitrogen doping concentration. Recently, (000Î) C-face 4H-SiC epitaxial growth has gained some attention due to a few advantages over Si-face. Low basal plane dislocation (BPD) densities are reported on epilayers grown on C-face 4H-SiC substrate [10, 14]. As a result, high-voltage PiN diodes fabricated on C-face show superior forward voltage stability compared with those on Si-face [15, 16]. C-face has also shown to be more suitable for epitaxial growth on low off-cut angle or on-axis substrates [17, 18]. The reduction of off-angle is beneficial in both reducing the substrate price and promoting the conversion of BPDs into threading edge dislocations (TEDs) [17-19]. Additional studies have shown C-face growth is less susceptible to step bunching during epitaxial growth [6, 18, 20, 21]. In view of above advantages, epitaxial growth on 4° off-axis C-face 4H-SiC substrates has been investigated.

2.1.6.2.1 Surface morphology

Figure 2.35 shows Nomarski micrographs for nitrogen-doped epilayers grown under two different N₂ flow conditions with various C/Si ratios. Under high N₂ flow condition (1800 sccm), surface morphology starts to deteriorate at high C/Si ratios. Triangular-shaped defects, which are aligned perpendicular to the off-cut direction, begin to appear on the surface when the C/Si ratio equals 2.0. Further AFM analysis shows the triangular-shaped defects are pits with a typical depth of about 0.8 µm. This type of defect will be referred to later as triangular pit. At C/Si ratio of 3.0, the sample surface is full of wave-like surface defects, which also exhibit triangular-shaped features and alignment perpendicular to the off-cut direction. Under low N₂ flow condition (0.037 sccm), triangular pits are observed on the surface when the C/Si ratio is greater than 2.0, but the densities are much lower than those for high N₂ flow conditions. Triangular pit
densities increase from 10 cm\(^{-2}\) to 17 cm\(^{-2}\) when C/Si ratio changed from 2.0 to 3.0. The formation mechanism for these defects is still not clear at this time. Since defect densities are higher on the samples grown under high N\(_2\) flow and high C/Si ratio, the presence of excessive N\(_2\) and C promote the formation of those defects.

<table>
<thead>
<tr>
<th>C/Si</th>
<th>N(_2) Flow: 1800 sccm</th>
<th>N(_2) Flow: 0.037 sccm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td><img src="1120" alt="Image" /></td>
<td><img src="0.037" alt="Image" /></td>
</tr>
<tr>
<td>2.0</td>
<td><img src="1800" alt="Image" /></td>
<td><img src="0.037" alt="Image" /></td>
</tr>
<tr>
<td>3.0</td>
<td><img src="1800" alt="Image" /></td>
<td><img src="0.037" alt="Image" /></td>
</tr>
</tbody>
</table>

**Fig. 2.35.** Nomarski micrographs for nitrogen-doped epilayers grown at two different N\(_2\) flow conditions under various C/Si ratios.

Kojima, et al., reported similar surface defects on the 8° off-axis C-face 4H-SiC epilayers [20]. These defects have been identified to be 4H-SiC polytype by micro-Raman analysis. Our AFM analysis indicates the shapes of these defects are similar to an inverted pyramid with well-defined sidewalls. This is quite different from the triangular defects observed on the Si-face 4H-SiC epilayers, which usually show a relatively planar region surrounded by triangular edges [58]. AFM scans on the sidewall of the pits reveal step-bunching behavior, which is often observed during 4H-SiC step flow growth. Therefore, triangular pits observed in this study are believed to be a new type of surface defect only observed on C-face epilayers. Since the surface of the C-face is terminated with C atoms, the formation of C-C bonds is favored under C-rich growth environment [20]. This bond may interrupt step-flow and cause the formation of defects. Under high
N₂ flow conditions, the accumulation of N₂ on the growth surface may also alter the normal step-flow and cause the formation of defects. In fact, nitrogen-induced macrostep bunching has been observed on epilayers grown under high N₂ flow conditions in this study, which will be discussed in a later section.

Considering the large dimensions of triangular pits, their density has to be reduced in order to achieve high-quality C-face epilayers. Based on the results shown in Fig. 2.35, growth under low C/Si ratio is very effective in reducing the density of triangular pits. Although low C/Si ratios can be used to grow the heavily doped C-face epilayers, higher C/Si ratios are usually needed to achieve low doping concentration for power device applications. In order to strike a compromise between these mutually exclusive conditions another parameter, growth temperature, is investigated. Figure 2.36 shows the surface morphology of an epilayer grown at temperatures of 1640 °C and C/Si ratio of 2.0. Triangular pits are not observed on this sample. However, shallow growth pit density increases dramatically as the growth temperature increases. It is found that surface defect densities are strongly dependent on growth temperature, as summarized in Table 2.4. The triangular pit density decreases with increasing growth temperature, and is completely eliminated at temperature of 1640 °C. On the other hand shallow growth pit density increases as growth temperature goes up. Based on the data presented in Table 2.4, the optimum growth temperature is believed to be around 1620 °C, when the densities for both types of defects are reasonably low. Similar trends have been reported on 8° off-cut C-face 4H-SiC epilayers [20]. As discussed previously, the origin of the triangular pit is believed to be due to interrupted step-flow growth. Higher growth temperature will increase the surface mobility of the adatoms and also help to disassociate the C-C bond on the growth surface, which will reduce the triangular pit density. At the same time, the excessive H₂ etching at higher growth temperature may cause the formation of shallow growth pits on the epilayers.
Fig. 2.36. Nomarski micrograph of the epilayer grown at temperatures of 1640°C and C/Si ratio of 2.0. Black arrow is the shallow growth pit observed on the sample.

<table>
<thead>
<tr>
<th>Defect types</th>
<th>Growth Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T=1600 °C</td>
</tr>
<tr>
<td>Triangular pits (cm²)</td>
<td>10</td>
</tr>
<tr>
<td>Shallow pits (cm²)</td>
<td>50</td>
</tr>
</tbody>
</table>

2.1.6.2.2 Nitrogen-induced step bunching

In order to study surface features on a smaller scale, tapping-mode AFM is performed on areas of the surface away from surface defects. As shown in Fig. 2.37, macrostep bunching has been observed on the samples grown under high N₂ flow conditions at various C/Si ratios. Step-heights measured fall into a range between 5–15 nm and increase slightly with increasing C/Si ratio. At C/Si ratio of 1.0, equidistant steps are observed on most of the scanned areas with average terrace widths of about 100 nm. As C/Si ratio increases, more step crossovers on the surface are found and terrace widths also become wider in some regions. Surface features change from equidistant steps to meandering steps with increasing C/Si ratios. Under low N₂ flow conditions, surfaces are
very flat without step bunching, and step-heights are about 0.25–0.5 nm (1–2 bilayers). Surface roughness, defined as the root mean square (RMS) displacement from a perfectly flat surface, is measured for each sample and plotted in Fig. 2.38 (a). Surface roughness of the heavily-doped samples is about one order of magnitude higher than that of the lightly doped ones. RMS roughness values increase with C/Si ratio for the heavily doped samples due to the increasing step heights. Roughness remains almost constant with C/Si ratio for the lightly doped samples.

<table>
<thead>
<tr>
<th>N₂ flow:</th>
<th>C/Si=1.0</th>
<th>C/Si=2.0</th>
<th>C/Si=3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1800 sccm</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>0.037 sccm</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Fig. 2.37. AFM images for nitrogen-doped epilayers grown at two different N₂ flow conditions under various C/Si ratios. Scan size is 3 × 3 µm for all the images. Color scale is 30 nm and 10 nm for high and low N₂ flow conditions, respectively.

Heavily doped n-type buffer layers are often needed in standard 4H-SiC epitaxial growth, especially for bipolar device applications. The macrostep bunching observed is certainly not desirable. In order to reduce macrostep bunching, the effect of nitrogen flow on step bunching is studied. By reducing the N₂ flow, macrostep bunching is greatly attenuated as observed by AFM (not shown in the paper). RMS roughness measured by AFM as a function of N₂ flow is plotted in Fig. 2.38(b). As N₂ flow is reduced from 1800 sccm to 500 sccm, step height decreases from 5 nm to 0.5 nm and RMS roughness drops from 1.9 nm to 0.3 nm. The dependence of macrostep bunching on nitrogen flow condition indicates that nitrogen plays an important role in promoting step bunching.
Nitrogen-induced macrostep bunching has been observed on C-face crystal grown by physical vapor transport (PVT) method [112]. Mechanism of macrostep bunching was discussed through the consideration of the interplay between step energetics (repulsive step interaction) and kinetics (asymmetric step kinetics). However, the strong...
dependence of step bunching on nitrogen flow condition indicates that an impurity-related model is more appropriate in our case. It has been realized for a long time that impurities may cause step bunching during growth. A number of models have been proposed to explain this phenomenon. The most widely cited one is proposed by Frank and further developed in several other papers [123-125]. The two-dimensional model proposed by Kandel and Weeks is considered here to explain the experimental data [125]. In this model, a step velocity $f(W)$ is defined as a function of the terrace width $(W)$ located underneath the step. This function behaves differently depending whether impurities are present, as detailed in Kandel’s paper. In the absence of the impurities, the velocity function $f(W)$ is an increasing function of the terrace width, and saturates for terraces wider than a characteristic surface diffusion length. Therefore, the step velocity is higher when terraces are wide and small otherwise. This establishes a negative feedback against step bunching, which makes wide terraces shrink and narrow ones grow. With the presence of impurities, the velocity function $f(W)$ is an increasing function of the terrace width $W$ for small terrace width, has a maximum value $V_m=f(W_m)$ at $W=W_m$, and decreases with increasing $W$ for $W>W_m$. If the surface starts with the uniform step train with step spacing $W>W_m$, a perturbation that makes a terrace become wider will reduce the step velocity above that terrace and increase terrace width even further. As a result, the perturbation is amplified and the surface is unstable with respect to step bunching. Although this model can explain impurity-induced step bunching, it does not consider the effect of overall impurity density. In our experimental data, macrostep bunching only happens when nitrogen flow exceeds a certain value as shown in Fig. 2.38(b). Therefore, there must exist a critical impurity density beyond which Kandel’s model can be applied.

Different step features are also observed for different C/Si ratios under high N$_2$ flow condition. As C/Si ratio increases, more step crossovers are observed, and surfaces change from equidistant steps to meandering steps with wider terraces. This phenomenon has been reported as “step bunching anisotropy” on Si-face 6H- and 4H-SiC epilayers grown by liquid phase epitaxy (LPE) [113]. Effects of C/Si ratio on the step bunching anisotropy have also been studied on 4° off-cut Si-face 4H-SiC epilayers in our earlier paper [19]. It is believed that the occurrence of step crossover is due to the enhanced lateral growth along <1100> direction under a high C/Si ratio. The terrace width also increases with anisotropic step bunching, which may be the result of coalescence of the bunched steps. In general, the formation of wavy steps should cost more energy than the straight steps, and this energy is outweighed by the decrease in step repulsion energy as
the separations between the steps increase. Therefore, the total energy is minimized by step coarsening as observed under high C/Si ratios.

2.1.6.2.3 Nitrogen doping characteristics

The dependence of nitrogen doping concentrations on growth parameters is also investigated on C-face 4H-SiC epilayers. Figure 2.39(a) shows the doping concentration as a function of C/Si ratio under both high and low N\textsubscript{2} flow conditions. Under low N\textsubscript{2} flow conditions, the net donor concentrations measured by C-V technique decrease with increasing C/Si ratio. Since the background doping under the similar growth conditions exhibits n-type characteristic, the effect of p-type compensation on the doping can be eliminated. The decrease of doping concentration with C/Si ratio can be explained by the site-competition effect. Similar results have been reported on 8° off-cut C-face 4H-SiC epilayers in some recent papers [17, 126]. However, earlier reports have shown that the doping incorporations on C-face 4H-SiC are independent of C/Si ratio [6, 64]. This discrepancy can be explained by considering the different growth pressures used in different reports. When the growth pressure is low, the carbon coverage on the sample surface is expected to be lower than under atmospheric pressure. Low-pressure conditions promote the site-competition effect on the C-face 4H-SiC observed in this study. On the other hand, the doping concentrations show different C/Si ratio dependence for samples grown under high N\textsubscript{2} flow condition as measured by SIMS technique. The doping concentrations are almost constant when C/Si ratio changes from 1.0 to 2.0, and increase when C/Si ratio changes from 2.0 to 3.0.
Fig. 2.39. Nitrogen doping concentrations for C-face 4H-SiC epilayers (a) as a function of C/Si ratio under two N\textsubscript{2} flow conditions and (b) as a function of N\textsubscript{2} flow setting. Heavily doped samples (greater than $1 \times 10^{19} \text{ cm}^{-3}$) are measured by SIMS. Lightly doped samples are measured by mercury C-V.
The different doping behaviors under high and low N\textsubscript{2} flow conditions can be explained by considering the nitrogen incorporation process during growth. Based on thermodynamic calculations, it is believed that HNC and HCN molecules are the primary species that contribute to nitrogen doping during growth [64]. The HNC and HCN species will increase when either C\textsubscript{3}H\textsubscript{8} or N\textsubscript{2} concentrations increase in the growth environment. When the C/Si ratio (C\textsubscript{3}H\textsubscript{8} flow) is increased, two possible mechanisms that compete with each other will determine the dopant incorporation. First the HNC and HCN concentration will increase with C/Si ratio, which will enhance nitrogen incorporation. Second the carbon coverage will increase with C/Si ratio, which reduces the amount of available sites for dopant species. Under low N\textsubscript{2} flow condition, the second process dominates over the first one due to the limited amount of N\textsubscript{2} flow, and this leads to the observed site-competition effect. Under high N\textsubscript{2} flow condition, the first process could balance or even dominate over the second one, which explains the opposite doping dependence on C/Si ratio.

Figure 2.39(b) shows the nitrogen doping concentration as a function of the N\textsubscript{2} flow rate at fixed C/Si ratio of 1.0. Doping concentration increases with increasing N\textsubscript{2} flow. Doping concentrations greater than 1\times10^{-19}\text{cm}^{-3} can be obtained when N\textsubscript{2} flow rate is above 500 sccm. As discussed already, surface roughness and step bunching is a function of N\textsubscript{2} flow rate. When nitrogen flow rate is too high, macrostep bunching will happen and results in a large surface roughness. At N\textsubscript{2} flow rate of 500 sccm, the RMS roughness of the epilayer is measured to be 0.3 nm without macrostep bunching. Therefore, both high doping concentration and smooth surface can be achieved by proper selection of N\textsubscript{2} flow condition.

2.1.6.2.4 P-type doping characteristics

P-type doping in the epilayers are achieved by flowing trimethylaluminum (TMA) into the reactor through a bubbler configuration. The TMA source is maintained at a temperature of 19 °C. The dependence of Al doping concentrations on growth parameters is investigated on both 4° C-face and 8° Si-face 4H-SiC epilayers. Figure 2.40(a) shows the net acceptor concentration as a function of C/Si ratio under fixed TMA flow of 0.83 sccm. On both faces, acceptor concentrations from Al doping increase with C/Si ratio. These results can be well explained by the site-competition theory [22]. Al dopant atoms are incorporated into SiC epilayer by occupying the Si lattice site. Therefore, the incorporation will be enhanced by growing under C-rich environment. These results are
consistent with similar study performed on $8^\circ$ C-face 4H-SiC epilayers [20]. However, some earlier study has shown that the C/Si ratio did not influence the Al incorporation on C face [106]. The reason for this discrepancy is considered to be related to the growth pressure, similar to the case of nitrogen doping. Under low-pressure condition, site competition effect of Al doping has been observed on both C-face and Si-face. Fig. 2.40 (b) shows the acceptor concentration plotted as a function of the input dopant gas flow rate under fixed C/Si ratio of 1.5. It is clear that Al incorporation is higher on Si-face than that of the C-face under same conditions. Therefore, low C/Si ratio and high Al flow are needed to achieve high p-type doping on C-face.
Figure 2.40. (a) Net acceptor concentrations as a function of C/Si ratio under fixed TMA flow of 0.83 sccm; (b) net acceptor concentrations as a function of the input TMA flow rate under fixed C/Si ratio of 1.5.

2.1.6.3 Characterization and Control of Minority Carrier Lifetimes

In this section, carrier lifetimes of n-type epilayers are characterized using EBIC and time-resolved photoluminescence techniques, and that of p-type epilayers are characterized by pulsed MOS capacitor technique. Deep level trap densities in the epilayers are measured using deep level transient spectroscopy (DLTS) technique to identify the lifetime-limiting defects. Purpose of this study is to establish a relationship between deep level trap densities, carrier lifetime and growth parameters. Effective carrier lifetime measured from PiN diode reverse recovery technique will be discussed in a later section.
2.1.6.3.1 Carrier lifetimes in n-type epilayers

Lifetime and deep level concentration on our low-doped n-type epilayer are characterized by using EBIC, photoluminescence and DLTS techniques through the collaboration with Prof. Skowronska group at Carnegie Mellon University. Epilayers used in this study are grown on 8° off-angle Si-face 4H-SiC substrate at various C/Si ratios. Before sending out for measurements, Schottky diodes are fabricated on some of the epilayers. A 3000Å Ni is first deposited on the backside and annealed for backside ohmic contact, and then 500Å thick Ni is deposited and patterned on the sample surface by using liftoff process.

In DLTS, an excitation pulse is applied to the Schottky junction to fill all the traps and then the pulse is removed. The next step is to detect the resulting capacitance relaxation signal from the sample due to the charge emission from the traps at different temperature. From these recorded capacitance transients at different temperatures, a spectrum generated using selected time windows (τ) will exhibit peaks, each one being associated with a deep level. To determine the energy levels of the trap level, the time window is changed. In this case, different DLTS spectra are obtained with the peaks at different temperatures. From the time window and the temperature at which the peak occur, Arrhenius plots are made to determine the defect energy level. Fig. 2.41 is the DLTS spectrum of an n-type epilayer from the measurement. The epilayer used in this measurement is 20 µm thick with nitrogen doping of $2 \times 10^{14}$ cm$^{-3}$ grown at C/Si ratio of 1.5. There are three peaks in the spectrum corresponding to traps at different energy levels. The activation energy or $E_c - E_T$ of each trap can be determined by plotting Arrhenius plot as shown in Fig. 2.42. The deep trap energy levels are determined to be 0.16 eV, 0.65 eV and 1.6 eV. They are identified to be Ti shallow donor level, $Z_1/Z_2$ center and EH$_6$/EH$_7$ center respectively according to the data listed in Table 2.2.
Fig. 2.41. DLTS spectrum from a 20 µm lightly-doped n-type epilayer

Fig. 2.42. Arrhenius plot of three trap levels observed in DLTS spectrum.
The concentration of $Z_1/Z_2$ center is the highest among three trap levels, and is estimated to be around $1.4 \times 10^{12} \text{ cm}^{-3}$. The concentration of $\text{EH}_6/\text{EH}_7$ is estimated to be $8 \times 10^{11} \text{ cm}^{-3}$. Concentrations for both types of deep trap levels are relatively low compared with the results from literature [77, 80, 82], which indicates the high-purity of the epilayer. The low concentration of $\text{EH}_6/\text{EH}_7$ centers is especially important to achieve long carrier lifetime since they have a large capture cross-section, and are believed to be the major lifetime killer [127].

The diffusion length of minority carriers is measured using EBIC technique. The electron beam of the scanning electron microscope (SEM) scans along the surface of the Schottky diode that is not covered with metal toward the edge of the Schottky contact. The diffusion length was deduced from the slope of the logarithmic plot of the EBIC signal as a function of the distance from the edge of the Schottky diode. The minority carrier lifetime of the epilayer is then deduced from the diffusion length. The EBIC result for the epilayer grown in this study is shown Fig. 2.43. The curve shows multiple slopes instead of single one as in an ideal case. The relatively sharp slope at small distance gives a short lifetime of $0.12 \mu s$, which is believed to be an effect of surface recombination. The minority carrier lifetime of $1.45 \mu s$ is obtained when the beam is some distance away from the contact, which is believed to be close to the bulk minority carrier lifetime of the epilayer.

![EBIC signal as a function of distance between e-beam and Schottky contact.](image)

*Fig. 2.43. EBIC signal as a function of distance between e-beam and Schottky contact.*
Minority carrier lifetime of the epilayers is also characterized by time-resolved photoluminescence technique through collaboration with Naval Research Lab. The sample used in this study is part of wafer used for fabrication of n-channel IGBTs. The epilayer has a thickness of 182 µm and doping concentration of 1•10^{14} cm^{-3} grown at C/Si ratio of 1.5. The substrate of this sample is removed by CMP to expose both Si-face and C-face before the measurement. Therefore, the minority carrier lifetime can be measured on both faces. In the time-resolved PL measurement, the sample is excited by a laser pulse with an optical injection level of around 1•10^{14} cm^{-3}. The collected light is then focused into a double spectrometer and detected by a photomultiplier using time-correlated photon counting. In this case, carrier lifetimes were measured at room temperature from the decay of the band edge photoluminescence peak at 391 nm. The PL decay curve is shown in Fig. 2.44 (a), which shows a complex, multi-component decay. Low-resolution time-resolved spectra shown in Fig. 2.44 (b) indicate three overlapping decay components at 391nm: 1) fast initial decay component peaking at 415nm due to shallow impurities, 2) band edge PL with roughly 1µsec decay and τ =1-2 µsec, reflecting carrier lifetime and 3) deep defect level PL peaking at larger than 500 nm with roughly 6 µsec decay and τ > 5 µsec. Carrier lifetimes measured from PL decay in the 1-2 µsec range (after subtracting off the 6 µsec decay component) are 1.07µsec for the C face and 0.72 µsec for the Si face. Due to the low injection level in this measurement, the carrier lifetime is believed to be the minority carrier lifetime in the epilayer. The value of around 1 µsec is consistent with the lifetime measured by EBIC technique on the epilayers grown under similar conditions.
Fig. 2.44. (a) PL decay curve measurement on Si-face and C-face of a free-standing 182 µm epilayer. (b) Low-resolution time-resolved PL spectra measured on the C-face of the same sample.
Although the high minority carrier lifetime has been achieved in the epilayers grown in our lab, there is still a need to study the relationship between carrier lifetime, deep level trap densities and growth parameters. After the key parameters in determining the carrier lifetime are identified, we can consistently grow epilayers with desired carrier lifetimes. As discussed earlier, C/Si ratio is one of the most important growth parameters that impact the deep level trap densities. Therefore, effects of C/Si ratio on deep level trap densities and minority carrier lifetimes were investigated. Table 2.5 is a summary of the experimental results from four different batches of samples. Each batch of samples are grown in consecutive runs and measured at the same time. The doping concentrations of the epilayers were measured by CV technique on the Schottky contact. For the first three batches, the nitrogen flow rate was held constant at 0.073 sccm. For the forth batch, the nitrogen flow is adjusted to make the doping concentration almost constant at different C/Si ratios. The Z1/Z2 and EH6/EH7 trap densities were measured by DLTS, and carrier lifetime of the epilayers were measured using both EBIC an PL techniques.

Table 2.5 Summary of the carrier lifetime study results from four different batches of samples.

<table>
<thead>
<tr>
<th>Batch #</th>
<th>Run #</th>
<th>C/Si ratio</th>
<th>Thickness of epilayer (µm)</th>
<th>Nitrogen Doping (10¹⁵ cm⁻³)</th>
<th>Z1/Z2 (10¹² cm⁻³)</th>
<th>EH6/EH7 (10¹² cm⁻³)</th>
<th>EBIC Lifetime (nsec)</th>
<th>PL Lifetime (nsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First batch</td>
<td>619</td>
<td>1</td>
<td>~20</td>
<td>6.0</td>
<td>0.95</td>
<td>1.75</td>
<td>111</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>629</td>
<td>1.2</td>
<td>~20</td>
<td>2.0</td>
<td>4</td>
<td>1.05</td>
<td>132</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>617</td>
<td>1.5</td>
<td>~20</td>
<td>0.87</td>
<td>0.8</td>
<td>0.45</td>
<td>195</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>626</td>
<td>1.75</td>
<td>~20</td>
<td>0.458</td>
<td>1.75</td>
<td>0.57</td>
<td>295</td>
<td>65</td>
</tr>
<tr>
<td>Second batch</td>
<td>695</td>
<td>1</td>
<td>~20</td>
<td>2.55</td>
<td>0</td>
<td>0</td>
<td>1420</td>
<td>1560</td>
</tr>
<tr>
<td></td>
<td>697</td>
<td>1.2</td>
<td>~20</td>
<td>1.22</td>
<td>0.93</td>
<td>0</td>
<td>998</td>
<td>905</td>
</tr>
<tr>
<td>Third batch</td>
<td>752</td>
<td>1</td>
<td>~40</td>
<td>3.35</td>
<td>2.07</td>
<td>1.66</td>
<td>197</td>
<td>229</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>2</td>
<td>~40</td>
<td>0.065</td>
<td>0.254</td>
<td>0.367</td>
<td>667</td>
<td>678</td>
</tr>
<tr>
<td>Forth batch</td>
<td>771</td>
<td>1.2</td>
<td>~7.5</td>
<td>2.5</td>
<td>2.5</td>
<td>1.74</td>
<td>96.4</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>769</td>
<td>2.5</td>
<td>~7.5</td>
<td>2.0</td>
<td>1.79</td>
<td>0.86</td>
<td>197</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>770</td>
<td>3</td>
<td>~7.5</td>
<td>1.9</td>
<td>1.68</td>
<td>0.78</td>
<td>436</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Figure 2.45 (a) shows the concentration of Z1/Z2 centers as a function of C/Si ratio for the first, the third, and the forth batch of samples. For the second batch, the samples showed an anomalously low concentration of Z1/Z2 centers and therefore excluded from this comparison. As we can see from the figure, the concentrations of Z1/Z2 centers in the samples show a decreasing trend with increasing C/Si ratio except the first batch. However, the concentrations of Z1/Z2 centers from the fourth batch are an order of magnitude higher than that of the third batch with comparable C/Si ratios. This implies that the concentration of Z1/Z2 centers might be affected by other unknown factors. One thing to note is that the carrier concentrations in the forth batch are higher than the third batch. The high concentrations of Z1/Z2 centers may be a result of the higher carrier concentrations.

Fig. 2.45 (b) shows the concentrations of EH6/EH7 centers as a function of C/Si ratio for the first, third and forth batch of samples. The second batch of samples did not show an EH6/EH7 peak in DLTS spectrum. In general, the EH6/EH7 concentrations follow a similar decreasing trend with increasing C/Si ratios. Similar to the Z1/Z2 centers, the EH6/EH7 center concentrations in the forth batch seems to be higher compared with the first and third batch of samples with similar C/Si ratios. Minority carrier lifetimes measured from EBIC technique match well with those measured from PL technique in most cases. The long carrier lifetimes also correspond to the samples with low concentrations of both Z1/Z2 and EH6/EH7 centers. The longest minority carrier lifetimes and the lowest deep trap concentrations are observed in second batch of samples. However, those samples are grown at relatively lower C/Si ratios as compared with other batch of samples.

From the data above, it appears that there is large inconsistency in measured lifetimes for samples grown nominally under identical growth conditions. This suggests there are some unknown variables that control lifetimes other than C/Si ratio. Possible controlling variables not usually specified for growth include susceptor coating integrity, chamber base vacuum and doping memory effects. Future studies are needed to isolate one variable from the other in order to find out the effects of each parameter on carrier lifetimes.
Fig. 2.45. (a) Concentrations of Z1/Z2 centers as a function of C/Si ratio for the first, the third, and the forth batch of samples; (b) concentrations of EH6/EH7 centers as a function of C/Si ratio for the first, third and forth batch of samples.
2.1.6.3.2 Carrier lifetimes in p-type epilayers

Generation lifetimes of the p-type epilayer are characterized by pulsed MOS capacitor technique as described earlier. The epilayer used in this study are aluminum doped and has a thickness of around 3 µm. After the fabrication of MOS capacitors on the epilayer, capacitance-voltage (C-V) measurement is performed to determine the aluminum doping concentration and oxide capacitance. A C-V plot of the sample at 348 °C and 320 °C is shown in Fig. 2.46. Doping concentration \( N_A \) is extracted to be around \( 1.5 \times 10^{17} \text{cm}^{-3} \) from the deep depletion region of the C-V plot. \( C_{ox} \) is extracted from the accumulation region of the C-V plot. The C-V curves do not match each other when it is biased from deep depletion to accumulation, which is believed due to the emission from interface traps. C-t plots at different temperatures are shown in Fig 2.47. Notice that light is shined on the sample at the end of the recovery, and then turned off. The excess carriers generated by light recombine, and the capacitance then gradually reduces to its equilibrium value. This step is to make sure that \( C_{inv} \) with reasonable accuracy can be obtained. The data from the C-t plots is then converted into Zerbst plots as shown in Fig. 2.48, from which the generation lifetime \( \tau_g \) can be extracted according to Eq. (3.5).

![C-V plot of the p-type sample at two different temperatures](image)
Fig. 2.47. \( C-t \) plot of the p-type sample at two different temperatures

Fig. 2.48. Zerbst plot of the p-type sample at two different temperatures.
As shown in Fig. 4.28, the Zerbst plot is not a straight line in the whole range. The curved upper part is due to the field-emission from interface and/or bulk traps, which happens at the beginning of the C-t transient [72]. The generation lifetimes extracted are 38 ns for 348 °C, and 20 ns for 320 °C. The lifetime of the p-type layer is relatively short compared with that of the n-type epilayer. This may be related to the relatively higher doping of those epilayers.

### 2.1.6.4 Issues with Thick Epilayer Growth

Thick lightly doped 4H-SiC drift layers are needed for multikilovolt power devices. The hot-wall CVD reactor enables the growth of these layers. However, there are still outstanding issues concerning thick epilayer growth.

An epilayer with a thickness of 182 µm has been grown and relatively good morphology has been obtained. The nitrogen doping concentration is determined to be around $1\times10^{14}$ cm$^{-3}$. The Nomarski micrograph of the sample is shown in Fig. 2.49. The large surface defect density (including carrot, comet tail and triangular defects) is less than 10 cm$^{-2}$. The growth pit density is around $6\times10^4$ cm$^{-2}$, which is relatively high. However, they are considered to have small impact on device performance. From our previous thick epilayer run, the most severe problem is the particle formation. These particles are believed to be Si droplets formed during the prolonged growth process. For this sample, less than 5 particles are observed on the whole 2-inch surface.

The surface morphology of the thick epilayer is also characterized with AFM, as shown in Fig. 2.50. Surface roughness is determined to be 0.2 nm averaged from six scan areas of size 5 µm×5µm. Also, the surface is found to be uneven as indicated by the different colors on the surface in Fig. 2.50, which has been observed on most of the AFM images from this sample. The uneven surfaces are not found on the thinner epilayers used in the doping studies. Therefore, it is considered to be unique to the thick epigrowth and is apparently undesirable for device fabrications.
Fig. 2.49. Nomarski micrograph of the 182-µm thick epilayer with doping of $1 \times 10^{14}$ cm$^{-3}$

Fig. 2.50. AFM image of the 182-µm thick epilayer with doping of $1 \times 10^{14}$ cm$^{-3}$
Another issue with thick epilayer growth we have identified recently is the “growth rate creep” during the long growth run. It is found that average growth rate from the thick epigrowth run is about 1 µm slower per hour than the averaged growth rate from the short runs. For this particular run, a 17-hour-long growth is projected to give 200 µm thick epilayer, which ends up being 182 µm. This is believed due to the depletion of SiH₄ by accumulation on the susceptor walls, which becomes more severe with growth.

2.1.6.5 4H-SiC PiN Diodes

4H-SiC PiN diodes are fabricated on both 8° and 4° off-angle epilayers as described earlier. The cross-section structure of the PiN diode is shown in Fig. 2.51. No surface passivation and edge termination structures are used in those devices. For the 8° PiN diode sample, both forward and reverse I-V characteristics of the diodes will be presented, and studies on forward voltage instability will be discussed in a separated subsection. Results on reverse recovery transient analysis of the fabricated PiN diodes will also be presented. For the 4° PiN diode sample, the forward characteristics of the diodes will be discussed with an emphasis on the forward voltage drift issues.

![Cross-section structure of the 4H-SiC PiN diodes.](image)

*Fig. 2.51. Cross-section structure of the 4H-SiC PiN diodes.*
2.1.6.5.1 4H-SiC PiN diodes on 8° off-axis epilayers

Epilayers used in this study consist of a 100-µm thick n⁻ drift layers with doping of 4.4•10^{14} cm⁻³ and a 1-µm thick p⁺ anode layer with doping more than 5•10^{18} cm⁻³. They are grown in separate runs in our CVD system. The PiN diodes were fabricated as described in an earlier section.

Forward I-V curves for the devices are extracted by using an HP-4156 semiconductor parameter analyzer. Figure 2.52 is the linear forward J-V characteristics of the 4H-SiC PiN diodes with different diameters, and the corresponding semi-logarithmic plot of forward J-V curves is shown in Fig. 2.53. The forward voltage drop at a current density of 100A/cm² is 4.1 V for the 100-µm diameter diode shown in Fig. 2.53. At high current region, the forward conduction is governed by a series resistance as low as 4.4 mΩcm² for the 100 µm-diameter diode extracted by fitting the straight portion of J-V curve. The low on-resistance indicates that the conductivity of n⁻ layer is significantly modulated by minority carrier injections. In the low current region, ideality factors of 2 have been obtained in part of the J-V curves, as shown in Fig. 2.53. The J-V curves deviate from the recombination current slope for forward bias smaller than 2 V. The extra leakage current in the low current region is believed to come from the incomplete passivation at mesa edge, which is shown as point A in Fig. 2.51.
Fig. 2.52. Linear plot of forward J-V characteristics of 4H-SiC PiN diodes with different diameters fabricated on 8° off-angle epilayer.

Fig. 2.53. Semi-logarithmic plot of forward J-V curves of 4H-SiC PiN diodes with different diameters fabricated on 8° off-angle epilayer. The dotted line is fitted with ideality factor of 2.0.
The on-resistance of the PiN diodes increases with increasing diode sizes as shown in Fig. 2.52, which results in an increase in forward voltage drops. The forward voltage drop ($V_F$) at 100 A/cm$^2$ is measured for diodes with different sizes on over twelve dies, and results are summarized in Fig. 2.54. The averaged forward voltage drop increases from 4.3 V for 100-µm diameter diodes to 8.3 V for 1000-µm diameter diodes, as shown in Fig. 2.54. Fujihira, et al., also reported similar results on the 6H-SiC PiN diodes with different sizes [128]. They attributed this to the anisotropy in electron mobility in 6H-SiC, which will influence the current spreading in the devices. However, this explanation cannot be applied here since the anisotropy in electron mobility for 4H-SiC is small. In our study, larger diameter diodes may include more defects in their active areas, which will reduce forward current conduction and even cause more $V_F$ drift during measurements.

![Graph](image-url)

*Fig. 2.54. Forward voltage drops ($V_F$) at 100 A/cm$^2$ as a function of PiN diode diameters fabricated on 8° off-angle epilayer.*
Reverse I-V curves are extracted from a 10 kV measurement setup, consisting of a digital multimeter and a Bertan high-voltage source. During the measurements, the devices are immersed in Fluorient to prevent sparking in air. The reverse J-V curves of two diodes are shown in Fig. 2.55. The 400-µm diameter diode in Fig. 2.55 does not show destructive breakdown up to 4.7 kV with leakage current density as low as $2\times10^{-5}$ A/cm$^2$. The 1000-µm diameter diode has higher leakage current and exhibits a microplasma breakdown at 2.5 kV. In general, the smaller diodes tend to achieve a higher breakdown voltage, probably due to the lower possibility of containing defects. During electrical measurements on reverse biased diodes, microplasma breakdown is observed as a sudden, step-like increase in the leakage current within a narrow bias range of a few tenths of a volt, as shown in Fig. 2.55. A large fraction of diodes including almost all larger diodes (larger than 1000-µm diameter) show early microplasma breakdown. The microplasma is believed to come from the localized breakdown, which creates confined electron-hole plasma short-circuiting the depletion region. Zimmermann, et al., have studied the microplasma breakdown in 4H-SiC diodes, and found that the appearance of microplasma spots are related to extended crystal defects, mainly closed-core screw dislocations and micropipes [129]. Therefore, the occurrences of microplasma breakdown in current study indicate a high screw dislocation or micropipe densities. For smaller diodes, the highest breakdown voltage achieved is about 4.9 kV, which is about 40% of the theoretical value. This low breakdown voltage may be attributed to the lack of proper junction termination, resulting in the electrical field crowding at the corners of the mesa structure (point B in Fig. 2.51). In order to achieve high breakdown voltage, edge termination techniques such as junction extension termination (JTE) are needed.
Fig. 2.55. Reverse current J-V characteristics of 4H-SiC PiN diodes with different diameters fabricated on 8° off-angle epilayer.

Forward voltage instability is characterized on the fabricated 4H-SiC diodes with both electrical stressing and light emission microscopy technique. In the electrical stressing test, the diodes are stressed with constant current density (100A/cm²), and the forward voltage drop over the diodes is monitored using the HP-4156 semiconductor parameter analyzer. Figure 2.56 is the forward J-V curves for the same 100-µm diameter diode measured before and after 34 hours of stressing at constant current density of 100 A/cm². The on-resistance of the diode increases from 3.5 mΩcm² to 10.7 mΩcm², and $V_F$ at 100 A/cm² increases from 4.1 V to 5.8 V. The forward voltage drift as a function of time for two diodes is shown in Fig. 2.57. For both diodes, $V_F$ increases rapidly at the beginning of the stressing, stabilizes over a period of less than 2 hours, and remains almost constant throughout the rest of the test.

The phenomenon of forward degradation in SiC bipolar devices has been reported and studied for several years. It is well accepted that $V_F$ drift is caused by the formation of single-layer Shockley-type stacking faults (SFs) in the basal plane of the drift layer [130]. The nucleation sources of SFs are believed to be pre-existing basal plane dislocations in SiC epilayers [131]. During forward conduction, stacking faults expand
and form regions with low minority carrier lifetime, which degrades the current-handling capability and increase the on-state resistance of the devices [130]. The stability of $V_F$ after a period of stressing in this study is believed due to the pinning of SFs at bulk defects or interfaces, which leaves the areas with SFs unchanged in the device.

Fig. 2.56. Forward J-V curves for a 100-µm diode measured before and after electrical stressing.
Fig. 2.57. Forward voltage drop as a function of stressing time during forward electrical stressing of 34 hours at current density of 100 A/cm$^2$ (only portion of curves is shown in the figure).

The forward stability is also tested on large size devices. Since most of the forward voltage drift happens during the first two hour of stressing, the PiN diodes with active area of 0.5 mm$^2$ (800-µm diameter) has been stressed at 100 A/cm$^2$ for over 2 hour. Forward voltage drops are measured before and after the stressing, and results are shown Fig. 2.58. The blue bars correspond to the initial forward voltage drops before the stressing test, and the orange bars correspond to the amount of drift happened after 2 hour of stressing. The averaged $V_F$ drifts over ten diodes is about 4 V. The largest drift measured is about 12 V, which is about two times of the original forward voltage drop.
To track stacking fault growth, in-situ light emission microscopy (LEM) is used to monitor the device degradation. PiN diodes with wide open anode contact area are built as described earlier, and LEM experiments are done at Naval Research Laboratory (NRL) in collaboration with Dr. Robert Stahlbush. The light-emission images are collected with a sensitive charge-couple device (CCD) mounted to a microscope in a probe station. The CCD is cooled to -100 °C, which strongly suppresses dark current and makes it possible to collect images at low-light level [132]. During the measurement, a series of high-current level stressing is performed, and low-current images are collected during each stressing interval. Figure 2.59 is the light-emission images from a series of current stressing. After low current level stressing at 1 mA for 2 second, there are no stacking faults observed in the active device region, as shown in Fig. 2.59(a). The horizontal bright lines in the upper part of the images are believed not to be SFs because they remain stable throughout the stressing test. With increasing stressing current, well-defined bright-line emission can be observed, and they are distributed over the sample at the end of the stressing, as shown in Fig. 2.59 (d). Those sharp bright lines correspond to the partial dislocations which bound the areas with SFs. Planar structures of rectangular, rhombic, and triangular stacking faults are reported, and their origins and movements.
have been studied [130, 133]. One example of rhombic-shaped stacking faults has been identified in Fig. 2.59(d), which is shown in circle A.

Fig. 2.59 Light-emission microscopy images of 4H-SiC PiN diodes fabricated on 8° off-angle epilayer under a series of forward current stressing.
Schematic diagram of the rhombic stacking fault development during the forward degradation is shown in Fig. 2.60. It has been shown that the bounding partial dislocations have Burgers vector of the $1/3<1\bar{1}00>$ type and their lines are aligned along $<11\bar{2}0>$ directions. Four partial dislocation segments that surround the stacking fault area can be divided into two types, referring to silicon-core Si(g) and carbon-core C(g) partial dislocations, respectively. The letter “g” denotes a glide-set dislocation, which can form a Shockley-type stacking fault by glide. The Si (g) partial dislocations are believed to be mobile and are brightly luminescent in LEM images, while the C (g) partial dislocations are immobile and invisible under LEM. The activation energy for the partial dislocation glide is believed to come from the recombination in the electron-hole plasma under forward conduction. As the mobile partial dislocations move, the areas with SFs expand and forward conduction of the devices degrades.

Reverse recovery transient analysis is performed on the fabricated 4H-SiC PiN diodes in a fast-risetime pulse-test circuit as described earlier. During the measurement, the diode under test is initially forward biased, and then switched into reverse bias by a single pulse. Effective carrier lifetimes of the drift layer are extracted from the current recovery waveform. Figure 2.61 is the reverse recovery current transient recorded on a 1000-µm diameter diode, which is switched from forward current of 0.3 A by a reverse pulse with voltage amplitude of 150 V. The reverse recovery time $t_{rr}$ is approximately
80\text{ns}, and the peak reverse current is about 90\% of the forward current. For comparison, an idealized current response of Si p\textsuperscript{+}n diode is also shown in the inset. Circuit parasitics (such as stray inductance, transmission-line delay and reflection, etc.) are believed responsible for some non-idealities in the recovery current waveform, such as several nanosecond risetime and slightly non-constant $I_R$ during the storage state [71]. However, a relatively constant current storage phase can still be distinguished from a strong decaying recovery phase portion. The extracted storage time $t_s$ is then used to calculate effective carrier lifetime $\tau_p$ by using Eq. (3.6). The effective carrier lifetime extracted from the waveform in Fig. 2.61 is about 210 ns, which is considerably lower than the lifetime measured from EBIC and PL techniques.

![Diagram](image)

*Fig. 2.61 Reverse recovery current transient recorded on a 1000-\textmu m diameter diode. Inset is idealized reverse recovery current waveform of Si p\textsuperscript{+}n diodes.*
In order to study the current level dependence of the effective carrier lifetime, forward currents of the diodes were varied from 12A/cm$^2$ to 57 A/cm$^2$ before the turn-off transient. The effective carrier lifetimes are plotted as a function of current density in Fig. 2.62. An error of about 5% was introduced by taking the mean value for the non-constant $I_R$ in the charge storage region. It is shown that the effective carrier lifetimes decrease with increasing current densities in the measured range. Since different forward current densities imply different injection levels, the observed trend indicates that the effective carrier lifetimes decrease with increasing injection level. It was reported that effective carrier lifetimes of 6H-SiC PiN diodes decrease with injection levels at very high current densities (>100 A/cm$^2$) due to the effect of bulk Auger recombination [86]. However, Auger recombination is not believed to be responsible for the decrease in the carrier lifetime here due to the relatively low current densities in this study. Samples used in this work were also subjected to measurement of the bulk carrier lifetime by optical techniques where lifetimes were determined to be in the range of 1.0-2.0 µs, which is much longer than the effective carrier lifetime shown in Fig. 2.62. Therefore, other
components instead of bulk recombination must be dominating the effective carrier lifetimes in this case.

Neudeck reported that perimeter recombination may be responsible for poor effective minority carrier lifetime in 4H-SiC p⁺n diodes [71]. A study by Grivickas, et al., also indicated that a large recombination rate on the surface and at the n⁻/n⁺ interface of 4H-SiC epilayers is the limiting factor for the measured carrier lifetime under high-level injection conditions [134]. Including surface and interface effects, measured effective carrier lifetimes $\tau_{\text{eff}}$ can be expressed in terms of the bulk minority carrier lifetime $\tau_b$ and average recombination velocity $S$ that accounts for recombination at the surface and n⁻/n⁺ interface [135]:

$$\frac{1}{\tau_{\text{eff}}} = \frac{1}{\tau_b} + \left( \frac{d}{2S} + \frac{d^2}{D\tau_b} \right)^{-1}$$  \hspace{1cm} (2)

where $D$ is the ambipolar diffusion coefficient and $d$ is the sample thickness. Equation (2) indicates that the effective carrier lifetime will decrease with increasing effective recombination velocity.

In order to understand the excessive carrier distribution inside the diodes, a 2D device simulation was carried out to study the electron and hole concentration in the forward biased 4H-SiC PiN diode. The electron and hole concentrations are plotted as a function of distance from p⁺ emitter layer for the drift region, as shown in Fig. 2.63. It is clear that a high level injection condition exists in most of the drift region at a current density of 12 A/cm², and through the entire drift layer at a current density of 57 A/cm². The excessive carrier concentrations are the highest at p⁺/n⁻ and n⁻/n⁺ interfaces. The high carrier concentration at the p⁺/n⁻ interface will facilitate the perimeter surface recombination at the diode mesa sidewall and trench bottom, where the recombination velocity is believed to be high due to the un-passivated surface after the RIE [136]. The high carrier concentration at the n⁻/n⁺ interface will promote recombination at the epilayer and substrate interface, where a high recombination velocity is also expected due to high defect densities. Furthermore, the surface and interface recombination velocities are found to be injection-dependent, showing increasing trend with higher injection levels [134]. This could be responsible for the decrease in the effective carrier lifetime with increasing current levels observed in this study. Therefore, the experimental results in this study can be understood by considering the effect of the surface and interface recombination in the 4H-SiC PiN diodes.
Fig. 2.63 Electron (●) and hole (○) concentrations in the drift region of a simulated 4H-SiC PiN diode forward biased at current densities of 12A/cm$^2$ and 57A/cm$^2$. The drift region doping is 4.4×10$^{14}$ cm$^{-3}$ as marked by the dotted line.

### 2.1.6.5.2 4H-SiC PiN diodes on 4$^\circ$ off-angle epilayers

4H-SiC PiN diodes are built on 50 µm thick epilayer with doping of 6.0×10$^{14}$ cm$^{-3}$ grown on 4$^\circ$ off-axis Si-face 4H-SiC substrate. Figure 2.64 is the linear forward J-V characteristics of the 4H-SiC PiN diodes with different diameters. The forward voltage drop at a current density of 100A/cm$^2$ is 3.3 V for the 100-µm diameter diode shown in Fig. 2.64. At high current region, the forward conduction is governed by a series resistance as low as 1.8 mΩcm$^2$ for the 100 µm-diameter diode extracted by fitting the straight portion of linear J-V curve. The low on-resistance indicates that the conductivity of n-layer is significantly modulated by minority carrier injections. In the low current region, ideality factors of 1.7 have been obtained in part of the semi-logarithmic J-V curves, as shown in Fig. 2.65.
Fig. 2.64. Linear plot of forward J-V characteristics of 4H-SiC PiN diodes with different diameters fabricated on 4° off-angle epilayer.

Fig. 2.65. Semi-logarithmic plot of forward J-V curves of 4H-SiC PiN diodes with different diameters fabricated on 4° off-angle epilayer. The dotted line is fitted with ideality factor of 1.7.
Figure 2.66 shows the forward voltage drop as a function of time for 200 μm-diameter device under the stress of 100 A/cm² for 22 hour. The forward voltage drop decreases slowly with time in the first 5 hour, and remain constant for the rest of the test.

The decrease in $V_F$ within the first five hours is believed to be related to a slight decrease in the contact resistance as the sample temperature increases during testing. The forward J-V curves of the PiN diodes before and after the stress are shown in Fig. 2.67. The device has been tested immediately after the stress test and after 20 min cooling. It can be seen that the forward voltage drop decreases when the device is tested immediately after the stress, and increases after 20 min cooling. The $V_F$ drift for the device is around 50 mV after 22 hours of stressing. The stable forward operation of 4H-SiC PiN diodes built on 4° off-axis is the result of low basal plane dislocation density as discussed in an earlier section.

![Forward voltage drop](image)

*Fig. 2.66* **Forward voltage drop at as a function of stressing time during forward electrical stressing of 22 hours at current density of 100 A/cm² on 4H-SiC PiN diodes fabricated on 4° off-angle epilayer.**
The forward stability is also tested on large size devices. As shown in Fig. 2.57, most of the forward voltage drift happened during the first two hours of stressing. Therefore, the PiN diodes with active area of 0.5 mm$^2$ (800 µm diameter) has been stressed at 100 A/cm$^2$ for over 2 hour, and left cooled for 20 minutes. Forward voltage drops are measured before and after the stressing, and results are shown Fig. 2.68. The blue bars correspond to the initial forward voltage drops before the stressing test, and the orange bars correspond to the amount of drift happened after 2 hour of stressing. Out of 10 devices tested across the test wafer, only one device has a forward voltage drift larger than 100 mV. If we define a device with forward voltage drift less than 100 mV as good device, the forward voltage drift yield for this sample will be around 90%.
In summary, 4H-SiC PiN diodes built on 8° off-angle substrates show good forward and reverse performance. However, the forward voltage drift is very severe due to the relatively high BPD density in those epilayers. On the other hand, 4H-SiC PiN diodes fabricated on 4° off-angle substrates show very good forward characteristics and minimal forward voltage drift due to the low BPD density. Therefore, epitaxial growth on low off-angle substrate is a very promising solution to forward degradation problem in SiC bipolar devices.

Fig. 2.68. Forward voltage drops measured before and after 2 hour of stressing on large size 4H-SiC PiN diodes fabricated on 4° off-angle epilayer.
2.1.7 Summary of Task 2 Activities at Purdue University

The following results have been achieved:

1. Epitaxial growth on 4H-SiC (0001) Si-face substrates with 4° and 8° off-angles by hot-wall CVD is investigated. Epilayers grown on 8° substrates exhibit slightly larger growth rates and higher nitrogen doping concentrations compared with those on 4° substrates. Smooth surfaces have been obtained on 8° samples at various C/Si ratios, while surfaces with macrosteps are found on 4° samples. Step bunching behavior is found to be dependant on C/Si ratio for both substrate orientations. An epilayer as thick as 182 µm with low surface defect densities and n-type doping of $1\cdot10^{14}$ cm$^{-3}$ has been grown on 8° substrate in this work for n-channel IGBT device fabrication at Purdue.

2. Basal plane dislocation densities are greatly reduced on 4° substrates grown under proper growth conditions. The BPD conversion is found to be dependent on C/Si ratio. The lowest BPD density is 2.6 cm$^{-2}$ on 4° samples at C/Si ratio of 2.0. This study shows that growth on low off-angle substrates provides a possible route to obtain thick, low-doped SiC epilayers with low BPD densities for bipolar device applications.

3. 4H-SiC epilayers are grown on 4° off-axis (0001) C-face substrates under various growth conditions. Surface morphology of the epilayers shows a strong dependence on C/Si ratio, $N_2$ flow and growth temperature. Surface defect densities are higher for samples grown under high C/Si ratio and high $N_2$ flow condition. Triangular-shaped defect density decreases and the shallow growth pit density increases with increasing growth temperature. Lightly doped C-face epilayers with low defect densities have been achieved by growing under optimized conditions.

4. AFM analysis indicates that macrostep bunching happens on the samples grown under high $N_2$ flow condition on 4° off-axis (0001) C-face substrates. Step bunching anisotropy is also observed under high C/Si ratio. The degree of step bunching shows dependence on the $N_2$ flow settings. Macrostep bunching can be
greatly suppressed on heavily doped samples by proper selection of N$_2$ flow conditions. Different doping characteristics have been observed for samples grown under different N$_2$ flow conditions. Under low N$_2$ flow conditions, doping concentrations on C-face epilayers decrease with increasing C/Si ratio, exhibiting the site-competition effect. However, similar effect has not been observed on the heavily doped epilayers.

5. Minority carrier lifetimes of epilayers grown on Si-face 4H-SiC substrates are characterized using EBIC and time-resolved PL techniques. Minority carrier lifetimes between 1~2 µsec have been achieved. The correlation between deep level trap densities and C/Si ratios has been established. It is found that both Z1/Z2 and EH6/EH7 trap densities decrease with increasing C/Si ratios under most growth conditions.

6. High-voltage 4H-SiC PiN diodes are fabricated on both 8° and 4° off-axis epilayers. Forward, reverse, and reverse recovery characteristics of the devices are investigated. The forward voltage degradation is studied using electrical stressing and light emission microscopy techniques. 4H-SiC PiN diodes fabricated 8° epilayers show an averaged forward voltage drift of 4 V after 2 hour stressing. However, 4H-SiC PiN diodes fabricated 4° epilayers exhibit very stable forward operation with minimal forward voltage drift (less than 100 mV) after electrical stressing. This is attributed to the low BPD densities on those epilayers.
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2.2.1 Characterization of deep traps and carrier lifetimes in 4H-SiC epilayers

Some of the characteristic of materials grown as part of this effort are included as part of the previous section. This one focuses only on measurements of deep trap concentrations in the 4H-SiC bandgap and their effect on minority carrier lifetimes.

2.2.1.1 Background: deep traps in silicon carbide

Figure 2.69 shows the schematic diagram with 4H-SiC bandgap and positions of deep levels detected in Deep Level Transient Spectroscopy experiments. Although many of deep centers in 4H-SiC have been reported in as-deposited and irradiated samples, in high-quality of SiH₄-based CVD-grown 4H-SiC epilayers typically only three deep electron traps are observed. Those centers are Ti (0.14 eV) center, Z center (0.65 eV) and EH6/EH7 (1.5 eV) centers below conduction band.

![Deep Level Transient Spectroscopy diagram](image)

**Fig. 2.69 Schematic diagram of deep levels in 4H-SiC determined by DLTS measurements.**

Ti-related centers were identified by implanting the SiC crystals with the radioactive isotope ^{48}V which decays to the stable ^{48}Ti. [1] These authors investigated change of DLTS spectra with time corresponding to the decou of 48V and concluded that Ti-related levels were located 0.14 eV and 0.17 eV from conduction band edge. The two...
DLTS peaks being were interpreted as due to substitutional vanadium occupying hexagonal and cubic silicon sites. Ti-related centers have not been reported in 6H-SiC. This was due to the fact that the ground state of Ti in 6H-SiC is degenerate with the conduction band of 6H-SiC.

Most thoroughly studied centers in 4H-SiC are EH2 (also referred to as the Z or Z1/Z2 center) and EH6/EH7 because they are the dominant centers in high quality crystals and suspected to be the recombination centers in 4H-SiC. Z centers in 4H-SiC were demonstrated to have negative-U properties with the acceptor -/+ state near $E_c-0.7$ eV and the donor 0/+ state near $E_c-0.4$ eV. Since negative-U centers are quite rare, it is expected that the Z center in 4H-SiC has the same origin as that of Z center in 6H-SiC. This is further supported by the center activation energy. The valence-band edge of all SiC polytypes (4H, 6H, 15R, and 3C) is at the same distance from the vacuum level as determined by experimental and theoretical studies [2]. Using this as a reference, the energy level of Z center is aligned in 4H and 6H polytypes. The origin of Z centers in either polytype, was not identified and remains a matter of controversy. Different authors suggested isolated carbon vacancies $V_c$ [3], $V_{si}$ [4] and $V_c-V_{si}$ vacancy complexes [5] have been suggested as possible atomic structure of this defect. Most of recent results on high quality of epilayers show that the Z center concentration increases with Si/C ratio suggesting that the center is related to silicon excess. Possible candidates are $Si_C$, $V_C$, and $I_{si}$. Zhang et. al. [6], Fujihira et. al. [7] and Kimoto et. al. [3], reported the identical trend in the range of C/Si = 0.3 ~ 0.45, 0.6 ~ 0.8, and 1.0 ~1.5, respectively that the concentrations of all the deep centers in 4H-SiC epilayers grown by SiH₄ CVD process decrease with increasing C/Si ratio. On the other hand, Pintilie et. al. [4] argued that in the intentionally nitrogen-doped samples with the range of C/Si = 1.2 ~ 3.0, the Z center concentration increases with increasing C/Si ratio in samples with the same carrier concentration ($N_d$-$N_a$) for each C/Si ratio. However, due to site-competition effect, if the samples were grown at same growth condition (specifically, nitrogen doping flow condition), the samples grown at various C/Si ratios can not have the same doping concentration. Hence, their interpretation is questionable.

EH6/EH7 centers were first reported by Hemmingsson in the irradiated sample. [8] Later, the same centers were also observed in as-grown material. [3] Based on the EH6/EH7 concentrations change with C/Si ratio in CVD-grown samples, Danno et. al. suggested that the center is $V_c$-related center. The calculated band-gap position of positively charged carbon vacancy [9] is 1.5 eV from the conduction band which is very close to activation energy of EH6/EH7. The centers were claimed as acceptor-like trap...
based on the fact that the activation energy of EH6/EH7 center is unchanged with changing applied electric field in the depletion region of the Schottky barrier.

Three hole traps are also commonly detected in the lower half of 4H-SiC band gap. HS1 center has the level located 0.35 eV above the valence band. The center was observed by MCTS technique in n-type as grown samples. Later, the center concentration was correlated with a photoluminescence band referred to as D1 Storasta et. al. [10] demonstrated that HS1 center concentration changes in the same way as D1 PL center intensity changes with various annealing temperatures. Recent model of pseudodonor also predicts that D1 center is associated with a hole trap with energy level of 0.35 eV from valence band edge. The energy level frequently seen in in DLTS spectra on p-type material located at 0.3 eV is due to boron was determined by Hall effect measurement as 300 meV from valence band in 4H and 6H SiC. [11] [12] Since boron is closer in size to C than Si, it is expected that boron replaces C. However, boron is reported to be incorporated into both C-site and Si-site. Matsumoto et. al. reported that shallow boron acceptor center has been identified to occupy Si-site (B_{Si}). On the other hand, experimental result in the samples grown by CVD method [13] showed that boron concentration increases with increasing C/Si ratio. This was explained by the fact that boron is incorporated into crystal together with hydrogen. In such a case, size of boron-hydrogen complex is comparable to Si size so that boron with hydrogen can take the place of Si site instead of C site. Larkin et. al. [13] demonstrated that in boron-doped p-type epilayers hydrogen concentration determined by photoluminescence and SIMS analysis increased with increasing boron concentration which was varied by C/Si ratio. It was also shown that after annealing at 1700 °C carrier concentration increased and hydrogen concentration by SIMS decreased which was explained by hydrogen depassivation from B-H complex. The above Larkin’s experiments clearly show that boron is incorporated with hydrogen together in Si-site and electrical activity of boron atoms is passivated by hydrogen and is reactivated by annealing-out of hydrogen. Boron is also suspected to form a complex with unidentified intrinsic defects and form a complex D-center located 0.65 eV above the valence band edge. [14]

The hole trap with the activation energy of 0.65 eV (called D-center) was observed by several groups in PVT-grown bulk p-crystals or in CVD-grown epilayers. [15] [16] The structure of D-center was associated with donor-like complexes of boron with native defects such as B_{Si}^{+}+V_{c}^{+} or B_{c}^{+}+V_{Si}^{+}. This association is based on Electron Paramagnetic Resonance (EPR) [17] [18] [19] Recently a deep hole trap which is located 1.55 eV above the valence band was reported in as-grown 4H-SiC epilayers. The center
was argued to act as donor-like trap because its emission rate did not change with the applied electric field.

2.2.1.2 Background: Carrier lifetimes in SiC

Carrier lifetime studies in SiC material have so far focused on qualitative correlations between dominant electron (Z-defect and EH6/7) [6, 20] and hole traps (D-center) with observed lifetimes. Zhang et al. [6] reported that the minority carrier lifetime was dependent on the flow direction and growth temperature of the epitaxial layers grown by CVD. The first of these effects was indirect: the origin of the change was due to the change of the C/Si ratio with position on the SiC substrate along the flow direction. These authors also observed that the minority carrier lifetimes increased as the concentrations of two dominant electron traps Z_{1/2} and EH_{6/7} decreased. The concentration of shallow B acceptors did not show any correlation with the minority carrier lifetimes. Similar results were reported by Tawara et al. [20], on CVD grown samples, which showed inverse correlation between carrier lifetimes with Z-defect and EH_{6/7} defects concentration. However, these observations were qualitative and the dependences of both the carrier lifetimes and trap densities on growth conditions were rather weak. The lack of data on hole traps and extended defect densities further questioned the interpretations. In another study, Polyakov et al. [21] have shown the variation of the diffusion length of minority carriers along the growth axis of bulk SiC crystals grown by the Physical Vapor Transport method. The results showed that diffusion length of holes in lightly nitrogen doped 6H-SiC grown boule increased from the seed portion towards the tail. This result correlated well with electron trap densities that fell along the boule growth direction. It was interpreted as the effect of changing stoichiometry of the growth ambient. As the silicon-rich vapor leaks out of the quasi-closed crucible, the vapor becomes progressively carbon-rich decreasing the densities of silicon-excess related point defects. As the deep center concentration fall, the lifetimes increase.

During the course of this project, a group at Kyoto University reported that the carrier lifetimes are controlled by Z-defect in agreement with the findings described in this report. [22] Whenever the Z-defect concentration exceeds 10^{13} cm^{-3} in lightly doped n-type 4H-SiC epilayers, it typically acts as the dominant recombination center. In epilayers with Z-defect concentration less than that, other recombination processes such
as surface or extended defect-induced recombination are responsible for limiting carrier lifetimes. These conclusions were drawn based on injection level dependence of carrier lifetimes which show an increase in carrier lifetime with injection level for Z-defect limited carrier lifetimes and a decrease in carrier lifetime with injection level for ‘other’ processes controlling carrier lifetimes. This observation strengthens the conclusion but is not without its weaknesses. The only approach to identification of dominant recombination center is to determine both the minority and majority carrier capture cross sections. This would allow to construct the quantitative equation for carrier lifetime and to calculate the limit of the lifetime for a given sample with known trap concentration.

The following studies had a two-fold aim - (1) correlation of growth conditions with types and concentration of impurities and native point defects (for both Si- and C-face grown epilayers), and subsequent correlation of deep traps with carrier lifetimes, and (2) extensive measurements of capture cross sections of concerned traps in order to provide quantitative estimate of carrier lifetimes using Shockley-Read-Hall (SRH) recombination model.

2.2.1.3 Experimental

The characterization methods used in this work included Deep Level transient Spectroscopy, Minority Carrier Transient Spectroscopy, Electron Beam Induced Current, and Photo-Induced Free Carrier Absorption. While most of these methods have been described in detail, a description of experimental approach and analysis of EBIC method are included here for readers convenience.

In EBIC, a focused electron beam from SEM is employed to excite electron-hole pairs in the semiconductor material. The schematic of EBIC planar scanning setup is shown in Fig. 2.70. The electron beam is incident perpendicular to the semiconductor surface. The range of electrons, $R_e$, denotes the penetration depth of the incident electron beam inside the semiconductor. The generated carriers diffuse randomly inside the material. The random diffusion of carriers is accompanied by trapping and recombination, in similar fashion as the optically excited excess carriers. The diffusion of generated holes in n-type material can be described by steady state continuity equation as follows:

$$ g - \frac{1}{q} \nabla J_h - \frac{\Delta p}{\tau} = \frac{d\Delta p}{dt} = 0 $$
where \( g \) is the generation rate, \( q \) is electronic charge, \( J_h \) is the hole diffusion flux, \( D_p \) is the excess hole concentration, and \( t \) is the minority carrier lifetime. The diffusion flux of holes can be written as:

\[
J_h = -\frac{qD_p \partial \Delta p}{\partial x}
\]

here \( D_p \) is the hole diffusion coefficient and \( x \) is parallel to the surface of semiconductor. The holes which diffuse to the boundary of space charge region of the Schottky diode are collected at the junction due to the built-in electric field. This collected charge constitutes the EBIC current. The solution of the above the equations is of the form:

\[
\Delta p = \text{const} \times \exp \left( -\frac{x}{L_h} \right)
\]

Here \( L_h \) is the hole diffusion length. In other words, the EBIC current decreases exponentially as the electron beam is scanned away from the edge of Schottky diode. Fitting the resulting EBIC profile as a function of scan distance, \( x \), with theoretical curves yield surface recombination velocity and diffusion length of carriers.

![Fig. 2.70 Schematic of electron beam induced current (EBIC) technique. In the planar junction shown here, electron beam is incident perpendicular to the Schottky junction.](image)

The theoretical modeling of EBIC profile is performed by estimating the collection efficiency of charge carriers at the Schottky junction. The energy of focused electron beam is typically in several keV range which is few orders of magnitude higher
than the energy required to excite single electron – hole pair. The energy of the incident electron beam required to ionize an electron from the valence band, \( e \), is given by:

\[
\varepsilon = 2.1E_g + 1.3
\]

Here \( E_g \) is the bandgap of material in eV (\( E_g^{4H-SiC} = 3.2 \) eV; \( E_g^{6H-SiC} = 3 \) eV). Thus, single electron is capable of producing several electron-hole pairs in the material. The range of incident electrons, \( R_e \) (cm), is given by the following expression:

\[
R_e = \frac{2.56 \times 10^{-3}}{\rho} \left( \frac{V}{30} \right)^{1.7}
\]

\( V \) is the incident electron beam accelerating voltage in kV, and \( \rho \) is the density of SiC (= 3.21 g/cm\(^3\)). Fig. 2.71 shows the dependence of \( R_e \) on incident electron beam accelerating voltage. As can be seen from the figure, the penetration depth of the incident electron beam varies from zero (at the surface) to 8 mm deeper from the surface for beam accelerating voltage of zero to 30 kV, respectively. Diffusion length measurements in the planar geometry configuration were typically performed at 25 kV which would correspond to the penetration depth of \(~ 6 \) mm.

![Fig. 2.71 Dependence of \( R_e \) on the incident electron beam accelerating voltage.](image-url)
Therefore, the influence of trapping and recombination of free carriers at the surface states is expected to be more pronounced in the case of EBIC than the optical techniques. Latter techniques employ an excitation beam with photon energy corresponding to the bandgap of SiC ($\lambda \sim 355$ nm) with penetration depth of $\sim 50$ mm.

The recombination at the surface is described in analogous terms to the bulk of the material as a product of trap density per unit area, capture cross section per trap, and the thermal velocity. The product has dimensions of cm/s and is consequently referred as surface recombination velocity, $S$. For the case of n-type material, the diffusion of holes to the surface can be mathematically written as:

$$S\Delta p = D_h \frac{\partial \Delta p}{\partial z} \Big|_{z=0}$$

where $D_h$ is the diffusion coefficient of holes, $\Delta p$ is the excess hole density, $z$ denotes the position coordinate normal to the surface of semiconductor. The above equation describe the boundary condition such that under the steady state, the minority carrier flux that recombines at the surface (left hand side) is equal to the minority carrier flux diffusing to the surface. Therefore, higher the surface recombination velocity, higher is the density of surface defects which leads to higher recombination rate at the surface.

The theoretical calculation of EBIC profiles for the planar geometry case has been extensively preformed by Kuiken and van Opdorp [23]. Although, complete details of the Kuiken and van Opdorp’s model would consume considerable space, the main equations describing the EBIC profile are illustrated here for the sake of completeness:
\[ Q = \frac{I_{EBIC}}{qG} = \frac{(1/S' + Y_s) f(S') e^{-X_s}}{[X_s + g(S')]^{3/2}} \]

\[ f(S') = \frac{(S'+1)^{1/2}}{\pi^{1/2} S'} \exp \left( \frac{1}{\pi} \int_0^{\frac{\pi}{2}} \ln(1 + S' \sin \theta) d\theta \right) \]

\[ g(S') = \frac{3}{4} + \frac{1}{\pi S'} + \frac{3}{2 S'^2} - \frac{\sigma(S')}{\pi S'^2} \]

\[ \sigma(S') = \sqrt{S'^2 - 1} \ln(S' + \sqrt{S'^2 - 1}) \]

where \( Q \) is the charge collection efficiency defined as the ratio of collected \( I_{EBIC} \) current and generation rate, \( G \). The above equations are written in terms of dimensionless variable:

\( S' = S t/L_d \): ratio of recombination velocity and diffusion velocity.

\( X_s = x/L_d \), \( Y_s = y/L_d \): denotes the dimensionless coordinates of the point source. \( Y_s \) is assumed to lie \( 1/3 R_e \) below the surface [24]. The generation rate is given by [25]:

\[ G = \langle g \rangle \frac{E J_b (1 - f)}{e q} \]

In this expression, \( \langle g \rangle \) is the normalized distribution, \( E \) is the incident electron beam energy in kV, \( J_b \) is the incident electron current density (measured experimentally), \( f \) is the fraction of electron beam energy that is reflected by the sample (\( f \approx 0.07 \) for SiC), \( e \) is the energy required to produce single electron hole pair.

The line scans were collected from five different locations per Schottky diode and two diodes from each sample. The values of \( L_d \) and \( S \) are therefore, an average of ten values for each sample. The experimental linear scan was then fitted using the theoretical curves using \( L_d \) and \( S \) as the fitting parameters. An indigenously written Maple\textsuperscript{TM} code with Levenberg-Marquardt fitting routine was employed for this purpose. Fig. 2.3 shows
an example of fitting the experimental data with the theoretical profiles developed by Kuiken and van Opdorp [23]. The experimental data was taken at a beam accelerating voltage of 25 kV. The empty circles (o) denote the experimental EBIC profile and the solid line represents the theoretical fit of the data. As can be seen from the data, the theoretical curve fits the experimental data satisfactorily. For this sample, the fitting of experimental data yielded \( L_d \) and \( S \) as 5.1 mm and \( 6.7 \times 10^3 \) cm/s, respectively.

![Graph showing fitting of theoretical EBIC profile to the experimental data](image)

*Fig. 2.72 Fitting of theoretical EBIC profile to the experimental data. The open circles (o) denote experimental data points and the solid line represents the theoretical fit.*

In order to verify the minority carrier regime, it is instructive to estimate the injection level during the EBIC measurements. The injection level depends on \( L_d \) and \( S \), and can be calculated using van Roosbroeck’s model [26]. The values of \( L_d \) and \( S \) evaluated from the linear scan, as described in the previous paragraph, can be substituted in van Roosbroeck’s model. The results are shown in Fig. 2.73.
2.2.1.4 Results and Discussion

2.2.1.4.1 DLTS and MCTS measurements in 4H-SiC epilayers

High quality 4H-SiC epitaxial layers with controlled stoichiometry for this effort were grown at Purdue University using silane-based chemical vapor deposition [20] [6]. Fig. 2.74 shows characteristic DLTS spectrum for Si-face grown 4H-SiC epilayer. Commonly observed electron traps in undoped epitaxial 4H-SiC are Ti (E C - 0.15 eV) [6], Z-defect (E C -0.65 eV) [6] [27], and EH6/7 centers (E C -1.5 eV) [8]. Microscopic identification of Z-defect is still under debate. It has been associated with isolated V C [28], V C -V S i divacancies [5], V S i [29] and complex of N impurity with interstitial carbon atom (N+C i) or silicon vacancy (N+V S i) [4]. Recently it was shown that the Z-defect can be produced in high concentrations after low energy electron irradiation which is just sufficient to displace C atom but not the Si atom in SiC lattice [30]. Based on these arguments Z-defect has been associated with either V C, C i, Si C, or C S i.

Fig. 2.73 The injection rate is a function of the depth and surface recombination velocity (S).
Fig. 2.74 (a) DLTS spectrum of electron traps in n'-4H-SiC epilayers. (b) Arrhenius plot for estimation of apparent activation energies of electron traps.

Only limited data is available for EH6/7 traps partially due to high temperatures (>650 K) required during DLTS measurements in order to observe these traps. EH6/7 has been associated with V_C based on similarity of the activation energy observed in photo-EPR [31].

Hole traps have been observed in n-type layers using Minority Carrier Transient Spectroscopy MCTS using optical injection. Figure 2.75 shows typical MCTS spectrums on n'-4H-SiC epilayers grown on Si-face with C/Si ratio in 1-1.75 range. As can be observed from the figure, there are three dominant hole traps visible in MCTS spectrum. These are boron shallow-acceptors (E_V+0.3 eV) [6, 20], D-centers (E_V+0.6 eV), and P1 hole traps (E_V+1.5 eV). The D-centers are B-related defects and have been associated with B_{Si}\cdotSi_{C}^{+} or B_{Si}\cdotV_{C}^{+} donor-like deep centers [15, 17]. P1 hole traps have been associated with an isolated V_C [32] based on the photo-EPR measurements of V_C (EI-5 center in EPR) state which lie 1.47 eV above the valence band and is donor-like (+/-0).
The latter was also speculated as a different charge state of EH6/7 electron trap [32]. Figure 2.75 summarizes the dominant electron and hole traps observed in n'-4H-SiC epilayers and their relative positions in the band-gap.

(a) MCTS spectrum for n'-4H-SiC grown epilayers on Si-face. MCTS spectrums for four different samples grown with C/Si ration of 1, 1.2, 1.5, and 1.75 have been shown. (b) Arrhenius plot for estimation of apparent activation energies of hole traps.

Fig. 2.75 (a) MCTS spectrum for n'-4H-SiC grown epilayers on Si-face. MCTS spectrums for four different samples grown with C/Si ration of 1, 1.2, 1.5, and 1.75 have been shown. (b) Arrhenius plot for estimation of apparent activation energies of hole traps.
Fig. 2.76 Energy band diagram for 4H-SiC with relative positions of dominant defects in the band-gap.
2.2.1.4.2 Dependence of trap concentration on growth stoichiometry

Figure 2.77 shows the variation of (a) Z-defect and (b) EH6/7 trap concentrations with C/Si ratio for Si-face and C-face grown samples. All the samples were lightly doped n-type with free carrier concentration in 0.5-5x10^{15} cm^{-3} range for Si-face samples, and 1-7x10^{16} cm^{-3} for C-face samples. The free carrier concentration decreases with increase in C/Si ratio for both Si- and C-face samples. This set of samples will be referred as ‘growth stoichiometry set’. The general trend in Fig. 2.77 shows that the concentration of Z-defect and EH6/7 decrease with an increase in C/Si. Data points with same symbol represent the samples grown as one batch. The growth conditions change over a period of time due to degradation of the reactor parts such as susceptor, insulations, etc. Therefore, dataset produced under similar set of growth conditions should be best for direct assessment of trends. As can be seen from Fig. 2.77 (a) and 2.77 (b), scatter from run-to-run at nominally the same growth conditions is by up to an order of magnitude. Also, the main electron traps trace each other better than they trace nominal growth conditions. Our results are consistent conclusions that Z-defect and EH6/7 traps are related to Si-rich conditions such as V_{C}- or Si_{C}-related traps.
Fig. 2.77 (a) Z-defect and (b) EH6/7 trap concentration vs. C/Si ratio for Si- and C-face grown samples. Data points with same symbol denote the batch of samples grown in one set of experiments.

Figure 2.78 shows the dependence of (a) D-center and (b) P1 hole trap concentration on C/Si ratio. The data for C-face grown samples is shown with black data points whereas the Si-face grown samples are represented in red and blue data points in left and right figures, respectively. As can be observed from the figure, the concentration of D-centers and P1-hole traps decrease with increase in C/Si ratio for both Si-and C-face grown samples, although, the decrease in concentration for former is not strong. The D-
center concentrations in both the Si- and C-face grown samples are similar (0.5-1.5x10^{12} cm^{-3}). The decrease in D-center concentration with increasing C/Si is contradictory to the site competition model [33] since B is known to incorporate on Si-site as a complex with hydrogen. Therefore, the concentration of D center should increase with C/Si ratio as observed for shallow B. On the other hand, if D-center is related to B_{Si-V_C} or B_{Si+Si_C} complex, there is a trade-off between the B_{Si} and V_{C/Si_C} concentration as the C/Si varies. This would result in weak dependence of D-center on C/Si ratio.

![Graphs showing D-center and P1 hole trap concentration vs. nominal C/Si ratio](image)

Fig. 2.78 (a) D-center and (b) P1 hole trap concentration vs. nominal C/Si ratio. The symbols in black denote data on C-face grown epilayers. Note the vertical scale on right figure is logarithmic.

The vertical scale on the right figure is logarithmic, thus, the P1 hole trap concentration is at least an order of magnitude higher in C-face samples than the corresponding Si-face grown epilayers. The decrease in P1 trap concentration with C/Si ratio is in agreement with Danno et al. who have associated P1 traps with isolated V_{C} [32].
2.2.1.4.3 Dependence of trap concentrations on growth temperature

Table 1 shows the growth conditions for temperature dependent series. The first series (samples 1 through 4) covered a temperature range from 1550 - 1745 °C. The aim of second series of samples (samples 5 through 7) was to study the effect of epilayer thickness on the type and concentration of defects. Samples #5 and 6 were grown at the same temperature (1500 °C) under identical conditions but with different epilayer thickness. The epilayer thickness for first series of samples was approximately constant. Figure 2.79 compares (a) Z-defect and (b) EH6/7 trap concentrations as a function of growth temperature on 4H-SiC epilayers. These set of samples (henceforward referred as ‘temperature dependent set’) were grown on Si-face. The free carrier concentration in these samples varies in $3 \times 10^{14} - 1.5 \times 10^{15}$ cm$^{-3}$, range with a monotonically decreasing trend with increase in growth temperature. As can be observed from Fig. 2.79, the general trend shows an increase in Z-defect and EH6/7 trap concentrations with growth temperature. The concentration of Z-defect increases by an order of magnitude on increasing the growth temperature from 1550 °C to 1745 °C. A similar increase in the Z-defect concentration is observed for second series of samples but within a much narrow temperature range (1500 °C to 1590 °C). The concentration of EH6/7 traps also increases by ~ order of magnitude with an increase in growth temperature from 1550 °C to 1745 °C. The concentration of EH6/7 traps on the two samples grown at 1500 °C (samples 5 and 6) was below the detection limit. It can be observed from Fig. 2.79 that the thickness of the epilayer does not have any significant impact on the concentration of Z-defect or EH6/7
traps. The increase in Z-defect and EH6/7 trap concentration with temperature was also observed by Zhang et al. [6]

Table 1. Growth conditions for temperature dependent series of samples.

<table>
<thead>
<tr>
<th>Sample#</th>
<th>Growth Face</th>
<th>Growth Temp. (°C)</th>
<th>Epilayer Thickness (µm)</th>
<th>Doping (10^{15} cm^{-3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Si</td>
<td>1745/1745</td>
<td>127.04</td>
<td>0.349</td>
</tr>
<tr>
<td>2</td>
<td>Si</td>
<td>1745/1650</td>
<td>125.61</td>
<td>0.76</td>
</tr>
<tr>
<td>3</td>
<td>Si</td>
<td>1745/1550</td>
<td>115.71</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>Si</td>
<td>1550/1550</td>
<td>128</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>Si</td>
<td>1500</td>
<td>54.7</td>
<td>0.105</td>
</tr>
<tr>
<td>6</td>
<td>Si</td>
<td>1500</td>
<td>123.6</td>
<td>1.15</td>
</tr>
<tr>
<td>7</td>
<td>Si</td>
<td>1590</td>
<td>114.4</td>
<td>0.397</td>
</tr>
</tbody>
</table>
The variation in D-center and P1 hole trap concentration with temperature is shown in Fig. 2.80. The data set corresponds to first set of samples (sample # 1 through 4) from the temperature dependent series. Comparison between Fig. 2.79 and 2.80 shows that the concentration of hole traps is at least an order of magnitude lower than the electron traps in the first set of temperature dependent samples. The concentration of both hole traps decreased by a factor of ten with an increase in growth temperature from 1500 °C to 1745 °C. This trend is opposite to that observed for electron traps. Zhang et al. [6] reported a decrease in shallow B concentration with increase in growth temperature and explained their results based on enhanced desorption rate for B-related species from the growing surface at elevated temperatures. The same reasoning can be applied to the decrease in D-center concentration observed with increase in temperature since D-center is related to boron. The observed decrease in P1 hole traps with growth temperature is not clear at present.
Fig. 2.80 Variation of (a) D-center and (b) P1 hole traps with growth temperature. The dataset corresponds to first batch of samples (samples 1 through 4) of the temperature dependent series (Table 1).

2.2.1.4.4 Correlation between trap concentration and carrier lifetimes

Diffusion length measurements were done on ‘growth stoichiometry series’ and ‘temperature dependent series’ samples in order to examine qualitative correlations between observed traps and carrier lifetimes. Figure 2.81 shows correlation between dominant electron traps (Z-defect and EH6/7 traps) and carrier lifetimes. The general trend denotes anti-correlation between carrier lifetimes and two electron traps with wide scatter. Similar trend in electron traps concentration vs. carrier lifetimes in 4H-SiC epilayers was reported by Zhang et al. [6] and Tawara et al. [20]. The maximum carrier lifetime measured was ~ 1.9 μs corresponding to Z-defect and EH6/7 trap concentration of 2.5x10^{11} cm^{-3} and 3.67x10^{11} cm^{-3}, respectively. The sample with maximum carrier lifetime was a 40 μm thick Si-face grown epilayer at nominal C/Si ratio of 2.0. The outlier samples in Fig. 2.81 (encircled data points) showed anomalously low carrier lifetimes and corresponded to C-face grown epilayers. It was shown above that the
concentration of P1 hole traps were at least an order of magnitude higher than the corresponding Si-face samples. The P1 hole trap concentration was also significantly higher (approximately an order of magnitude) than the Z-defect and EH6/7 trap concentrations in the C-face grown samples. Therefore, carrier lifetimes in C-face samples could be limited by P1 hole traps. However, this is a purely qualitative estimate and further investigation is needed to prove this hypothesis.

![Figure 2.81](image)

Fig. 2.81 Correlation between (a) Z-defect and (b) EH6/7 trap concentrations and carrier lifetimes measured by EBIC on 4H-SiC epilayers. The encircled data points correspond to outlier samples grown on C-face and show anomalously low carrier lifetimes.

Figure 2.82 shows correlation between (a) D-center and (b) P1 hole trap (Eᵥ+1.5 eV) concentration and inverse of carrier lifetimes. As can be seen in Fig. 1.3.4.2 (a), there is a large scatter in data points resulting in poor correlation between carrier lifetimes and D-center concentration. The dependence of carrier lifetimes on D-center concentration is in contradiction to that reported by Storasta et al. It should be noted that the concentration of D-centers in the samples investigated by Storasta et al. was much higher (>10¹³ cm⁻³)
than observed in our case (<1.5x10^{12} \text{ cm}^{-3}) and at the same time the concentration of Z-defect and EH6/7 concentration were reported in 10^{11} \text{ cm}^{-3} range. The D-center was shown to have a hole capture cross section of 3x10^{-14} \text{ cm}^{2} but very low electron capture cross section, therefore, only the low level lifetimes in n-type epilayers should be affected by D-center concentration. The results of Storasta et al. are inconclusive by the authors since there was no variation observed in the low and high injection lifetimes in the studies samples.

Similar to the D-center concentration dependence on carrier lifetimes, there was a weak correlation observed between carrier lifetimes and P1 hole traps (Fig. 2.82 (b)), except for the C-face samples (encircled). As mentioned earlier, the P1 hole traps could act as lifetime limiting defects in C-face grown samples. The data on C-face samples is very limited at present to draw a strong conclusion on the role of P1 hole traps as recombination centers. More samples grown on the C-face would be studied in future to ascertain the dependence of carrier lifetimes on P1 hole traps.
Fig. 2.82 Correlation between (a) D-center and (b) P1 hole trap concentrations and inverse of carrier lifetimes measured by EBIC on 4H-SiC epilayers. The encircled data points correspond to samples grown on C-face.
2.2.1.4.5 Capture cross section measurements

Since the concentration of all the dominant electron and hole traps decrease with increase in C/Si and is accompanied with corresponding increase in carrier lifetimes, it is difficult to identify single recombination center that limits the carrier lifetimes based on qualitative correlations presented above. It is also evident from the above discussion that for the Si-face grown samples, only Z-defect and/or EH6/7 traps are of interest as lifetime limiting defects. Therefore, an extensive measurement of capture cross sections of these two traps should be performed in order to provide quantitative estimate of carrier lifetimes using Shockley-Read-Hall (SRH) recombination model. This will also ascertain the role of these defects as recombination centers in the studied samples.

2.2.1.4.6 Z-defect

It was shown by Hemmingsson et al. [8] that Z-defect possess a negative-U behavior with the acceptor state (-/+ ) near EC-0.62 eV and the donor state (0/+ ) near EC-0.37 eV. In other words, an empty Z-center has an attractive (positive) cumbic potential for the capture of electron. Capture of second electron to the center results in a net negative charge on the Z-defect and an attractive potential for the capture of holes. Fig. 2.83 (a) shows schematically the capture of free carriers (electrons from the conduction band and holes from the valence band) by Z-defect. As can be seen in this figure, there are four characteristic capture cross sections associated with Z-defect. \( \sigma_n(\sigma_p) \) and \( \sigma_n(\sigma_p) \) denotes the capture cross sections for electron (hole) to the donor and acceptor states, respectively. Since the acceptor state with two electrons has lower energy than the donor state with single electron (metastable state), it is difficult to
observe the donor state in regular DLTS experiments. In order to observe the donor state of Z-defect, photo-ionization of the Z-center preceding each filling pulse and using short filling pulses is required so as to avoid capture of two electrons to the center. Fig. 2.83 (b) shows set of DLTS spectrum with different filling pulse widths ranging from 30 ns to 1 ms. A n-type 4H-SiC epilayer with relatively high concentration of Z-defect was selected for these measurements. DLTS spectrums were taken on semi-transparent Ni-Schottky diodes. An optical pulse from 100 mW AlGaN/GaN light emitting diode with above bandgap energy (\(\lambda = 365\text{nm}\)) was employed for optically emptying the traps before each filling pulse. As can be seen from the Fig. 2.83 (b), the DLTS peak corresponding to acceptor state decreases and another peak at 245 K emerge as the pulse width is decreased. The peak at 245 K corresponds to emission of single electron from the donor state of Z-defect. The DLTS peak corresponding to emission of two electrons from acceptor state completely vanishes as the filling pulse width is decreased to 100 ns. Since the height of the DLTS peak is proportional to the population of the given state, the decrease in acceptor state peak height with filling pulse width implies kinetic limitation for the capture of second electron to the Z-defect. The peak height for the donor state peak did not decrease for filling pulse width less than 100 ns implying that the decrease in acceptor state peak is due to capture of second electron only. The capture cross section for the capture of second electron to the Z-defect can be estimated using pulse width dependence of acceptor state peak [34]. The donor state peak starts to decline as the filling pulse width was decreased to less than 30 ns. This was due to the kinetic limitation to the capture of first electron to the donor state.
Fig. 2.83 (a) Schematic of electron and hole capture at Z-defect, (b) DLTS spectrum for donor and acceptor state of the Z-defect as a function of filling pulse width. An optical injection from 100 mW AlGaN/GaN light emitting diode ($\lambda \sim 365$ nm) was used for optically emptying the centers prior to the filling pulse width.

The variation in DLTS peak height ($\Delta C_{\text{peak}}$) as a function of filling pulse width can be expressed as:

$$\Delta C_{\text{peak}}(t_p) = \Delta C_{\text{peak}}(t_p \to \infty)[1 - e^{(-\sigma_n e n v_{th})}]$$

where $\Delta C_{\text{peak}}(t_p \to \infty)$ is the peak amplitude when all the traps are saturated with electrons, $\sigma_n$ is the majority carrier capture cross section, $n$ is the free carrier concentration, and $v_{th}$ is the average thermal velocity of the majority carriers. Figure 2.84 shows the variation of DLTS peak amplitude for (a) acceptor state and (b) donor state, with filling pulse width. The red solid curve denotes the fitting of experimental data points (black squares) according to the equation above. The dataset for acceptor state peak corresponds to DLTS peak temperature 408 K and that for donor state peak to 250 K. Fitting the DLTS peak amplitude data yields electron capture cross sections for
acceptor and donor states as $1.6 \times 10^{-16}$ cm$^2$ and $6.08 \times 10^{15}$ cm$^2$, respectively. The capture cross section values determined from pulse width experiments are considered more accurate than from the Arrhenius plot since the former are extracted from capture processes and latter from emission.

Fig. 2.84 DLTS peak amplitude for (a) acceptor state and (b) donor state as a function of filling pulse width on n-type 4H-SiC epilayer. The fitting of experimental data yields the majority capture cross section for acceptor and donor state as $1.6 \times 10^{-16}$ cm$^2$ and $6.083 \times 10^{15}$ cm$^2$ at respective peak temperatures of 408 K and 250 K.
These capture cross section values are valid for the respective peak temperatures. In order to measure the temperature dependence of the capture cross-section, the method developed by Criado et al. [34] was employed. In this method, series of DLTS spectrums at different emission rate windows are measured with filling pulse width such that only a fraction of defect charge state is populated during the filling process. Calculating the difference in DLTS peak amplitude for individual rate windows (different temperature) yields the temperature dependence of capture cross section. The temperature dependence of the capture cross section, $\sigma$ can be described by:

$$
\sigma = \sigma^\infty \times \exp(-E_B/kT)
$$

where $E_B$ is the thermal energy barrier for capture process, the pre-exponential factor $\sigma^\infty$ is the capture cross section when $T \to \infty$. The values of pre-exponential factor and energy barrier for the acceptor state and donor state were found to be:

(acceptor state): $\sigma_{n2} = 6.8 \times 10^{-16} \times \exp(-0.0513/kT) \text{ cm}^2$

(donor state): $\sigma_{n1} = 6.083 \times 10^{-15} \times \exp(-0.006/kT) \text{ cm}^2$

Therefore, the capture of second electron to the acceptor state was found to be thermally activated with activation energy of 51.3 meV. This value of $E_B$ is close to that reported by Weidner et al. [35] and Hemmingsson [27] for the acceptor state of Z center. The latter authors reported two overlying acceptor state peaks and two distinct donor state peaks due to negative-U centers, Z1 and Z2 in 4H-SiC epilayers. The two centers (Z1 and Z2) were argued to be associated to a defect occupying the two crystallographically inequivalent lattice sites in 4H-SiC. However, this interpretation has recently come into debate [35]. In the samples used in our studies, we have observed only
single DLTS peaks for the acceptor and donor states. We have confirmed the occurrence of single DLTS peak by fitting the experimental peak with theoretically simulated peak due to single emission transient as shown in Fig. 2.85 (a). The experimental DLTS peak corresponds to the rate emission window of 4.65 s\(^{-1}\). As can be seen from the figure, there is a close agreement between the experimental and the simulated peak implying that the DLTS peak is due to emission from single defect. This was further confirmed by the Laplace DLTS spectrum on the same sample at 293 K. Hemmingsson et al. [27] reported a difference in Z1 and Z2 acceptor state activation energies of 0.04 eV. Since the resolution of the Laplace DLTS is orders of magnitude higher than the conventional DLTS, a difference in emission rates for two defects separated by 40 meV should be resolvable in Laplace-DLTS spectrum [36]. However, as can be seen from Fig. 2.85 (b), the Laplace DLTS spectrum shows one single emission rate peak which implies that the emission at 293 K is due to single defect.
Fig. 2.85 (a) DLTS peak simulation for acceptor state of Z-defect using single emission transient. The solid curve denotes experimental DLTS peak and the dashed curve is for simulated peak. An exact fit of the experimental peak at 293 K with simulated peak implies single trap. (b) Laplace DLTS spectrum for the acceptor state peak of Z-defect at 293 K. The single emission rate peak in Laplace DLTS signifies emission from one single trap at 293 K.

Comparing the capture cross section and its temperature dependence together with activation energy, the Z-defect in our studied samples resemble the Z1 defect reported by Hemmingsson et al. [27]. Also, the temperature dependence of capture cross section for acceptor state suggests capture by multiphonon capture process. On the other hand,
negligible thermal barrier for capture of electron by donor state suggest cascade capture process by electron attractive center.

It would have been most straightforward to measure the hole capture cross sections for the acceptor and donor states using p-type samples in a similar way as the electron carrier capture cross sections were measured on n-type samples (pulse width dependence). However, DLTS experiments in p-type samples would require very high temperatures to probe the Z-center since they lie in the upper half of the bandgap and hole capture-emission requires interaction with the valence band. This is also the primary reason for unavailability of hole capture cross sections for Z-defect even after their first detection in irradiated 4H-SiC material, back in 1997 [5]. Therefore, we have followed the approach by Henry et al. who measured the capture cross sections of oxygen donor in GaP which also exhibits negative-U behavior. The technique makes use of pn diodes for injection of minority carriers in n⁻ base. The capture kinetics equations for the population of two levels (acceptor and donor states) were described in terms of electron and hole capture cross section and free carrier concentration of electrons, n, and holes, p (during forward injection). The schematic representation for the population of three charge states of Z-defect coupled by electron and hole capture is shown in Fig. 2.86.
Fig. 2.86 Schematic diagram showing the populations of three charge states of Z-defect coupled by electron and hole capture.

The donor state can exist in two charge states, positive and neutral, when empty or occupied with single electron, respectively. The acceptor state can be neutral or negatively charged when occupied with single or two electrons, respectively. In Fig. 2.86, $n_1$ and $n_2$ represent population of filled donor and acceptor states, respectively. The capture rates for electrons and holes can be defined as:

$$c_{ni} = \sigma_{ni} v_{th} n$$
$$c_{pi} = \sigma_{pi} v_{th} p$$

These equations relate capture rates $c_{ni}$ and $c_{pi}$, with capture cross sections for electron, $\sigma_{ni}$, and holes, $\sigma_{pi}$. $v_{th}$ is the thermal velocity. If the rate of thermal emission of electrons and holes from the Z-defect during the filling pulse is assumed much smaller than the rate of capture of free carriers, two coupled equations for densities $n_1$ and $n_2$ can be written as:

$$\dot{n}_1 + (c_{n1} + c_{p1} + c_{n2})n_1 + (c_{n1} - c_{p2})n_2 = c_{n1} N$$

$$- c_{n2} n_1 + \dot{n}_2 + c_{p2} n_2 = 0$$
where, $N$ is the total Z-defect concentration. Instead of performing the transient analysis of the above equations, the experiments can be performed under pseudo-steady state in which case the densities of donor and acceptor state can be expressed as:

$$n_1 = \frac{1}{N} \left( \frac{\sigma_{n1}p}{\sigma_{n1}n + \frac{\sigma_{n2}n}{\sigma_{p2}p}} + \frac{\sigma_{n2}n}{\sigma_{n1}n + \frac{\sigma_{n2}n}{\sigma_{p2}p}} \right)$$

$$n_2 = \frac{\sigma_{n2}n}{\sigma_{p2}p} \left( 1 + \frac{\sigma_{p1}p}{\sigma_{n1}n + \frac{\sigma_{n2}n}{\sigma_{p2}p}} \right)$$

$\sigma_{n1}$ and $\sigma_{n2}$ are known from experiments performed on Schottky diode with the dependence of majority carrier DLTS peak amplitude on filling pulse width. Here, $n_1$ and $n_2$ are proportional to DLTS peak height for donor and acceptor states, respectively. Selecting pn diodes with different values of n$^-$ concentration, and measuring the changes in DLTS peak height for donor and acceptor state peaks as a function of injected minority carrier (p) yields the hole capture cross sections $\sigma_{p1}$ and $\sigma_{p2}$. The variation in acceptor state peak with minority carrier injection is presented in Fig. 2.87.
Fig. 2.87 (a) DLTS spectrum for acceptor state of Z-defect as a function of applied forward bias during the filling pulse. The spectrum also shows the D-center peak which lies close to the Z-defect peak, (b) Variation of acceptor state population as a function of injected hole concentration on samples with background doping concentration of $6.2 \times 10^{15}$ cm$^{-3}$ (filled circles) and $3.4 \times 10^{14}$ cm$^{-3}$ (filled squares). The solid lines represent theoretical fit of the data.

The $p^+$ doping was $5 \times 10^{18}$ cm$^{-3}$ in the pn diodes studied. The filling pulse width was 100 ms to ensure steady state occupancy of Z-traps. The acceptor state peak amplitude decreases as the applied forward bias is increased during the filling pulse. This is due to capture of injected holes by part of Z-center (acceptor state). As the forward bias is increased, the injected hole concentration increases which results in further decrease of
acceptor state peak height. As can be seen from Fig. 2.87 (a), another peak corresponding to D-center starts to emerge as the hole injection is increased. The D-center peak is a positive peak since it results from emission of minority carriers (holes) in n-type sample. The acceptor state peak completely vanished for applied forward bias of 2.45 V. Fig. 2.87 (b) shows the variation in acceptor state peak as a function of injected hole density. The calculation for trap concentration from DLTS peak height incorporates the so-called ‘λ-correction’ factor and the term which accounts for the free carrier tail in the space charge region (Debye tail). The I-V characteristics of the pn diode showed that the forward current was dominated by recombination in the space charge region (ideality factor ~ 2). Therefore, the hole injection density was estimated using the Sah-Noyce-Shockley model. There was no appreciable decrease observed in the donor state peak height for forward voltages of 2.84 V which suggests that the upper limit for hole capture cross section, $\sigma_{p1}$, is $10^{-18}$ cm$^2$. Substituting the maximum value of $\sigma_{p1}$, and values of electron capture cross sections for acceptor and donor states estimated from pulse width method on n-type Schottky diodes, yields the hole capture cross section at the acceptor state, $\sigma_{p2}$ as $\sim 10^{-13}$ cm$^2$. As can be seen from the Fig. 2.87 (b), the fit of experimental data for the two samples with different background n-type doping is self-consistent i.e. the decrease in DLTS peak height for sample with n-type doping of $6.2 \times 10^{15}$ cm$^{-3}$ occurs at hole injection density of $\sim 10^{11}$ cm$^{-3}$ which is an order of magnitude higher than for the sample with n-type doping of $3.4 \times 10^{14}$ cm$^{-3}$. Therefore, now all the four capture cross sections associated with Z-defect are known.
Fig. 2.88 (a) DLTS peak amplitude as a function of filling pulse width for EH6/7 trap on n-type Schottky diode, (b) DLTS spectrum for EH6/7 trap on p' n diode with filling pulse bias of 0V (black curve) and 3.2 V (red curve).

The electron capture cross section for EH6/7 can be found in a similar way as described for electron capture cross sections for Z-defect, i.e. by pulse width method. Figure 2.88 (a) shows the dependence of DLTS peak amplitude on filling pulse width in n-type Schottky diode. It can be noticed that there is no clear saturation observed in the DLTS peak amplitude at longer pulse width as was seen for the case of Z-defect (Fig. 2.84). This is because of the longer extension Debye tail of free carriers into the space charge region higher temperature. The Debye length scales as $T^{1/2}$, therefore, the contribution from slow capture of carriers in the Debye tail (due to the low concentration of free carriers in the Debye tail) is more significant at higher temperatures. This leads to incomplete filling of traps in the Debye tail during the filling pulse resulting in slow rate of saturation of the DLTS peak height with increasing pulse width. The electron capture cross section for EH6/7 trap was estimated at $2.3 \times 10^{-15}$ cm$^2$. These are the first known
measurements of electron capture cross section for EH6/7 traps using the pulse width method. The value of electron capture cross section derived from arrhenius plot is $\sim 10^{-13}$ cm$^2$ which is similar to those reported in literature [6]. As discussed earlier in reference to electron capture cross section measurements in Z-defect, the value of capture cross section deduced from Arrhenius plot can have significant error.

The measurement of hole capture cross section for EH6/7 trap was performed on a $p^+n$-diode in a similar way as described for the Z-defect. However, unlike Z-defect there is only one level associated with EH6/7 trap, therefore, rate equation can be rewritten for a single level trap as:

$$n_i = c_{n1}(N - n_i) - c_{p1}n_i$$

where $n_1$ denotes the population of filled traps, $N$ is the total trap concentration, $c_{n1}$ and $c_{p1}$ are the electron and hole captures rates. As shown in Fig. 2.88 (b), there was no significant change observed in the DLTS peak height of EH6/7 trap for applied forward bias of 3.2 V. However, another peak corresponding to unknown hole trap emerged (positive-going peak) at the low temperature side of the EH6/7 peak on application of forward bias during the DLTS measurement. A forward bias of 3.2 V correspond to flat band conditions (band gap of 4H-SiC $\sim 3.2$ eV at 300 K), therefore, the hole injection level can be assumed equal to the $p^+$ doping level ($5\times10^{18}$ cm$^{-3}$) which would yield an upper limit for hole capture cross section of $8.9\times10^{-19}$ cm$^2$.

In order to assess the roles of Z-defect and EH6/7 traps in limiting the carrier lifetimes on Si-face grown 4H-SiC, lifetimes were calculated based on the Shockley-Read-Hall (SRH) recombination model using the capture cross sections for respective centers. In the event of parallel recombination channels present, the carrier lifetimes are
limited by the trap resulting in shortest lifetimes. For example, considering recombination through Z-defect and EH6/7 traps to occur in parallel, the trap resulting in shorter lifetime would effectively act as lifetime limiting defect in the material. The carrier lifetime according to the SRH recombination model can be expressed as:

$$\tau = \tau_p \frac{n_0 + n'_i + \Delta n}{n_0 + p_0 + \Delta n} + \tau_n \frac{p_0 + p'_i + \Delta p}{n_0 + p_0 + \Delta n}$$

$$\tau_p = \frac{1}{\sigma_p v_{th} N_T} \quad \tau_n = \frac{1}{\sigma_n v_{th} N_T}$$

$$n'_i = n_i \exp\left(\frac{(E_T - E_i)}{kT}\right) \quad p'_i = n_i \exp\left(-\frac{(E_T - E_i)}{kT}\right)$$

where $n_0$ and $p_0$ are equilibrium electron and hole concentrations, respectively, $\Delta n = n - n_0$ and $\Delta p = p - p_0$ are excess carrier densities ($\Delta n = \Delta p$, assuming negligible trapping); $\sigma_n$ and $\sigma_p$ are electron and hole capture cross-sections for the lifetime limiting defect; and $N_T$ is the concentration of lifetime limiting defect.

However, in most of the cases one can simplify equation (1) by making certain assumptions:

(i) for the n-type samples $n_0 >> p_0$,

(ii) in the minority carrier regime, $\Delta n < n_0$,

(iii) for traps lying in the upper half of the band gap, i.e. $E_T > E_i$, $n'_i > n_i > p_1$

Under the above mentioned assumptions, the minority carrier lifetime can be written as

$$\tau = \tau_p \left(1 + \frac{n'_i}{n_0}\right) = \tau_p \left(1 + \exp\left(-\frac{(E_T - E_i)}{kT}\right)\right)$$

If $E_T - E_i >> kT$, then equation (4) can be simplified to:
\[ \tau = \tau_p = \frac{1}{\sigma_p V_h N_T} \]

Diffusion lengths were experimentally measured using electron beam induced current (EBIC) technique. Diffusion length can be converted to lifetime using the relation \( L_d = \sqrt{D\tau} \) where \( L_d \) is the diffusion length, \( D \) is the diffusion coefficient of minority carrier and \( \tau \) is the minority carrier lifet. Assuming that the Z-defect controls the carrier lifetimes in the studied samples, theoretical estimates for carrier lifetime can be made using the above equation and hole capture cross section of \( 10^{13} \) cm\(^2\). The thermal velocity can be assumed as \( 10^7 \) cm/s and \( N_T \) is the Z-defect concentration. Comparison of theoretically estimated lifetimes and experimental lifetimes measured from EBIC are compared in Fig. 2.88. The dashed line denotes perfect correlation between theoretical and experimental lifetimes. The error in theoretically estimating the carrier lifetimes stems from variation in the trap concentration measured from DLTS that can vary by a factor of two over the sample. Close correlation between the experimental and theoretical lifetimes calculated for Z-defect proves these defects as lifetime killer defects in Si-face grown 4H-SiC epilayers.
Fig. 2.89 Comparison of theoretically calculated (from SRH model) and experimentally observed carrier minority carrier lifetimes for Z-defect. In theoretical calculation, a hole capture cross section of $10^{-13} \text{ cm}^2$ was used for Z-defect. The diffusion length values measured from EBIC were converted to lifetimes using the relation $L_d = \sqrt{Dt}$.

Similar analysis for EH6/7 traps gives theoretical lifetime values three to four orders of magnitude higher than experimental lifetimes suggesting that EH6/7 traps do not act as lifetime limiting defects in the studied samples. This represents the conclusive proof that the carrier lifetimes in our set of samples were controlled by Z1/Z2 defect and that all capture cross sections (and the model itself) are correctly determined.

2.2.2. Observation of 3C-SiC inclusion nucleation in 4H-SiC epilayers

One of the unusual characteristics of silicon carbide is polytypism i.e. existence of multiple different stacking sequences of closely packed layers [37]. The hexagonal polytypes are stable at high temperatures typical of bulk crystal growth temperatures. On the other hand, the cubic form of SiC appears to be stable at temperatures typically employed for epitaxy. The experimental manifestation of this is the fact that 2D nucleation at temperatures below 1800 °C invariably results in deposition of the 3C polytype. This, in turn, typically leads to deposition of mixed polytypes during epitaxy, polytype boundaries, and double positioning boundaries. Such defects are well known to cause premature breakdown in pin diodes and Schottky barriers. The approach used to avoid formation of such defects relies on ‘step-controlled epitaxy’ technique [38]. The epilayers are grown on off cut the surface of substrates that are intentionally misoriented from (0001) creating high density of atomic steps along the off-cut direction. The layer grows by the motion of steps while avoiding the 2D nucleation. It is quite
obvious that any defect on the substrate surface that impedes the step flow can lead to a formation of a wide terrace and nucleation of cubic polytype inclusions. One example of such defects are triangular defects observed frequently on the surface of 4H-SiC epilayers grown on 3.5° off-cut substrates. The defects can be either depression or hillocks on the epilayer surface with a triangular shape. Their structures were determined to include twinned 3C crystals [39] [40] [41].

Two mechanisms have been mechanisms proposed to explain the formation of 3C polytype during the step-controlled epitaxy of hexagonal SiC [41] [39]. One argued that 3C is formed due to 2D nucleation on the terraces between surface steps. Any conditions that make it difficult for adatoms to diffuse to the step edges would promote 3C formation. Based on this argument, one way to suppress the 2D nucleation of 3C polytype is to reduce the width of the terraces. Growth experiments have proved that by increasing the off-cut angle from 3.5° to 8°, the triangular defects can be largely eliminated from the 4H-SiC epilayers [39]. The second mechanism related the nucleation of 3C polytype to substrate imperfections, such as dislocations, polishing scratches, and surface contamination. Although no consensus has been reached on the correlation between triangular defects and dislocations in the substrates, triangular defects decorated along the intended polishing scratches were observed [41]. Instead of the step edges, adatoms can be incorporated by the dangling bonds along the scratches to form 3C nuclei.

In the course of this project, another form of 3C inclusions was observed and documented in 4H-SiC epilayers grown on Si face with 8° off-cut by silane-based CVD. They produced surface features that have an arrow-like morphology. The defect structure was characterized by optical microscopy, molten KOH etching and transmission electron
microscopy (TEM) and its characteristics and origin are described below.

2.2.2.1 Experiment

The samples examined in this study were grown by a silane-based CVD method on Si face of 4H-SiC n-type conducting substrates \( n=8\times10^{18} \text{ cm}^{-3} \). The substrates were off-cut by 8° from [0001] towards [11-20] direction. The off-cut direction defined here is opposite to the step-flow direction. The epilayers were doped with nitrogen in the \( 10^{14}\text{-}10^{15} \text{ cm}^{-3} \) range and the thickness of 22-108 µm.

The morphology of the surface features was monitored using a Nikon ME600L optical microscope fitted with Nomarski differential interference contrast optics. The defects in the volume of the epilayer were observed in a cross-section view. The cross-section samples were cut from the selected areas of the epi-wafers with each containing at least one defect of interest. The length of the samples was about 5 mm along the direction of the off-cut. The two side faces of the samples were lapped down with boron carbide abrasives to reach a width in the range of 350-500 µm. Both faces were then polished with 1 µm diamond paste so that the defects inside the samples can be clearly observed by optical microscope. Complementary data were obtained by molten KOH etching at 500°C for 5-10 minutes.

Both plan-view and cross-section TEM were applied to study the microstructures of the defects. The TEM samples were cut from the selected areas of the epi-wafers that contain the defects of interest. They were lapped down to a thickness of about 100 µm followed by dimpling to a thickness of about 20 µm. In the final step, the electron transparency was obtained by sputtering the samples with argon ion beams in a Gatan
Precision Ion Polishing System. The TEM observations were carried out on a JEOL 4000 EX-TEM, operated at 200 kV.

2.2.2.2 Results and discussion

Fig. 2.90 shows the optical micrographs of the features of interest on 4H-SiC epilayer surface. Fig. 2.90 (a) and (c) were taken in reflection while images in Fig. 2.90 (b) and (d) were taken under transmission light at the same regions as (a) and (c), respectively. The images show defects with an arrow-like morphology. The long axes of the arrows are along the step-flow direction with the arrowheads pointing towards the down-step direction. The two examples shown in Fig. 2.90 (a) are from an epilayer with a thickness of 108 µm. The one shown in Fig. 2.90 (c) is from an epilayer with a thickness of 44 µm. By using atomic force microscopy (AFM), the region around the axes of the arrows was determined to be depression on the epilayer surface. For the two arrows in Fig. 2.90 (a), close to their arrowheads the surface corrugates in waves. It is easy to notice that the arrow feature on the right has more pronounced morphology than the one on the left. In addition, it has a dark contrast at its tail. The dark contrast was produced by a deep polygon-shaped depression on the epilayer surface. No such depression hole was detected at the tail of the other arrow feature in Fig. 2.90 (a). However under transmission light, both arrows were detected to be exhibit dark contrasts at their tails, as shown in Fig. 2.90 (b). The triangle marked the dark spot at the tail of the smaller arrow feature. It should also be noted that for the larger arrow feature, the dark contrast at its tail under transmission light does not have as clear-cut boundaries as in Fig. 2.90 (a). Fig. 2.90 (b) was focused around the epilayer/substrate interface, indicating that the dark spot for the
smaller arrow feature and the difference in the dark contrast at the tail of the larger one occurred close to the interface. Such observations imply that the cause for the arrow-like surface features comes from defects located under the epilayer surface.

![Optical micrographs showing the morphologies of arrow-like features on 4H-SiC epilayer surface. (a) and (c) are under reflection light; (b) and (d) are under transmission light taken from the same regions as (a) and (c), respectively.](image)

The morphology of the arrow feature could vary slightly with different growth conditions, as the one shown in Fig. 2.90 (c) from a different epilayer. Using transmitted light, similar dark contrast was revealed at its up-step side, as marked with a triangle in Fig. 2.90 (d). The dark spot was in focus at the position close to the epilayer/substrate interface. The observations described above imply that the arrow features on the 4H-SiC epilayer surface could be produced by defects nucleated close to the interface. They disturb the advancing steps during growth and induce the surface corrugation along the step-flow direction. It has to be pointed out that for some arrow features that are much smaller and shallower than those shown in Fig. 2.90, no dark contrasts were identified at their tails close to the interface by transmission light. Two possibilities exist: either there
is no corresponding defect located at the interface, or the size of the defect is too small for the optical microscopy to resolve.

Cross-sectional samples were made for optical microscopy observation of the defect structures underneath the arrow features. Fig. 2.91 shows the micrograph obtained from one of such defects [41]. The sample was from the same epilayer as the one in Fig. 2.90 (a). The arrow feature in this sample was very similar to the one on the right shown in Fig. 2.90 (a), which also had a depression at its tail. The side face of the sample is (-1100) and the step-flow direction is from right to the left. Different nitrogen doping concentrations in the epilayer and the substrate produced different colors under optical microscope, which clearly indicate the position of the interface. The heavily doped substrate had a darker color as compared with the lightly doped epilayer. The positions of the interface and the epilayer surface are labeled in Fig. 2.91. The defect underneath the surface arrow feature is clearly visible. It appears to be an inclusion with an ellipsoidal shape extending from the interface to the middle of the epilayer thickness. On top of the inclusion was a tubular void that reached the epilayer surface and produced the depression at the tail of the arrow. Interestingly, dark contrast appeared close to the interface, as compared with the lighter contrast from the other part of the inclusion. As mentioned in the description of Fig. 2.90 (b) and (d), the dark contrasts at the tails of the arrow features were observed to come into focus close to interface. Based on what have been observed in cross-sectional micrographs, they should correspond to the dark contrasts underneath the inclusions. Such a defect structure with essentially three components including the hollow pipe, the ellipsoidal inclusion, and the dark contrast underneath the inclusion, has been observed repeatedly for multiple arrow features from
different epilayers. The size of the inclusion varies for arrow features in different epilayers. It is not uniform even in one epilayer. Obviously, the one that produced the arrow feature on the left in Fig. 2.90 (a) was smaller than that for the arrow feature on the right. In addition, the hollow pipes above the inclusions in some cases closed of. This occurs more readily for small size of the dark feature and inclusion
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*Fig. 2.91* Optical micrograph of the defect in a cross-section view.

The observed defect structure suggests that it nucleated during the epitaxial growth. The inclusion located close to the interface disturbs the step flow and induces the arrow-like surface corrugation. In order to determine the microstructures of the inclusions and their nucleation sites, the side faces of cross-sectional samples were lapped down in order to intersect the inclusions. Fig. 2.92 (a) shows one defect before exposed on the side face of the sample. The image was produced in transmitted light. The position of the interface is labeled with a triangle. The three components of the defect are clearly visible. The part of the defect underneath the inclusion got exposed on the side surface of the
sample, as shown in Fig. 2.92 (b). The inset shows the magnified image of the region obtained by secondary electron microscopy (SEM). This part of the defect appears to be a void. Considering that the refractive index of SiC is about 2.5, incident light from SiC can be easily totally refracted at the SiC/air interface. This explains the dark contrasts produced by both the voids underneath the inclusions and the hollow pipes on top of them in the transmission optical micrographs. The image of the same inclusion after etching in molten KOH for 5 minutes is shown in Fig. 2.92 (c). The etched lines on the cross section of the inclusion indicate that it has a polycrystalline structure.
Fig. 2.92 (a) Optical micrograph of an inclusion in a cross-section view; (b) The same defect after it was exposed on the side surface by mechanical polishing. The inset shows a magnified image by SEM at the position underneath the inclusion; (c) The etch pattern of the defect.

The microstructure of the inclusion was examined by transmission electron microscopy (TEM) in both plan-view and cross-section geometry. The plan-view samples were made first by lapping down both the epilayer and the substrate thicknesses until the
inclusions were reached. The cross-sectional samples were made with the surface facing the electron beam perpendicular to the off-cut direction of [11-20]. Fig. 2.93 (a) shows the cross-section bright field image taken at the boundary between the inclusion and the 4H-SiC epilayer. The inclusion was in one zone axis orientation. The boundary could be clearly seen and shows fringe contrast. The upper bright region was identified as 4H-SiC and its (11-20) zone axis diffraction pattern (Fig. 2.93 (b)) was acquired by tilting the sample. Similarly, the zone axis shown in Fig. 2.93 (c) was acquired for the inclusion. It was identified to be one from the \{110\} group, which are characteristic of the cubic polytype of SiC. Thus the inclusion has been determined to be 3C-SiC. The polycrystalline nature of the inclusion has been determined by KOH etching, as shown in Fig. 2.92 (c). It was also supported by the TEM observation. Fig. 2.93 (d) shows the bright field image of 4H-SiC and two grains of the 3C-SiC inclusion (I and II), which had distinct contrasts under the same imaging condition. In addition, even inside one grain the 3C-SiC crystal was highly defected, as can be seen from the multiple defect contrasts inside grain I.
Fig. 2.93 (a) Cross-section bright field TEM image showing the boundary between 4H-SiC and the inclusion. The inclusion is on zone axis; (b) (11-20) zone axis diffraction pattern obtained from 4H-SiC; (c) {110} zone axis diffraction pattern obtained from the 3C inclusion; (d) Plan-view bright field TEM image showing the 4H-SiC and two grains of the 3C inclusion.

The conclusion of the above analysis is that the inclusions at the epilayer/substrate interface consisted of polycrystalline 3C-SiC and nucleated during the early stage of the epitaxial growth.
One of the frequent characteristic features of 3C inclusions is that some of them were associated with in-grown stacking faults. One example is shown in Fig. 2.94. The epilayer was etched by molten KOH. Etch pits produced by threading screw dislocations, threading edge dislocations, and basal plane dislocations (BPD) were observed in the micrograph. One arrow defect was at the right side of the figure. To its down-step direction, an array of oval shape BPD etch pits was enclosed in a rectangle. The distance between the array and the arrow defect corresponded well to the projection length on the epilayer surface of a BPD defect nucleated at the interface and propagating to the surface. Upon close inspection, the axis of the BPD etch pit at the bottom end of the array was tilted off the step-flow direction. Thus the arrow defect and the two BPD etch pits at the ends of the array formed the three apexes of a right angle triangle. For each of the two etch pits in the middle of the array, a threading screw dislocation can be found to its up-step direction inside the triangle, as labeled by two white arrows in Fig. 2.94. Such an etch pattern is characteristic of in-grown stacking fault that has been
detected in 4H-SiC epilayers. The two BPD etch pits in the middle correspond to two partial dislocations which were formed due to the intersection of threading screw dislocations with the in-grown stacking faults. Surprisingly, both the 3C inclusions that can extend to 100 µm and the in-grown stacking faults that are only of several Si-C bilayers thickness could nucleate at the same site at the interface.
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3. Process Integration and Device Development

J. A. Cooper, Purdue University

3.1 p-Channel IGBTs

Although SiC power MOSFETs have fast switching speed and low input-gate current drive requirement, their on-state conduction loss is large, especially for those designed for high blocking voltages. The need for a controllable switch that combines the advantages of power MOSFETs and power BJTs has led to the development of the insulated gate bipolar transistors (IGBTs) [1-3]. IGBTs combine the high input gate impedance of power MOSFETs with the low on-state loss of bipolar transistor. Another new feature of the IGBTs is their ability to block high voltage on both forward and reverse directions. All these features make the IGBTs superior power devices in many applications.

3.1.1 Introduction to SiC Power IGBTs

3.1.1.1 Device structure

A p-channel DMOS-IGBT (as shown in Fig. 3.1) is similar to a p-channel DMOSFET, except that instead of having a p+ substrate, the IGBT has an n+ substrate as the cathode. A pn junction is formed between the n+ substrate and the lightly doped p-type drift layer. In high voltage DMOSFETs, the drift region resistance is high due to the lightly doped, thick drift region. IGBTs reduce the drift region resistance by injecting a large number of electrons from the n+ substrate to the p- drift region. Typically, the minority carrier concentration in the drift region can be hundreds of times higher than the background doping level. Therefore, the resistivity of the drift region is reduced by conductivity modulation.

The following pn junctions are named J1, J2, and J3, respectively: p+ source/n-well junction, n-well/p- drift region junction, and p- drift region/n+ substrate junction.
Fig. 3.1 Cross section of a p-channel DMOS-IGBT. The dark arrows indicates electron flow and the light arrows indicates hole flow.
The p-drift region is epitaxially grown on top of the n+ substrate. Thickness of the drift layer depends on the blocking voltage design. For blocking voltage over 10 kV, the drift layer has to be over 85 µm thick with doping of $10^{14}$-$10^{15}$ cm$^{-3}$. The doping of the drift layer has to be carefully chosen, such that the drift layer is close to punch-through as the peak electrical field in the semiconductor reaches the critical field of the material. High doping of the drift region compromises the blocking voltage and causes degradation of the injection efficiency across J3. The n-well and p+ source are formed by aluminum and nitrogen ion implantations. The doping of the n-well region has to be high enough that the base is not punched-through in the forward blocking state and low enough that the MOS inversion channel can be formed with a reasonably low gate bias. Usually, the n-well has a retrograde doping profile.

Vertically along the p+ source, the IGBT resembles a PNPN device, or thyristor. The turn-on of the parasitic thyristor (latch-up) will cause lose of current control and destroy the device. However, the IGBT is designed to suppress the turn-on of the parasitic thyristor by shorting the p+ source with the n-well.

### 3.1.1.2 Operation of SiC power IGBTs

There are three operation modes for the IGBTs: forward blocking, reverse blocking and forward conducting mode. Figure 3.2 shows the electric field in a P-IGBT for the blocking modes.

Unlike MOSFETs, IGBTs are capable of blocking high voltages in the reverse direction. In the reverse blocking mode, source and base are grounded and cathode is taken to a positive voltage. Junction J3 is reverse biased. Since the doping of the p-drift region is 3 to 4 orders of magnitude lower than the doping of the n+ substrate, the depletion region almost solely extends into the drift region. The doping level and thickness of the drift region are crucial for achieving a high blocking voltage. Too light drift region doping will cause punch-through before the peak field at J3 reaches the critical field of the semiconductor. Too heavy doping will lower the blocking voltage of the IGBT.
Fig. 3.2 Electric field in a P-IGBT for forward blocking and reverse blocking mode. $E_c$ is the critical electric field of the semiconductor.
The thickness of the drift region is designed to be as small as possible to support the desired blocking voltage, because the on-state forward voltage drop increases with increasing drift region thickness. Equation (2.1) shows the relationship between the drift region thickness and blocking voltage:

$$W_{\text{drift}} = \sqrt{\frac{2e_{\text{SiC}}V_B}{qN_d}}$$  \hspace{1cm} (2.1)

where $W_{\text{drift}}$ is the drift region thickness, $V_B$ is the desired blocking voltage, and $N_d$ is the drift region doping.

In the forward blocking mode, the source and gate are grounded, and the inversion channel is turned off. A negative bias on the cathode does not stimulate current flow because there is no current path between p+ source and p-drift region. $J_2$ is reverse biased since the p-drift layer potential is lower than the n-well. Higher negative bias on the cathode only leads to wider depletion region in the drift layer. The n-well usually has a retrograde doping profile, such that the surface channel layer can be inverted at a reasonably low gate bias, while the depletion region in the n-well does not punch through to the p+ source. Like the reverse blocking, the forward blocking capability depends on the thickness and doping of the drift layer, and the critical electric field of the material. In Fig. 3.2, the area inside the triangles indicates the blocking voltage.

In the forward conducting mode, the equivalent circuit of the IGBT is a wide base NPN BJT with the base driven by a p-channel MOSFET, as shown in Fig. 3.1. The collector of the BJT is connected with the base contact through a lateral series resistor. The thick drift region functions as the wide base of the BJT and the n+ substrate works as the emitter.

The source and base contacts are grounded together. As the negative bias on the gate contact exceeds the threshold voltage, the channel is turned on, which allows holes in the p+ source to flow into the p-drift region. The bottom junction $J_3$ is forward biased as a negative bias is applied to the cathode of the IGBT. Electrons are injected across $J_3$ into the p-drift region. Some electrons travel across the drift region without recombination and get collected by the n-well. Some electrons recombine with the holes
from the source in the drift region. A small portion of holes make it through the drift region without recombination and recombine with electrons in the n+ substrate. As the cathode voltage is increased, more electrons are injected from the n+ substrate, and correspondingly more holes flow through the MOS channel to keep charge neutrality in the drift layer. The electron and hole concentration in the drift region continues to increase until they both exceed the background doping concentration. This state, $\Delta n \equiv \Delta p \gg N_d$, is called “high-level injection”. The resistivity of the thick drift layer is significantly reduced. The forward current saturates when the MOS channel is pinched off. Therefore, we can get a family of on-current by applying different gate voltages. With conductivity modulation in the drift region, the IGBTs can support very high blocking voltages in the off state and still operate at high on-state current density. Figure 2.3 shows the I-V characteristics of an IGBT for the three operation modes.
Fig. 3.3 Current-voltage characteristics of a P-IGBT.
3.1.1.3 Advantages of SiC IGBTs over MOSFETs for 10-20 kV application

10 kV SiC power MOSFETs with low on-resistance have been reported [12, 22]. The performance of these devices is approaching the theoretical limits of SiC unipolar devices. However, the demand for high blocking voltage does not stop at 10 kV. It may not be feasible to fabricate SiC MOSFETs that block over 10 kV, because the drift layer resistance is proportional to the square of the blocking voltage for a unipolar device. IGBTs, on the other hand, do not obey the \( R_{on} - V_B \) relationship of unipolar devices. Figure 3.4 show the I-V characteristics of a 20 kV p-channel IGBT and a 20 kV DMOSFET at room temperature and 225°C.

In the forward conducting mode, the DMOSFET behaves as an intrinsic MOSFET with a series resistor. The total on-resistance includes contact resistance, channel resistance, JFET resistance, and the most dominant drift region resistance. The resistances related to the intrinsic MOSFET (contact, channel and JFET resistance) can be minimized below 10 mΩ-cm\(^2\) using several processing techniques [17]. However, the drift region resistance cannot be reduced. The on-state current increases linearly with the drain voltage as a result of the large drift region resistance. On the other hand, for the DMOS-IGBT with identical intrinsic MOSFET and drift layer, conductivity modulation takes place and the current increases very rapidly with cathode voltage. The voltage drop across the drift region, \( V_M \), is nearly independent of current density at full conductivity modulation.

To mathematically compare the on-state performances of DMOSFETs and p-channel DMOS-IGBTs, we examine the voltage drop at fixed power dissipation. Assume the voltage drop across the devices to be \( V_{MOS} \) and \( V_{IGBT} \) for the DMOSFET and the IGBT, respectively. We have,

\[
V_{MOS} = J_{on} \left( R_{ch,sp} + R_{c,sp} + R_{JFET,sp} + R_{d,sp} \right) \tag{2.2}
\]

\[
V_{IGBT} = \frac{J_{on}}{\beta + 1} \left( R_{ch,sp} + R_{c,sp} + R_{JFET,sp} \right) + V_M + V_J \tag{2.3}
\]

where \( R_{ch,sp}, R_{c,sp}, R_{JFET,sp}, R_{d,sp} \) are the specific channel resistance, specific contact resistance, specific JFET resistance, and specific drift region resistance, respectively. \( \beta \) is
the ratio of the current through the BJT to the current through the MOS channel of the IGBT. Only \(1/(\beta + 1)\) of the total current flows through the MOSFET part for the p-channel IGBT. The voltage drop across the drift layer \(V_M\) is a function of drift layer thickness, mobility, doping concentration, and ambipolar lifetime. Assuming 1 \(\mu\)s ambipolar lifetime on a 20-kV blocking epilayer \(T_{\text{epi}} = 150 \mu\text{m}, N_{\text{epi}} = 1 \times 10^{14} \text{cm}^{-3}\), \(V_M\) is about 5 V. \(V_J\) is the voltage across a forward biased SiC pn junction, typically about 3 V at room temperature.

As we can see in Fig. 3.4, the current increases linearly with the applied drain voltage for the N-MOSFET with a 200 \(\mu\)m thick drift layer, while the current increases much more rapidly for the P-IGBT. Both devices must operate below 300 W/cm\(^2\) package power dissipation limit. The P-IGBT carries 1.41x and 3.75x more current than the N-MOSFET at room temperature and 225°C, respectively. The greater advantage of the P-IGBT at elevated temperature is important because the device will be heated up if it continuously operates at the package power limit.

As shown in Fig. 3.4, the P-IGBT performance is almost independent of temperature. This is because of the competing temperature dependence of carrier mobility and ambipolar lifetime. As temperature is increased, mobility decreases due to phonon scattering \((\mu \sim (T/300)^{-2.8} [41])\), while lifetime increases in a power law form \((\tau_A \sim (T/300)^{3.2} [42])\). Consequently, the ambipolar diffusion length is almost independent of temperature. Ambipolar diffusion length is the determining factor for the voltage drop across the drift region of an IGBT.

On the other hand, the reduction of mobility with temperature leads to the increased resistance in MOSFETs at high temperatures [41].

In terms of power dissipation, the on-state power dissipation of an IGBT increases almost linearly with current density. This is because the voltage drop across the blocking layer of the IGBT is nearly independent of the current, as illustrated in equation (2.3).

\[
P_{\text{on},\text{IGBT}} = J_{\text{on}} \left[ \frac{J_{\text{on}}}{\beta + 1} \left( R_{\text{ch,sp}} + R_{\text{c,sp}} + R_{\text{JFET,sp}} \right) + V_M + V_J \right] \leq J_{\text{on}} (1 + 5 + 3) \tag{2.4}
\]

We have set \(J_{\text{on}}(R_{\text{ch,sp}} + R_{\text{c,sp}} + R_{\text{JFET,sp}}) \leq (100 \text{ A/cm}^2)(10 \text{ m}\Omega\cdot\text{cm}^2) = 1 \text{ V}, \) since \(R_{\text{ch,sp}} + R_{\text{c,sp}} + R_{\text{JFET,sp}} \leq 10 \text{ m}\Omega\cdot\text{cm}^2\) has been demonstrated in SiC power DMOSFET in Purdue
University by using a self-aligned process and NO post-oxidation annealing [20]. The power dissipation of an on-state MOSFET is given by

\[ P_{\text{on,MOSFET}} \geq J_{\text{on}}^2 \left( R_{\text{ch,sp}} + R_{\text{v,sp}} + R_{\text{JFET,sp}} + \frac{4V^2}{\mu e_{\text{SiC}}E_c^3} \right) \]  

The first three terms are the intrinsic MOSFET resistance, and the fourth term is blocking layer resistance. Obviously the power dissipation of a MOSFET increases quadratically with the blocking voltage, whereas the power dissipation of an IGBT is not directly related with the blocking voltage, although there may be second-order effect of the blocking layer thickness and doping on \( V_M \) of IGBT. Therefore, the power dissipation of the IGBTs is much lower than that of the MOSFETs for devices blocking over 20 kV.

Fig. 3.4 On-state current-voltage characteristics of a P-IGBT and an N-MOSFET at room temperature and 225°C. Assume mobility and ambipolar lifetime both have power law temperature dependence [41, 42]. Both devices are designed to block 20 kV. The intrinsic MOSFET parts of the two devices are identical. N-MOSFET: \( T_{\text{epi}} = 200 \) μm, \( N_{\text{epi}} = 3.3 \times 10^{14} \) cm\(^{-3}\), \( \mu_{\text{ch}} = 30 \) cm\(^2\)/Vs; P-IGBT: \( T_{\text{epi}} = 150 \) μm, \( N_{\text{epi}} = 1.0 \times 10^{14} \) cm\(^{-3}\), \( \mu_{\text{ch}} = 7.5 \) cm\(^2\)/Vs, \( \tau_A(\text{RT}) = 1 \) μs, \( \tau_A(225^\circ\text{C}) = 4 \) μs. The curves are generated using MEDICI\(^\text{TM}\) numerical simulator.
Another advantage of IGBTs over MOSFETs is that IGBTs relax the requirements on the doping accuracy of the drift layer. Figure 3.5 shows the dependence of MOSFETs figure of merit (\( \text{FOM} = \frac{V^2}{R_{\text{on,sp}}} \)) on drift layer doping concentration. In a unipolar power device such as a MOSFET, the drift region doping has to be precisely controlled to produce the highest figure of merit. For a given blocking voltage, there is only one pair of optimum drift layer thickness and doping. If the doping is too high, the blocking voltage is reduced. If the doping is too low, the on-resistance of the device increases. However, current epigrowth technology can only control doping within ±50% of the target value. This implies that the device performance is limited to about 75% of the theoretical value, as shown in Fig. 3.5, assuming all the fabrication processes are perfectly carried out. It is a serious issue for the yield of devices in production environment.

For IGBTs, however, \( R_{\text{on,sp}} \) is not a critical parameter for device performance, and it is independent of drift layer doping on the first order. This means that we can choose the doping to maximize \( V_B \) alone, without regard to \( R_{\text{on,sp}} \). The drift region on-state voltage drop \( V_M \) is not a strong function of doping. It mainly depends on drift layer thickness and ambipolar lifetime. This greatly relaxes the requirements for a precise drift layer doping. For instance, consider designing a SiC power transistor blocking 25 kV theoretically. Figure 3.6 shows the \( V_B \) dependence on the epilayer doping \( N_d \). Point A is the optimum doping for a MOSFET with 220 µm thick epilayer. In the IGBT, we only need to optimize for \( V_B \). It means that we can stay with 220 µm epilayer and go to point B for a higher blocking voltage. Or, we can keep the desired blocking voltage of 25 kV and go to a thinner epilayer point C. Thinner epilayer is easier to conductivity modulate and costs much less than the thick epilayer. In either case, point B or C, the blocking voltage sensitivity to doping variation is greatly reduced compared to the MOSFET, or point A. This is a significant advantage in production environment.
Fig. 3.5 Dependence of MOSFETs figure of merit on drift layer doping concentration. The drift layer thickness is 220 µm.
Fig. 3.6 Dependence of IGBTs blocking voltage on drift layer thickness and doping. Point A is the optimum design point for a 25 kV MOSFET.
3.1.1.4 Existing issues of SiC power IGBTs

3.1.1.4.1 P+ substrate resistance for n-channel IGBTs

We have demonstrated the superior performance of the power IGBTs compared to unipolar power devices, such as MOSFETs, in the previous section. From Fig. 3.1 we see that the IGBT is simply a DMOSFET with a pn junction on the bottom. There are two options to design this device: n-channel IGBT and p-channel IGBT. N-channel devices benefit from the higher electron inversion channel mobility and the lower n-type source contact resistance compared with p-channel devices. However, the n-channel IGBT requires a low resistance p+ substrate. Unfortunately, the fraction of ionized Al dopants at a high doping level is very low (as shown in Fig. 3.7) [43]. Moreover, the ionization percentage decreases with the increase of doping concentration. Only 0.37% of Al dopants are ionized at the doping level of $10^{20}$ cm$^{-3}$. Therefore, it is difficult for the free carrier concentration in the p-type SiC to exceed $5 \times 10^{17}$ cm$^{-3}$. Although increasing doping slightly helps increase the absolute number of ionized Al, the added charged centers cause more ionized impurity scattering, which results in the decrease in mobility. Therefore, it is hard to obtain a low resistive p+ substrate. Regular 300-µm p+ substrates usually have a specific resistance of 0.8-1.0 Ω-cm$^2$. The voltage drop across the p+ substrate will kill the on-state performance of the device. By chemical mechanical polishing (CMP), the substrate can be thinned to about 100 µm and the substrate resistance is reduced to about 250 mΩ-cm$^2$, which is still too high for a high performance power switch. This is why the n-channel SiC IGBTs are generally not attractive up till now. Recently, Prof. Cooper’s group at Purdue University are developing a new process to reduce the p+ substrate resistance to about 2.5 mΩ-cm$^2$ by removing the n+ substrate and growing a thin p+ anode [44], which makes it possible to build high performance 20 kV SiC n-channel IGBTs. The process will not be discussed in detail here. But this substrate removal is difficult and the thin stand-alone epilayer is subjected to breakage during processing.
Another approach is to make a p-channel IGBT by switching all the doping polarities. Cree Inc. built the first p-channel 6H-SiC UMOS-IGBT in 1999 [45]. The device was built on a 15 µm 6H-SiC epilayer. It had a specific on-resistance of 431 mΩ·cm² and blocked 400 V. The high on-resistance is due to low vertical (along c-axis) mobility of the 6H-polytype, high contact resistance, and poor conductivity modulation. Another 10 kV p-channel 4H-SiC UMOS-IGBT was reported by Zhang et al. in 2004 [46]. The device performance was improved in terms of specific on-resistance and blocking voltage. A specific on-resistance of 175 mΩ·cm² was achieved at a gate voltage of -66 V at room temperature. Measurement shows much higher level of conductivity modulation in the drift layer at elevated temperatures.

The known disadvantages of the p-channel IGBTs are low inversion channel mobility, high source ohmic contact resistivity, high sheet resistance, and lack of experiences of
processing a p-channel device. The p-channel devices use n-type base and n+ substrate. The ionization ratio for n-type dopants is usually over 90% [43]. Therefore, the substrate resistance can be easily minimized and the lateral base resistance, which is related to latch-up, is also not of great concern.

In this thesis, we focus on building and characterizing p-channel 4H-SiC DMOS-IGBTs designed for blocking 20 kV.

### 3.1.1.4.2 Channel mobility for P-IGBTs

For a p-channel IGBT, the forward conduction operation mode is initiated by holes flowing from the p+ source to the p-drift region through the inversion channel. Since the current is the base current for the NPN BJT, the inversion channel hole mobility plays an important role on the on-state performance of p-channel IGBTs.

However, little is known about the inversion channel hole mobility in 4H-SiC. The only related information we have is that MOSFET $I_d-V_{ds}$ measurement shows that the saturation current of an n-channel device is approximately four times greater than the saturation current of a p-channel device in 6H-SiC [47] for the same $|V_{gs}-V_t|$. The saturation current equations of n-channel and p-channel MOSFETs are:

\[
I_{d,sat}^{n,\text{max}} = \mu_{n,\text{eff}} C_{ox} \cdot \frac{W}{2L} \left(V_{gs} - V_t\right)
\]

\[
I_{d,sat}^{p,\text{max}} = \mu_{p,\text{eff}} C_{ox} \cdot \frac{W}{2L} \left(V_{gs} - V_t\right)
\]

where $\mu_{n,\text{eff}}$ and $\mu_{p,\text{eff}}$ are the effective channel mobility for electrons and holes, $C_{ox}$ is the oxide capacitance, W and L are the width and length of the channel. By making the n-channel and p-channel MOSFETs identical dimensions and same gate oxide thickness, the ratio of the two saturation current at same $|V_{gs}-V_t|$ equals to $\mu_{n,\text{eff}}/\mu_{p,\text{eff}}$. Therefore, we can deduce the effective channel hole mobility from the effective channel electron mobility. In our work, we will directly measure the MOS hole mobility using the constant current technique, which does not require ohmic contacts [33].

### 3.1.1.4.3 P-type ohmic contact resistance

The p-channel UMOS-IGBTs reported by Ryu et al. [45] and Zhang et al. [46] both suffer from poor p-type ohmic contacts. Since p-channel devices require a p-type source
region, the ohmic contact to the source is crucial for the on-state performance of the devices. For instance, supposing the p-type contact resistivity $\rho_c = 5 \times 10^{-2} \ \Omega \cdot \text{cm}^2$, the voltage across the p-type contact at 100 A/cm$^2$ is 5 V! It has been discovered that the p-type contact resistance is influenced by the composition of contact metal alloys, the annealing condition, and the cleaning procedures [48].

Aluminum is an excellent choice for p-type ohmic metal. However, it is reported that spiking of Al causes premature junction breakdown if pure Al is used. It can be prevented by replacing pure aluminum with 25 wt% Ti / 75 wt% Al as contact metals [48]. The two metals form alloys at the annealing temperature. The ratio of the metals is important because the Ti/Al alloy is in liquid phase for 0 ~ 30 wt % of Ti at our annealing temperature. The alloy is not a liquid if Ti is over 30wt%, and contacts are not ohmic. High purity metals should be used for best results.

The wafer has to be properly cleaned before the contact metals are evaporated. Lift-off lithography is used for patterning the contact metals. It is possible that some residual photoresist is left on the wafer areas where metals will be deposited. RIE in SF$_6$ for 1 minute at 100 Watt is used to remove the residual photoresist. Then O$_2$ plasma etching for 1 minute at 100 Watt is used to clean the fluorine compound residue that RIE left. Finally, dipping the wafer in BHF for 10 seconds removes any oxide that is grown during the O$_2$ plasma etch. Ti/Al is then deposited on the wafer using an e-beam evaporator. The vacuum during the evaporation has to be lower than $5 \times 10^{-7}$ torr, since Ti and Al are subjected to oxidation in the presence of oxygen [48].

The wafer lies on a piece of SiC susceptor in the contact annealer. The susceptor needs to be cleaned with the following procedure each time before annealing: Aqua-regia 1 hr, HF: HNO$_3$ (1:1) 1 hr, Piranha 10 min, BHF 3 min, and sacrificial oxidation 3 hrs. A dummy annealing will be conducted in vacuum condition before the run with the real sample to drive off and pump out all the contamination from the previous annealing [48]. We discover that there is always a fluctuation of contact resistivity across the wafer after annealing. It is possibly caused by the non-uniform temperature distribution of the heater and/or the non-flat susceptor or wafer.
The most significant parameters for contact annealing are atmosphere and temperature [48]. Annealing in vacuum has the advantage over annealing in argon because the contaminating substance driven off is likely to be pumped out of the chamber rather than being re-deposited on the wafer surface. This explains the lower leakage current for the vacuum annealed samples than the Ar annealed samples. O₂ plasma etching after annealing reduces the leakage current by several orders of magnitude. Top metal can slightly improve the contact resistivity. Annealing at higher temperature results in much lower contact resistivity because metals alloy faster with SiC due to the kinetics of the reaction. However, MOS devices are not suitable for annealing over 1000 °C because the MOS interface tends to be damaged at high temperature. Therefore, we will limit the annealing temperature to 1000°C for the p-channel IGBT fabrication.

Table 3.1  P-type contact resistivity after contact annealing under different conditions [48]

<table>
<thead>
<tr>
<th>Contact anneal condition</th>
<th>Contact resistivity ρc (Ω-cm²)</th>
<th>Leakage current Ij (A) @ 40V</th>
<th>After O₂ plasma etch and top metal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000°C, 2 min, vacuum</td>
<td>8x10⁻⁶ ~ 5x10⁻⁴</td>
<td>5x10⁻⁸ ~ 5x10⁻⁷</td>
<td>6x10⁻⁶ ~ 4x10⁻⁵</td>
</tr>
<tr>
<td>950°C, 2 min, vacuum</td>
<td>6x10⁻⁵ ~ 3x10⁻⁴</td>
<td>2x10⁻⁹ ~ 1x10⁻⁸</td>
<td>1x10⁻⁴ ~ 5x10⁻⁶</td>
</tr>
<tr>
<td>900°C, 4 min, vacuum</td>
<td>2x10⁻⁴ ~ 1x10⁻³</td>
<td>5x10⁻⁷ ~ 2x10⁻⁸</td>
<td>4x10⁻³ ~ 3x10⁻⁶</td>
</tr>
<tr>
<td>1000°C, 2 min, argon</td>
<td>2x10⁻⁴ ~ 6x10⁻⁴</td>
<td>5x10⁻⁶ ~ 5x10⁻⁵</td>
<td>1x10⁻⁴ ~ 6x10⁻⁴</td>
</tr>
</tbody>
</table>
3.1.1.4.4 Ambipolar lifetime in the drift region

The most attractive property of high voltage IGBTs is the low on-state power loss. High conductivity modulation in the drift region is essential for the low on-resistance of the IGBTs. Ambipolar diffusion length \( L_A \) is the determining factor for conductivity modulation.

\[
L_A = \sqrt{D_A \tau_A}
\]  

(2.8)

where \( D_A \) is the ambipolar diffusion coefficient, and \( \tau_A \) is the ambipolar lifetime.

\[
D_A = \frac{2D_n D_p}{D_n + D_p}
\]  

(2.9)

where \( D_n \) and \( D_p \) are related to \( \mu_n \) and \( \mu_p \) by the Einstein relation:

\[
D_{n,p} = \frac{kT}{q} \mu_{n,p}
\]  

(2.10)

The ambipolar lifetime is the sum of the electron lifetime and the hole lifetime:

\[
\tau_A = \tau_n + \tau_p
\]  

(2.11)

Therefore, in order to achieve high conductivity modulation, the ambipolar lifetime in the drift epilayer is a key material parameter.

Figure 3.8 shows the simulated on-state I-V characteristics of a 20-kV p-channel IGBT at room temperature with different ambipolar lifetime. Long ambipolar lifetime is desired because it significantly reduces the voltage across the drift region. The I-V characteristics of a 20-kV n-channel DMOSFET is also shown in the figure for comparison. Since the devices must operate under 300 W/cm\(^2\) package power dissipation limit, the ambipolar lifetime needs to be at least 0.5 \( \mu \)s for the IGBT to have an advantage over the MOSFET at room temperature.

Ambipolar lifetime basically depends on temperature, impurity and trap density in the semiconductor. Kordina et al. has reported that by using the “Hot-Wall” CVD technique for growing 4H-SiC, room temperature minority carrier lifetime is in the microsecond range [49].
The temperature dependence of minority lifetime has been reported by several groups and the results are shown in Fig. 3.9. Although different parts of different devices are subjected to lifetime measurement, all the results agree well on the temperature dependence. Lifetime is plotted against $1000/T$ and the linear trendlines are added to the data. The slopes of the trendlines are almost identical for different devices. The temperature dependence is extracted from the lines to be:

$$
\tau(T) = \tau(T_0) \left( \frac{T}{T_0} \right)^{3.2} \quad [42]
$$

Since mobility decreases with temperature in a power law form [50], and lifetime increases with temperature according to equation (2.12), the ambipolar diffusion length is nearly independent of temperature in the regime of room temperature to 200°C.
Figure 3.8 indicates that lifetime is the single most important material parameter for IGBTs on-state performance. The materials used for the P-IGBT fabrication is provided by Cree Inc. The lifetime of the materials is around 0.5 µs at room temperature. Therefore, we expect the P-IGBTs to have a small advantage over N-MOSFETs at room temperature, and much more pronounced advantages at high temperature.

Fig. 3.9 Temperature dependences of minority lifetime in 4H-SiC bipolar devices. Circles, electron lifetime in the p-base of a 1 kV BJT [42]; squares, hole lifetime in the n-base of a 10 kV pn diode [51]; triangles, electron lifetime in the p-base of a 2.6 kV GTO [52].
3.1.1.4.5 Latch-up under high current condition

Latch-up is the turn on of the parasitic PNPN thyristors present in the IGBT. Once the device is in the latch-up mode, gate control of the current flow is lost and the IGBT will be destroyed due to excessive power dissipation.

The mechanism of latch-up is explained in Fig. 3.10. A PNP bipolar transistor is connected with an NPN bipolar transistor in the way that they feed each other’s base currents with their collector currents. In forward conducting mode, a negative bias is applied to the cathode and the bottom pn junction is forward biased. Electrons are injected into the drift layer. The MOS gate turns on to supply hole current through the inversion channel to the base of the NPN bipolar transistor. The base/collector junction of the NPN bipolar transistor is reverse biased and most of the injected electrons are swept into the n-well. These electrons flow out of the device through the n+ contact. Numerical simulation shows that the majority of electron current enters the n-well from the right edge of n-well. Therefore, these electrons laterally traverse the n-well. The lateral resistance of the n-well creates a voltage drop from the n+ contact to the right edge of n-well under high base current conditions. If this voltage drop is close to 3 V, the p+ source/n-well junction is forward biased and holes are injected from the p+ source into the n-well. This leads to the formation of a PNP bipolar transistor with p+ source (emitter), n-well (base), and p- drift region (collector), as shown in the circuit in Fig. 3.10.

The PNP and NPN bipolar transistors are connected in such a way that any increase in the base current of one transistor causes β times base current increase for the other one, and vice versa. It is a positive feedback circuit as long as β1•β2 > 1. This condition is satisfied if the emitter to base doping ratios for the two BJTs are both large. Even if the MOS gate is turned off, the two transistors can still feed base current to each other and keep increasing the current. The device will eventually be destroyed by excessive power dissipation.
Fig. 3.10 Circuit diagram for a p-channel DMOS-IGBT under latch-up condition.
Several techniques have been employed to prevent latch-up of IGBTs. Most approaches attempt to reduce the resistivity of the n-well such that the lateral voltage drop is less than the amount needed to turn on the PNP bipolar transistor. Goodman et al. indicate that a buffer layer between drift region and cathode contact not only improves the forward blocking performance of IGBTs, but also increases the latch-up current capability by suppressing the electron injection from the cathode contact [53]. After all, latch-up is unlikely to occur for the p-channel SiC IGBT. The voltage required to turn on a SiC PN junction is close to 3 V, which is hard to achieve under normal operation conditions. Moreover, it is easy to make the n-type base less resistive because of the high ionization ratio of n-type dopants at room temperature [43]. Our numerical simulation indicates that latch-up does not occur for current up to 1760 A/cm², as shown in Fig. 3.11.

3.1.1.4.6 Open base BJT effect in blocking state

In the punch-through IGBT design, a p+ buffer layer is inserted between the p-drift layer and the n+ substrate to improve the blocking voltage. The p+ buffer layer also helps prevent electrons in the n+ substrate to be injected into the p-drift layer and cause current flow. Figure 3.12 shows the band diagram of the P-IGBT in the blocking state. The n+ substrate, p-drift layer & p+ buffer layer, and the n-well are the emitter, base and collector of an NPN bipolar transistor. In the blocking state, the collector is grounded, the base is open, and the emitter is taken to a negative high voltage. Therefore, the EB junction is forward biased and the BC junction is reverse biased. This is equivalent to a BJT in forward active mode. If the current gain β is high, any small current fluctuation in the base will cause β times higher current in the collector. This premature breakdown prior to the junction breakdown due to avalanche is called the open base BJT effect. Simulation of a 25 kV P-IGBT with p+ buffer layer is carried out to verify the open base BJT effect. The device blocks 25,037 V before avalanche breakdown starts. Obviously, no premature breakdown occurs. The explanation will be given with the aid of the band diagram and the minority carrier density diagram as shown in Fig. 3.12.
Fig. 3.11 I-V characteristics of a p-channel IGBT under high current condition.
The p-drift region is completely depleted as well as part of the p+ buffer layer as the n+ substrate is taken to a negative high voltage. The effective base width is the remaining undepleted p+ layer, which is smaller than the minority carrier diffusion length in the p+ region. The hole current and the electron current in the emitter are given by:

\[ I_{EP} = qA \frac{n_i^2 D_{PE}}{N_{DE} L_{PE}} e^{qV_{CE}/kT} \]  \hspace{1cm} (2.13)

\[ I_{EP} = qA \frac{n_i^2 D_{NB}}{N_{AB} W_B} e^{qV_{CE}/kT} \]  \hspace{1cm} (2.14)

where \( N_{DE} \) and \( N_{AB} \) are the doping in the emitter and the base, \( D_{PE} \) and \( D_{NB} \) are the diffusion coefficient in the emitter and the base, \( W_B \) is the effective base width, and \( L_{PE} \) is the diffusion length in the emitter. Therefore, the emitter efficiency is

\[ \gamma = \frac{I_{En}}{I_{En} + I_{EP}} = \frac{1}{1 + \left( \frac{N_{AB} W_B D_{PE}}{N_{DE} L_{PE} D_{NB}} \right)} \]  \hspace{1cm} (2.15)

Since both the emitter and the base are heavily doped to the same level, we can assume that value of the terms in the parenthesis in equation (2.15) is \( \sim 1 \). Therefore, \( \gamma = 1/2 \).

Since the base is open, all the emitter electron current flows across the base into the collector. Therefore, the base transport factor \( \alpha_T = I_{CB}/I_{En} = 1 \). The current gain is

\[ \beta = \frac{\gamma \alpha_T}{1 - \gamma \alpha_T} = 1 \]  \hspace{1cm} (2.16)

As long as the doping concentration of the p+ layer is comparable to the n+ substrate, the current gain will be low and the open base BJT effect is not going to be a big issue for the blocking voltage of the P-IGBT.
3.1.2 Design and Optimization of the SiC P-Channel DMOS IGBT

3.1.2.1 Figure of merit for IGBTs

Figure of merit (FOM) is used to evaluate device performance. For unipolar power devices such as MOSFETs, FOM is defined as $V_B^2/R_{on,sp}$. This definition is not suitable for evaluating the performance of IGBTs because IGBTs do not have a constant specific...
on-resistance due to conductivity modulation. Therefore, we need a new definition of figure of merit that can evaluate both unipolar devices and bipolar devices. For power switching devices, the product of blocking voltage \( V_B \) and maximum allowed on-state current \( I_{on} \) represents the power capability of the device. Define the figure of merit:

\[
FOM = P = V_B I_{on} = V_B J_{on} A
\]

(3.1)

The limitation for \( J_{on} \) is the on-state power dissipation per unit area

\[
P_D = V_{on} J_{on}
\]

(3.2)

where \( V_{on} \) is the on-state voltage drop across the device.

For MOSFETs, the on-state specific resistance \( R_{on,sp} \) is a constant in the linear region, and \( V_{on,MOSFET} \) is given as

\[
V_{on,MOSFET} = J_{on} R_{on,sp}
\]

(3.3)

Therefore, the figure of merit for a MOSFET is:

\[
FOM_{MOSFET} = AV_B \frac{P_D}{R_{on,sp}} = A \frac{P_D}{R_{on,sp}} \left( \frac{V_B^2}{R_{on,sp}} \right)
\]

(3.4)

This is consistent with the conventional definition of \( FOM = V_B^2/R_{on,sp} \) for MOSFETs.

For IGBTs, the I-V relationship is not linear, but

\[
V_{on,IGBT} = V_J + V_M + J_{on} R_{intr,sp}
\]

(3.5)

where \( V_J \) is the voltage across the forward biased pn junction, \( V_M \) is the voltage across the drift region, and \( R_{intr,sp} \) includes specific channel, contact, and JFET resistance. Note that equation (3.5) is slightly different from equation (2.3) because \( \beta \) is usually much smaller than 1 for very wide p- base and is ignored here.

\[
J_{on} = P_D / V_{on,IGBT} = \frac{P_D}{V_J + V_M + J_{on} R_{intr,sp}}
\]

(3.6)

\( V_M \) actually increases slowly with \( J_{on} \). But if we assume that \( J_{on} \) does not exceed 100 A/cm\(^2\) due to the power dissipation limit, we can use the \( V_M \) value at 100 A/cm\(^2\) as an upper limit for \( V_M \). It is a pessimistic approximation. Solving for \( J_{on} \), we have

\[
J_{on} \geq \frac{1}{2R_{intr,sp}} \sqrt{(V_J + V_M)^2 + 4R_{intr,sp} P_D - (V_J + V_M)^2}
\]

(3.7)

Therefore,
Note that $R_{\text{intr,sp}}$, $V_J$ and $P_D$ are constants. Mathematically, FOM approaches zero if $(V_J + V_M) \gg 4R_{\text{intr,sp}}P_D$. To maximize the FOM for IGBTs, we need to maximize $V_B$ and minimize $V_M$. This is the design criterion for the P-IGBTs.

### 3.1.2.2 Analytical models for blocking mode and conducting mode

#### 3.1.2.2.1 Blocking voltage

In the blocking state, the voltage across the drift region can be increased until impact ionization starts. The rate at which carriers are generated by impact ionization is a strong function of electric field. The critical electric field is a fundamental material parameter. Generally speaking, breakdown occurs as the electric field in the semiconductor reaches the critical field. However, more careful study suggests that it is the ionization integral approaching 1 that initiate the avalanche process [5]. For electron initiated impact ionization, the ionization integral is given by:

$$
\int_{0}^{W} \alpha_n \exp \left[ - \int_{x}^{W} (\alpha_n - \alpha_p) dx' \right] dx = 1
$$

If avalanche is initiated by holes, switch the subscripts $n$ and $p$ and obtain an equivalent integral. The electron and hole impact ionization coefficients ($\alpha_n, \alpha_p$) are highly sensitive to local electric field [54]. $\alpha$ is given by an empirical model in the following form:

$$
\alpha = \alpha_0 \exp \left[ - \left( \frac{E_c}{E} \right)^m \right]
$$

For 4H-SiC, $\alpha_{p0} = 3.32 \times 10^6$ cm$^{-1}$, $E_{cp} = 1.07 \times 10^7$ V/cm, $m_p = 1.1$; $\alpha_{n0} = 1.69 \times 10^6$ cm$^{-1}$, $E_{cn} = 9.69 \times 10^6$ V/cm, $m_n = 1.6$ [3].

One way of determining the avalanche breakdown voltage is to decouple the electron and hole continuity equations from the impact ionization integral calculation. In this method, the electric field is calculated by solving Poisson’s equation and then the ionization integral is evaluated until the condition in (3.9) is met. It is relatively simple,
but it assumes that the avalanche process does not significantly alter the electrostatics of
the device. This method is inaccurate if multiplication becomes significant or two-
dimensional field crowding is included [54]. Another method is to solve the Poisson’s
equation and the electron and hole continuity equations self-consistently using numerical
simulators such as Medici™. The second method can give accurate results for
complicated device structures, although it takes more time and computing resources.
It has been shown that the decoupled method is sufficiently accurate for developing
design guidelines for simple device structures. Figure 3.13 shows the electric field in the
lightly doped drift layer as a function of position. The blocking voltage is the shaded
area. If the drift layer is not punched-through, the blocking voltage is

\[ V_B = \frac{E_{SiC} E_c^2}{2qN_{epi}} \]  \hspace{1cm} (3.11)

If the drift layer is punched-through and the electric field is terminated in the n+ layer,
the blocking voltage is given by

\[ V_B = E_c T_{epi} - \frac{q N_{epi} T_{epi}^2}{2e_{SiC}} \]  \hspace{1cm} (3.12)
Konstantinov, et al., indicates that the critical electric field is a function of epilayer doping by the following relation [3]:

$$E_c = \frac{2.49 \times 10^6}{1 - \frac{1}{4} \log_{10} \left( \frac{N_{epi}}{10^{16} \text{cm}^{-3}} \right)} \text{(V/cm)}$$

Equation (3.13) is plotted in Fig. 3.1. It shows a descending trend of critical field as doping level decreases. However, careful study of the ionization integral by Morisette
[54] indicates that in punch-through devices, the correct critical field to use in (3.12) is given by (3.13) at moderate doping concentration. At very low doping, the critical field becomes independent of doping, and instead depends on the drift layer thickness according to the empirical relationship:

$$E_{cr, \text{min}} = 274 - 88.5 T_{epi}^{-0.1} \log_{10}(T_{epi}) \ (\text{V}/\mu\text{m})$$

(3.14)

Combining (3.12), (3.13) and (3.14), the $V_B$-$N_{epi}$ relationship is plotted in Fig 3.14. Note that the blocking voltage approaches a constant as the doping becomes lower than $10^{14}$ cm$^{-3}$ [54].

When we design a device, several $(N_{epi}, T_{epi})$ pairs can be selected to achieve the same blocking voltage. For instance, we can choose either (140 µm, 3$\times$10$^{14}$ cm$^{-3}$), or (160 µm, 4$\times$10$^{14}$ cm$^{-3}$) epilayers to block 20 kV. The criterion is to select the epilayers that have the lowest on-state voltage drop at the power dissipation limit.

![Fig. 3.14 4H-SiC IGBTs blocking voltage vs. drift layer doping](image-url)
3.1.2.2 Forward voltage drop

As stated in the introduction of the IGBTs, the forward voltage drop across the device includes the voltage across the forward biased pn junction ($V_J$), voltage across the intrinsic MOSFET, and voltage across the drift region ($V_M$). The first two terms are constant or small. The third term, $V_M$, is a variable of drift layer specifications. We developed the following one-dimensional analytical model to describe the current and voltage in the drift region of IGBTs.

Let’s take the p-channel IGBT for example. Consider that the n+ substrate, p-drift region and the n-well form the emitter, base and collector of a wide-base BJT, as shown in Fig. 3.15. Set the origin at the EB junction, and $W$ is the base width minus the depletion region width at BC junction. The material parameters in the drift region are defined in Table 3.2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_N$</td>
<td>cm$^2$/Vs</td>
<td>943</td>
</tr>
<tr>
<td>$D_N$</td>
<td>cm$^2$/s</td>
<td>24.4</td>
</tr>
<tr>
<td>$\tau_N$</td>
<td>$\mu$s</td>
<td>0.5</td>
</tr>
<tr>
<td>$L_N$</td>
<td>cm</td>
<td>3.49x10$^{-3}$</td>
</tr>
<tr>
<td>$\mu_P$</td>
<td>cm$^2$/Vs</td>
<td>106</td>
</tr>
<tr>
<td>$D_P$</td>
<td>cm$^2$/s</td>
<td>2.75</td>
</tr>
<tr>
<td>$\tau_P$</td>
<td>$\mu$s</td>
<td>0.5</td>
</tr>
<tr>
<td>$L_P$</td>
<td>cm</td>
<td>1.17x10$^{-3}$</td>
</tr>
<tr>
<td>$b$</td>
<td>-</td>
<td>8.9</td>
</tr>
<tr>
<td>$D_A$</td>
<td>cm$^2$/s</td>
<td>4.94</td>
</tr>
<tr>
<td>$\tau_A$</td>
<td>cm</td>
<td>1x10$^{-6}$</td>
</tr>
<tr>
<td>$L_A$</td>
<td>cm</td>
<td>2.22x10$^{-3}$</td>
</tr>
</tbody>
</table>
In the lightly doped drift region, we assume high-level injection and quasi-neutrality. Therefore, in the base of the BJT shown in Fig. 3.15:

\begin{align}
    n &= n_0 + \Delta n = \Delta n \quad \text{(3.15)} \\
    p &= p_0 + \Delta p = \Delta p \quad \text{(3.16)} \\
    n &= p \quad \text{(3.17)}
\end{align}

Ambipolar lifetime, ambipolar diffusion coefficient, and ambipolar diffusion length are defined in equation (2.11), (2.9), and (2.8), respectively. \( b \) is the ratio of electron mobility to hole mobility.

\[ b = \frac{\mu_n}{\mu_p} \quad \text{(3.18)} \]

The ambipolar diffusion equation in the wide base region is:

\[ \frac{\partial \Delta n}{\partial t} = D_A \frac{\partial^2 \Delta n}{\partial x^2} - \frac{\Delta n}{\tau_A} \quad \text{(3.19)} \]

Under steady-state conditions,

\[ \frac{\partial^2 \Delta n}{\partial x^2} = \frac{\Delta n}{L_A^2} \quad \text{(3.20)} \]
The general solution to the above equation is
\[ \Delta n(x) = A e^{-x/L_d} + B e^{x/L_d} \]  
(3.21)

Set boundary conditions at \( x = 0 \) and \( x = W \),
\[ \Delta n(0) = A + B \]  
(3.22)
\[ \Delta n(W) = A e^{-W/L_d} + B e^{W/L_d} \]  
(3.23)
\( \Delta n(0) \) is determined by the total current injection from the cathode, and \( \Delta n(W) \) is essentially zero because the BC junction is reverse biased. After applying the boundary conditions to the general solution, we have:
\[ \Delta n(x) = \left[ \frac{\Delta n(0) e^{W/L_d} - \Delta n(W)}{e^{W/L_d} - e^{-W/L_d}} \right] e^{-x/L_d} + \left[ \frac{\Delta n(W) - \Delta n(0) e^{-W/L_d}}{e^{W/L_d} - e^{-W/L_d}} \right] e^{x/L_d} \]  
(3.24)

Electron and hole currents in the drift region are generally described by the drift-diffusion equations [43]:
\[ J_N = n q \mu_N \varepsilon + q D_N \frac{\partial n}{\partial x} \]  
(3.25)
\[ J_p = p q \mu_p \varepsilon - q D_p \frac{\partial p}{\partial x} \]  
(3.26)
The electric field can be expressed in terms of \( J_p \) from equation (3.26). Then substitute \( \varepsilon \) into (3.25), and the electron current density is written as
\[ J_N = b J_p + b q D_p \frac{\partial p}{\partial x} + q D_N \frac{\partial n}{\partial x} \]  
(3.27)
Define total current \( J_T \equiv J_N + J_p \), then
\[ \frac{J_N - b J_p}{1 + b} = \frac{b J_T}{1 + b} \frac{\partial n}{\partial x} + q D_N \frac{\partial n}{\partial x} \]  
(3.28)
\[ J_N(x) = \frac{b}{1 + b} J_T + \frac{2 b D_p}{1 + b} q \frac{\partial n}{\partial x} = \frac{b}{1 + b} J_T + q D_A \frac{\partial n}{\partial x} \]  
(3.29)
where \( D_A = \frac{2 D_N D_P}{D_N + D_P} \), and \( \frac{D_N}{D_P} = \frac{\mu_N}{\mu_P} = b \).
\[ J_N(x) = \frac{b}{1 + b} J_N(x) + \frac{b}{1 + b} J_p(x) + q D_A \frac{\partial n}{\partial x} \]  
(3.30)
At \( x = 0 \),

\[
J_N(0) = b J_F(0) - (1 + b) \frac{q D_A \Delta n(0)}{L_A} \coth \left( \frac{W}{L_A} \right)
\]  

(3.31)

Substituting (3.31) into (3.29) yields:

\[
J_N(x) = J_N(0) + \frac{q D_A \Delta n(0)}{L_A} \left[ \coth \left( \frac{W}{L_A} \right) - \frac{\cosh \left( \frac{W - x}{L_A} \right)}{\sinh \left( \frac{W}{L_A} \right)} \right]
\]  

(3.32)

Similarly, we have the following expression for hole current density as a function of distance:

\[
J_P(x) = \frac{J_N(0)}{b} + \frac{q D_A \Delta n(0)}{L_A} \left[ \coth \left( \frac{W}{L_A} \right) + \frac{\cosh \left( \frac{W - x}{L_A} \right)}{\sinh \left( \frac{W}{L_A} \right)} \right]
\]  

(3.33)

Define \( J_{N0} = q \frac{n_i^2 D_{NB}}{N_{AB} L_{NB}} \), where \( N_{AB}, D_{NB}, L_{NB} \) are the doping concentration, diffusion coefficient and diffusion length in the base. Considering the electron current at the forward biased EB junction to be

\[
J_N(0) = J_{N0} \exp \left( \frac{q V_A}{kT} \right) = J_{N0} \exp \left( \frac{F_N - F_p}{kT} \right) = J_{N0} \exp \left( \frac{F_N - F_i}{kT} \right) \exp \left( \frac{E_i - F_p}{kT} \right)
\]  

(3.34)

\[
J_N(0) = J_{N0} \frac{n}{n_i} \frac{p}{n_i} = J_{N0} \frac{\Delta n \Delta p}{n_i^2} = J_{N0} \frac{\Delta n(0)^2}{n_i^2} = \frac{q D_{NB}}{N_{AB} L_{NB}} \Delta n(0)^2
\]  

(3.35)

Finally, we can express \( J_N(x) \) and \( J_P(x) \) by \( \Delta n(0) \) as in equation (3.36) and (3.37). If we fix the total current density \( J_T = J_N(x) + J_P(x) \), we can solve for \( \Delta n(0) \).

\[
J_N(x) = \frac{q D_{NB}}{N_{AB} L_{NB}} \Delta n(0)^2 + \frac{q D_A}{L_A} \left[ \coth \left( \frac{W}{L_A} \right) - \frac{\cosh \left( \frac{W - x}{L_A} \right)}{\sinh \left( \frac{W}{L_A} \right)} \right] \Delta n(0)
\]  

(3.36)
\[ J_p(x) = \frac{qD_{NB}}{bN_{AB}L_{NB}} \Delta n(0)^2 + \frac{qD_A}{L_A} \left[ \coth \left( \frac{W}{L_A} \right) + \frac{\cosh \left( \frac{W-x}{L_A} \right)}{\sinh \left( \frac{W}{L_A} \right)} \right] \Delta n(0) \]  

(3.37)

From equation (3.24), we know that

\[ \Delta n(x) = \Delta n(0) \frac{\sinh \left( \frac{W-x}{L_A} \right)}{\sinh \left( \frac{W}{L_A} \right)} \]  

(3.38)

Hefner et al. have developed an analytical solution for the voltage drop across the drift region of an IGBT [55]:

\[ V_M = \frac{J_TW}{(1+b)\mu_N q_n eff} - \frac{D_A}{\mu_p} \ln \left[ \frac{\Delta n(0) + N_{epi}}{N_{epi}} \right] \]  

(3.39)

where \( N_{epi} \) is the doping of the drift region and \( n_{eff} \) is defined as [55]:

\[ \frac{1}{n_{eff}} = \frac{1}{\int_0^W \frac{dx}{N_{epi} + \Delta n(x)}} \]  

(3.40)

Therefore, by knowing the total current, we can solve \( \Delta n(0) \), and eventually solve the voltage across the drift region \( V_M \) analytically. This analytically solution is entirely one-dimensional. It can be used as a guideline for device design and optimization. For more accurate solutions, two-dimensional numerical simulation is used.

### 3.1.2.3 Optimizing the P-IGBT design using numerical simulation

#### 3.1.2.3.1 Device structure and physical models in the simulation

Medici\textsuperscript{TM} numerical simulation is used extensively for optimizing the device design. The device structure in the simulation is shown in Fig. 3.16. The algorithm used by Medici\textsuperscript{TM} is to solve the Poisson’s equation and continuity equations for electrons and holes self-consistently for the electrostatic potential (\( \psi \)), and electron (\( n \)) and hole (\( p \)) concentrations.
Poisson’s equation: \[ \varepsilon \nabla^2 \psi = -q \left( p - n + N_D^+ - N_A^- \right) - \rho_S \] (3.41)

Electron continuity equation: \[ \frac{\partial n}{\partial t} = \frac{1}{q} \nabla \cdot J_n - U_n \] (3.42)

Hole continuity equation: \[ \frac{\partial p}{\partial t} = \frac{1}{q} \nabla \cdot J_p - U_p \] (3.43)

where \( n, p \) are electron, hole concentrations; \( N_D^+, N_A^- \) are ionized impurity concentrations; \( U_n, U_p \) are net electron and hole recombination rate; \( \psi \) is the intrinsic Fermi potential; \( \rho_S \) is the surface charge density, and \( \varepsilon \) is the dielectric constant of the semiconductor.

The following physical models [56] are employed in solving the above three equations self-consistently.

Fig. 3.16 Structure of the P-IGBT in Medici\textsuperscript{TM} simulation.
For electron-hole recombination, there are three kinds of recombination supported by Medici™: Shockley-Read-Hall (SRH), Auger, and direct recombination. Note that all the parameters in bold capital letters are quantities specified by input statement.

\[
U_{SRH} = \frac{pn - n_{ie}^2}{\tau_p \left[ n + n_{ie} \exp \left( \frac{ETRAP}{kT} \right) \right] + \tau_n \left[ p + n_{ie} \exp \left( - \frac{ETRAP}{kT} \right) \right]} \quad (3.44)
\]

\[
U_{dir} = C.DIRECT(np - n_{ie}^2) \quad (3.45)
\]

\[
U_{Auger} = AUGN(pn^2 - nn_{ie}^2) + AUGP(np^2 - pn_{ie}^2) \quad (3.46)
\]

where \( ETRAP \) is the difference between trap energy and intrinsic Fermi energy, \( C.DIRECT \) is the band-to-band recombination coefficient, and \( AUGN, AUGP \) are Auger recombination constants. \( n_{ie} \) is the effective intrinsic concentration, and \( \tau_n, \tau_p \) are the electron, hole lifetimes.

An analytic mobility model is specified for the mobility dependence on doping concentrations and temperature. These are given by

\[
\mu_{so} = MUN.MIN + \frac{MUN.MAX \left( \frac{T}{300} \right)^{NUN} - MUN.MIN}{1 + \left( \frac{T}{300} \right)^{XIN} \left( \frac{N_{total}(x,y)}{NREFN} \right)^{ALPHAN}} \quad (3.47)
\]

\( N_{total}(x,y) \) is the local net impurity concentration; \( MUN.MIN \) and \( MUN.MAX \) are the minimum and maximum electron mobilities; \( NUN \) and \( XIN \) are the temperature dependent exponents for the semiconductor; \( ALPHAN \) is the doping dependent exponent; and \( NREFN \) is the reference electron concentration. A similar equation is used for holes.

For MOS devices, the inversion channel mobility is different from the bulk mobility. The following enhanced surface mobility model is specified for electron surface mobility.
\[
\frac{1}{\mu_{\text{eff},n}} = \frac{1}{\text{MUN1.SM}} \left( \frac{E_{\text{eff} \perp}}{10^6} \right)^{\text{EXN1.SM}} + \frac{1}{\text{MUN2.SM}} \left( \frac{E_{\text{eff} \perp}}{10^6} \right)^{\text{EXN2.SM}} + \frac{1}{\text{MUN3.SM}} \left( \frac{N_B}{10^{18}} \right)^{\text{EXN3.SM}} \]  

(3.48)

\[E_{\text{eff} \perp}\] is the field perpendicular to the (0001) surface. In our simulation, we specify the parameters as follows to match the surface mobility with the reported experimental results [30]. \(\text{EXN1.SM} = 1\); \(\text{EXN2.SM} = 0\); \(\text{EXN3.SM} = 0\); \(\text{MUN1.SM} = 30\); \(\text{MUN2.SM} = 10^{20}\); \(\text{MUN3.SM} = 10^{20}\). The effective electron surface mobility becomes

\[\mu_{\text{eff},n} = \text{MUN1.SM} \left( \frac{10^6}{E_{\text{eff} \perp}} \right) = 30 \left( \frac{10^6}{E_{\text{eff} \perp}} \right) \text{cm}^2 / \text{Vs} \]  

(3.49)

The effective electron surface mobility is 30 cm\(^2\)/Vs at a semiconductor surface field (perpendicular to surface) of 10\(^6\) V/cm, and decreases with the field. Similarly, the hole surface mobility is given by

\[\mu_{\text{eff},p} = \text{MUP1.SM} \left( \frac{10^6}{E_{\text{eff} \perp}} \right) = 7.5 \left( \frac{10^6}{E_{\text{eff} \perp}} \right) \text{cm}^2 / \text{Vs} \]  

(3.50)

The effective hole mobility at 10\(^6\) V/cm surface field is assumed to be 7.5 cm\(^2\)/V-s. This assumption is based on the report that 6H-SiC n-channel and p-channel MOSFETs with the same structure built on the same wafer have approximately 4:1 current ratio at same \((V_g-V_{th})\) [47]. We will experimentally measure the inversion channel hole mobility to verify this assumption.

In the bulk semiconductor under high field, the Caughey-Thomas expression [57] is used for high field mobility.

\[\mu_n = \frac{\mu_{\text{S,n}}}{\left[ 1 + \left( \frac{\mu_{\text{S,n}} E_{\|}}{V_{\text{sat,n}}} \right)^{\text{BETAN}} \right]^{1/\text{BETAN}}} \]  

(3.51)
where \( \mu_{S,n} \) is the low field mobility given by (3.47) and \( v_{n}^{\text{sat}} \) is the saturation velocity for electrons. \( v_{n}^{\text{sat}} \) at room temperature is \( 2.2 \times 10^7 \text{ cm/s} \) for 4H-SiC [58]. \( E_\parallel \) is the field in the direction of current flow. Holes have a similar field-dependent mobility expression. The saturation velocity for holes at room temperature is \( 9.5 \times 10^6 \text{ cm/s} \) [59].

Fermi-Dirac statistics are used for the distribution of electrons and holes. Incomplete ionization of dopants and impact ionization under high field is included in the simulation. Minority carrier lifetime is a constant and can be specified by users. Anisotropy of electron mobility is also included.

3.1.2.3.2 Optimizing the drift layer for 20 kV P-IGBT

The drift layer is used to block the high voltage in the off-state, and the voltage across the drift layer is dominant for the on-state. Therefore, optimizing the drift layer is critical for the performance of IGBTs. We will discuss the influence of drift layer ambipolar lifetime (\( \tau_A \)), thickness (\( T_{\text{epi}} \)), and doping (\( N_{\text{epi}} \)) on the performance of P-IGBTs.

As discussed earlier, the blocking voltage depends on drift layer doping and thickness. To design a 20 kV P-IGBT, we set theoretical blocking voltage of 25 kV and assume 80% of the theoretical blocking voltage can be achieved. Figure 3.17 shows the blocking voltage vs. drift layer doping for different drift layer thickness. The thinnest drift layer to block 25 kV is 166 \( \mu \text{m} \). Anything thinner than 166 \( \mu \text{m} \) cannot block 25 kV no matter what doping concentration it has. Of course, drift layers thicker than 166 \( \mu \text{m} \) can block 25 kV.

We know from the figure of merit of IGBTs that high \( V_B \) and low \( V_{\text{on}} \) are desired for maximum FOM. The on-state voltage drop (\( V_{\text{on}} \)) is the sum of voltage across the intrinsic MOSFET part (\( V_{\text{intr}} \)), voltage across the forward biased junction (\( V_J = 3 \text{ V} \)), and the voltage across the drift region (\( V_M \)). The task is to minimize \( V_M \) by optimizing \( \tau_A \), \( T_{\text{epi}} \), and \( N_{\text{epi}} \) of the drift layer.

Figure 3.18 shows the voltage across the drift layer of a P-IGBT with different ambipolar lifetime and drift layer thickness. The drift layer doping is \( 2 \times 10^{14} \text{ cm}^{-3} \) and the total current density is fixed at 30 A/cm\(^2\). As shown in the figure, ambipolar lifetime is
indeed a very important parameter determining the voltage across the drift region. This is because the ambipolar diffusion length \((L_A)\), which indicates the extent of conductivity modulation, is directly related to ambipolar lifetime \((L_A = \sqrt{D_A \tau_A})\). For thicker drift layers, the dependence on lifetime is stronger. Therefore, it is more important to have long lifetime for IGBTs blocking 10 kV and above. For the 20 kV P-IGBTs, the minimum requirement on ambipolar lifetime is 0.5 \(\mu\)s. Otherwise, the P-IGBTs will lose the advantage over MOSFETs. Fortunately, it has been reported that 4H-SiC ambipolar lifetime can reach 1\(\mu\)s on 80% of wafer area by using “hot-wall” CVD technique during wafer growth [49].
Fig. 3.17  Drift layer blocking voltage vs. drift layer doping of a P-IGBT. The result is given by Matlab calculation. The intersection points of the curves on 25 kV line are chosen for numerical simulation to determine the optimum design.
Fig. 3.18 On-state voltage drop across the drift layer vs. ambipolar lifetime of a P-IGBT. $J_{\text{total}} = 30 \text{ A/cm}^2$, and $N_{\text{epi}} = 2 \times 10^{14} \text{ cm}^{-3}$. The result is given by Matlab calculation [55].
Another factor on $V_M$ is the drift layer thickness ($T_{epi}$). The reason is obvious that the thicker the drift layer is, the harder it is for the injected carriers to diffuse through the entire drift layer. Figure 3.19 shows $V_M$ as a function of $T_{epi}$ at a total current of 30 A/cm$^2$. Given the blocking voltage, the drift layer should be as thin as possible to keep a low on-state voltage drop.

Figure 3.19 shows that $V_M$ of a P-IGBT is different for different drift layer doping. Intuitively, the drift layer resistance should be independent of the background doping, because the drift layer should be flooded with excess carriers. This is true for PiN diodes, since electrons and holes are injected from both ends [60]. A more careful examination of the P-IGBT drift layer under on-state operation reveals that the n-well/p- junction is reverse biased, which lowers the excess carrier concentration essentially to zero in the top part of the drift region, as illustrated in Fig. 3.20. The top part of the drift layer becomes much more resistive than the rest of the drift layer and most of the voltage drop occurs in this region [55]. Consequently, the background doping provides a significant portion of free carriers in this region. Figure 3.21 show $V_M$ as a function of drift layer doping. In order to achieve a low on-state voltage drop, the drift layer doping should be as high as possible, given the desired blocking voltage is satisfied.

Among the variables of the drift layer, ambipolar lifetime is determined by crystal growth technology and cannot be changed in the process. Therefore, $\tau_A$ is more of a parameter than a variable. However, $T_{epi}$ and $N_{epi}$ are very much controllable. We will run numerical simulation to find the most suitable ($T_{epi}$, $N_{epi}$) pairs for maximizing the FOM of 20 kV P-IGBTs.

As mentioned previously, the target theoretical blocking voltage is 25 kV for a 20 kV P-IGBT design. As shown in Fig. 3.17, the drift layer has to be at least 166 µm to block 25 kV. In order to achieve the lowest $V_{Ms}$, a low $T_{epi}$ and a high $N_{epi}$ are favorable. Therefore, only the intersection points on the 25 kV horizontal line should be considered for optimum design. Since these intersection points have competing $T_{epi}$ and $N_{epi}$, it is necessary to use numerical simulation to find the ($T_{epi}$, $N_{epi}$) pair that provides the lowest on-state voltage drop. The simulation results for the total on-state voltage drop across the
device for these design points are listed in Table 3.3. The optimum drift layer thickness and doping for a 25 kV P-IGBT are 175 µm, $2 \times 10^{14}$ cm$^{-3}$.

*Table 3.3 On-state voltage drop for 25 kV P-IGBTs with different $(T_{\text{epi}}, N_{\text{epi}})$ at $\tau_d = 0.5$ µs*

<table>
<thead>
<tr>
<th>$T_{\text{epi}}$ (µm)</th>
<th>$N_{\text{epi}}$ (cm$^{-3}$)</th>
<th>$V_{\text{on}}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>166</td>
<td>$1.0 \times 10^{14}$</td>
<td>10.6</td>
</tr>
<tr>
<td>170</td>
<td>$1.5 \times 10^{14}$</td>
<td>10.0</td>
</tr>
<tr>
<td>175</td>
<td>$2.0 \times 10^{14}$</td>
<td>9.7</td>
</tr>
<tr>
<td>180</td>
<td>$2.2 \times 10^{14}$</td>
<td>9.8</td>
</tr>
<tr>
<td>185</td>
<td>$2.5 \times 10^{14}$</td>
<td>9.8</td>
</tr>
<tr>
<td>190</td>
<td>$2.7 \times 10^{14}$</td>
<td>9.9</td>
</tr>
</tbody>
</table>
Fig. 3.19 On-state voltage drop across the drift region vs. drift layer thickness of a P-IGBT. $J_{\text{total}} = 30 \, A/cm^2$, and $\tau_A = 0.5 \, \mu s$. The result is given by Matlab calculation [55].
Fig. 3.20  Electron and hole concentration across a 20 kV P-IGBT under on-state operation. Solid circles and open circles represent electron and hole concentration, respectively. The drift region is between the vertical lines. The region to the left side of the drift region is n-well, and the region to the right side of the drift region is p+ buffer and n+ substrate. $N_{\text{epi}} = 2 \times 10^{14}$ cm$^{-3}$, $\tau_A = 0.5$ $\text{µs}$, and $J_{\text{total}} = 30$ $A/cm^2$. The result is given by Medici$^\text{TM}$ numerical simulation.
Fig. 3.21 On-state voltage drop across the drift region vs. drift layer doping of a P-IGBT. $J_{\text{total}} = 30 \text{ A/cm}^2$, and $\tau_A = 0.5 \mu\text{s}$. The result is given by Matlab calculation [55].
3.1.2.4 Temperature dependence of SiC MOSFETs and IGBTs

The temperature dependence is important for power devices because these devices carry high voltage and high current, therefore, high power dissipation. The wide bandgap and high intrinsic temperature of SiC allow SiC power transistors to operate at a much high temperature than Si power transistors. However, for SiC power MOSFETs, bulk mobility decreases with temperature in power law form [41, 61], which causes degradation of the high temperature performances.

For IGBTs, the critical material parameter is the ambipolar diffusion length ($L_A$), which depends on both bulk mobility and ambipolar lifetime as follows.

$$L_A = \sqrt{D_A \tau_A} = \sqrt{\frac{kT}{q} \frac{2\mu_N \mu_P}{\mu_N + \mu_P} \tau_A}$$

(3.52)

According to the latest reports on 4H-SiC mobility and lifetime [41, 42, 61], $L_A$ is plotted against temperature in Fig. 3.22. According to the plot, the ambipolar diffusion length increases with temperature, which indicates that the on-state performance of the IGBTs should be better at high temperature than room temperature.

Figure 3.23 shows the simulated 20 kV P-IGBT and 20 kV MOSFET on-state I-V characteristics at room temperature and 177°C. The MOSFET shows significant increase in resistance as predicted. The intersection point of the P-IGBT’s I-V curve with the 300 W/cm² power limit line does not change much at high temperature. But for a higher cathode voltage, the P-IGBT does show higher current density at 177°C than at room temperature. Above all, the maximum current density under the 300 W/cm² limit of the 20 kV P-IGBT is 1.24x and 2x higher than that of the 20 kV MOSFET at room temperature and 177°C, respectively. This superior high temperature performance of IGBTs is particularly significant because power devices will heat up if they continuously operate under the package power dissipation limit.
Fig. 3.22 Temperature dependence of 4H-SiC ambipolar lifetime [41, 42, 61].

Fig. 3.23 Current-voltage characteristics of a theoretical 20 kV p-IGBT and a 20 kV n-MOSFET at room temperature and 177 °C. $V_g = 20$ V $(E_{ox} = 4$ MV/cm). The room temperature ambipolar lifetime is assumed to be 458 ns. Temperature dependent mobility and lifetime models refer to [41, 42, 61].
3.1.2.3.3 JFET length and p+ buffer layer

JFET length is the length between two adjacent implanted n-wells indicated by \( L_J \) in Fig. 3.16. The JFET region is depleted from the n-wells when the n-well/p- junction is reverse biased as the drain voltage becomes negative. This leads to a narrower current path for holes to flow from the MOS channel to the drift layer, and consequently, a higher JFET resistance. Numerical simulations of P-IGBTs with different \( L_J \) show that the on-voltage starts to increase rapidly when \( L_J \) is less than 10 \( \mu \)m as shown in Fig 3.24. A wider JFET region leads to a lower JFET resistance. But it increases the total device area, which lowers the on-state current density of the device. A wider \( L_J \) also results in a higher field in the oxide in the blocking state, and this can limit the maximum blocking voltage. Considering all the above conditions, we choose the optimum JFET length to be 12 \( \mu \)m.

Inserting a p+ buffer layer between the p- drift layer and the n+ substrate allows the drift region to be punched through in the blocking state. This punch-through design effectively improves the blocking voltage of the IGBT by nearly two times and helps prevent the open base BJT effect. In order to prevent the depletion region to reach n+ substrate in the off state, the following condition has to be met for the p+ buffer layer:

\[
N_{\text{buffer}} t_{\text{buffer}} \geq \frac{\varepsilon_s E_{cr} \tau_A}{q} = 1.34 \times 10^{13} \text{ cm}^{-2}
\]  

(3.53)

where \( N_{\text{buffer}} \) is the buffer layer doping, \( t_{\text{buffer}} \) is the buffer layer thickness.

The p+ buffer slightly lowers the electron injection into the drift layer for on-state, because the ambipolar diffusion length in the buffer layer is much shorter than in the drift layer. If the buffer layer is too thick, the electron recombination in the buffer layer will be too strong, such that the conductivity modulation in the drift layer cannot be achieved. The estimated \( L_{A,\text{buffer}} \) is at least 1.7 \( \mu \)m (assuming \( \tau_{A,\text{buffer}} \geq 10 \text{ ns} \)).

Simulations are carried out to optimize the buffer layer thickness and doping. The results show that for \( N_{\text{buffer}} = 10^{18} \text{ cm}^{-3} \) and \( t_{\text{buffer}} = 0.2 \mu \text{m} \), the extra on-voltage drop due to the buffer layer is small and almost constant for \( \tau_{A,\text{buffer}} 10 \text{ ns} \sim 200 \text{ ns} \). Therefore, we can choose this p+ buffer specification without compromising the on-state performance.
Fig. 3.24 On-state voltage drop across the drift region of a P-IGBT for different JFET length. \( J_{\text{total}} = 100 \text{A/cm}^2, T_{\text{epi}} = 85 \mu\text{m}, N_{\text{epi}} = 8 \times 10^{14} \text{cm}^{-3}, \tau_f = 1 \mu\text{s} \).

### 3.1.3 Fabrication of Self-Aligned P-Channel IGBTs

#### 3.1.3.1 Structure of the experimental devices

In the previous section, we discuss optimization of the 20 kV p-channel IGBTs. The summary of the optimum device is the following: \( T_{\text{epi}} = 175 \mu\text{m}, N_{\text{epi}} = 2 \times 10^{14} \text{cm}^{-3}, \tau_{\text{A, epi}} \approx 0.5 \mu\text{s}; T_{\text{buffer}} = 0.2 \mu\text{m}, N_{\text{buffer}} = 1 \times 10^{18} \text{cm}^{-3}; L_J = 12 \mu\text{m}, L_{\text{ch}} \approx 0.5 \mu\text{m} \). We use these parameters for the experimental P-IGBTs.

Figure 3.25 shows the structure and dimensions of the experimental P-IGBTs. The minimum feature size is 4 \( \mu\text{m} \) and the alignment tolerance is 2 \( \mu\text{m} \). The p+ source mask is the reference layer. All the other layers align to p+ source. The poly-Si gate overlaps 2 \( \mu\text{m} \) with the edge of p+ source, such that if the poly-Si gate is 2 \( \mu\text{m} \) misaligned to the left, the gate still has control over the channel. 4 \( \mu\text{m} \) spacing is left between the gate and source contact, such that for the worst case scenario, the gate does not short to
the source. The source contact and n-well contact are made 6 µm wide, so that at least 2 µm contact metals are left for the worst misalignment. The 0.5 µm short MOS channel is to be fabricated using a self-aligned short channel process [20]. The JFET length is 12 µm, as discussed in the previous chapter.

There are three types of P-IGBT designs as shown in Fig. 3.25. Type A is the one discussed above. It has a pitch size of 21.5 µm. Type B is similar to type A, except that the metal contacts are reduced to 4 µm wide, so that the pitch size is 18.5 µm. If the top MOSFET/JFET part limits the current, a smaller pitch size can provide higher current density. If the current is limited by the drift region, the effect of the pitch size is minimal. Type C P-IGBTs have separate source and n-well contacts. This design allows us to measure the source and base current separately. The pitch size of type C is 27.5 µm.
Fig. 3.25 Structure of the experimental P-IGBTs. All dimensions are in microns. The small schematics show three types of P-IGBT design. Pitch size for type A, B, and C are 21.5 µm, 18.5 µm, and 27.5 µm, respectively. $L_J = 12$ µm and $L_{ch} = 0.5$ µm for all three types of P-IGBTs.
The mask layout is designed using IC Station™ CAD software, by Mentor Graphics, Inc., 8005 SW Boeckman Rd, Wilsonville, OR 97070, USA. Figure 3.26 shows a die layout. The die is divided into 4 quadrants. Quadrant 1 has 1 mm x 1 mm IGBTs in type A and type B. Quadrant 2 has 1.5 mm x 1.5 mm IGBTs in type A and type B. Quadrant 3 has 0.5 mm x 0.5 mm IGBTs in type A and type B, three type C IGBTs, and testers (MOS capacitors, mobility MOSFETs). Quadrant 4 has one type A IGBT with floating field rings (FFRs) edge termination, one PiN diode with FFRs, and two type B IGBTs. There are a total of 66 rings around a device, and each ring is 3 µm wide with 3 µm spacing. All the IGBTs without FFRs have rounded corners to reduce the field crowding at the corners in the blocking state. We include MOS capacitors and mobility MOSFETs to study the gate oxide reliability and p-type inversion channel mobility.

Figure 3.27 shows the layout of a type C IGBT. Notice that the source contact and base contact fingers are separated, as well as the source and base contact pads. This allows us to measure the source and base current separately.

The masks are made on 0.09-inch thick quartz plates with chromium as reflective layers by Photronics, Inc., 15 Secor Rd / P.O. Box 5226, Brookfield, CT 06804, USA. The patterns are written by e-beam lithography with 0.25 µm addressing accuracy. There are a total of ten layers of masks.

1. N-well - liftoff mask
2. Registration - etch mask
3. P+ block - liftoff mask
4. N+ contact implant - liftoff mask
5. Micromasking - etch mask
6. Gate - etch mask
7. N+ contact - liftoff mask
8. P+ contact - liftoff mask
9. SOG window - etch mask
10. Top metal - liftoff mask
Fig. 3.26 The P-IGBT die layout. Devices are defined as following: A - IGBT type A, B - IGBT type B, C - IGBT type C; D - PiN diode. The TLMs are along the horizontal line. The rest of the long bars are alignment marks.
Fig. 3.27  Mask layout of a small type C IGBT.
3.1.3.2 Fabrication process

3.1.3.2.1 Wafer specifications

The photo and schematic cross section of the starting wafer is shown in Fig. 3.28. Two epilayers (0.2 µm, 1×10^{18} cm^{-3} and 175 µm, 2×10^{14} cm^{-3}) are grown on low basal plane dislocation (BPD) 3” n+ substrate, cut 8° off axis. The micropipe density is lower than 3 micropipes/cm². Fourier transform infrared (FTIR) measurement is performed to map the thickness of the epilayer. The drift layer thickness is within 175 ± 4 µm. The ambipolar lifetime across the wafer is measured by photoluminescence of the free-exciton emission. The RMS average of τ_A is 458 ns, with the maximum of 510 ns and minimum of 380 ns. The wafer specification is basically in good agreement with the optimum design.

3.1.3.2.2 N-well implantation

The 3” wafer is first cut into 4 quarters. These 4 quarters are processed separately to improve the chance of success. After the initial wafer cleaning, the wafer undergoes sacrificial oxidation at 1150°C for 1.5 hours in wet oxygen. A thin layer (~ 40 nm) of thermal oxide is grown on the top surface (Si-face) of the wafer. Then a uniform layer of 1.5 µm thick poly-Si is deposited on the wafer by low pressure chemical vapor deposition (LPCVD) at 600°C for 4 hours. The smoothness of the poly-Si is critical because it determines the smoothness of the channel region surface. A rough channel surface leads to lower channel mobility due to surface roughness scattering [16]. The wafer is then oxidized at 900°C in wet oxygen to form a thin layer of sacrificial oxide on top of the poly-Si. Lift-off lithography is performed using the n-well mask with AZ1518 positive photoresist. Ti (20 nm) and Ni (200 nm) are evaporated by e-beam evaporation and lifted off using airbrush or ultrasonic cleaner. A thick layer of AZ4620 photoresist is spun on, patterned, and hardbaked using the micro masking mask. This thick photoresist prevent micro masking (sputtering of Ni during the long RIE).
Fig. 3.28 Photo and schematic cross section of the initial 4H-SiC wafer.
The 1.5 μm poly-Si is patterned by RIE. It is crucial to do the RIE etching in several steps. After each step, the wafer is inspected under microscope to estimate the remaining etching time. After all the poly-Si is removed, the wafer should have a dark green color, as opposed to the gray or rainbow color the poly-Si has. AZ4620 photoresist is then removed by acetone soak and O₂ plasma etching at 200 W in Ar/O₂. Figure 3.29 shows the photos of the wafer from sacrificial oxidization to removing the AZ4620. The wafer is then sent out for n-well implantation. According the previous experiences on N-MOSFETs, the n-well doping profile requires a moderate doping \((2 \times 10^{17} \text{ cm}^{-3})\) near the surface and a higher doping \((2 \times 10^{18} \text{ cm}^{-3})\) at the bottom of the n-well. As shown in Fig. 3.30, this retrograde doping profile can be achieved using several different energy and dose combinations. SRIM/TRIM is used to determine the energy and dose of the implantations.

Due to the lack of experience for p-channel MOS devices, we have to guess the dose of the threshold adjustment implant to achieve a proper threshold voltage. The three samples have slightly different n-well profiles for better chance of hitting the target. Tables 3.4, 3.5 and 3.6 show the n-well implantation conditions of sample #1, #2, and #3.

Sample #1 does not have any threshold adjustment implant. Sample #2 and #3 have different dose of Al ions to adjust the threshold voltage. Considering the thickness of the gate oxide (50 nm) and assuming 50% Al activation ratio, the Al implantation should be able to shift the threshold voltage of the P-IGBT by about 11.6 V and 5.8 V toward the origin for sample #2 and #3, respectively. The threshold voltage of the experimental devices with the above n-well profiles will be measured and discussed in a later section.

\textbf{Table 3.4  N-well implantation conditions for sample #1}

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>Dose (cm⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>8.5x10¹¹</td>
</tr>
<tr>
<td>80</td>
<td>1.3x10¹²</td>
</tr>
<tr>
<td>200</td>
<td>1.3x10¹³</td>
</tr>
<tr>
<td>300</td>
<td>2.4x10¹³</td>
</tr>
</tbody>
</table>
Fig. 3.30  (a) wafer after initial sacrificial oxidation; (b) 1.5 µm poly-Si; (c) Ni fingers after liftoff; (d) AZ4620 photoresist patterned to prevent micro masking; (e) after RIE removing poly-Si; (f) after removing AZ4620 photoresist
Table 3.5  N-well implantation conditions for sample #2

<table>
<thead>
<tr>
<th>Nitrogen Energy (keV)</th>
<th>Dose (cm(^{-2}))</th>
<th>Aluminum Energy (keV)</th>
<th>Dose (cm(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>8.5x10(^{11})</td>
<td>40</td>
<td>1x10(^{13})</td>
</tr>
<tr>
<td>80</td>
<td>1.3x10(^{12})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1.3x10(^{13})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>2.4x10(^{13})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6  N-well implantation conditions for sample #3

<table>
<thead>
<tr>
<th>Nitrogen Energy (keV)</th>
<th>Dose (cm(^{-2}))</th>
<th>Aluminum Energy (keV)</th>
<th>Dose (cm(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>8.5x10(^{11})</td>
<td>40</td>
<td>5x10(^{12})</td>
</tr>
<tr>
<td>80</td>
<td>1.3x10(^{12})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1.3x10(^{13})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>2.4x10(^{13})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.1.3.2.3 The self-aligned source process

After n-well implantation, Ti/Ni is removed using piranha. Step height measurement is performed to measure the thickness of the poly-Si using α-step. The minimum poly-Si thickness is about 1.3 µm. If the poly-Si is too thin, it will be difficult to obtain sufficient poly-Si lateral expansion by wet oxidation. The poly-Si thickness on sample #1 is 2.07 µm.

The self-aligned source process is developed by the Wide Bandgap Group at Purdue University [20]. The idea is to use the expanded poly-Si as the source implant mask, so that the channel length is the lateral expansion. The wafer is oxidized in wet oxygen for 9 hours at 1000°C. α-step measures that the vertical growth of the poly-Si is 0.63 µm. The lateral growth of the poly-Si fingers is measured to be 0.84 µm using scanning electron microscope (Hitachi, s4800), as shown in Fig. 3.31 (a), (b). Considering the symmetry of the design, the inversion channel length is about 0.42 µm.
Fig. 3.30  N-well implantation profile for sample #1, #2 and #3. Energy and dose refer to Table 3.4, 3.5, and 3.6.
Fig. 3.31 (a), (b) SEM photos of poly-Si finger before and after the self-align oxidation; (c), (d) schematics of the self-aligned source process
Liftoff lithography is performed with the p+ block mask, and Ti (20 nm)/Au (450 nm) are evaporated and patterned. Then Al ions are implanted with the mask of expanded poly-Si and Ti/Au. This implantation forms the p+ source region. The implantation conditions are listed in Table 3.7. The photo of the wafer before source implantation and the implant profile are shown in Fig. 3.32. In speaking of the doping concentration in the p+ source region, a higher doping is not always better. This is because of the p-type dopants (Al) have low ionization percentage at room temperature in 4H-SiC. In fact, the activated Al ions cannot exceed middle $10^{17}$ cm$^{-3}$ even at the highest possible implantation dose [43]. Heavy Al implant dose severely damages the SiC lattice and causes step-bunching during the implant activation anneal. Therefore, the implanted Al concentration should not exceed the low $10^{19}$ cm$^{-3}$ ranges.

Table 3.7 P+ source implantation conditions

<table>
<thead>
<tr>
<th>Temperature</th>
<th>650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tilt angel</td>
<td>0°</td>
</tr>
</tbody>
</table>

Aluminum

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>Dose (cm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>1.0x10$^{14}$</td>
</tr>
<tr>
<td>100</td>
<td>2.0x10$^{14}$</td>
</tr>
<tr>
<td>130</td>
<td>2.0x10$^{14}$</td>
</tr>
</tbody>
</table>

3.1.3.2.4 N+ implantation

After the p+ source implantation, the Ti/Au mask, SiO2, and un-oxidized poly-Si are removed by subsequently soaking in Aqua Regia (HCl:HNO$_3$ = 3:1), and poly-Si etchant (HF:HNO$_3$:DI = 30:55:300). A thermal oxidation is performed at 1150°C for 40 minutes in wet oxygen. The oxide thickness is around 20 nm. This oxide prevents metals to be in direct contact with SiC. Ti (20 nm)/Au (450 nm) are evaporated and patterned by liftoff lithography using the n+ contact implant mask. Figure 3.33 (a) shows the photo of the wafer before n+ implantation. A nitrogen implantation is then performed to form the n+ base contact. The energy and dose of the implantation are listed in Table 3.8. The implantation doping vs. depth profile is shown in Fig. 3.33 (b).
Fig. 3.32 (a) Photo of the sample before p+ source implantation; (b) p+ source implantation profile
Fig. 3.33(a) Photo of the sample before n+ implantation; (b) n+ implantation profile.
Table 3.8  N+ implantation conditions

<table>
<thead>
<tr>
<th>Temperature = 650°C</th>
<th>Tilt angel = 0°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen</td>
<td></td>
</tr>
<tr>
<td>Energy (keV)</td>
<td>Dose (cm⁻²)</td>
</tr>
<tr>
<td>30</td>
<td>7.0x10¹⁴</td>
</tr>
<tr>
<td>70</td>
<td>1.2x10¹⁵</td>
</tr>
<tr>
<td>140</td>
<td>1.9x10¹⁵</td>
</tr>
</tbody>
</table>

3.1.3.2.5  Implant activation anneal

The n+ implantation is the last ion implantation step. All metals are removed and a high temperature anneal must be done to activate the implanted nitrogen and aluminum ions. It has been reported that nitrogen ions can be activated nearly 100% at a temperature lower than 1500°C [62]. The p-type aluminum dopants require 1600°C anneal to achieve over 50% activation [63]. The sublimation of Si from SiC surface at high temperature causes increased surface roughness, a phenomenon called “step-bunching”. It has been observed that small surface steps coalesce into higher and wider steps during the implant activation anneal [15]. The result is a rough SiC surface with step height in nanometers range. MOS channels formed on the step-bunching region can suffer from very low inversion channel mobility. Since the degree of step-bunching is directly related to SiC surface damage, the p+ source and n+ regions are most likely to have the worst surface roughness. For the DMOS-IGBT structure, the source is insulated from the poly-Si gate by the oxide over the source region. We have observed high gate leakage current on IGBTs with very rough source region (RMS roughness = 17 nm). This gate leakage current is fatal to the MOS devices. Therefore, we have to find a good way to suppress step-bunching during the implant activation anneal.

It has been reported that annealing in a Si-rich atmosphere (such as silane) can help minimize the surface roughness [64]. But the operation window for silane anneal is proved to be narrow, and therefore the yield of silane anneal is relatively low [65]. A recent approach for implant activation is to use a graphite cap to cover the wafer during annealing [66]. The graphite cap is made by spinning photoresist on the wafer surface.
and then driving off the organic content in a high temperature furnace. The graphite cap effectively prevents surface Si atoms from sublimation at high temperature. It can be removed by a long O$_2$ plasma etching afterwards. According to our experiments on testing wafers, the graphite capped anneal is more consistent and yields lower surface roughness.

For the experimental p-channel IGBTs, silane anneal is performed at 1600°C for 20 minutes. The silane flow rate, timing for turning on and off silane are all critical for the surface roughness. Increased surface roughness in heavily doped regions is observed by atomic force microscope (AFM), as shown in Fig. 3.34. In future experiments, we suggest lower the implantation dose in p+ and n+ region, and using graphite capped anneal for better surface roughness.

3.1.3.2.6 Gate oxidation, post oxidation anneal, and poly-Si gate

One advantage of fabricating MOS devices on SiC is that high quality oxide can be achieved by thermal oxidation. It has been reported that the thermal oxide on 4H-SiC can withstand electric field in excess of 8 MV/cm [67]. As discussed earlier, the inversion channel mobility of 4H-SiC is in single digits if no post oxidation anneal is performed. It has been reported that nitric oxide (NO) anneal helps reduce the interface state density and improve the n-channel mobility to above 40 cm$^2$/Vs [68]. It is likely that NO anneal will also improve the p-channel mobility, considering the mechanism of NO anneal is to terminate excess carbon atoms and dangling bonds at the interface [69]. The experimental P-IGBTs are oxidized in a pyrogenic oxidation system for 150 minutes at 1150°C, followed by in-situ argon anneal at 1150 °C. The gate oxide thickness is then measured to be around 50 nm by an ellipsometer. The post oxidation anneal is carried out in nitric oxide at 1175°C for 2 hours. No significant change on the gate oxide thickness is observed.
Fig. 3.34 AFM picture of the p+ source region. (a) before implant activation, RMS roughness = 2.2 nm; (b) after implant activation, RMS roughness = 4.6 nm.
N-type poly-Si is used for gate material. Undoped poly-Si is deposited on the wafer by LPCVD at 600°C. The thickness of the poly-Si is 450 ~ 600 nm. If the poly-Si is too thick, it will be hard for the phosphorus dopants to diffuse through it. Phosphorus spin-on diffusant is spun on the wafer and driven in at 900 °C in oxygen for 1 hour. The surface oxide is then removed by a short BHF etch. The sheet resistance of the poly-Si gate is around 16 Ω/square, measured by four-point probe. The poly-Si gate is patterned by RIE etching through a photoresist mask. Figure 3.35 shows the P-IGBT after the poly-Si gate is patterned.

3.1.3.2.7 Ohmic contacts and top metal

Making good ohmic contacts to the semiconductor is one of the most important steps in device fabrication. It is particularly important for SiC power devices because high on-state current flows through the ohmic contacts. If the contacts are poor, the voltage drop will be significant on the contacts.

Nickel (100 nm) is deposited by e-beam evaporation and patterned by liftoff lithography on the wafer as n-type contact metal. Ni fingers are aligned with the n+ implantation fingers to make contacts to the n-well. The device after Ni liftoff is shown in Fig. 3.36 (a). Ti (33 nm) and Al (167 nm) are deposited and patterned as p-type ohmic metals. The Ti/Al fingers are about 3 times wider than the Ni fingers and cover the Ni fingers, as shown in Fig. 3.36 (b). The p-type ohmic metals make contact to the p+ source. Since current flows through both source and n-well of P-IGBTs, both p-type and n-type ohmic contacts resistance need to be as low as possible.

In order to achieve low contact resistance, several criteria must be met when preparing the ohmic contacts. The purity of the source metals has to be 99.99% or higher. The wafer surface must be properly treated after the liftoff lithography and before the metal evaporation. The treatment includes RIE at 100 W in SF$_6$ for 1 minute, followed by O$_2$ plasma etch in Ar/O$_2$ at 100 W for 1 minute, and BHF dip for around 30 seconds right before the wafer enters the e-beam evaporator chamber. The treatment effectively removes photoresist residue, byproducts from the plasma etch, and remaining oxide on the area where contacts are to be made. The base pressure in the e-beam evaporator needs to be lower than 5x10$^{-7}$ torr during the evaporation to prevent oxidation.
TLM testers prepared by the above protocol demonstrated $10^4 \Omega \text{cm}^2$ for p-type and $10^{-5} \Omega \text{cm}^2$ for n-type ohmic contacts.

All the contacts are annealed at 1000°C in vacuum for 2 minutes. The base pressure in the contact annealer is around $1 \times 10^{-6}$ torr before annealing. The contact metals usually lose the shiny surface after the contact anneal. As shown in Fig. 3.36 (c), the ohmic metals become dark and have black dots on them after contact anneal. This discoloration usually indicates that the ohmic metals have alloyed with the semiconductor.

Electrical measurements are usually taken before and after the contact anneal. Sometimes there is surface leakage after contact anneal, which can be removed by O$_2$ plasma etching. The final step is to evaporate and pattern Ti (20 nm)/Au (500 nm) as top metal. The on-resistance of the device may further improve after the top metal because the top metal connects the discontinuous ohmic contacts and reduces the resistance of the long fingers. The device after top metal is shown in Fig. 3.36 (d).

Figure 3.37 shows the SEM photos of final type A, B, C P-IGBTs, and a P-IGBT with floating field rings edge termination. Type A and type B devices have similar structure, except that type B devices have narrower contact fingers. Therefore, type B devices have a higher channel density than type A devices. Type C devices have separate source and base contact fingers and contact pads, which allow us to measure the source and base current separately. The device with edge termination has a round shape, which effectively reduces local electric field crowding in the blocking state. There are sixty-six 3 µm wide floating field rings, with 3 µm spacing. Obviously, a device with edge termination takes up a lot of wafer area, which is the reason for only one P-IGBT with edge termination per die.

Figure 3.38 shows an overview of quadrant 3, a close-up look at the testers, and details of the P-IGBTs. The top metal covers the n-type and p-type contact metals, as shown in Fig 3.38 (c). Figure 3.38 (d) shows the separate source and base contact fingers of a type-C P-IGBT.
Fig. 3.35 P-IGBT after patterning the poly-Si gate. The photo is taken in Nomarski mode.
Fig. 3.36(a) P-IGBT after Ni liftoff; (b) P-IGBT after Ti/Al liftoff; (c) P-IGBT after contact anneal; (d) P-IGBT after top metal
Fig. 3.37 SEM photos of the final P-IGBTs. (a) type A P-IGBT; (b) type B P-IGBT; (c) type C P-IGBT; (d) P-IGBT with edge termination
Fig. 3.38 SEM photos of the final devices. (a) quadrant 3 of the die; (b) mobility MOSFETs and MOS capacitors; (c) end of top metal fingers on a type A P-IGBT, tilt angle = 60°; (d) top metal fingers on a type C P-IGBT, tilt angle = 60°.
3.1.4 Experimental Results and Device Performance

3.1.4.1 I-V characteristics of the P-IGBTs

3.1.4.1.1 On-state performance of the P-IGBTs

The on-state I-V measurements of the P-IGBTs are performed using an HP-4156A semiconductor parameter analyzer and a Keithley-4200 semiconductor characterization system. During the measurements, the source and the n-well contacts are grounded, the gate is negatively biased, and the cathode voltage sweeps from zero to -20 V.

Figure 3.39 shows the on-state I-V characteristics of a typical type A P-IGBT before contact annealing (device area = 7.27x10^{-3} cm^2). The absolute value of the cathode voltage is plotted on the x-axis on all the I-V plots in this chapter. The on-state current is several orders of magnitude lower than the prediction from simulation, which is most likely caused by the unannealed ohmic contacts. The threshold voltage of the P-IGBT is high (-28V), which is caused by the high interface state density (D_{it}) and the lack of threshold adjustment implant. It shows gate modulation over the channel. Due to the high threshold voltage, the electric field in the gate oxide is around 6 MV/cm when the channel is turned on. Amazingly, the oxide does not show any signs of degradation or breakdown after prolonged measurements. This indicates that the protocol for gate oxidation and post-oxidation annealing is capable of providing reliable gate oxide that can withstand up to 8 MV/cm electric field.

Figure 3.40 shows the on-state performance of typical type A and type B P-IGBTs after contact annealing. Compared to the I-V curves before contact annealing, the on-state current density is increased by three to four orders of magnitude. This tremendous change in current indicates that significant voltage drop is on the contacts before the annealing. Contact annealing is one of the most crucial steps for SiC power IGBTs.
Fig. 3.39 On-state I-V characteristics of a typical type A P-IGBT before contact annealing. Device active area = $7.27 \times 10^{-3} \text{ cm}^2$. $T_{ox} = 50 \text{ nm}$. 
Fig. 3.40 On-state I-V characteristics of a type A and a type B P-IGBT after contact annealing. 
\( V_g = -20 \text{ V} \sim -40 \text{ V} \) in 2 V interval. \( T_{ox} = 50 \text{ nm} \).
The threshold voltage of the P-IGBTs after contact annealing is lowered to -20 V. Contact annealing itself does not change the MOS interface properties, but it changes the voltage across the contacts. The applied gate to source voltage \( V_{gs} \) is actually the sum of the source contact voltage and the real gate voltage. The source contact voltage is significantly reduced after contact annealing, which raises \( |V_g| \). Another mechanism is the body effect that lowers \( |V_t| \). Both mechanisms effectively increase \( |V_g - V_t| \), and therefore increase the on-state current density at the same applied gate voltage.

The top areas of type A and type B P-IGBTs are the same, except that type B devices have narrower and two more fingers than type A devices. The on-state I-V characteristics of the two types of P-IGBTs are almost identical. It indicates that current spreads horizontally and becomes uniform under the device as flowing through the drift region. The channel density does not limit the total current. This speculation is confirmed by current flow charts in Fig. 3.45. In fact, the experimental P-IGBTs having the highest current density are type C devices with the largest pitch size.

Given the power dissipation limit of 300 W/cm\(^2\), the current saturates at a gate voltage of -36 V. The highest current density under the power limit is around 26 A/cm\(^2\) for both type A and type B device, which is ~81% of the theoretical value (32 A/cm\(^2\)). Figure 3.41 shows the type C P-IGBT with the best on-state performances. The current saturates at a gate voltage of -34 V. The maximum current density under the 300 W/cm\(^2\) power limit is ~32 A/cm\(^2\). It is very close to the theoretical value. This indicates that the physical models used in the simulation are quite accurate. The gate leakage current increases almost linearly with gate voltage, as the inset shows. The maximum gate leakage current at \( V_g = -40 \) V is still 5 to 6 orders of magnitude lower than the on-current. It’s a good indication that the gate oxide is reliable even operating at an oxide field of 8 MV/cm.
Fig. 3.41 On-state I-V characteristics of a type C P-IGBT after contact annealing. $V_g = -20 \sim -40$ V in 2 V interval. $T_{at} = 50$ nm. The inset is the gate leakage current density vs. cathode voltage for different gate voltages.
3.1.4.1.2 Electron and hole current inside the P-IGBTs

As bipolar devices, P-IGBTs have both electron current and hole current inside the devices during on-state operation. The holes flow through the MOS channel into the drift region. The electrons are injected from the bottom of the device into the drift region. Some electrons and holes recombine in the drift region. Some electrons travel across the thick drift region and get swept out at the n-well/drift region junction. It is similar to a P-MOSFET driving the base of an npn BJT.

The ratio of electron current to hole current can be calculated from equation (3.36) and (3.37) by setting $x = W$. The result is that the electron current is about 9 times of the hole current. This current ratio agrees with the numerical simulation result.

Type C P-IGBTs allow us to experimentally measure the source current (hole) and base current (electron) separately by having separate contact fingers and contact pads. However, as shown in Fig. 3.42, the experimental result is in conflict with the theoretical prediction. The electron current is only about 10% of the total current when the device is fully turned on.

We do not have a good explanation for this discrepancy yet. Our speculation is that the non-ohmic contacts and the high contact resistivity may have an influence on the current distribution. Another possible reason is the fact that the base contact pad is not in direct connection with the base contact fingers for type C devices, as shown in Fig. 3.41. This may hinder the current flow through the base contact. Further investigation is necessary to discover the true nature of the current distribution inside p-channel IGBTs.
Fig. 3.42 Current distribution in a type C P-IGBT. Cathode indicates the total current; source indicates current through the MOS channel; base indicates current through the bipolar part of the device. $V_g = -36\, V$. 
3.1.4.1.3 Current spreading effect of IGBTs

For vertical power devices, the current usually spreads laterally as it flows through the drift region of the devices. Therefore, the current spreading effect cannot be overlooked when calculating the specific on-resistance or the on-state current density for SiC power transistors.

For unipolar power devices such as MOSFETs, the resistivity of the drift region is a constant. It only depends on the doping concentration in the drift region. A fixed spreading angle of 45° is assumed for 10 kV SiC power MOSFETs [12]. Using this model, the effective device area can be up to 2x larger than the device top area. We can convert the measured current density into the current density of an infinitely large device, where the current spreading effect can be neglected. For instance, Fig. 3.43 (a) shows the structure and current flow lines of a Schottky diode. The drift region is a lightly doped p-type SiC layer, which resembles the drift layer of a P-MOSFET. The top contact is grounded and the bottom contact is negatively biased. The current near the right edge of the top contact spreads horizontally as it flows through the drift region, as shown in the figure. Figure 3.43 (b) shows the current density along the bottom of the device. If we consider the average current density to be 27 A/cm², the effective device width is given by

$$W_{\text{eff}} = \frac{I}{J_{\text{avg}}} = 474 \, \mu m$$

(5.1)

It is equivalent to moving the area under the curve into a rectangle indicated by the dashed lines. The current spreads horizontally by $\Delta W = 74 \, \mu m$. Therefore, the effective area of this Schottky diode (rectangle top, 2W by 2L) should be

$$A_{\text{eff}} = 2(W + \Delta W) \cdot 2(L + \Delta W)$$

(5.2)

The correction factor for current spreading is

$$\frac{A_{\text{eff}}}{A} = \frac{(W + \Delta W)(L + \Delta W)}{WL}$$

(5.3)
Fig. 3.43 Simulation of a Schottky diode current flow. Top contact width 400 µm, effective width of the device 474 µm.
For bipolar devices such as IGBTs, the resistivity of the drift region is a variable of conductivity modulation. The more current injection in the drift layer, the lower resistivity it has. Figure 3.44 (a) shows the structure and current flow of an infinite P$^+$N$^+$ diode. Apparently, the current flow should be uniform, which is exactly as shown in Fig. 3.44 (b). Figure 3.44 (c) shows the structure and current flow of a finite dimension P$^+$N$^+$ diode, allowing the current to spread. The current flow lines show that the current density drops rapidly with distance from the right edge of the top contact. The rectangle in dashed lines in Fig. 3.44 (d) has the same area (total current) as the area under the curve. Using equation (5.1), the effective width of the device can be calculated to be 160 µm, which is same as the width of the top contact. Therefore, the current density is not improved by allowing the current spreading.

Figure 3.45 shows the current flow of a P$^+$N$^+$ diode with separate top contacts. Similarly, the current flows uniformly for the infinitely large device, and current spreads horizontally for the finite dimension device. The effective width of the finite dimension device is calculated to be 220 µm, which is even smaller than the width of the top contact (228 µm).

In summary, unlike MOSFETs, allowing current spreading does not improve the current density for IGBTs. The reason lies in local conductivity modulation. For IGBTs, the current beyond the device top contact area has to go through a much more resistive region, because the region outside the top contact area has low conductivity modulation. The following example is a good explanation of current spreading for IGBTs. Infinitely large device: all current goes through low resistive regions, i.e., ten 10 Ω resistors in parallel, $R_{\text{overall}} = 1$ Ω. Finite dimension device: a small portion of current goes through highly resistive regions, i.e., nine 10 Ω resistors and a 90 Ω resistor in parallel, $R_{\text{overall}} = 1.1$ Ω.
Fig. 3.44(a), (b) Simulation of an infinitely large diode current flow; (c), (d) simulation of a finite diode current flow, top contact width 160 µm, effective device width 160 µm.
Fig. 3.45(a), (b) Simulation of an infinitely large diode current flow; (c), (d) simulation of a finite diode current flow, top contact width 228 µm, effective device width 220 µm.
3.1.4.1.4 High temperature performance of the P-IGBTs

Theoretically, SiC power IGBTs have excellent high temperature performance compared to power MOSFETs, as discussed earlier. We characterize the experimental P-IGBTs at room temperature and elevated temperature to verify our theory.

Figure 3.44 shows the I-V characteristics of an experimental P-IGBT at room temperature (circles) and 177°C (squares). Both curves intercept with the 300 W/cm² constant power line at around 28 A/cm². Beyond this point, the device carries higher current at 177°C than at room temperature. This is in good agreement with the simulation result, as shown in the inset of Fig. 3.44. The only difference is that the theoretical curves cross over at a higher current density. According to numerical simulation results, the optimized 20 kV SiC MOSFET carries a maximum of 15 A/cm² current at 177°C under the same power limit. Therefore, the experimental P-IGBTs outperform the theoretical MOSFETs by nearly 2x at elevated temperature. This is a major benefit for developing P-IGBTs because the junction temperature will be elevated during continual operation.

3.1.4.1.5 Reverse characteristics of the P-IGBTs

The p-channel IGBTs are designed to block 20 kV at their full capacity. According to Sze, the breakdown voltage of an unterminated junction can be as low as 5% of its full capacity depending on the shape and radius of the junction [5]. Due to the primary focus of this study, most of the P-IGBTs are designed without edge termination. It has been reported that the width of a full edge termination should be three times the drift layer thickness [70]. On the experimental samples, only a few P-IGBTs have partial edge terminations. Figure 3.45 shows the reverse characteristics of an unterminated P-IGBT and a partially terminated P-IGBT. The unterminated P-IGBT blocks around 1650 V, which is 6.6% of the theoretical blocking voltage. It agrees with Sze’s theory. The P-IGBT with partial edge termination (400 µm wide) blocks around 4200 V. In order to achieve full blocking capacity, the edge termination for 20 kV P-IGBTs has to be over 1.7 mm wide [70], which costs significant amount of wafer area.
Fig. 3.44  I-V characteristics of an experimental P-IGBT at room temperature (circles) and 177°C (squares). The inset shows the simulation result of the P-IGBT’s I-V at room temperature and 177°C.
Fig. 3.45 Reverse characteristics of an unterminated P-IGBT and a partially terminated P-IGBT.
3.1.4.2 P-channel mobility measurement

The inversion channel mobility is one of the most important parameters for MOS transistors. P-IGBTs are no exception. The majority current of the device is hole current through the p-type MOS channel. Therefore, high channel mobility is essential for good on-state performance.

Due to the difficulty in making ohmic contacts to 4H-SiC material, the source and drain contact resistances may be nonlinear and may depend on gate voltage [33]. Lu et. al developed a constant current technique [71] to extract channel mobility from unannealed devices. Using this technique, the errors due to nonlinear source/drain contacts or gate voltage dependence can be eliminated [33].

Three mobility MOSFETs with different channel length (L) are investigated. The mobility MOSFETs have an n-well implantation profile as listed in Table 3.5. The source to drain voltage (V_{ds}) at a constant drain current (I_d) is measured under six different gate voltages (V_g).

The drain current for a MOSFET in the linear region (small V_{ds}) is given as

\[ I_d = \mu_{eff} C_{ax} W (V_g - V_t) \frac{V_{ds}}{L} = \mu_{eff} C_{ax} W (V_g - V_t) E_{eff} \]  

(5.4)

where \( \mu_{eff} \) is a function of \( V_g \), and \( E_{eff} \) is the tangential electric field in the channel. By plotting \( V_{ds} \) versus L for a constant \( V_g \) and \( I_d \), the slope of the trendline is \( E_{eff} \). Six \( E_{eff} \) values can be obtained for six different \( V_g \). All the \( V_{ds} \) - L lines should intercept approximately at the same point, which indicates the voltage drop across the source/drain contacts (at zero channel length). The sheet conductance of the channel is defined as

\[ G_{ch}(V_g) = I_d / (W E_{eff}) = C_{ax} \mu_{eff} (V_g - V_t) \]  

(5.5)

The threshold voltage (\( V_t \)) is given by the intersection of the abscissa and the linear portion of the \( G_{ch} \) versus \( V_g \) curve. Finally, the effective mobility can be obtained from

\[ \mu_{eff} = \frac{G_{ch}}{C_{ax} (V_g - V_t)} \]  

(5.6)

Figure 3.46 shows the plot of source to drain voltage vs. channel length at a gate voltage of -19 V to -24 V. A linear trendline can be extrapolated for each gate voltage. The slopes of each line indicate the electric field in the channel at the specific gate voltage,
which are listed in Table 3.9 as $E_{\text{eff}}$. The sheet conductance $G_{\text{ch}}$ for each $V_g$ can then be calculated from equation (5.5), given $I_d = 10 \text{ nA}$ and $W = 110 \mu\text{m}$. The inset of Fig. 3.46 shows the $G_{\text{ch}}$ vs. $V_g$ plot. The threshold voltage ($V_t = -18 \text{ V}$) is indicated in the figure. The gate oxide capacitance can be easily calculated knowing the oxide thickness ($T_{\text{ox}}$).

$$C_{\text{ox}} = \frac{K_{\text{ox}}E_0}{T_{\text{ox}}} = 6.903 \times 10^{-8} \text{ F/cm}^2$$  \hspace{1cm} (5.7)

Therefore, the field dependent effective channel mobility can be obtained from equation (5.6). The $\mu_{\text{eff}}$ values for different $V_g$ are listed in Table 3.9. The peak mobility of 5.64 cm$^2$/Vs occurs at a gate voltage of -19 V. It is possible for the mobility to be higher at a lower gate voltage. But due to the high threshold voltage (-18 V), these data are not available at this time. The experimentally measured channel mobility is quite close to the assumption of 7.5 cm$^2$/Vs in the numerical simulations.

Obviously, high p-channel mobility is desired for P-IGBTs. Several new gate oxidation or post-oxidation annealing techniques have been developed to improve the n-channel mobility [72-74]. Whether these techniques are suitable for improving p-channel mobility has to be verified experimentally.

<table>
<thead>
<tr>
<th>$V_g$ (V)</th>
<th>$E_{\text{eff}}$ (V/cm)</th>
<th>$G_{\text{ch}}$ ($\Omega^{-1}$)</th>
<th>$\mu_{\text{eff}}$ (cm$^2$/Vs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-19</td>
<td>2.335</td>
<td>3.89x10$^{-7}$</td>
<td>5.64</td>
</tr>
<tr>
<td>-20</td>
<td>1.621</td>
<td>5.61x10$^{-7}$</td>
<td>4.06</td>
</tr>
<tr>
<td>-21</td>
<td>1.155</td>
<td>7.87x10$^{-7}$</td>
<td>3.80</td>
</tr>
<tr>
<td>-22</td>
<td>0.854</td>
<td>1.06x10$^{-6}$</td>
<td>3.86</td>
</tr>
<tr>
<td>-23</td>
<td>0.647</td>
<td>1.41x10$^{-6}$</td>
<td>4.07</td>
</tr>
<tr>
<td>-24</td>
<td>0.505</td>
<td>1.80x10$^{-6}$</td>
<td>4.35</td>
</tr>
</tbody>
</table>
Fig. 3.46 Source to drain voltage vs. channel length for mobility MOSFETs. The channel lengths for the mobility MOSFETs are 50 µm, 80 µm, and 140 µm. The inset shows the channel sheet conductance vs. gate voltage. The threshold voltage is -18 V.
3.1.4.3 Threshold voltage

Due to the lack of literature for the p-type MOS channel properties, we design different threshold adjustment implants on several samples to maximize the chance of getting the right threshold voltage. The detailed implant profiles are listed in Table 3.4 to Table 3.6.

Figure 3.47 shows the threshold voltage measurement on a P-IGBT with no threshold adjustment implant and a P-IGBT with $1 \times 10^{13}$ cm$^{-2}$ Al implant. The shift in threshold voltage is $\Delta V_t = 4.1$ V. If we consider the implanted Al ions to behave like fixed charges, the threshold voltage shift is given by

$$\Delta V_t = \frac{Q_f}{C_{ox}} = qN$$  \hspace{1cm} (5.8)

Some of the implanted Al ions are consumed by oxidation during fabrication. The remaining activated Al ions are

$$N = \frac{C_{ox}\Delta V_t}{q} = 1.7 \times 10^{12} \text{ cm}^{-2}$$  \hspace{1cm} (5.9)

From the profile of the Al implantation (Fig. 3.30), we can assume that approximately 15% of the implanted Al ions are consumed during the gate oxidation (~ 25 nm of SiC consumed). Therefore, the activation percentage is approximately 20%.

Obviously, the threshold voltages on the samples are high. Providing the critical oxide field of 4 MV/cm, the amount of inversion charge is limited if the threshold voltage is too high. In order to have an appropriate threshold voltage (~ -3 V), we may use a heavier dose of Al ions as threshold adjustment implant. However, it is hard to have an accurate control of the activation percentage of implanted Al ions. The best control is only within ±50% [15]. Another way of adjusting $V_t$ is to change the n-well surface doping level. It will be much easier to control the n-type doping level because the activation ratio of nitrogen ions is almost 100%. But we must make sure that the short channel does not get punched-through laterally from the p+ source due to the lower doping in surface region.
Fig. 3.47 P-IGBT threshold voltage measurement. Both samples have annealed contacts.
3.1.4.4 Contact resistivity

The contact resistivity for p-type and n-type ohmic contacts is measured using TLM testers. Figure 3.48 shows the photos of the n-type and p-type TLMs before and after contact annealing at 1000°C in vacuum for 2 minutes. The width of each rectangle is 110 µm, the length is 50 µm, and the spacing between contacts is 10 µm, 20 µm, 30 µm, 40 µm, and 50 µm.

The I-V curves of the N-TLM and P-TLM show nonlinear behavior. (Fig. 3.49 and Fig. 3.50). It indicates that neither contacts are exactly ohmic. In order to measure the contact resistivity from the nonlinear curves, we need to evaluate the total resistance (R_T = 1/slope) at the proper voltage, which is the voltage across the n-type contact of the P-IGBTs when operating at the power limit. At the 300 W/cm², we measure the source and base current density from type C devices to be 28.5 A/cm² and 3.5 A/cm².

Considering the base contact is 3 µm wide per half pitch (half pitch size for type C devices is 27.5 µm), the local current density through the n-type contact is

\[
J_{n\text{-contact}} = 3.5 \cdot \frac{27.5}{3} = 32 \text{ A/cm}^2
\]  

Similarly, the source contact is 6 µm wide per half pitch, and the local current density through the p-type contact is

\[
J_{p\text{-contact}} = 28.5 \cdot \frac{27.5}{6} = 131 \text{ A/cm}^2
\]  

If we consider the same local current density through the TLMs (area = 5.5x10⁻⁵ cm²), the current should be 1.76 mA and 7.21 mA through n-type and p-type TLMs, respectively.

For N-TLMs, the I-V curves intercept with V = 3 V line at a current of 1.5 ~ 3 mA, which is around the current level of 1.76 mA. We measure the slopes for difference spacing by connecting the origin and the points at 3 V with a straight line. The total resistance is plotted vs. spacing in the lower plot of Fig. 3.49. The sheet resistance (1606 Ω/square) and contact resistivity (0.015 Ωcm²) are extracted from a linear fit to the points. The voltage drop across the n-type contact of a P-IGBT at 300 W/cm² is 32 x 0.015 = 0.48 V. It is a reasonably low voltage across the contact.
We can use the same method to calculate for the p-type contacts. The only difference is that the sheet resistance for the P-TLMs is very high, which leads to very low current. The current does not reach 7.21 mA until a very high voltage. Fortunately, the I-V curves of the P-TLM are much more linear than that of the N-TLM. We can use the points at 5 V to estimate the total resistance. According to Fig. 3.50, the sheet resistance and contact resistivity of the p-type contacts are \(2.06 \times 10^5\ \Omega/\text{square}\) and \(0.038\ \Omega\text{cm}^2\), respectively. Therefore, the voltage across the source contact of a P-IGBT at the power limit is \(131 \times 0.038 = 4.98\) V. This high source contact voltage contributes to the high threshold voltage of the P-IGBTs as well.

According to our previous successful experiences on ohmic contacts, the problem causing the high contact resistivity could be contaminations in the metal source, poor vacuum during metal evaporation and contact annealing, and temperature deviation during the annealing. Another possible reason for the Schottky behavior of the Ni contacts is that Ti/Al covers Ni on all n-type contacts, which may adversely affect the alloy composition and the reaction between Ni and SiC during the annealing.

Once the problem is identified, we should be able to get both types of ohmic contacts in the range of \(10^{-4}\ \Omega\text{cm}^2\), which will further improve the device on-state performance.
Fig. 3.48 Photos of n-type and p-type TLMs before and after contact annealing

(a) N-TLM before contact annealing
(b) N-TLM before contact annealing
(c) P-TLM before contact annealing
(d) P-TLM before contact annealing

Fig. 3.48 Photos of n-type and p-type TLMs before and after contact annealing
Fig. 3.49  I-V characteristics and contact resistivity extraction for n-type TLM
Fig. 3.50  I-V characteristics and contact resistivity extraction for p-type TLM

\[ R(T) \]

\[ \rho_b = 2.06 \times 10^5 \, \Omega/\text{square} \]
\[ L_T = 4.32 \, \mu\text{m} \]
\[ \rho_c = 0.038 \, \Omega\text{cm}^2 \]
3.1.5 Summary of Results for the High-Voltage P-Channel IGBT

We have successfully achieved our primary goal of this project, designing and fabricating the first 4H-SiC P-channel IGBT on a drift layer capable of blocking 20 kV.

We extensively use Medici™ numerical simulation for understanding the device performance and optimizing the device design. We compare the theoretical performance of 20 kV MOSFETs and 20 kV P-IGBTs side by side and conclude that the P-IGBTs have great advantages over the MOSFETs in terms of design/process window, on-state current density, and high temperature performance.

The processing steps of the P-IGBTs are almost identical to that of DMOSFETs, i.e., we get all the benefits of the IGBTs almost for free. Ambipolar lifetime in the drift region is a crucial material parameter for the on-state performances of IGBTs. Currently, the best lifetime in p-type epilayer is still under 0.5 µs. A lot of research in crystal growth technology has to be done to improve the ambipolar lifetime of 4H-SiC in the future.

We have successfully fabricated the first 4H-SiC short-channel P-IGBT on a drift layer capable of blocking 20 kV by adopting the process of short-channeled DMOSFETs. The on-state performances of the experimental P-IGBTs are very close to the simulation results. Almost 100% of the theoretical on-current has been achieved under the 300 W/cm² power dissipation limit. The experimental P-IGBTs do not show degradation at high temperatures. In fact, the experimental P-IGBTs outperform the theoretical MOSFETs by 2x at 177°C. This is a major advantage of SiC power IGBTs over MOSFETs.

SiC power MOSFETs blocking over 10 kV face the inevitable problem of high on-state drift layer resistance. They are not suitable for such high voltage applications. We believe that SiC p-channel IGBT is an excellent candidate for the next generation power switching device that blocks 10 kV and above.

There are still several process issues for the P-IGBTs. The p-type inversion channel mobility needs to be improved since the majority of current flows through the MOS channel. The channel current is also the base current of the npn bipolar transistor.
Research on gate oxidation and post-oxidation annealing specifically for improving the SiC p-channel mobility needs to be done.

Having longer ambipolar lifetime may be the most effective way to improve the on-state performance of IGBTs. It requires research in the field of CVD epitaxial growth technology.

We still do not repeatably get good results on n-type and p-type ohmic contacts. The contact alloy composition, the conditions for depositing the metals, and the conditions for contact annealing all need to be refined. Contact annealing is critical because it is almost the last process the device undergoes and it is irreversible. A failed contact anneal is going to lead to useless devices.

Another critical high temperature step is the implant activation annealing. It has been shown in the P-IGBTs that the rough surface in the p+ source region leads to premature oxide breakdown during on-state operation. This increased roughness is caused by the step-bunching during the contact annealing. We are considering lowering the source region implant dose to minimize the lattice damage from the implanted ions. A possible better way of solving this problem is to use the graphite capped anneal to prevent Si sublimation during the annealing.

Although we made efforts to optimize the P-IGBTs design, further design improvement is possible. It has been demonstrated by numerical simulation that making the JFET length narrow helps shield the gate oxide over the JFET region in the blocking state. The doping level in the JFET region has to be higher if a narrower JFET length is used. Introducing a current spreading layer under the n-well may help improve the overall on-state current density. Complete edge terminations are required for the P-IGBTs to exhibit the full blocking capacity. This requires over 1.7 mm wide float field rings for each 20 kV P-IGBT, which consumes a large area.

We are still not clear about the discrepancy between the P-IGBTs theoretical electron/hole current distribution and the experimental results. Further investigation and modeling for the on-state performance inside the device is necessary.
In this study, we focus mainly on the on-state performance of the P-IGBTs. The blocking state and the transient performances are equally important for power transistors. Further study in these areas needs to be done in the future.

### 3.1.6 Bibliography for Section 3.1


[44] J. A. Cooper, Purdue University, private communication.


M. A. Capano, Purdue University, Private communication.


3.2 n-Channel IGBTs

3.2.1 Introduction and Background

In 1996, GE and RPI reported the first n-channel SiC IGBTs[5], but the device performance was unsatisfactory because of the high resistance of the SiC p+ substrate. Due to the incomplete ionization and low hole mobility, the resistance of SiC p+ substrate is typically as high as 0.8-1.0 Ω cm² and totally dominates all other resistances in the device. For this reason, SiC IGBTs on conventional p+ substrates are basically impractical.

In this project we employed a novel process, known as an inverted growth process to obtain the IGBT structure. This process is described in the following sections.

3.2.2 Design Considerations and Chip Layout

3.2.2.1 Reducing the Forward Voltage Drop $V_F$

3.2.2.1.1 Reducing the Thickness of the P+ Layer

The first attempts to produce a practical n-channel IGBT failed due to the highly resistive p+ SiC substrate, which serves as the p+ layer in the IGBT. Alternative ways to form the p+ layer are as follows.

1. After growing the n+ buffer layer and the n- blocking layer on the p+ substrate, reduce the substrate thickness to 3 µm by mechanical polishing (as shown in Fig. 3.51). However, the tolerance of current polishing technique is around 10 µm, which makes this approach infeasible.
2. First grow the n- blocking layer on a substrate and then remove the substrate by mechanical polishing, and form the n+ buffer and p+ anode layers on the back side of the n- layer (see Fig. 3.52).\(^1\)

---

\(^1\) The n+ buffer layer and the p+ anode layer can also be grown on the top surface of the n- drift layer (See section 4.1.1.2 for detailed discussion on which surface to choose when growing these layers).
3. We could use a novel “inverted growth” process. As illustrated in Fig. 3.53, we first grow the n- blocking layer on a low BPD n+ substrate, followed by the epigrowth of a 0.2 µm n+ buffer layer and a 2-3 µm p+ anode layer. The n+ substrate is then removed and the wafer is flipped over. Now the p+ anode is on the bottom and n- blocking layer is on top. The devices will be fabricated on the top surface of the n- blocking layer.

![Figure 3.53 The “inverted growth” process employed in this project.](image)

The “inverted growth” process is preferred over the second approach, because it allows continuous epigrowth of all critical layers in the IGBT on a low-BPD n+ substrate. The advantage of continuous epigrowth is reflected by a more stable forward voltage drop $V_F$. In the on-state, both electron and hole current flow into the drift region of a 4H SiC bipolar device, causing electron-hole recombination. The recombination provides energy to the lattice, allowing basal plane dislocations (BPDs) to generate stacking faults. A stacking fault becomes negatively charged by trapping electrons, and electron injection is attenuated at the cathode with a corresponding reduction of hole injection at the anode. The area under the fault becomes devoid of plasma, thereby reducing the effective current handling area. A larger forward bias is now needed to maintain the same forward current
level [7]. $V_F$ may increase by several volts during operation [8]. Therefore, the key to stabilizing the forward voltage drop of 4H SiC bipolar devices is the reduction of BPDs. Figure 3.54 illustrates the $V_F$ drift under constant current stress for both discontinuous epitaxy and continuous epitaxy [9]. The continuous growth helps reduce the defects at the metallurgical junction and therefore improves the stability of $V_F$.

![Figure 3.54 Stability of $V_F$ for 4H-SiC PiN diodes. The critical layers of the diodes are grown by continuous epitaxy (red) and discontinuous epitaxy (blue).](image)

The commercially available SiC wafers are usually grown on the Si-face of the substrate. The top surface of the grown epilayer is also Si-face. If the inverted growth sequence is used, devices will be fabricated on the backside of the n-epilayer, i.e. on the C-face. The oxidation rate on the C-face is considerably faster than Si-face and it was shown that the electrical quality of MOS interface on the C-face after NO annealing is comparable to that of Si-face [10]. Other processing steps on the C-face need to be studied during the fabrication.

No matter which approach is selected, the wafer would be about the same thickness as the original blocking layer alone. Then the question is whether or not the resulting wafer (150 µm -200 µm) is thick enough to survive the device processing.
Before committing to this process, we made two runs of simulated processing on thinned wafers. In the first run, two 50 mm Cree wafers with the thickness of 396 µm and 397 µm were thinned to around 218 µm by NovaSiC (Savoie Technolac, Arche Bat. 4, B.P.267, LE BOURGET DU LAC, 73370 France). Total thickness variation was 21 µm and 26 µm respectively. The first polished wafer had a bow of 40 µm and some scratches on the C-face. The second piece received a modified polishing procedure, and the bow was reduced to 6 µm. The first piece went through the optical lithography, e-beam evaporation of metal, lift-off and contact annealing without breaking. The condition for contact annealing is 950°C for 2 minutes and the ramping rate was about 15°C per second. Oxidation and implant annealing were performed on the other piece. During the pre-oxidation cleaning, a small piece was chipped off close to the flat of this wafer. During the subsequent dry oxidation, which is at 1150°C for 2 hours, a crack propagated from the broken area part-way across the wafer (see Fig. 3.55).

Figure 3.55 This 50 mm SiC wafer was thinned to 218 µm at NovaSiC. Then thermal oxidation at 1150 °C and simulated implant annealing at 1600 °C were performed on this wafer. During pre-oxidation clean, a small piece was broken near the edge, and a crack propagated from the broken area part way across the wafer. However, the crack did not propagate further during the second run of oxidation and implant annealing.
Later on, an operation flaw was found in this oxidation, that is, the wafer was loaded and unloaded at the oxidation temperature 1150 °C. A second run of oxidation was then performed on the same wafer under the same oxidation condition, except that the wafer was loaded at 450 °C and unloaded at 850 °C. The oxidation lasted for 1.5 hours. The crack didn’t seem to propagate any further. Then, this wafer received a simulated implant annealing at 1600 °C. The crack didn’t get bigger, either.

To test the sturdiness of even thinner wafers for device processing, another wafer of 397 µm thickness was sent to NovaSiC for thinning. The resulting thickness is 182 µm, with total thickness variation of 44 µm and a bow of 49 µm. There was a small piece missing at the edge when the wafer was received back from NovaSiC. Since the implant annealing gives the biggest thermal stress, a simulated implant annealing (at 1600 °C) was performed on this wafer to evaluate the high temperature processing steps. No change was observed on this wafer after the annealing (see Fig. 3.56). Since this thinned wafer has a 49 µm bow, the concern was whether or not it can survive the pressure in the exposure step of optical lithography, where it is sandwiched between a mask and a chuck. Therefore, a simulated optical lithography process was performed on this wafer. And it survived. Based on above results, we determined that it was feasible to fabricate devices on thinned wafers.

![Figure 3.56 This 50 mm SiC wafer was thinned to 182 µm at NovaSiC. A small piece was broken at the edge as the wafer was received back from NovaSiC. It survived the simulated implant annealing at 1600 °C and the optical lithography process.](image)
3.2.2.1.2 \( V_m \) and Ambipolar Lifetime

The voltage drop across the drift region, \( V_m \), is a function of the ambipolar lifetime in the drift region. Figure 3.57 illustrates this dependence for different thicknesses of the drift region. The current density at which \( V_m \) is evaluated is 100A/cm\(^2\). For each ambipolar lifetime, \( P_0 \) is first solved from equation (2.31). Then equation (2.28) is evaluated.

\[
J_F = J_n + J_p = \frac{1 + b}{b} \left( \frac{P_0^2 J_{\text{incl}}}{n_i^2} + \frac{qD_a P_0}{L_a} \coth \left( \frac{w_d}{L_a} \right) \right)
\]  

(2.31)

As shown, in order to keep \( V_m \) enough low, an ambipolar lifetime of 1.5 \( \mu \)sec or 2 \( \mu \)sec is required. O.Kordina et al reported lifetimes in this range in material grown by the hot-wall CVD process [11]. Figure 3.58 is the map of the minority carrier lifetime of a 30 mm diameter 4H-SiC epitaxial film. The temperature dependence of the minority carrier lifetime is also shown for two points of the wafer. The minority carrier lifetime is seen to increase with increasing temperature. During operation, the temperature in the device will rise, so lifetime increasing with temperature is a favorable property. The lifetimes of the materials used in this project will be discussed in section 3.2.3.

Another issue related to the lifetime is that in an ion implanted region of the semiconductor, lattice damaging exists, which could cause lifetime degradation. In the IGBT, the p-base region is ion implanted, which not only lowers the lifetime in the p-base region, but also the regions close to it. In order to evaluate how this degradation affects the on-state performance of the IGBT, the following simulation study was conducted. The simulated structure is a PiN diode, as shown in Fig. 3.59. Like the IGBT, the PiN diode is a bipolar device. In the on-state, the drift region of the PiN diode is conductivity modulated and the voltage drop across this region depends on the ambipolar lifetime. We assume that the p\(^+\) anode of the PiN diode is ion implanted, with an implantation depth of 0.5\( \mu \)m. We also assume that the implantation damage extends 0.5 \( \mu \)m further, i.e. the damaged region has a total depth of 1 \( \mu \)m. In the simulation, we manually set the lifetime in the damaged region to be 0.2 nsec, 2 nsec, 20 nsec, 200nsec and 2 \( \mu \)sec, with the lifetime in the rest of the device to be 2\( \mu \)sec, and observe the voltage drop in the on-state. Figure 3.60 shows the simulation results. As we can see, \( V_{on} \) is not affected prominently for a lifetime as low as 2 nsec. For the IGBT, the excess carrier density drops to zero at the junction of the p-well/n-drift region. This means there is not much conductivity modulation at that junction. The lowered lifetime will have an even
less effect on $V_{on}$ of the IGBT than the PiN diode, so we think that the degradation of the carrier lifetime due to the implant damage may not seriously affect the on-state performance of the IGBT.

Figure 3.57 Voltage drop across the drift region vs ambipolar lifetime for different drift region thicknesses (150 µm, 180 µm, 200 µm and 220 µm). The doping level of the drift region is $2 \times 10^{14}$ cm$^{-3}$, and the on-state current density is 25 A/cm$^2$. The data in this figure come from equation 2.28.
Figure 3.58 Minority carrier lifetime of a 30 mm diameter 4H-SiC epitaxial film grown by the hot-wall CVD process. The lifetime reaches its highest value close to the center of the wafer. The temperature dependence of the minority carrier lifetime for two points on the wafer is also demonstrated in the figure. It is shown that the minority carrier lifetime increases with increasing temperature. [12]
Figure 3.59 Parameters for the simulated PiN diode. This structure is used to study the effect of lifetime degradation in the implanted region on the on-state voltage drop.

Figure 3.60 Simulation results for PiN diodes with lower lifetime in the region damaged by implant. As we can see, the forward voltage drop is not affected prominently for ambipolar lifetime of 2 ns and higher in the damaged region.
3.2.2.1.3 The Self-Aligned Short-Channel Process

To keep the voltage drop across the inherent MOSFET of the IGBT low, a small channel resistance is desired. There are two ways to reduce the channel resistance, increasing the inversion channel mobility and decreasing the length of the channel. At Purdue University, we use NO anneal after gate oxidation to reduce the density of the interface traps and therefore increase the inversion channel mobility. To realize the short channel, Pauline Matin et al developed a self-aligned process and achieved a 0.5 µm channel length. A self-aligned DMOSFET with 6µm epi-thickness was fabricated and has demonstrated an on-resistance as low as 6.95 mΩ cm² [13]. This means the voltage drop across the MOSFET portion of the IGBT could be less than (50 A/cm²)(7 mΩ cm² )=0.35 V, if the self-aligned process is adopted.

The self-aligned process is illustrated in Fig. 3.61. The processing steps are as follows. First, a patterned polysilicon layer is used as the mask for p-base implantation. Then, the polysilicon is oxidized and hence is expanded. This oxidized polysilicon serves as the mask for the n+ source implantation. The magnitude of the expansion determines the length of the channel (more details of the self-aligned process will be provided in a later section).

![Figure 3.61 Overview of the self-aligned process.](image-url)
3.2.2.1.4 Determination of JFET Width (L_J)

Due to the low doping concentration in the n-layer, the depletion region of the JFET in an IGBT is wider than a MOSFET. The depletion width can be evaluated by equation (2.32)

\[
W_d = \left[ \frac{2 \varepsilon_{\text{sic}} N_A + N_{\text{D}}}{q N_A N_D} V_{\text{bi}} \right]^{1/2} \approx \left[ \frac{2 \varepsilon_{\text{sic}}}{q} \frac{1}{N_D} V_{\text{bi}} \right]^{1/2}
\]

(2.32)

where \(V_{\text{bi}}\) is the built-in potential, \(N_D\) is the doping concentration in the n-layer, and \(N_A\) is the doping concentration in the p-base. Assuming that \(N_D \approx 3 \text{E14 cm}^{-3}\) and \(V_{\text{bi}}\) is about 3 V, then \(W_d\) is around 3.3 \(\mu\text{m}\).

The width of the JFET region determines the magnitude of the JFET resistance and therefore affects \(V_F\). In order to find a suitable JFET length, MEDICI simulations were conducted. The parameters used in the simulation are shown in Fig. 3.62. Notice that the width of the JFET region in Fig. 3.62 is one half of the real device. So the \(L_J\) simulated were actually 4, 6, 12 and 18 \(\mu\text{m}\). The simulation results are shown in Fig. 3.63. \(L_J=12 \mu\text{m}\) is selected for this design.

Figure 3.62 Structure simulated to determine \(L_J\) and parameters used in the simulation.
3.2.2.2 Edge Terminations

The blocking voltage of a power transistor cannot reach the theoretical values due to field crowding at the edge of the device. In order to achieve a blocking voltage close to the theoretical value, optimized edge terminations are required to minimize the field crowding. Junction termination extension (JTE) [14] has emerged as a promising approach. In this thesis, numerical simulations were conducted for triple-zone JTE as edge terminations for n-type 4H-SiC epilayers designed to block 10 kV.

Figure 3.64 shows a schematic cross section of the triple-zone JTE edge termination. The n-type epilayer is 100 µm thick, doped $8 \times 10^{14}$ cm$^{-3}$, and each JTE ring is 100 µm wide. The independent parameters for this investigation are the doses of each ring, designated $N_A(i)$ [cm$^{-2}$], and the depth $Y_0$ of the half-Gaussian implant profile shown in Fig. 3.65. For most simulations, the $\sigma$ of the Gaussian tail is held at 0.5 µm. Blocking voltage (BV) is obtained from a solution of Poisson’s equation on a two-dimensional grid using the MEDICI™ program. BV is defined as that voltage that results in an ionization integral of 0.9998 using the impact ionization coefficients of Konstaninov, et al. [15].
Figure 3.64 Schematic cross section of a PiN junction protected by triple-zone JTE.

Figure 3.65 Half-Gaussian doping profile assumed for JTE regions.

Figure 3.66 shows BV as a function of outer ring dose $N_A(3)$ for four different doping ratios $\alpha$, defined by $\alpha = N_A(i)/N_A(i+1)$. Unless otherwise specified, we employ a uniform $\alpha$ in all simulations. We note that the BV exhibits peaks as the dose is varied. Avalanche breakdown occurs either at the outer edge of one of the JTE rings or at the outer edge of the main junction. As dose is reduced, the breakdown point moves from the outer edge of the outer ring, to the outer edge of the middle ring, to the outer edge of the inner ring, and finally to the outer edge of the main junction. The peaks in BV correspond to doses where the breakdown is shared between two of these critical points.
The goal in selecting the dose ratio $\alpha$ is to achieve a $BV > 10$ kV over the widest possible range of doses. For this epilayer, the optimum $\alpha$ is 1.3.

Figure 3.67 shows $BV$ using different $\alpha$ for the inner/middle and middle/outer rings. As seen, increasing $\alpha_1$ above 1.3 does not increase the range of doses where $BV > 10$ kV.

Figure 3.68 shows that the implant depth $Y_0$ has little effect for $Y_0 \leq 2$ $\mu$m, the largest value practical using modern implant technology.

As shown in Fig. 3.66, the doping levels of the JTE rings are critical for obtaining the target blocking voltage. If the doping concentration falls out of a certain range, blocking voltage drops quickly. This is a disadvantage for using JTE in a production environment. In addition, adding JTE brings extra processing complexity, because each ring of the JTE needs to be defined separately from all the other processing steps.

Compared to JTE, another kind of edge termination, called “floating field rings termination”, has protecting capability less dependent on the doping and is easier to realize. As shown in Fig. 3.69, the idea of “floating field rings termination” is placing implanted rings surrounding the main junction (“floating” refers to the absence of electrical contacts to these rings). The rings have the same doping polarity as the main junction and can be fabricated simultaneously with the main junction. In the off-state, some of the electric field lines are terminated by the floating field rings, therefore, the electric field crowding at the corner of the main junction can be alleviated. By using floating field rings termination, Sei-Hyung Ryu, et al. achieved 89% of the theoretical blocking voltage in their fabrication of $10kV$ 4H-$SiC$ Power DMOSFETs [16]. Fifty rings were used and the length of the termination structure is $400 \mu$m. Due to its simplicity, we will use “floating field rings” as the edge termination for our IGBT device.
Figure 3.66 BV vs. dose for $\alpha = 1.2, 1.3, 1.4,$ and $1.5$. For all plots, $Y_0 = \sigma = 0.5 \mu m$. The goal is to maximize the range of doses for which $BV > 10 kV$. This is obtained for $\alpha = 1.3$. 
Figure 3.67 BV vs. dose with $\alpha_1 = N_A(1)/N_A(2)$ as a parameter. $\alpha_2 = N_A(2)/N_A(3) = 1.3$, and $Y_0 = \sigma = 0.5$.

Figure 3.68 BV vs. dose with implant depth $Y_0$ as a parameter. $\alpha = 1.3$, and $Y_0 = \sigma = 0.5 \mu m$. 
Figure 3.69 Schematic cross section of a PiN junction protected by floating field rings.
3.2.2.3 Design and Layout

3.2.2.3.1 Test Structures

Three kinds of IGBT structures were laid out on the mask. They are designated as device A, B and C. The schematic cross sections of these devices are illustrated in Fig. 3.70.

2\(\mu\)m misalignment is assumed when we determine the dimensions of the devices. In device A, the length of the base contact and source contact is 6 \(\mu\)m. In the worst case of misaligning, where the contact is reduced by 2 \(\mu\)m from both sides, we will still have 2 \(\mu\)m contacts. In device B, we reduce the length of the base contact and source contact to 4 \(\mu\)m, hoping that the worst misalignment wouldn’t happen during the process. By reducing the area of the device, the channel density and the yield can be increased. In device C, the base contact and source contact are separated by 6 \(\mu\)m. Since electron current flows through the n+ source contact while the hole current through the p+ base contact, separate contacts allow us to measure the electron and hole currents and calculate the gain of the device.

Other test structures on the mask are shown in Fig. 3.71. The MOS-Capacitor in Fig. 3.71 (a) is used to measure the interface trap density at the n-/oxide interface, the maximum electric field in the oxide (\(E_{\text{ox,max}}\)) over n- drift region, the minority carrier lifetime and the doping concentration in the n- drift layer. The MOS-Capacitors in Fig. 3.71 (b) and (c) will be used to measure \(E_{\text{ox,max}}\) over p-well and n+ source region respectively.

In each die, there are one IGBT and one diode with floating field rings. The width of the ring and the spacing between the rings are both 3 \(\mu\)m. There are 66 rings in total for each device.
Figure 3.70 Schematic cross sections of IGBT structures on the mask.
Figure 3.71 Other test structures on the mask.
Figure 3.71 (d), (e) and (f) are TLMs for evaluating the metal ohmic contacts. Figure (g) shows the n-channel mobility MOSFETs for measuring the inversion channel mobility of p-well.

### 3.2.2.3.2 Layout

The masks were designed using Mentor Graphics IC Station. The layout is shown in Fig. 3.72. The size of the die is about 8.5 mm x 8.5 mm. The size of the devices in quadrant II is about 1.5 mm x 1.5 mm. The size of the devices in quadrant I is about 1 mm x 1 mm. The smallest devices in quadrant III are about 0.5 mm x 0.5 mm. The IGBT in quadrant IV has 66 floating field rings. The ring width and spacing are 3 µm. The diode in quadrant IV has the same area and same FFRs as the IGBT. Since there is no concern about the oxide breakdown in a diode, this diode can be used to measure the avalanche breakdown voltage, while the IGBT with FFRs can be used to measure the blocking capability of a real device.
Figure 372 8.5 mm x 8.5 mm die layout.
3.2.3 Fabrication of High-Voltage N-Channel DMOS-IGBTs

Three wafers were processed for fabricating 20 kV n-channel DMOS IGBTs. The first wafer was grown at Purdue University and the other two were purchased at Cree, Inc. In this section, we will discuss the processing steps in detail.

3.2.3.1 Starting Wafers

3.2.3.1.1 The Wafer Grown at Purdue (Substrate CB0517-03)

The first wafer was grown in the Epigress VP508 SiC CVD reactor at Purdue University. A 182 µm n-type epilayer doped $2 \times 10^{14} \text{ cm}^{-3}$ was grown on the silicon face of a 50 mm n+ Cree substrate. The wafer was sent to NovaSiC for substrate removal, leaving a free-standing n-epilayer. Then the n+ buffer layer and p+ anode layer were grown on the silicon face by Cree. This process is illustrated in Fig. 3.73.

![Diagram of wafer fabrication process](image)

*Figure 3.73 The first nIGBT wafer was grown at Purdue University. The substrate was removed at NovaSiC. Then the n+ buffer layer and p+ anode layer were grown on the Si-face at Cree.*
Substrate Removal

After removing the substrate, the thickness of the free-standing epilayer was measured by FTIR (Fourier Transform Infrared Spectroscopy, Bruker Vector 22 with the IR-1 Scope). As shown in Fig. 3.74, the thickness varied from 119.67 μm to 204.58 μm. Since the n-drift layer was only 182 μm thick, a portion of the wafer still had substrate left. RIE and a second polishing at NovaSiC were performed to remove the remaining substrate. The final thickness is below 176 μm everywhere on the wafer.

Figure 3.74 Thickness map of the Purdue grown wafer after the substrate removal.

Epigrowth of the N+ Buffer Layer and P+ Anode Layer

Since the n+ and p+ layers were not grown continuously with the n-layer, they could either be grown on the C-face or Si-face of the free-standing epilayer. Epigrowth on the C-face would give us the convenience of fabricating devices on the Si-face, of which we have many experiences. However, Cree could not guarantee a high doping in the p+ layer if it is grown on the C-face. Also, epilayers grown on the C-face have about 10 times higher deep-level trap densities than epilayers on the Si-face (2-5x10^{12} cm^{-3} as compared to 1-3x10^{11} cm^{-3}) [17]. This may result in a lower ambipolar lifetime.
Therefore, we decided to do the epigrowth on the Si-face and fabricate the devices on the C-face. This approach would also be consistent with continous epigrowth of the n-drift layer, n+ buffer layer, and p+ anode layer on the Si-face in future processing work.

The targeting thicknesses and doping concentrations of the n+ and p+ layers were 0.2 µm, 1x10¹⁸ cm⁻³ and 3 µm, 1x10¹⁹ cm⁻³ respectively. Because both layers were grown in the same run, the thickness and doping concentration of the n+ layer could not be measured after the growth. For the p+ layer, CV measurement showed the doping concentration to be about 8x10¹⁸ cm⁻³. The total thickness of both epilayers on a companion 3-inch wafer was determined by its weight gain to be about 3.28 µm.

During the handling before the epigrowth at Cree, a portion of the lower-right quadrant was broken (see Fig. 3.75). The intact portion of the wafer was cut into four pieces for processing. Due to the breakage during cutting, polishing and processing, only about a quarter of this two inch wafer survived all the fabrication steps. It will be referred to as sample 1.

![Purdue wafer after epigrowth at Cree](image)

*Figure 3.75 Purdue wafer after epigrowth at Cree. Two small pieces were broken off during the handling before epigrowth. The rest of the wafer remained intact.*
Lifetime Measurements

Lifetime measurements were performed on the two small pieces by Semilab (Prielle Kornélia u. 2., 1117 Budapest, Hungary) using a microwave photoconductive decay (µ-PCD) technique. The ambipolar lifetimes were 1.11 µs and 1.27 µs on opposite sides of one piece, and 1.76 µs and 1.77 µs on opposite sides of the other piece (see FIg. 3.76). These pieces came from the periphery of the wafer and since lifetimes usually increase near the center of the wafer, it is likely that the remaining portion of the wafer has lifetimes no shorter than that measured.

Lifetime measurements were also performed using the time-resolved photoluminescence decay method. This is done by Dr. Paul B. Klein at Naval Research Laboratory. It showed that the carrier lifetimes were 1.07 µs for the C-face and 0.72 µs for the Si-face. The injection level was about $1 \times 10^{14}$ cm$^{-3}$, which is considered as a low level injection. Therefore, the results should be interpreted as minority carrier (hole) lifetimes.

Figure 3.76 Microwave photoconductive decay measured by Semilab on the free-standing epilayer grown at Purdue University. Lifetime is 1.77 µs at room temperature.
3.2.3.1.2 Wafers Grown at Cree

Epigrowth

The cross-sectional view of the wafers ordered from Cree is shown in Fig. 3.77. The initial material is a 75 mm, 8º off-axis, n-type SiC substrate with low micropipe density. All the epilayers were grown on the Si-face. The LBPD template layer and the standard 1µm n+ buffer layer were for reducing the basal plane defects. They were removed in the subsequent polishing step. The doping concentrations and thicknesses of all the epilayers are listed in Table 3.10 and Table 3.11.

![Cross-sectional view of the wafers ordered from Cree.](image)

<table>
<thead>
<tr>
<th>Epilayer</th>
<th>Thickness (µm)</th>
<th>Doping (cm⁻³)</th>
<th>Epi Run</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBPD Template</td>
<td>21.8</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Standard 1 µm n+ buffer layer</td>
<td>1</td>
<td>1x10¹⁸</td>
<td></td>
</tr>
<tr>
<td>n- drift layer</td>
<td>200</td>
<td>2.4x10¹⁴</td>
<td></td>
</tr>
<tr>
<td>n+ buffer layer</td>
<td>0.2</td>
<td>1x10¹⁸</td>
<td></td>
</tr>
<tr>
<td>p+ anode layer</td>
<td>3</td>
<td>1x10¹⁹</td>
<td></td>
</tr>
</tbody>
</table>
As shown in Tables 3.10 and 3.11, the critical layers (the n- drift layer, the n+ buffer layer and the p+ anode layer) were not grown in the same run. This is due to the concern of hitting the doping target in a single continuous run. Therefore, even though the inverted growth process was employed, due to the limitations of the epigrowth techniques, the continuous epigrowth was not realized in this thesis.

### Substrate Removal

After the epigrowth of the LBPD layer and again after the first epi run, the thicknesses of these epilayers were measured at Cree by FTIR (see Figs. 3.78 and 3.79). From these figures, we can estimate the thickness of the n- drift layer at each measured point. This gives us an idea of how thick the wafer should be after substrate removal. Take the circled numbers in Fig. 3.78(a) and Fig. 3.78(b) as an example.

\[
T_{\text{LBPD template}} = 22.837 \, \mu\text{m}
\]
\[
T_{\text{LBPD template}} + T_{1 \, \mu\text{m n+ buffer layer}} + T_{n- \, \text{drift layer}} = 226.699 \, \mu\text{m}
\]

where \(T_{\text{LBPD template}}\), \(T_{1 \, \mu\text{m n+ buffer layer}}\) and \(T_{n- \, \text{drift layer}}\) are the thicknesses of the LBPD template, the 1 \(\mu\text{m}\) n+ buffer layer and the n- drift layer, respectively. Therefore, the thickness of the n- drift layer at that point should be 226.699 \(\mu\text{m} - 22.837 \, \mu\text{m} - 1 \, \mu\text{m} = 202.862 \, \mu\text{m}\). Since the thicknesses of the second n+ buffer layer and the p+ layer are 0.2 \(\mu\text{m}\) and 3 \(\mu\text{m}\) respectively, after polishing, to ensure that there is no substrate left, the thickness of the wafer at that point should be no more than 202.862 \(\mu\text{m} + 3.2 \, \mu\text{m} = 206.062 \, \mu\text{m}\). New maps were generated in this way (see Figs. 3.80 and 3.81). They show the upper limits of the wafer thicknesses at the measured points.
Figure 3.78 (a) Thickness map after the LBPD template (wafer HM0094-24).

Figure 3.78 (b) Thickness map after the first epi run. The total thickness is the sum of the thicknesses of the LBPD template, the 1 µm n+ buffer layer and the n- drift layer (wafer HM0094-24).
Figure 3.79 (a) Thickness map after the LBPD template (wafer BZ0688-03).

Figure 3.79 (b) Thickness map after the first epi run. The total thickness is the sum of the thicknesses of the LBPD template, the 1 μm n+ buffer layer and the n- drift layer (wafer BZ0688-03).
After polishing, both wafers were cut into four pieces at NovaSiC. Wafer HM0094-24 was broken during the polishing and cutting, as shown in Fig. 3.82. Yet wafer BZ0688-03 was completely intact (see Fig. 3.83).

Thickness measurements were conducted after these wafers came back from NovaSiC. Figures 3.84 to 3.87 are the thickness maps of the large pieces from wafer HM0094-24. After comparing them with Fig. 3.80, we found that RIE was still needed in order to make sure that all the substrate was removed. Table 3.12 lists the etching time and the material removed for the four large pieces from this wafer.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Etching time (min)</th>
<th>SiC removed (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>693</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>99</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>99</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>198</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3.12  RIE etching time and the thickness of the material removed. Wafer HM0094-24
Figure 3.80 The upper limits of the wafer thicknesses after the substrate removal (at each point, the wafer thickness should not be greater than the number shown in this figure, in order to ensure that no substrate remained). The dashed lines roughly show where the wafer was cut (wafer HM0094-24).
Figure 3.81 The upper limits of the wafer thicknesses after the substrate removal (at each point, the wafer thickness should not be greater than the number shown in this figure, in order to ensure that no substrate remained). The dashed lines show where the wafer was cut. (wafer BZ0688-03).
Figure 3.82 Wafer HM0094-24 after polishing and cutting at NovaSiC (C-face up).
Figure 3.83 Wafer BZ0688-03 after polishing and cutting at NovaSiC (Si-face up).
Figure 3.84 Thickness map of wafer HM0094-24 piece 1 after polishing.

Figure 3.85 Thickness map of wafer HM0094-24 piece 2 after polishing.
Figure 3.86 Thickness map of wafer HM0094-24 piece 3 after polishing.

Figure 3.87 Thickness map of wafer HM0094-24 piece 4 after polishing.
Only the unbroken quarter piece of wafer HM0094-24 was processed for the IGBT fabrication. It was named sample 3.

The thickness of wafer BZ0688-03 was measured after the polishing (see Figs. 3.88 to 3.91 for the thickness maps). Since the wafer was thinner than the upper limits shown in Fig. 3.81, all the four pieces were ready for processing. They are named samples 2, 4, 5 and 6.

Figure 3.88 Thickness map of wafer BZ0688-03 piece 4 after polishing.
Figure 3.89 Thickness map of wafer BZ0688-03 piece 2 after polishing.

Figure 3.90 Thickness map of wafer BZ0688-03 piece 3 after polishing.
4.1.2.3 Lifetime Measurements

Two small pieces from wafer HM0094-24 were sent to Naval Research Laboratory for lifetime measurements. Both microwave photoconductive decay (µ-PCD) and time-resolved photoluminescence decay (TRPL) were used. Figure 3.92 shows the µ-PCD maps (by Dr. Joshua D. Caldwell at NRL) for both the carbon and silicon faces of the two sample pieces. The injection level was around $2.6 \times 10^{16}$ cm$^{-3}$. The lifetime varies from around 1 µsec to around 20 µsec. To confirm these results, more measurements were made using time-resolved photoluminescence decay (by Dr. Paul Klein at NRL) (see figure 3.92(c)). The injection level was around $2 \times 10^{14}$ cm$^{-3}$. Since the lifetime measured using TRPL is expected to be one-half the one measured using µ-PCD, the measurement results (using both techniques) are considered consistent.
Figure 3.92 (a) Lifetime measurement on C-face at Naval Research Laboratory using microwave photoconductive decay technique (wafer HM0094-24).

Figure 3.92 (b) Lifetime measurements on Si-face at Naval Research Laboratory using microwave photoconductive decay technique (wafer HM0094-24).
Figure 3.92 (c) Lifetime measurements at Naval Research Laboratory using time-resolved photoluminescence decay. The yellow curves were obtained in the region of high lifetime (shown in yellow and red in the µ-PCD maps) and the blue curves were collected in the areas with lower lifetime (shown as blue in the µ-PCD maps). The red lines are added to improve the visibility.

The BPD UV-PL images were taken by Dr. Bob Stahlbush and Dr. Kendrick Liu at NRL, using a photoluminescence image mapping system, which can identify dislocations and stacking faults within the epi and provide a map of their locations. The Silicon-Face image from piece 1 shows that the only difference between the regions with high and low lifetimes is an increase in the threading dislocation density. However, oddly, the region with the higher lifetime appears to have a significantly higher threading dislocation density than the regions with reduced lifetime (see Fig. 3.93).
Figure 3.93 The only difference between the regions with high and low lifetimes is an increase in the threading dislocation density. However, the region with the higher lifetime actually has a higher threading dislocation density than the regions with reduced lifetime.

3.2.3.2 Pwell Implantation and Self-Aligned Process

In this section, we will first discuss the usual procedures of the pwell implantation and the self-aligned process for devices fabricated on the Si-face. Then we will discuss the changes needed when fabricating on the C-face.

After the initial cleaning, the wafer is first oxidized at 1150°C (wet) for 90 minutes to grow a 30 nm thick oxide layer. Then around 1.5 µm thick polysilicon is deposited by LPCVD at 600 °C. After the deposition, the polysilicon is oxidized at 900 °C for around 20 minutes, resulting in a 20 nm thick oxide layer on the top (see Fig. 3.94a).

Positive photo resist is then applied on the wafer and patterned using the “pwell” mask. Ti/Ni (~10nm/200nm) is deposited by the ebeam evaporator and then liftoff is performed (see Fig. 3.94b). Ti/Ni will serve as the mask when RIE is performed to etch through the oxide and the polysilicon layers and open the windows for the pwell implantation(see Fig. 3.94c). Before the RIE, AZ4620 must be used to cover the large areas of the metal to prevent micromasking. AZ4620 will be stripped after the RIE. And finally, the sample is sent to Kroko and Associates (Tustin, CA) for ion implantation.
Figure 3.95 shows a photograph of the devices after the polysilicon patterning by RIE and the AZ4620 removal.

**Figure 3.94 (a)** A 30 nm thick layer of oxide is first grown on the SiC. Then a 1.5 µm polysilicon layer is deposited by LPCVD. And finally, the polysilicon is oxidized to grow a thin layer of oxide.

**Figure 3.94 (b)** Ti/Ni is deposited by e-beam evaporation. Then AZ4620 is applied to prevent micro-mask
Figure 3.94 (c) RIE is performed to open the window for pwell implantation.

Figure 3.94 (d) Pwell implantation at Kroko and Associates.
After the ion implantation, Ti/Ni is stripped by Piranha. Then the sample receives a 9-hour wet oxidation at 1000 °C. The poly will be expanded horizontally by about 0.5 µm (see Fig. 3.96 for the cross-sectional view of the device after this step). Figure 3.97 is the dark field photograph taken after the oxidation of sample 1. The green area is the oxide surrounding the polysilicon fingers. As shown in this picture, the width of the oxide is around 1.1 µm. Since 1.1 µm thermal oxide consumes about 0.59 µm polysilicon, the horizontal expansion of the polysilicon fingers is about 0.51 µm.

The polysilicon expansion can also be measured by a Tenor α-step profilometer. Figures 3.98(a) and 3.98(b) show the measurement results before and after the self-aligned process of samples 2 to 6, which were oxidized in the same run. The measurements were made on the same sample. As shown in the figures, the height of the polysilicon fingers increased by about 0.65 µm, which implies a lateral expansion of about 0.45 µm [18].
Figure 3.96 The cross-sectional view of the device after 9-hour wet oxidation at 1000 °C. The polysilicon fingers are expanded by about 0.5 µm horizontally.

Figure 3.97 The dark field photograph taken after the oxidation of sample 1. The green area is the oxide surrounding the polysilicon fingers. Since the width of the oxide is around 1.1 µm, the horizontal expansion of the polysilicon is about 0.55 µm.
Figure 3.98 (a) α-step measurement before the oxidation. The height of the polysilicon fingers is about 1.45 µm.

Figure 3.98 (b) α-step measurement after the oxidation. The height of the fingers is about 2.1 µm.
If the devices were fabricated on the Si-face, after the 9-hour wet oxidation at 1000 °C, a 20 nm thick oxide layer would be grown on the SiC surface (where the sample receives the pwell implantation). Yet for C-face SiC, the oxide thickness would be around 300 nm (according to the test runs conducted at Purdue University). Since 300 nm oxide consumes about 150 nm SiC, this means about 150 nm of the 500 nm deep pwell implantation would be lost after the oxidation (as shown in Fig. 3.99). To avoid this problem, we replaced the first oxide layer by a layer of silicon nitride (~100 nm thick). Due to its low oxidation rate, silicon nitride is widely used in the LOCOS process in the industry, in which the silicon wafer is covered by a layer of patterned silicon nitride to prevent the unwanted oxidation. Test runs at Purdue University showed that a 9-hour wet oxidation at 1000°C only consumed about 25 nm silicon nitride, therefore a layer of 100 nm silicon nitride would be thick enough to prevent the oxidation on the C-face SiC.

Silicon nitride was deposited by LPCVD at 825°C. The flow rates of SiH$_2$Cl$_2$ and NH$_3$ were 64 sccm and 16 sccm, respectively. The deposition rate was around 3 to 5 nm/min.

![Figure 3.99 Without the silicon nitride protection, about 0.15 µm SiC would be consumed in the 9-hour wet oxidation at 1000°C.](image)

The pwell implant profile is shown in Fig. 3.100. Due to the 100 nm nitride on top of the SiC, the pwell implantation in the SiC actually starts at depth=100 nm. The n-type counter-doped implant was employed to reduce the threshold voltage. The species for all the p-type implants in this thesis was aluminum and n-type was nitrogen.
Figure 3.100 pwell retrograde implant profile (TRIM simulation). The brown curve is the counter-doped implant (nitrogen).

### 3.2.3.3 N+ Source Implantation

Before sending the samples to Kroko for the n+ source implantation, Ti/Au (~400 nm) was deposited to cover the areas where p+ base contact implantation will take place in the next step. Figure 3.101 is the cross-sectional view of the device after the n+ implantation and figure 3.102 is a photograph of the devices after the Ti/Au deposition. Figure 3.103 shows the n+ implant profile.
Figure 3.101 Cross-sectional view of the device after n+ implantation.

Figure 3.102 Devices right before the n+ implantation.
3.2.3.4 P+ Base Contact Implantation

After the n+ source implantation, everything was stripped off the SiC surface. Then a thin layer of oxide (~20 nm) was deposited by an e-beam evaporator, or grown thermally. The purpose of the oxide layer was to avoid the direct contact of the SiC wafer and the Ti/Au layers which were deposited later as the p+ base implantation mask. Figure 3.104 shows the cross-sectional view of the device after the p+ base implantation. Figure 3.105 is a photograph of the devices after Ti/Au deposition. The implant profile is shown in figure 3.106.

Unlike the SiC DMOSFETs, a portion of the on-state currents of the IGBTs flow through the p+ contacts. So a low p-type contact resistance is critical to the on-state performance of the IGBTs. Therefore, a continuous p+ implantation was employed instead of the small islands of p+ implantation sometimes used in the SiC DMOSFETs (see Fig. 3.107).
Figure 3.104 Cross-sectional view of the device after p+ implantation.

Figure 3.105 Devices right before the p+ implantation at Kroko.
Figure 3.106 P+ implant profile (TRIM simulation).

Figure 3.107 Discontinuous p+ implantation employed in the SiC DMOSFETs [19].
3.1.3.5 Implant Activation

After all the implantations were done, implant activation was performed in the Epigress VP508 SiC CVD reactor.

Sample 1 was annealed in silane (SiH₄) ambient at 1600°C for 20 min. Severe step bunching was observed on the source region after the anneal. As shown in Figs. 3.108(a) and (b), the rms surface roughness on the n+ source region was around 17nm, which is much higher than a typical roughness after silane anneals (~5-6nm for n+ regions). Since step bunching usually occurs at high temperatures, it is likely that the actual annealing temperature was higher than 1600 °C. Step bunching was not observed on the pwell and p+ regions. Their rms surface roughnesses were around 0.93nm and 1.1nm, respectively (see Figs. 3.109 and 3.110).

Figure 3.108 (a) AFM picture of the n+ source region in sample 1 after implant activation anneal.
Figure 3.108 (b) 3D AFM picture of the n+ source region in sample 1.

Figure 3.109 AFM picture of the pwell region in sample 1 after the anneal.
Sample 2 and sample 3 were annealed under the same conditions as sample 1. Before the anneal, AFM measurements were made on sample 2 to determine the rms surface roughnesses of the pwell, n+ and p+ regions. They were 0.34nm, 3.4nm and 0.48nm, respectively. Figure 3.111 shows the AFM pictures of sample 2 after the anneal. As shown in these pictures, the n+ source region had the roughest surface, and its rms roughness was around 9.1nm.
Figure 3.111(a) AFM pictures (2D and 3D) of the n+ source region in sample 2 after the anneal.
Figure 3.111(b) AFM pictures (2D and 3D) of the pwell region in sample 2 after the anneal.
Figure 3.111(c) AFM pictures (2D and 3D) of the p+ base region in sample 2 after the anneal.
To further reduce the surface roughness, we decided to employ graphite-cap anneal on samples 4 to 6. The procedure of the graphite-cap anneal is:

1. Spin photo resist AZ1518 on the SiC wafer at 2500 RPM for 20 sec. Make sure that the wafer is fully covered with AZ1518 before spinning.
2. Hard bake at 120ºC for 20 min.
3. Graphitize the photo resist by annealing the sample in Ar at 600 ºC for 20 min.
4. Anneal the sample at 1600 ºC in Ar for 30 min to activate the implants.
5. Remove the graphite by oxidizing the sample at 900 ºC for 1 to 2 hours, or barrel etching the sample at 300 to 400 W for 1 to 3 hours in O₂, using the Branson/IPC Model 3000 barrel-type plasma etching system.

Figure 3.112 shows the AFM picture on the n+ region in sample 4 after the implant activation anneal. The rms roughness was only 0.164nm.

![Roughness Analysis](image)

Figure 3.112  AFM picture of the n+ base region in sample 4 after the implant anneal.

3.2.3.6 Gate Oxidation, NO Anneal and Gate Deposition
After the implant activation anneal, samples 1 to 6 were oxidized in the pyrogenic system (Thermco Mini-Brute) to form the gate oxide. NO anneal was performed on samples 1, 3, 4, 5 and 6 to reduce the interface trap density.

![Cross-sectional view of the device after patterning the doped polysilicon layer as the gate electrode.](image)

For samples 1 to 3, a 0.5 µm polysilicon layer was deposited, doped with phosphorus and patterned as the gates of the IGBTs. The cross-sectional view of the device after these steps is shown in Fig. 3.113. Figure 3.114 shows a photograph of the device with the gate oxide and the polysilicon gate electrode. Sample 1 was oxidized at 950ºC for 17.5 min, followed by an in-situ Ar anneal at 950 ºC for 30 min. Low temperature re-oxidation anneal was not performed. Then the sample was annealed in NO at 1175 ºC for 2 hours. The estimated oxide thickness after the NO anneal was around 40 nm. Later, the gate oxide in sample 1 was found leaky (see section 3.2.4). This could be caused by the unusually rough surface, since the oxide thickness is only about twice the rms roughness of the surface. To prevent the oxide leakage problem in samples 2 and 3, we decided to grow thicker oxides on these two samples. Sample 2 was oxidized at 1100 ºC for 45 min and the resulting oxide thickness was 115.2 nm. Sample 3 was oxidized at 1020 ºC for 24 min, then re-oxidized at 1100 ºC for 80 min. The oxide thickness after both oxidations was 240 nm. Ar anneal at 950 ºC for 30 min was performed for both samples. The low temperature re-oxidation anneal was not done for either of them. To study whether the NO anneal could cause the oxide leakage problem as found in sample 1, only sample 3 was annealed in NO after the oxidations. It was annealed at 1175 ºC for 1 hour. The estimated increase of the oxide thickness was around 4 nm [20]. Since the
counter-doped implant in the pwell was designed for 50 nm thick gate oxides, the thicker oxides in sample 2 and 3 would consume all the counter-doped implants and result in a higher threshold voltage for the IGBTs in these two samples.

Figure 3.114  A device with gate oxide and polysilicon gate electrode.

The oxides on sample 2 and sample 3 were not leaky after the oxidations. However, oxide leakage and premature oxide breakdown occurred after the contact anneal (see details in section 3.2.4). Due to the annealed contact metals on these samples, they could not be re-oxidized in the pyrogenic system. To get an unleaky insulated layer, after stripping the polysilicon gates and the thermal oxides, sample 1 and sample 2 were sent to GE Global Research (Niskayuna, NY) for LTO (low temperature oxide) deposition (T≈450 °C). A 240 nm LTO layer was deposited. Then 100 nm Al was evaporated in an e-beam evaporator and patterned as the gate. Since the patterning of Al needs lift-off lithography as opposed to the etching lithography for patterning the
polysilicon, the polarity of the photo resist must be reversed when the same mask is used. PR AZ5214-E was used for patterning the Al gate. The procedure of the reversing lithography is as follows:

1. clean the sample by solvents
2. clean the photomask (Acetone 15 min + DI+ Piranha 15 min)
3. hard bake the wafer for 20 min at 120 ºC
4. apply HMDS at 5000 RPM for 30 sec.
5. apply AZ 5214-E at 4000 RPM for 30 sec.
6. bake the sample on a hotplate at 90 ºC for 60 sec
7. expose at 23 mW/cm² for 7 sec
8. bake the sample on a hotplate at 110 ºC for 1 min
9. flood expose at 23 mW/cm² for 20 sec
10. develop in AZ 327 for 28 sec.

Samples with LTO as the gate dielectric no longer have the gate leakage problem. However, the unannealed LTO may not have a good interface with the semiconductor. To combine the advantages of the LTO (not leaky) and the thermal oxide (good interface), we came up with following fabrication procedure for samples 4 to 6:

1. Oxidize the samples in the pyrogenic system. The oxide thickness should be less than 50 nm, so the counter-doped implants still remain.
2. Anneal the samples in NO at 1175 ºC for an hour.
3. Deposit the p+ contact and the back contact
4. Anneal the p+ and back contacts
5. Evaporate metal(s) as the gate electrode (metal gate is used because of the possible removal of the gate in a later step. Polysilicon etchant has HF in it, which etches the thermal oxide).
6. Measure the gate leakage current. If the gate is not leaky, then deposit the n+ contact (Ti/Ni without annealing).
7. If the gate is leaky, strip the gate, and send the samples to GE for LTO deposition,
8. Put the gate back on and deposit the n+ contact.

Samples 4 to 6 were oxidized in the pyrogenic system at 1100 ºC for around 20 min, then annealed in Ar at 950 ºC for 30 min. The low-temperature re-oxidation anneal
was not performed. Then all the samples were annealed in NO at 1175 °C for 1 hour 10 min. The estimated oxide thickness after the NO anneal was around 45 nm.

Ti/Au (around 50nm/100nm) was evaporated as the gate. Figure 3.115 shows the picture of a device on sample 4 with the Ti/Au gate.

![Figure 3.115 A device on sample 4 with Ti/Au gate.](image)

### 3.2.3.7 P+ Contact Formation

33 nm Ti and 167 nm Al were evaporated and patterned as the p+ contact metals. After the p+ liftoff lithography was done, the samples were first soaked in BHF to remove the oxides on top of the p+ implant regions. Then RIE was done to roughen the surface of the exposed SiC. The roughened SiC surface would have a larger contact area with the contact metals, which should reduce the contact resistance. The RIE step was followed by barrel etching in O\(_2\), which removes the residual photo resist on the SiC. The samples were dipped in BHF right before being loaded in the evaporator to remove the
thin oxide layer grown during the barrel etching. And finally, the contact metals were deposited. A layer of Ni (~50 nm) was deposited on top of Ti/Al to protect them from being stripped off when the sample is dipped in BHF before the n+ contact metal deposition in the next step. The cross-sectional view of the device at this point is shown in Fig. 3.116. Figure 3.117 and 3.118 are the photographs of devices on sample 2 (with polysilicon gate electrodes) and sample 4 (without gate electrodes) after this step, respectively. 33 nm Ti and 167 nm Al was deposited on the backside of the wafer as the drain contact. A layer of Ni (~100nm) was also deposited to cover the contact metals.

Figure 3.116 (a) Cross-sectional view of devices on samples 1 to 3.

Figure 3.116 (b) Cross-sectional view of devices on samples 4 to 5.
Figure 3.117 Devices on sample 2 after the p+ contact deposition.
3.1.3.8 N+ Contact Formation

N+ liftoff lithography was done, followed by BHF dipping, RIE, barrel etching and a second BHF dipping as described earlier. For samples 1 to 3, 100 nm Ni was evaporated as the contact metal before the contact anneal. For samples 4 and 5, 50 nm Ti and 100 nm Ni were evaporated as the contact metals. They were not annealed and therefore evaporated after the annealing of the p+ contacts. Figure 3.119 shows the cross-sectional view of the device after this step. Figure 3.120 and 3.121 are the photographs of the devices on sample 2 and 4, respectively.
**Figure 3.119 (a)** Cross-sectional view of devices on samples 1 to 3.

**Figure 3.119 (b)** Cross-sectional view of devices on samples 4.
Figure 3.120 A device on sample 2 after the n+ contact deposition.

Figure 3.121 A finished device on sample 4.
3.2.2.9 Contact Anneal

The metal contacts of sample 1 were annealed in the SiC contact annealer (Kurt Leskar custom-designed dual-chamber vacuum system) in vacuum for two minutes. The targeting sample temperature was 1000 °C. The control thermocouple was on the underside of the heater. We assumed that the sample was 100 °C cooler than the underside of the heater, based on a temperature calibration performed a few years ago, so the setting temperature was 1100 °C. However, a calibration performed after the contact anneals of samples 1 to 3 showed that the temperature difference of the sample and the underside of the heater was actually around 300 °C. Therefore, the actual temperature of sample 1 during the contact anneal should be around 800 °C.

Sample 2 was annealed at 1000°C for two minutes in the Epigress VP508 SiC CVD reactor. Sample 3 was cut into four pieces and used as testers to study the impact of contact annealing on the gate oxide. Three of these pieces were annealed in the SiC contact annealer in vacuum for two minutes, with targeting temperatures of 850 °C, 900 °C and 950 °C, respectively. The control thermocouple was on the underside of the heater when these testers were annealed, so the actual sample temperatures were around 650 °C, 700 °C and 750 °C, due to the same reason stated in the last paragraph.

When annealing the contacts on sample 4 in the SiC contact annealer (in vacuum), we decided to put the control thermocouple on top of the sample. Test runs with a dummy sample were done before the actual anneal. The setting temperatures (also the targeting sample temperatures) were around 850 °C. The test runs went well. However, when sample 4 was annealed, the temperature of the heater rose a lot faster than those of the test runs. One minute and 15 seconds after the heating started, sample 4 broke into two pieces and fell off the heater. At that moment the control thermocouple temperature (also the sample temperature) was around 600 °C and the heater temperature was around 1100 °C. The different behavior of the heater between the test runs and the actual run might be cause by the backside metal on sample 4, since the dummy sample had no metals on it. The p+ contact was ohmic after the contact anneal. This suggest that the sample was well above 700 °C when it broke during the contact anneal [21]. There might be a lag in the thermometer display, or since the thermocouple could conduct heat from the sample, the area of the sample where the thermocouple was probing may have a lower temperature than the rest of the sample.

Figures 3.122 to 3.124 are the photographs of samples 1, 2 and 4 after the contact anneal.
Figure 3.122 SEM picture of a device on sample 1 after the contact anneal.
Figure 3.123 SEM picture of a device on sample 2 after the contact anneal.
3.2.3.10 Summary of Device Processing

Table 3.13 summarizes the processing steps of samples 1 to 6.

Top metal was not deposited on sample 4, since the n+ contact metals (Ti/Ni) was not annealed and they covered both the n+ source and the p+ base regions.

The processing of sample 5 discontinued after the p+ base contact formation and before the contact anneal. The processing of sample 6 discontinued after the NO anneal of the gate oxide.
Table 3.13: Summary of the Processing Steps of Samples 1 to 6

<table>
<thead>
<tr>
<th>Sample</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting Wafer</td>
<td>CB0517 03</td>
<td>BZ0688-3</td>
<td>HM0094-24</td>
<td>BZ0688-3</td>
<td>BZ0688-3</td>
<td>BZ0688-3</td>
</tr>
<tr>
<td>N- Epilayer Growth</td>
<td>Purdue</td>
<td>Cree</td>
<td>Cree</td>
<td>Cree</td>
<td>Cree</td>
<td>Cree</td>
</tr>
<tr>
<td>Substrate Removal</td>
<td>NovaSiC</td>
<td>NovaSiC</td>
<td>NovaSiC</td>
<td>NovaSiC</td>
<td>NovaSiC</td>
<td>NovaSiC</td>
</tr>
<tr>
<td>Final Step of Substrate Removal</td>
<td>Second CMP at NovaSiC (≈30 µm)</td>
<td>None</td>
<td>RIE at Purdue (≈35 µm)</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Implant Anneal</td>
<td>Silane in Epigress</td>
<td>Silane in Epigress</td>
<td>Silane in Epigress</td>
<td>Graphite*, Ar Epigress</td>
<td>Graphite, Ar Epigress</td>
<td>Graphite, Ar Epigress</td>
</tr>
<tr>
<td>N+ RMS</td>
<td>17 nm</td>
<td>9.1 nm</td>
<td>0.2 nm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P+ RMS</td>
<td>1.1 nm</td>
<td>1.7 nm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-well RMS</td>
<td>0.9 nm</td>
<td>0.6 nm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gate Oxide</td>
<td>Pyrogenic Thermal</td>
<td>Pyrogenic Thermal</td>
<td>Pyrogenic Thermal</td>
<td>Pyrogenic Thermal</td>
<td>Pyrogenic Thermal</td>
<td>Pyrogenic Thermal</td>
</tr>
<tr>
<td>NO Anneal</td>
<td>1175 ºC, 2 hours</td>
<td>None</td>
<td>1175 ºC, 1 hour</td>
<td>1175 ºC, 1 hour 10 min</td>
<td>1175 ºC, 1 hour 10 min</td>
<td>1175 ºC, 1 hour 10 min</td>
</tr>
<tr>
<td>Thickness</td>
<td>40 nm</td>
<td>115 nm</td>
<td>240 nm</td>
<td>45 nm</td>
<td>45 nm</td>
<td>45 nm</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Leaky</td>
<td>Not Leaky</td>
<td>Not Leaky</td>
<td>No Gate Yet</td>
<td>No Gate Yet</td>
<td>No Gate Yet</td>
</tr>
<tr>
<td>Poly Gate Deposition</td>
<td>500 nm</td>
<td>500 nm</td>
<td>500 nm</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Ohmic Contacts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N+ Contact Metal</td>
<td>100 nm Ni</td>
<td>100 nm Ni</td>
<td>100 nm Ni</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>P+ Contact Metal</td>
<td>33 nm Ti/167 nm Al</td>
<td>33 nm Ti/167 nm Al</td>
<td>33 nm Ti/167 nm Al</td>
<td>33 nm Ti/167 nm Al</td>
<td>33 nm Ti/167 nm Al</td>
<td>Proces discont</td>
</tr>
<tr>
<td>Contact Anneal</td>
<td>800 ºC, 2 min</td>
<td>1000 ºC, 2 min</td>
<td>(Anneal Experiments)</td>
<td>20 ºC to 600 ºC in 75 sec</td>
<td>Processing discontinued</td>
<td></td>
</tr>
<tr>
<td>Post-Anneal N+ Metal</td>
<td>None</td>
<td>None</td>
<td>N/A</td>
<td>50 nm Ti/100 nm Ni</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.4 (contd.) Summary of the Processing Steps of Samples 1 to 6

<table>
<thead>
<tr>
<th>Gate Oxide Reprocessing</th>
<th>Thermal Oxide Stripped/240 nm LTO Deposited</th>
<th>Thermal Oxide Stripped/240 nm LTO Deposited</th>
<th>N/A</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metal Gate Deposition</td>
<td>100 nm Al</td>
<td>100 nm Al</td>
<td>N/A</td>
<td>~50 nm Ti/100 nm Au</td>
</tr>
<tr>
<td>Oxide Characteristics</td>
<td>Not Leaky</td>
<td>Not Leaky</td>
<td>N/A</td>
<td>Leaky</td>
</tr>
</tbody>
</table>

* The top surface of sample 4 may not be fully covered by the graphite, but it was annealed with the top surface facing down.
3.2.4 Experimental Measurements

Samples 1 to 4 went through all the processing steps described in section 3.2.3 and were characterized using an HP4156 Semiconductor Parameter Analyzer. Due to the gate oxide leakage problem and the micromasking problem, which will be discussed in section 3.2.4.5, devices on sample 1 to sample 3 did not show IGBT characteristics. Devices on sample 4 showed gate-modulated drain currents. The current density was 27.3 A/cm$^2$ at a power dissipation of 300 W/cm$^2$. We will discuss the measurement results in detail in this section.

3.2.4.1 Characterization of Devices on Sample 1

The on-state characteristics of an IGBT on sample 1 before the contact anneal are shown in Fig. 3.125. At different gate voltages, the drain currents were measured while the drain voltage rose from 0 to 40 V. As shown in this figure, the drain current could not be modulated by the gate, and the device could not be turned off at $V_g=0$. Figure 3.126 shows the I-V between the gate electrode and source/base contact of an IGBT while the drain contact was floating. Ideally, the current should be zero. The non-zero current, which is responsible for the failure of gate modulation, means there must be a leakage path between the gate electrode and the source/base contact. To find the source of the problem, more measurements were conducted. Figure 3.127 shows the I-V between the gates of two adjacent capacitors. Since the current is almost zero, we can eliminate the possibility of surface leakage. Figure 3.128 and 3.129 are the I-V plots of capacitors over the n+ source region and the pwell region, respectively. As shown in these figures, the gate oxides over the source region and the pwell region are both leaky, though the leakage current of the capacitor over the n+ region is two orders of magnitude higher than that over the pwell region. As mentioned in section 3.2.3, the surface of the n+ region on sample 1 was unusually rough after the implant anneal (rms roughness = 17 nm). The gate oxide thickness was only about twice the rms roughness. This could cause the poor quality of the gate oxide.
The contacts on sample 1 were annealed at 800°C for 2 minutes (the targeting temperatures was 1000 °C, see details in section 3.2.3.9). We hoped that with better contacts, the drain current could be high enough to overshadow the gate leakage current. However, even though the drain current was increased after the contact anneal, so was the gate leakage current (see Figs. 3.130 and 3.131). The devices still did not behave like IGBTs.

The n contact was not ohmic after the contact anneal (see Fig. 3.132). The I-V characteristics of the p contact were basically linear (see Fig. 3.133).
Figure 3.126  $I_g$-$V_g$ of an IGBT on sample 1 while the drain contact is floating (before the contact anneal).

Figure 3.127  $I$-$V$ between the gates of two adjacent capacitors.
Figure 3.128  $I$-$V$ of a capacitor over the $n^+$ region on sample 1 before the contact anneal.

Figure 3.129  $I$-$V$ of a capacitor over the pwell region on sample 1 before the contact anneal.
Figure 3.130  I-V of a capacitor over the n+ region on sample 1 after the contact anneal.

Figure 3.131  I-V of a capacitor over the pwell region on sample 1 after the contact anneal.
To eliminate the oxide leakage, we decided to deposit LTO (low temperature oxide) on sample 1 to replace the thermal oxide. Before stripping the polysilicon gate and the thermal
oxide, we re-annealed the contacts on sample 1 in the Epigress VP508 SiC CVD reactor at 1000°C for 2 minutes. Both p contacts and n contacts were ohmic after the second anneal due to the higher anneal temperature, with contact resistivities of $1 \times 10^{-3} \ \Omega \ cm^2$ and $5.5 \times 10^{-7} \ \Omega \ cm^2$, respectively (see Figs. 3.134 - 3.137).

As shown in Fig. 3.138, the gate was not leaky with LTO as the gate dielectric (up to $V_g$ of 100 V). But the devices on sample 1 still didn’t show IGBT characteristics (see figure 5.15). Since we had tried almost everything we could think of to make sample 1 work, we decided to move on to sample 2 which was more promising to have working devices.

![Figure 3.134 I-V characteristics of an n+ TLM on sample 1 after the second contact anneal.](image)
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Figure 3.135 Contact resistivity of the n+ TLM on sample 1 after the second contact anneal.

I-V characteristics of a p TLM on sample 1 after the second contact anneal.
Figure 3.137  Contact resistivity of the p TLM on sample 1 after the second contact anneal.

Figure 3.138  Ig-Vg of an IGBT on sample 1 after 24 nm LTO deposition.
3.2.4.2 Characterization of the Devices on Sample 2

The rms surface roughness of the n+ region on sample 2 was 9.1 nm. To prevent the oxide leakage problem, we decided to grow a thicker gate oxide on sample 2. The thickness of the thermal oxide was 110 nm. NO anneal was not performed.

Figure 3.140 shows the on-state characteristics of an IGBT on sample 2 before the contact anneal. The gate leakage current was less than $4 \times 10^{-8}$ A up to $V_g = 40$ V (see Fig. 3.141). The drain current can be modulated by the gate. However, the current density was five orders of magnitude lower than expected. In addition, the 3 V offset was not observed in the plot. The MOSFET-like characteristics of the device will be discussed in detail in section 3.2.4.4. The threshold voltage of the device was around 26 V. There are three factors that could contribute to the high threshold voltage. First, the gate oxide thickness is 110 nm, which doubles the thickness we usually use for DMOS devices (~50 nm). Secondly, NO anneal was not performed after the gate oxidation. This would result in a higher interface charge density. Thirdly, the profile of the n-type counter-doped implant in the pwell was designed for devices with 50 nm gate oxide. All the counter-doped implant, which could lower the threshold voltage, would be consumed when the thermal oxide is as thick as 110 nm.

Figure 3.139 On-state characteristics of an IGBT on sample 1 with 240 nm LTO. All 20 $V_g$ curves are on top of each other.
Figure 3.140 On-state characteristics of an IGBT on sample 2 before contact anneal.

Figure 3.141 Ig-Vg of the IGBT on sample 2 before contact anneal.
The contacts of sample 2 were annealed in the Epigress VP508 SiC CVD reactor at 1000°C. From our experience of fabricating p-channel SiC DMOS IGBTs, the drain current should increase drastically after the contact anneal [22]. But unfortunately, the gate oxide on sample 2 became very leaky after the contact anneal, as shown in Figs. 3.142 – 3.144. Figure 3.145 shows the I-V characteristics of an IGBT on sample 2 after the contact anneal. The IGBT could not be turned on. The drain currents at low drain voltages were negative. When Vd=0, both the source and the drain contacts were grounded. So the negative drain current at Vd=0 could only come from the gate. This is consistent with the oxide leakage current detected in the capacitor over the n- region (see Fig. 3.144).

Figure 3.142  I-V of a capacitor over the pwell region on sample 2 after the contact anneal.
Figure 3.143  I-V of a capacitor over the n+ region on sample 2 after the contact anneal.

Figure 3.144  I-V of a capacitor over the n- region on sample 2 after the contact anneal.
Figure 3.145  Id-Vd of an IGBT on sample 2 after the contact anneal. When Vd=0, both the source and the drain contacts were grounded. So the negative drain current at Vd=0 could only come from the gate.

The contacts on sample 2 were ohmic after the contact anneal. The contact resistivities were 4x10^{-4} ohm cm^2 and 4.9x10^{-2} ohm cm^2 for n contact and p contact, respectively (see Figs. 3.146 to 3.149).

Sample 2 was re-annealed in the contact annealer at 800ºC for 4 minutes (the targeting temperatures was 1000 ºC). The p contact resistivity was decreased to 1.3x10^{-2} ohm cm^2 (see Figs. 3.150 and 3.151). The n contacts were not improved.
Figure 3.146 I-V characteristics of an N+ TLM on sample 2 after the first contact anneal.

Figure 3.147 Contact resistivity of the N+ TLM on sample 2 after the first contact anneal.
Figure 3.148  I-V characteristics of a P+ TLM on sample 2 after the first contact anneal.

Figure 3.149  Contact resistivity of the P+ TLM on sample 2 after the first contact anneal.
After stripping the polysilicon gate and the gate oxide, sample 2 was sent to GE for the LTO deposition. 240 nm LTO was deposited. The LTOs over the n+, pwell and n- regions were not leaky (up to Vg of 100 V), as shown in Figs. 3.152 to 3.154.
Figure 3.155 shows the on-state characteristics of an IGBT on sample 2 after the LTO deposition. The drain current can be modulated, though the current density is still about four orders of magnitude lower than expected. The device was normally on. In addition, at low drain voltages, the device behaved like a MOSFET as shown in Fig. 3.156. This phenomenon will be discussed in section 3.2.4.4 in detail. Sample 2 was also measured at higher temperatures. Figure 3.157 shows the on-state characteristics of an IGBT on sample 2 at 300ºC. The drain current density approximately doubles that measured at room temperature.

Figure 3.152 I-V of a capacitor over the n+ region on sample 2 with LTO as the gate dielectric.
Figure 3.153  I-V of a capacitor over the pwell region on sample 2 with LTO as the gate dielectric.

Figure 3.154  I-V of a capacitor over the n- region on sample 2 with LTO as the gate dielectric.
Figure 3.155  On-state characteristics of an IGBT on sample 2 with 240nm LTO as the gate dielectric (room temperature).

Figure 3.156  On-state characteristics of the IGBT on sample 2 with 240nm LTO at low drain voltages (a blowup of the circled area in Fig. 3.155).
Figure 3.157  On-state characteristics of an IGBT on sample 2 with 240nm LTO as the gate dielectric ($T=300^\circ C$).
3.2.4.3 Contact Anneal Test Runs

In order to find the suitable contact annealing temperature, sample 3 was cut into small pieces, three of which were annealed in the contact annealer at 650 °C, 700 °C and 750 °C, respectively (the targeting temperatures were 850 °C, 900 °C and 950 °C, see details in section 3.2.9). The annealing time was 2 minutes for all the pieces. The gate oxide on sample 3 was thermally grown with a thickness of 240 nm. NO anneal was performed after the gate oxidation at 1175 °C for 1 hour.

3.2.4.3.1 650 °C anneal

After the contact annealing at 650 °C, the oxides over the pwell region and the n+ region were not leaky up to V_g=100 V (see Figs. 3.158 and 3.159). The capacitor over the n- region had a lot higher leakage current. At V_g=100 V, the leakage current density was about 5x10^{-5} A/cm^2 (see Fig. 3.160).

The p contact was not ohmic and the n contact was not conducting, as shown in Figs. 3.161 and 3.162.

---

Figure 3.158  I-V of a capacitor over the pwell region after 2-minute 650 °C contact anneal (240 nm thermal gate oxide).
Figure 3.159 I-V of a capacitor over the n+ region after 2-minute 650 °C contact anneal (240 nm thermal gate oxide).

Figure 3.160 I-V of a capacitor over the n- region after 2-minute 650 °C contact anneal (240 nm thermal gate oxide).
Figure 3.161  I-V of a p TLM after the 2-minute 650 ºC contact anneal.

Figure 3.162  I-V of an n+ TLM after the 2-minute 650 ºC contact anneal.

3.2.4.3.2 700 ºC anneal
After the contact annealing at 700 °C, the oxide over the n+ region was not leaky as shown in Fig. 3.163. However, the oxide over the pwell region had considerable amount of leakage current flowing through it, as shown in Fig. 3.164. The oxide over the n- region broke down at a $V_G$ of about 87 V (see Fig. 3.165).

The p contacts were ohmic after the anneal (see Fig. 3.166). The contact resistivity was around $4.3 \times 10^{-5} \, \Omega \, \text{cm}^2$ or $4.8 \times 10^{-4} \, \Omega \, \text{cm}^2$ based on the linear fits of the R vs L plot (Fig. 3.167). The n contacts still did not conduct any current after the anneal as shown in Fig. 3.168.

![Figure 3.163 I-V of a capacitor over the n+ region after 2-minute 700 °C contact anneal (240 nm thermal gate oxide).]
Figure 3.164  I-V of a capacitor over the pwell region after 2-minute 700 °C contact anneal (240 nm thermal gate oxide).

Figure 3.165  I-V of a capacitor over the n- region after 2-minute 700 °C contact anneal (240 nm thermal gate oxide).
Figure 3.166  I-V characteristics of a p TLM after 2-minute 700 °C contact anneal.

Figure 3.167  Contact resistivity of the p TLM after the 2-minute 700 °C contact anneal.
3.2.4.3.3 750 °C anneal

After the contact annealing at 750 °C, the oxide over the n+ region was not leaky (see Fig. 3.169). However, the oxides over the pwell region and the n-region broke down at 37 V and 73 V, respectively, as shown in Figs. 3.170 and 3.171.

The n contact could conduct current after the anneal as shown in Fig. 3.172, but its I-V characteristics were not linear. The p contacts were ohmic after the anneal (see Fig. 3.173). The contact resistivity was $1.9 \times 10^{-3}$ ohm cm$^2$ based on the best linear fit of the R vs L plot (Fig. 3.174).
Figure 3.169  I-V of a capacitor over the n+ region after 2-minute 750 ºC contact anneal (240 nm thermal gate oxide).

Figure 3.170  I-V of a capacitor over the pwell region after 2-minute 750 ºC contact anneal (240 nm thermal gate oxide).
Figure 3.171 $I$-$V$ of a capacitor over the n-region after 2-minute 750 °C contact anneal (240 nm thermal gate oxide).

Figure 3.172 $I$-$V$ of an n+ TLM after the 2-minute 750 °C contact anneal.
Figure 3.173  I-V characteristics of a p TLM after 2-minute 750 °C contact anneal.

Figure 3.174  Contact resistivity of the p TLM after the 2-minute 750 °C contact anneal.
3.2.4.4 Characterization of Devices on Sample 4

For sample 4, only the p+ base contact (33 nm Ti/ 167 nm Al) was annealed in the SiC contact annealer (in vacuum). The n+ source contact (50 nm Ti/ 100 nm Ni) was not annealed. Both the p+ contact and the n+ contact were ohmic, as shown in Figs. 3.175 and 3.177, with contact resistivities of $1.167 \times 10^{-2}$ ohm cm$^2$ and $1.886 \times 10^{-2}$ ohm cm$^2$, respectively.

![Graph of I-V characteristics of an n+ TLM on sample 4.](image)
Figure 3.176 Contact resistivity of the n+ TLM on sample 4.

Figure 3.177 I-V characteristics of a p+ TLM on sample 4.
Figure 3.178 Contact resistivity of the p+ TLM on sample 4.

Figure 3.179 shows the on-state characteristics of a c-type IGBT (with separated p+ base and n+ source contacts) on sample 4. The drain currents can be modulated by the gate. A gate leakage exists, as manifested by the slightly negative drain currents near the origin. Figure 3.180 shows the I-V between two adjacent pwell TLMs. Since the current is almost zero, we can eliminate the possibility of surface leakage. Figure 3.181 shows the drain, base, source and gate currents at $V_d=0$ and $V_g=20$ V. Around 90\% of the gate leakage current goes through the oxide over the n+ source region, around 9.8\% through the oxide over the n- region and only about 0.2\% through the oxide over the pwell. Figure 3.182 shows the drain, base, source and gate currents vs $V_d$ at $V_g=0$. The drain current and the gate current are almost equal to each other with opposite polarities. This is consistent with what we observed in Fig. 3.178 (the oxide over the n- region is leaky). Figures 3.183 to 3.185 are the I-V curves of capacitors over the n+, pwell and n- regions. The oxide over the n+ region breaks down at $V_g=12$ V. The leakage current density of the oxide over the n- region is around 7 A/cm² at $V_g=20$ V. The leakage current density of the oxide over the pwell is only around $1\times10^{-7}$ A/cm² at $V_g=20$ V.
Figure 3.179  On-state characteristics of a c-type IGBT on sample 4. The p+ base contact and the n+ source contact are separated.

Figure 3.180  I-V between two adjacent pwell TLMs.
Figure 3.181  Drain, source, base and gate currents at $V_d=0$ and $V_g=20 \, V$.

Figure 3.182  Drain, source, base and gate currents vs $V_d$ at $V_g=0$. 

<table>
<thead>
<tr>
<th>Id</th>
<th>Ig</th>
<th>Ib</th>
<th>Is</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00173</td>
<td>0.017579</td>
<td>1.1E-5</td>
<td>0.015849</td>
</tr>
</tbody>
</table>
Figure 3.183  I-V of a capacitor over the n+ region on sample 4. Thickness of the thermal gate oxide is around 45 nm.

Figure 3.184  I-V of a capacitor over the pwell region on sample 4. Thickness of the thermal gate oxide is around 45 nm.
Figure 3.185  I-V of a capacitor over the n- region on sample 4. Thickness of the thermal gate oxide is around 45 nm.

Figure 3.186(a) shows the comparison of the on-state characteristics of the c-type IGBT on sample 4 with the MEDICI simulation data. In the simulation, the contact resistivities of the actual devices on sample 4 were used and the gate voltage was 20 V. All the other parameters of the device simulated are given in Fig. 3.186 (b). At a power dissipation of 300 W/cm², the drain current density is 35 A/cm² from the simulation, but is only 19 A/cm² for the actual device (for the best devices on sample 4 after the first contact anneal, which will be shown later, the current density is 23-24 A/cm²).

In addition, at low gate or drain voltages, the device behaves like a MOSFET (see Fig. 3.187). This is similar to the devices on sample 2 before the contact anneal (with thermal gate oxide) and after the LTO deposition. This could be explained by a leakage path parallel to the junction of the p+ anode layer and the n+ buffer layer. Figure 3.188 shows the I-V characteristics of a “diode” on sample 4. Unlike conventional diodes, this “diode” actually has two back-to-back pn junctions. No matter if the voltage applied is positive or negative, there should be no current conducting in this device. However, when the voltage applied to the top is positive relative to the backside (junction J1 in Fig. 3.186 is reverse biased), this device behaves like an ordinary diode with a large reverse resistance. This means there must be a leakage path at junction J1. The leakage path can be modeled as a resistor parallel to junction J1 as shown in Fig. 3.189. This resistor shorts the p+/n+ junction until the voltage across it exceeds 2.8 V. Before the
current in the IGBT is high enough for the voltage across the resistor to exceed 2.8 V, the device behaves just like a MOSFET. Once the voltage drop exceeds about 2.8 V, the p+/n diode is forward biased and injects holes into the n- drift region, inducing conductivity modulation. Figure 3.190 shows the MEDICI simulation of an IGBT with the parallel leakage path. At low gate or drain voltages, where the p+/n substrate diode is not strongly forward biased, the characteristic of the IGBT resembles that of a MOSFET.

![Figure 3.186 (a) Comparison of the on-state characteristics of the c-type IGBT on sample 4 with the MEDICI simulation data.](image)

**Figure 3.186 (a) Comparison of the on-state characteristics of the c-type IGBT on sample 4 with the MEDICI simulation data.**
Figure 3.186 (b) Parameters of the device simulated. The lifetime shown in this figure is ambipolar lifetime.

Figure 3.187 I-V characteristics of the c-type IGBT on sample 4 (the vertical axis is scaled so that the maximum
Drain current density shown in this figure is 10 A/cm$^2$. At low gate or drain voltages, the device behaves like a MOSFET.

**Figure 3.188** I-V characteristics of a diode on sample 4.

**Figure 3.189** IGBT with a leakage path parallel to junction J1.
As shown in Medici simulations of Fig. 3.190, with the parallel leakage path, the current density (at $V_g=20$ V) is still around 35 A/cm$^2$ at a power dissipation of 300 W/cm$^2$. One explanation of the lower current density in the actual device is that the p+ anode layer is not completely ionized, leading to low hole injection efficiency. If this were the explanation, the current density should increase at elevated temperatures. However, as shown in Fig. 3.191, the current densities at a power dissipation of 300 W/cm$^2$ are almost the same for the same device measured at 30 °C and 250 °C. In addition, we included incomplete ionization in the simulation, so we can conclude that freeze-out in the p+ anode layer is not the explanation to this problem.

Another explanation is that the p+ back contact of sample 4 may not be ohmic. For a non-ohmic contact, the differential resistance decreases as the current increases. At low drain currents, the differential resistance of the p+ back contact is high, resulting in a gradual increase of the drain current. With increasing drain current, the p+ back contact resistance gets lower and lower. When it is low enough, we will see the “turn-on” of the IGBT.
Figure 3.191 (a) I-V characteristics of an IGBT on sample 4 (T=30 °C)

Figure 3.191 (b) I-V characteristics of an IGBT on sample 4 (T=250 °C)
Figure 3.192 I-V characteristics of an n+ TLM on sample 4 after the second contact anneal.

Figure 3.193 I-V characteristics of a p+ TLM on sample 4 after the second contact anneal.
The contacts on sample 4 were re-annealed at around 800 ºC for 2 minutes (at the end of the 2-minute anneal, the temperature was 820 ºC). The n+ contact was improved after the contact anneal, but the p+ contact was not improved (see Figs. 3.192 and 3.193). The current density of an IGBT on sample 4 at the power dissipation of 300 W/cm² is 27.3 A/cm² (see Fig. 3.194).

Figure 3.194 On-state characteristics of an IGBT on sample 4 after the second contact anneal.
3.2.4.5 Point Defects

In almost all the IGBTs on samples 3 and 6, and some of the IGBTs on samples 2, 4 and 5, a so-called point defect problem was found. Figure 3.195 shows the I-V characteristics between the n+ sources of two IGBTs on sample 4 right after the implant activation anneal (there was nothing on the surface of SiC). For normal devices, at such low voltages, the current should be zero. The non-zero current could come from surface leakage. However, surface leakage was not detected on sample 4. Another explanation is defects in the pwell. As shown in Fig. 3.196, if the pwell implantation is not deep enough in some localized spots, the n+ implantation will be shorted to the n-drift layer and current will be able to conduct between the sources of two IGBTs. Such defects may be caused by micromasking during the patterning of the pwell implant mask. Micromasking is unwanted sputtering of the nickel implant mask, resulting in particles of nickel falling onto the area where the implant is to be performed. As shown in Fig. 3.197, these nickel particles block the p-base implant in isolated spots, leaving conduction paths between the n+ sources of the IGBTs. We normally eliminate micromasking by coating the large nickel areas with PR 4620. However, in some of these samples, we used PR 1518, which is thinner than PR 4620, instead. For the other samples, no PR was applied to prevent micromasking.

Figure 3.198 shows the I_d-V_d curve (at V_g=0) of an IGBT on sample 4 with point defects. Around 97% of the current flows through the point defects and 3% through the oxide. The current tends to increase almost linearly at low voltages, and saturate at higher voltages. This looks very much like a JFET, with the grounded pwell acting as the gate and the n-type “pipe” as the channel.
Figure 3.195  I-V characteristics between the n+ sources of two IGBTs on sample 4.

Figure 3.196  Point defects in the pwell. If the pwell implantation is not deep enough in some area, the n+ implantation will be in direct contact with the n- drift layer and current will flow between the sources of two IGBTs.
Figure 3.197 Micromasking. The nickel particles are sputtered onto the area where the implant is to be performed, blocking the implant in isolated spots.

Figure 3.198 Drain, source/base and gate currents vs $V_d$ at $V_g=0$. An IGBT on sample 4 with point defects.
3.2.4.6 Thermal Oxide on C-face SiC

Studies at Vanderbilt University show that thermal oxide on C-face SiC (epi) has a lower breakdown field than that on Si-face SiC. As shown in Fig. 3.199, for oxides passivated in NO, the breakdown field of the oxide grown on C-face is around 5.5 MV/cm and on Si-face around 9.8 MV/cm. The breakdown field could be lower for thermal oxides on Al-implanted regions, based on an experiment conducted by Dr. Kung-Yen Lee at Purdue University [23]. In this experiment, an Al-implanted (dose=8x10^{12} cm^{-2}, annealed at 1600 °C for 10 min in Ar) C-face SiC sample was oxidized (wet) at 950 °C for 17.5 min, followed by NO anneal at 1175 °C for 2.5 hours. Figure 3.200 shows that the oxide breakdown field is only about 3 MV/cm.

![Figure 3.199](image-url)
Figure 3.200 Current density versus electric field curves for passivated oxides on Al-implanted (dose=8x10^{12} cm^{-2}, annealed at 1600 °C for 10 min in Ar) C-face SiC. Wet oxidation at 950 °C for 17.5 min, followed by NO anneal at 1175 °C for 2.5 hours.

The interface trap density of oxides grown on C-face SiC was studied at Auburn University. Figure 3.201 shows that for NO passivated oxides, the interface trap density of the oxide grown on C-face is generally higher than that on Si-face deep in the bandgap, but gets closer to (and even exceeds) the density on the Si-face near conduction band [24].
3.2.5 Summary of Results for the High-Voltage N-Channel IGBT

In this project we designed and fabricated high voltage n-channel DMOS IGBTs on the C-face of 4H SiC.

Three wafers (six pieces) were processed, including one 50 mm wafer grown at Purdue University and two 75 mm wafers grown at Cree. A novel “inverted growth process” was employed when the n-drift layer, n+ buffer layer and p+ anode layer of the Cree wafers were grown. The “inverted growth process” results in processing on thinned wafers, which was proved feasible by test experiments as well as the actual device fabrication.

Since the critical epi-layers were grown on the Si-face of the substrate, devices were fabricated on the C-face. Fabrication on C-face added some complications to this project. First, the oxidation rate on C-face is about ten times faster than that on Si-face. Experiments showed that the 9-hour wet oxidation at 1000 °C in the self-aligned process could consume 150 nm of the pwell implant if the fabrication took place on the C-face. We deposited a layer of silicon nitride on top of SiC to solve this problem. Secondly, studies at Vanderbilt University showed that the breakdown field of oxides grown on the C-face was lower than that grown on the Si-face. The breakdown field could be even lower for oxides grown on Al-implanted C-face regions, according to the data from an experiment conducted at Purdue University. In the IGBT samples,
we found that the oxides on C-face were very easy to degrade. The gate oxide became leaky even after contact anneals at low temperatures. However, we could deposit a layer of LTO on top of the thermal oxide to eliminate the leakage.

Ambipolar lifetime in the n-layer needs to be large enough to obtain strong conductivity modulation in the on-state. Lifetime measurements on pieces from the Purdue wafer and one of the Cree wafer showed that the ambipolar lifetime is at least 1 µsec in these pieces.

Samples 1 to 6 had various problems. The surface of the n+ source region on sample 1 became very rough after the implant activation anneal (rms roughness= 17 nm). Almost all the devices on samples 3 and 6 and some of the devices on samples 2, 4 and 5 had “point defects”, which might be caused by micromasking during patterning of the pwell implant mask. The gate oxide on sample 1 was leaky even before the contact anneal and became leakier after the contact anneal. The gate oxide on sample 2 was not leaky before the contact anneal, but became leaky afterwards. LTO was deposited on samples 1 and 2 after stripping the thermal oxides. Devices on sample 1 still did not show IGBT characteristics with LTO as the gate dielectric, though there was no gate leakage. Devices on sample 2 had gate modulated drain currents, but the currents were about four orders of magnitude lower than expected and could not be turned off at $V_g=0$. Sample 3 was cut into small pieces, which were annealed at different temperatures in the SiC contact annealer to study the impact of annealing temperatures on the quality of thermal oxide. We found that the oxide became leaky even after a very low temperature anneal ($T=650 \, ^\circ\text{C}$). The oxide on sample 4 was leaky after the contact anneal (highest sample temperature was around 600 °C), but the gate was still able to modulate the drain current. For the best devices on sample 4, the current density at a power dissipation of 300 W/cm$^2$ is 27.3 A/cm$^2$. The I-V characteristics of the IGBTs on sample 2 (before contact anneal and after LTO deposition) and sample 4 at low drain voltages resemble those of a MOSFET. This could be explained by a leakage path parallel to the p+ anode layer/n+ buffer layer junction.

For future work, first, we could improve the quality of metal contacts. Simulation shows that with better contacts (in the simulation, the contact resistivities of the p+ base contact and the n+ source contact are $5 \times 10^{-3}$ ohm cm$^2$ and $5 \times 10^{-4}$ ohm cm$^2$, respectively), the current density at a power dissipation of 300 W/cm$^2$ is 50 A/cm$^2$, which almost doubles the current handling capability of current device.

Secondly, we need to eliminate the gate oxide leakage. A literature search produced little information on C-face oxide quality after contact anneals. The gate oxide of the mobility MOSFET fabricated by Dr. Shurui Wang at Auburn University had a oxide breakdown field between 2 MV/cm and 4 MV/cm after the contact anneal (900 °C, 4 min) [25]. More study is needed for us to have a better understanding of the oxides on C-face SiC.
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