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Disclaimer

The findings in this report are not to be construed as an official Department of the Army position unless so designated by other authorizing documents.
Velocity profiles measured in 5-cm Agent Fate wind tunnels have been evaluated for conformance to specified profiles. These facilities are used to determine evaporation and desorption rates of chemical warfare agents (CWA) from various surface materials. The specified profiles represent an atmospheric boundary layer for velocity conditions of 6, 3, and 0.5 m/s at a height of 2 m. The 5-cm tunnels are designed to duplicate the part of this profile closest to the surface to provide realistic conditions for agent volatilization. The friction velocity that characterizes the flow in the wall layer of turbulent boundary layers was obtained for each profile from the semi-logarithmic region of the velocity distribution. Results show that the average friction velocities at the two highest velocities are slightly below that of the predetermined values by 7.5 and 8.4%, respectively. This difference corresponds to a systematic error in agent evaporation rate of 4-5%. Other characteristics of the velocity distributions (e.g., the intercept in the semi-logarithmic coordinates) varied significantly from the zero pressure gradient turbulent boundary layer. The low velocity measurements were found to be essentially laminar with turbulence intensity measurements confirming this laminar character.
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EVALUATION OF 5-CM AGENT FATE WIND TUNNEL VELOCITY PROFILES

1. INTRODUCTION

The objective of this report is to provide an independent evaluation of the degree to which the experimental velocity profile measurements in the 5-cm ECBC wind tunnels agree with the predetermined theoretical profile (designated the Operational Profile.)

1.1 Overall Objective of the Fate Wind Tunnel Program.

The ultimate applications of the 5-cm tunnel results are summarized in the following quotes.

"The general goal is to develop an integrated and validated atmospheric transport modeling capability for chemical and biological agent releases"1.

"Transport and diffusion models are powerful tools for assessing the consequences resulting from routine industrial emissions, accidental releases of hazardous materials, and dissemination of chemical and biological warfare agents"2.

The 5-cm wind tunnel program3,4,5 contribution to the broader program is to provide a facility for the measurement of secondary evaporation (i.e., evaporation of the agent from natural and man-made surfaces after ground impact as contrasted with primary airborne drops.) of hazardous agents. Because hazardous materials are involved, there are several size limitations on each tunnel to carry out all testing within the confines of a standard chemical fume hood. The mass loss from a single drop is measured as a function time as a first step to considering the more complicated situation of the interaction of multiple drops. The drops to be tested in the 5-cm tunnels are very small of the order of 9 ml or smaller and when deposited on an impervious wall material such as glass the protuberance height is less than 0.5 mm. The facility is designed to accommodate other kinds of surfaces that might involve sorption of the drop or even a chemical reaction with the surface material.

One of the elements in designing transport and diffusion models is the question of the atmospheric convection effect on the evaporation rate. The evaporation rate depends on the concentration distribution in the vicinity of the drop surface and the concentration distribution is affected by the velocity distribution. The problem of the diffusion of the evaporated vapor into the more general atmospheric flow field cannot be considered in small-scale facilities such as this. However, the results are made useful to the more general problem by selecting operational conditions for the atmospheric flow consisting of three velocity conditions at a fixed elevation of 2 m. It is then assumed that the flow field between the 2 m height and the surface is that of a zero pressure gradient equilibrium turbulent boundary layer. Thus, the tunnel condition is to simulate the last 2 cm of this boundary layer. To accomplish this, use is made of roughness elements (i.e.,
turbulence generators) to artificially produce the velocity distribution specified by the
operational conditions.

1.2 Theoretical Analysis of the Evaporation Rate

To provide guidance on the relationship between the velocity field and the other
parameters that affect the evaporation rate, a simple two-dimensional problem of
evaporation into a laminar Couette flow was investigated. This represents the sessile
drop condition present with HD on glass during the 5-cm Wind Tunnel validation tests.
The method employed was an integral technique. A similar approach to the sessile
droplet evaporation was used by Baines and James and obtained almost identical results
but their solution used a similarity technique. The result, in its most general form of
Sherwood number, Reynolds number and Schmidt number is:

\[ Sh_d = 0.825 \text{Re}_d^{1/3} \text{Sc}^{1/3} \]  

The non-dimensional Sherwood number and Reynolds numbers are defined in terms of
Couette flow velocity field, i.e., the friction velocity, \( u_z \), the stream-wise dimension of
the drop, \( d \), (in this instance, the drop diameter) and the properties of air and the
evaporated vapor. In physical variable terms the evaporation rate \( M \) (Kg/s) becomes

\[ M \propto \left[ d^{1/3} \left( \frac{v}{D} \right)^{1/3} \frac{Dc_w}{v^{1/3}} \right]^{2/3} u_z^{2/3} \]  

The droplet diameter could also be interpreted in terms of the initial drop volume as
\( d = Q^{1/3} \). The central term is a combination of fluid properties, \( D \), the diffusivity of
vapor in air, \( v \), the kinematic viscosity of air and \( c_w \) the saturation concentration of the
evaporated vapor at the surface of the drop. All these factors are a function of the
temperature of the system. The comparison of this relationship with experimental data shows
that the best-fit exponent of the Reynolds number is closer to 1/2 than 2/3 and that
the constant of 0.825 in Equation (1) over predicts the magnitude of the evaporation by
13%. The inability to accurately predict the magnitude is explained in part by the two-
dimensional approximation that does not account for the lateral diffusion and possible
effect of the lateral turbulent diffusion in this near wall layer. Nevertheless, the analysis
suggests that for small sessile droplets, the evaporation rate is directly related to the
friction velocity. Thus, evaluation of the 5-cm tunnel profiles can be judged in terms of
the success in duplicating \( u_z \).
2. APPROACH


It is generally established that fully developed equilibrium turbulent layers (boundary layers or internal flows) include a region identified as the Logarithmic-layer. That is, the velocity profile can be represented by an equation of the form, where $u$ equals the velocity parallel to the surface and $y$ the normal to the surface.

$$u \propto \ln(y) \quad (3)$$

In the wall region it has been found experimentally that Equation (3) can be written as:

$$\frac{u}{u_*} = \frac{1}{\kappa} \ln\left(\frac{u_*y}{v}\right) + C \quad (4)$$

Where $v$ is the kinematic viscosity, $\kappa$ and $C$ are constants, and $u_*$ is the friction velocity:

$$u_* = \sqrt{\frac{\tau_w}{\rho}} \quad (5)$$

(Where $\tau_w$ is the stress acting on the surface and $\rho$ is the air density)

The quantity $\kappa \approx 0.4$ is the von Karman Universal Constant of Turbulence and is observed to be a useful constant in describing turbulent wall flows. The value of this constant was initially derived from the pipe flow data of Nikuradse (1930) and in the literature values of 0.40-0.42 are often cited for equilibrium zero pressure gradient turbulent boundary layers.

2.2 The Use of the Log-Law to Predict the Friction Velocity and Shear Stress.

One of the consequences of the Log-Law is that the slope of the velocity versus $\ln(y)$ profile is directly related to the friction velocity, that is:

$$\frac{du}{d\ln(y)} = \frac{u_*}{\kappa} \quad (6)$$

Thus, if $\kappa$ is a given constant, Equation (6) provides a simple way of determining the wall friction velocity and shear stress. In general there are two related practical problems in carrying out this procedure. First, in most boundary layers the Log-Law region is relatively small (seldom more than 10% of the total boundary layer thickness) and it is located near the wall where measurements are most difficult. The second problem is determining where the Log-Law starts and ends so that the slope is not corrupted by...
deviations from this condition. Visual observation of a straight line in the semi-logarithmic plot of the data is not reliable for small deviation and in the presence of random scatter in the measurements.

A linear least square technique is used to fit \( u = a + b \ln(y) \) where \( u_r = \kappa b \). Once \( u_r \) has been determined then the constant is calculated using Equation (4):

\[
C = \frac{a}{u_r} - \frac{1}{\kappa} \ln \left( \frac{u_r}{v} \right)
\]  

(7)

2.3 The Law-of-the-Wall Region.

The standard picture of a boundary layer is of a sublayer adjacent to the smooth wall with a transition or buffer layer between it and the fully turbulent layer described by Equation (4). The question becomes how to describe the departure from the Log-Law into the transition region. The van Driest damping in the Prandlt mixing length theory as described by Cebeci and Smith\(^1\) (Chapter 4) provides an approximation. In this approach the shear stress is taken to be the sum of the laminar stress and the turbulent stress in the following form.

\[
\tau = \mu \frac{\partial u}{\partial y} + \rho \ell^2 \left( \frac{\partial u}{\partial y} \right)^2
\]  

(8)

The \( \ell \) is a mixing length, which was originally defined by Prandlt as \( \kappa y \) was modified by van Driest to account for a damping effect on the turbulence as the surface is approached.

\[
\ell_{yD} = \kappa y \left( 1 - e^{-\frac{y^+}{\Lambda^+}} \right)
\]  

(9)

If we make the assumption that the shear is constant throughout the viscous sub-layer at the surface value, then using the law-of-the-wall velocity \( u+ \) and \( y+ \) variables, Equations (8) and (9) can be put in the form.

\[
\frac{du^+}{dy^+} = \frac{-1 + \sqrt{1 + 4\ell^2}}{2\ell^2}
\]  

(10)

As the mixing length goes to zero near the wall the non-dimensional velocity slope goes to 1 corresponding to the slope in the sublayer. At large values of \( y \) relative to \( A^+ \), the slope approaches the Log-Law limit of \( 1/\kappa y^+ \). It is a simple matter to numerically
integrate Equation (10) from the boundary condition of \( u^+ = 0 \) at \( y^+ = 0 \) to any large value of \( y^+ \) arbitrarily close to the Log-Law. A value of \( A^+ = 27.5 \) in Equations (9) and (10) results in the estimation of the fully turbulent non-dimensional profile with an intercept \( C \) of 5.5.

2.4 An Empirical Description of the Wall Region.

An alternate empirical description of the wall region is derived by assuming a constant velocity slope in the near wall region \( y^+ \leq 5 \) followed by a buffer or transition region where \( 5 \leq y^+ \leq 30 \) based on a Log-Law equation but defining the slope and intercept using the \( u^+ = y^+ = 5 \) point in the sublayer and a second point on the Log-Law at \( y^+=30 \). This results in the following transition equation for \( C = 5.5 \).

\[
 u^+ = 5.02 \ln(y^+) - 3.09 \tag{11}
\]

If the intercept, \( C \), in the Log-Law remains a parameter but all the \( y^+ \) locations remain the same a generalized transition equation becomes.

\[
 u^+ = (1.96 + 0.56C) \ln(y^+) + (1.85 - 0.90C) \tag{12}
\]

Above the transition region the Log-Law is assumed to complete this empirical description of the wall region.

2.5 Least Square Data Reduction.

A FORTRAN program was developed to take three or more data points from the measured profile and to perform a linear least squares fit to \( u \) versus \( \ln(y) \) to compute the slope, and assuming \( \kappa = 0.4 \), to determine the most likely value of \( u \), and the intercept \( C \). The initial points were selected by trial and error but usually excluded the 2 or 3 points nearest the wall and where the outer points deviated from the linear. Most of the primary profile measurements were made at the center of the test section (Position A) and were repeated up to three times and these runs were grouped together. Uncertainty statistics for the fit were also obtained. In addition, the viscous layer thickness as defined by the maximum in velocity was provided by a quadratic fit to the measurements in the vicinity of the maximum velocity. The numerical data were transferred to a plotting routine where the least square fits were compared with the data.

2.6 Predefined Operational Velocity Profile.

Agent Fate model developers\(^1\) define a set of design objectives for the 5-cm tunnels consisting of three velocities 0.5, 3.0, 6.0 m/s at a height of 2 m above the ground. It is then assumed that the smooth wall equilibrium turbulent boundary layer existed within the 2 m. Thus, Equation (4) was used to determine the velocity profile below 2 m (taking \( \kappa = 0.4 \) and
\[ C = 5.5 \) and since the friction velocity, \( u_z \), is the only unknown in Equation (4) it is easily determined.

It was also specified that the wind tunnel reproduce that part of the defined profile consistent with the size of the facility. Since the tunnels are very nearly 5 cm in test section height and because of symmetry, at most, only half that width is available it was, therefore, the design goal to duplicate the last 2 cm of the 2 m layers described above. Based on the friction velocities the velocities at 0.02 m were calculated and listed in Table 1.

<table>
<thead>
<tr>
<th>Velocity (m/s) @ 2 m</th>
<th>( u_z ), Friction Velocity (m/s)</th>
<th>Velocity (m/s) @ 0.02 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.020</td>
<td>0.26</td>
</tr>
<tr>
<td>3.0</td>
<td>0.1038</td>
<td>1.79</td>
</tr>
<tr>
<td>6.0</td>
<td>0.1966</td>
<td>3.70</td>
</tr>
</tbody>
</table>

A TSI Hotwire Anemometry system was used to measure the velocity profiles and the turbulence intensity distribution in the 5-cm tunnels. At the low speeds involved in the boundary layer, wall interference effects limit the proximity to the tunnel wall where the hotwire provides unreliable data, that minimum height is 0.127 cm. These critical points are shown in the following “law-of-the-wall” coordinates in Figure 1. In the low speed case the range of the measurements are within the transition region and do no extend into the log-law region. Whereas the high-speed case is entirely within the log-law and the mid speed is predicted to have a substantial range in the log-law but with the lower points extending into the transition region.
Test Conditions and Notation

The experimental data accumulated in the 5-cm tunnels involved a range of test conditions. First, there were 12 different tunnels constructed and for the purposes of this report, they are designated T3A through T3L although only a sample of these have been considered here. Tests were performed at three velocity conditions denoted as High, Mid and Low for the 2 cm equivalent of the 6, 3, 0.5 m/s operational velocities, respectively. Measurements were made at four locations surrounding the primary station designated station A where the focus will be in the following. Two tunnel configurations were developed: one with a horizontal inlet that required a portion of the inlet to breach the fume hood and a second model with a vertical inlet, which is entirely accommodated by the hood. A concern is the effect the inlet orientation has on the experimental profiles. The latter tunnel also included a fine mesh screen at the exit of the turning vane section (i.e., entrance to the fetch). Details of the configuration are discussed in Weber et al.\(^\text{13}\).
3. RESULTS

3.1 Law-of-the-Wall Parameters Determined by Least Square.

The objective is to evaluate the comparison of the 5-cm tunnel data with the operational profile. This can be accomplished graphically in three ways; first by plotting the data in Law of the Wall coordinates; second by using physical variables in a semi-logarithmic plot; third using physical variables in a linear plot of velocity versus distance from the wall. Examples of all three forms are used in the following. However, the difficulty of evaluating the degree of agreement is in establishing a quantitative criterion.

For the small sessile drops being considered here, the friction velocity, \( u_1 \), is the most important convection parameter in determining the evaporation rate. The friction velocity defines the near-wall velocity distribution for a smooth wall. As we have seen, the specification of the velocity at 2 m along with the assumed profile form (Log-Law) defines the friction velocity. Other assumptions regarding the atmospheric boundary layer might be made resulting in a different relationship between the reference velocity and the friction velocity but the evaporation rate would still be characterized by \( u_1 \).

Even in the case of a rough wall the friction velocity will still help define the near wall velocity distribution in conjunction with some measure of the roughness height. Thus, in comparing the 5-cm wind tunnel measurements with the last 2 cm of the operational Profile, the starting point is the friction velocity.

3.2 Horizontal (T3L) and Vertical (T3B) Inlet Tunnels.

Two series of profile measurements are considered representing the horizontal inlet configuration with no inlet screen (T3B) and the vertical inlet configuration with the standard 44% porosity screen (T3L). The friction velocity was determined from the slope of \( u \) versus \( \ln(y) \) assuming the von Karman universal constant of turbulence \( \kappa = 0.4 \). A linear least squares technique was used with 3-7 data points identified as falling in the linear range. Figure 2 illustrates the quality of the fit. The numerical results for the two series (multiple profiles at same condition are analyzed together) are given in Table 2.
Table 2: Comparison of Friction Velocity for Two Representative Profiles

<table>
<thead>
<tr>
<th></th>
<th>Operational</th>
<th>T3B-A1-3</th>
<th>T3L-A1-3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u_\tau$ (m/s)</td>
<td>$u_\tau$ (m/s)</td>
<td>$u_\tau$ (m/s)</td>
</tr>
<tr>
<td>High</td>
<td>0.1966</td>
<td>0.1595</td>
<td>0.1743</td>
</tr>
<tr>
<td>Mid</td>
<td>0.1038</td>
<td>0.0883</td>
<td>0.0785</td>
</tr>
</tbody>
</table>

This table’s rows designated High and Mid correspond to the 2 m velocities of 6 and 3 m/s. The $u_\tau$ determined from the measurements are consistently less than the operational profile by an average of 14%. Relative consistency is shown because the high velocity results remain roughly twice the mid speed case in agreement with the operational results. The change from horizontal to vertical inlet shows no consistent trend. A measure of the uncertainty of the evaluation of $u_\tau$ is the two-sigma value obtained by a propagation of error technique during the least square analysis. The T3B profiles were one of the first measured and have considerably more scatter than the T3L data. In addition to the experience accumulated, the T3L data were obtained after installation of the screens, which seems to have a positive effect on the scatter but not on the basic slope and intercept results.

Figures 3 and 4 present the 0 to 2 cm profiles in non-dimensional form ($u^+$, $y^+$) using the velocity scale $u_\tau$ and the length scale $v/u_\tau$ and compared with the operational profile.
Consistent with the table's data, the measurements are considerably higher than the operational curve; however, the slopes are in general agreement.

Figure 3: T3B Non-Dimensional Velocity Profile vs Operational Profile
The shift in the measurements relative to the operational curve are reflected in the intercept $C$ obtained from the least square fit. Since there is no trend with velocity in these data, an overall average of $C=8.5 \pm 1.0$ describes the data whereas the assumed value for the operational profile is $C=5.5$. The cause of this modification of the profile from the normal is not clear but one possibility is a departure from two-dimensionality because of the small scale of the facility with sidewall interference. The fact that the inlet flow moves through a 90-degree bend and over unsymmetrical tripping roughness only 5 test section heights upstream of the primary measuring station is suspected also as a factor.
Table 3: Friction Velocity Data for All Profiles

<table>
<thead>
<tr>
<th>RUNS</th>
<th>( u_\tau ) m/s</th>
<th>( 2\sigma u_\tau ) %</th>
<th>C</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3B-HA1-3</td>
<td>0.160</td>
<td>23</td>
<td>9.2</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>T3F-HA9-10</td>
<td>0.202</td>
<td>6.0</td>
<td>4.5</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>T3G-HA3-4</td>
<td>0.189</td>
<td>3.7</td>
<td>5.2</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>T3F-HA11-12</td>
<td>0.188</td>
<td>6.0</td>
<td>5.8</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.184</td>
<td></td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>T3L-HA1-2</td>
<td>0.174</td>
<td>8.3</td>
<td>7.2</td>
<td>Vert. Inlet, 44% Porosity Screens</td>
</tr>
<tr>
<td>T3EYE-HA3-4</td>
<td>0.201</td>
<td>4.3</td>
<td>4.7</td>
<td>Vert. Inlet, 44% Porosity Screens</td>
</tr>
<tr>
<td>T3K-HA8-9</td>
<td>0.158</td>
<td>6.4</td>
<td>9.4</td>
<td>Vert. Inlet, 44% Porosity Screens</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.178</td>
<td></td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>T3G-MA1-2</td>
<td>0.096</td>
<td>5.4</td>
<td>6.1</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>T3F-MA5-6</td>
<td>0.103</td>
<td>9.3</td>
<td>5.2</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>T3F-MA7-8</td>
<td>0.108</td>
<td>7.6</td>
<td>4.3</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>T3B-MA1-3</td>
<td>0.088</td>
<td>17</td>
<td>7.9</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>T3F2-MA2</td>
<td>0.102</td>
<td>13.1</td>
<td>5.4</td>
<td>Horiz. Inlet, No Screens</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.100</td>
<td></td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>T3K-MA6-7</td>
<td>0.099</td>
<td>6.8</td>
<td>5.8</td>
<td>Vert. Inlet, 44% Porosity Screens</td>
</tr>
<tr>
<td>T3L-MA1-2</td>
<td>0.078</td>
<td>8.3</td>
<td>10.2</td>
<td>Vert. Inlet, 44% Porosity Screens</td>
</tr>
<tr>
<td>T3EYE-MA1-2</td>
<td>0.099</td>
<td>5.6</td>
<td>6.08</td>
<td>Vert. Inlet, 44% Porosity Screens</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.092</td>
<td></td>
<td>7.4</td>
<td></td>
</tr>
</tbody>
</table>

Not all the profiles investigated show such a large value for the intercept C. A more complete picture can be gained from Table 3 where friction velocity and C are presented for fifteen profiles. All of these profiles were measured at the primary measuring station (position A) and are for the standard operating temperature of 35°C. The average of all the runs is \( C=6.6 \) and \( u_\tau=0.180 \) and 0.096 for the high and mid velocities, respectively.

Using these results it is possible to work back to obtain the velocity at 2 m for the average measured profile, i.e., \( u_{2m}=5.7 \) and 2.9 m/s, which differ only slightly from the operational values.

3.3 Profiles in Physical Semi-Log Coordinates.

Figure 5 is an alternate presentation of the data in physical variables but in a semi-logarithmic format. The experimental data are plotted with a corresponding curve based on the operational profile. In this case the operational profile is computed based on the mixing length analysis. The \( u^+ = y^+ \) line is based on the operational friction velocity (which is higher than the least squares value.)
This figure emphasizes that the primary effect in reducing the 2 m velocity in half is to reduce the entire profile by a corresponding amount. The operational profile is based on the Van Driest damping mixing length of Equations (9) and (10) and a constant total shear stress. It provides a continuous distribution of velocity through the transition layer to the laminar sublayer. Although it may not be accurate in detail it is expected to provide a reasonable description of these layers for the operational profile but not when the intercept $C$ becomes large. One characteristic is that the experimental data nearest the wall tends to deviate significantly above the theoretical curve. In some cases the last point exceeds the $u^+ = y^+$ line, which implies that the local total stress exceeds the wall stress that is generally considered inconsistent with wall generated viscous friction. Thus, there is doubt about the accuracy of the data closest to the wall.

3.4 Profiles in Physical Coordinates.

Figures 6 through 9 show the experimental data in linear physical coordinates compared with the operational profile and the least squares fit. In all these plots, the operational and the fit profiles have the same components.
Sublayer: \( y^* < 5, \ u = u_\tau y^* \)

Buffer layer: \( 5 \leq y^* < 30, \ u = u_\tau ((1.96 + 0.56C)\ln(y^*) + (1.85 - 0.90C)) \)

Fully turbulent: \( y^* \geq 30, \ u = 2.5\ln(y^*) + C \)

Where: \( y = vy^+/u_\tau \) and \( u_\tau \) and \( C \) are the operational profile values or for the fit profile the values for that set of runs.

The least squares fit better represents the 2 cm data except for the points closest to the wall. The operational profile tends to pass through the data near the wall but then it diverges with distance. A slightly steeper slope for the operational profile in the sublayer and in the fully turbulent region is consistent with the friction velocity values. These figures show that the objective of creating the last 2 cm approaching the ground of a theoretical distribution is reasonably well approximated. As expected, the operational and least square fit distributions deviate from the data in the wake region near the centerline of the 5 cm Wind Tunnel.

The buffer layer equations under-estimates the local measurements in this region for the operational and "least squares" fit profile. This is less noticeable at the higher velocity in part because fewer points are in the buffer region. Also, the interaction between the hot wire anemometer and the wall tends to increase the measured velocity, which would be more important at the lower velocity.

![Figure 6: T3L-MA1-2 Compared with Operational Profile](image-url)
Figure 7: T3B-MA1-3 Compared to Operational Profile

Figure 8: T3L-HA7-8 Compared to Operational Profile
Table 4: Velocities at 1 and 2 cm

<table>
<thead>
<tr>
<th></th>
<th>Operational Profile (m/s)</th>
<th>Measured Profile (m/s)</th>
<th>Difference</th>
<th>LS Fit Profile (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Velocities at 1 cm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3B-HA1-3</td>
<td>3.45</td>
<td>3.37</td>
<td>-2.2</td>
<td>3.32</td>
</tr>
<tr>
<td>T3L-HA7-8</td>
<td>3.45</td>
<td>3.33</td>
<td>-3.6</td>
<td>3.30</td>
</tr>
<tr>
<td>T3B-MA1-3</td>
<td>1.66</td>
<td>1.58</td>
<td>-4.7</td>
<td>1.58</td>
</tr>
<tr>
<td>T3L-MA1-2</td>
<td>1.66</td>
<td>1.57</td>
<td>-5.2</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>Velocities at 2 cm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3B-HA1-3</td>
<td>3.69</td>
<td>3.66</td>
<td>-0.8</td>
<td>3.57</td>
</tr>
<tr>
<td>T3L-HA7-8</td>
<td>3.70</td>
<td>3.57</td>
<td>-3.6</td>
<td>3.62</td>
</tr>
<tr>
<td>T3B-MA1-3</td>
<td>1.80</td>
<td>1.71</td>
<td>-5.0</td>
<td>1.74</td>
</tr>
<tr>
<td>T3L-MA1-2</td>
<td>1.79</td>
<td>1.67</td>
<td>-6.7</td>
<td>1.71</td>
</tr>
</tbody>
</table>

Thus, the goal of matching the operational 1 and 2 cm velocities were missed by falling only about 5-6% low. The least square fit $u_{2cm}$ agrees closely with the experimental data, which again shows that the data and fit diverge somewhat from the operational Profile.
3.5 **Low Speed Data.**

The low velocity data would be expected to fall, for the most part, in the transition or buffer region between the laminar sublayer and the fully turbulent or the log-law region. Thus, the analysis of the low velocity profile assuming a semi-logarithmic region is not applicable as it is for the higher two velocities. The measurements extended sufficiently near the wall so that the velocity gradient at the wall is obtained by extrapolation and thus the wall shear stress and the friction velocity can be determined.

The existing computer code was modified to skip the log-law analysis and perform the extrapolation in the following form

\[
    u = Ay + By^2 + Cy^3
    \tag{13}
\]

In this form the boundary condition \( u \to 0 \) as \( y \to 0 \) is automatically satisfied. To actually carryout the fitting of the data to determine the coefficients, the data were put into the form of \( u/y \) vs. \( y \) or

\[
    \frac{u}{y} = A + By + Cy^2
    \tag{14}
\]

The same least square subroutine was employed to evaluate the coefficients. Trials showed that the data point closest to the wall had to be excluded to obtain anything like a monotonic fit and then only a limited number of profile data points (\( \leq 4 \)) could be used. The shape of the measured profile is more complicated than can be described by such a simple formula without introducing inflections in the fitted curve.

The resulting station “A” T3L, T3B data are given in Table 5. Note that \( u_\tau = \sqrt{\nu A} \).

<table>
<thead>
<tr>
<th>Tunnel</th>
<th>From Data</th>
<th>Operational</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u_\tau ) (m/s)</td>
<td>( \delta ) (m)</td>
</tr>
<tr>
<td>T3L</td>
<td>0.0396</td>
<td>0.011</td>
</tr>
<tr>
<td>T3B</td>
<td>0.0390</td>
<td>0.010</td>
</tr>
</tbody>
</table>

The ability of the quadratic fit to describe the near wall points for the T3L case is shown in Figure 10. The operational predicted slope and profile are indicated by a dashed line in the figure. The operational profile is calculated for 35 C, \( u_\tau = 0.02 \) m/s and:
\[ u^+ = y^+, \text{ for } y^+ < 5 \]
\[ u^+ = 5.02 \ln(y^+) - 3.09, \text{ for } 5 \leq y^+ \leq 30 \]
\[ u^+ = 2.5 \ln(y^+) + 5.5, \text{ for } y^+ \geq 30 \] (15)

Figure 10: T3L-LA13-14 Profile Compared to Operational Profile

The friction velocity calculated by the above procedure is a factor of two larger than the operational profile prediction. It is difficult to see how the existing data could be extrapolated to the wall with a wall slope as small as required (by a factor of 4.) Linearly extrapolating the next to the last data point gives a value of \( u_* = 0.03 \) that is still 50% larger than the operational prediction. It is possible that the data at this low velocity could be contaminated by wall interference. Assuming the \( u_* \) obtained in this way allows the profile to be plotted in the law-of-the-wall coordinates as shown Figure 11. In these coordinates the data fall well below the sublayer \( u^+ = y^+ \) line and the empirical buffer layer line.
The deviation from the buffer layer distribution in the law-of-the-wall coordinates does not correspond to the desired turbulent profile. It appears appropriate to consider the low speed data to be a laminar boundary layer with some imposed turbulence from the tripping elements. The friction velocity correlates a laminar boundary layer wall region just as well as for the turbulent boundary layer. Thus, $u_+$ represents the characteristic convection velocity for the laminar evaporation just as well as for the turbulent flow. For the same $u_+$ a laminar boundary layer may be expected to produce the same evaporation rate as long as the concentration distribution in the vicinity of the drop is not affected by the turbulence away from the fluid surface.

For the estimated friction velocity of 0.04 the operational turbulent profile 2-m velocity is 1.07 m/s rather than the target of 0.5 m/s.

3.6 Turbulence Intensity Measurements.

As part of the hot wire data acquisition, turbulent intensity measurements were obtained in the form of root-mean-square stream-wise fluctuations. Consult Weber et al for details of the technique. The measured turbulence intensities are in the form of $u'/u$ where $u$ is the local mean velocity. To emphasize the sublayer, the data are re-normalized by the friction velocity rather than the local velocity. This is appropriate because the
interest here is with the wall layer and the outer edge of the wind tunnel boundary layer is unrelated to the operational profile.

The turbulent intensity data were converted using $u^* = \frac{u'}{u}$. The results for selected profiles are compared to the results cited by Klewicki\textsuperscript{14} and by the results of measurements of Klebanoff as cited in Hinze\textsuperscript{15}. The 5-cm tunnel turbulence intensity falls considerably lower than that of Klebanoff's data and only in the high velocity cases (T3B) do they approach that of the data given by Klewicki as can be seen in Figure 12. The variation of the velocity in the data is also indicative of the variation of the Reynolds number. The T3B data refer to horizontal inlet tunnels without screens. Note that T3K-MA5 and -MA6 are with inlet screens of 61 and 44% porosity, respectively. As might be expected the turbulence intensity decreases with decreasing porosity.

![Figure 12: Comparison of Turbulence Intensity with and without Screens](image)

Figure 13 provides examples of the wall layer turbulence level for all three velocities. The maximum of the low velocity intensity data normalized by the friction velocity is more than a factor of 100 less than the mid and high velocity cases for most of the runs. This provides additional evidence that the low velocity data should be considered laminar and treated differently than the higher velocity data.

\textsuperscript{*}The Klebanoff and Klewicki data were scaled from graphs and intended to show only general magnitude and trends.
The velocity levels for the wind tunnel data correspond directly to the Reynolds number of the measurements. To quantify the Reynolds number for the experiments the integral boundary layer parameters of momentum, $\theta$, and displacement, $\delta^*$, thickness were computed numerically from the velocity profile data. The definition of these quantities is given by the following formulas:

$$\theta = \int_{y_0}^\infty \frac{u}{u_x} \left[ 1 - \frac{u}{u_x} \right] dy$$

(16)

$$\delta^* = \int_{y_0}^\infty \left[ 1 - \frac{u}{u_x} \right] dy$$

(17)

Either the Momentum or displacement thickness may be used as the length scale in the Reynolds number. Both are provided in Table 6 along with the shape factor and the skin friction coefficient based on the friction velocity. Klebanoff’s experiment corresponds to a displacement thickness Reynolds number of 11,200. A laminar Blasius profile has a constant shape factor of 2.59. On the other hand, an equilibrium zero pressure gradient turbulent boundary layer has a shape factor that is a function of Reynolds number. At $Re_\theta = 305$, $H = 1.49$, and at $Re_\theta = 2480$, $H$ decreases slightly to 1.3616.
The displacement thickness Reynolds number has the significance of defining the minimum critical condition for amplification of disturbances in a laminar (Blasius) boundary layer. The neutral stability curves have been rigorously defined by various investigators as cited by Schlichting\(^8\) and White\(^15\) (pgs 400-403.) The critical value of \(Re_\delta\) is 520.

Examination of Table 6 shows that the high velocity cases are above the critical Reynolds number, while the mid speed range is somewhat below critical. The low speed cases are all less than a fifth of the stability limit, which suggests that the effect of the turbulence generators is strongly damped. Thus, even if the atmospheric boundary layer of 2 m at the 0.5 m/s speed is turbulent, it is not possible to create a turbulent boundary layer (even artificially) at the corresponding speed in a 5-cm facility.
4. CONCLUSIONS

The objective is to compare and evaluate the degree to which the measured 5-cm tunnel velocity profiles agree with the predetermined turbulent operational profile at three velocity conditions. The problem is how to formulate a criterion to quantify the comparison. It seems important in formulating such a criterion to study the evaporation mechanism, which is the ultimate purpose for creating these facilities. A tentative two-dimensional model has been suggested based on the assumption that the evaporating sessile droplet is sufficiently small that the concentration of its vapor is confined to the immediate vicinity of the droplet in the near wall layer. Thus, a model employing a Couette flow can be used to show that the characteristic convection velocity is the friction velocity. To the extent this model is valid, the operational profile and the experimental data can be compared in terms of how well the friction velocities agree. The slope of the turbulent semi-logarithmic profile is used to determine the experimental friction velocities from the measurements.

At the high and mid velocity conditions, corresponding to the operational profiles at 6 and 3 m/s, respectively, the friction velocities are 0.180, 0.096 m/s with an average intercept C of 6.6, which are different from the operational values of 0.1966, 0.1038 m/s and C of 5.5. Thus, the experimental friction velocity data are consistently lower by 7.5% and 8.4%, respectively than specified by the reference and the intercept is consistently higher by 18%. The uncertainty in individual tests in terms of two standard deviations in the friction velocity varies considerably with a high of 23% and a low of 4% with an overall average of 8.7%. Thus, the potential uncertainty is of the same order as the deficit in the friction velocity with respect to the operational profile. The evaporation model modified by initial test data predicts the evaporation rate to depend on the friction velocity to the 1/2 power and thus the uncertainty in rate due to friction velocity could be of the order of 4-5% on average.

The intercept in the Log-Law varies considerably in individual tests from a high of just over 10 to a low in the 4's with an average of 6.6. In principle the intercept is not relevant to the sublayer velocity gradient and friction velocity. However, it is of concern in that it is an indication of the extent of the sublayer and the rapidity of the damping of the turbulence as the wall is approached. In addition it may be an indication of the lack of two-dimensionality of the flow.

The low velocity condition is a special case. Theoretically the operational profile predicts that most of the low speed data to be mostly in the buffer layer and that the semi-logarithmic slope cannot be used to determine the friction velocity. As an alternative the data were extrapolated to the wall and the slope of the resulting curve used to determine the shear stress and friction velocity. The results show the friction velocity to be 0.04 m/s compared to the expected value of 0.02 m/s. The data plotted in law-of-the-wall coordinates show that the experimental data deviate very significantly from that of a turbulent profile suggesting the low speed measurements were essential laminar.
Examination of the turbulent intensity data confirm that the velocity fluctuation level is substantially lower than observed for the other velocities. It is probably impossible to produce a turbulent boundary layer at such a low velocity in a 5-cm tunnel. The friction velocity of the laminar flow can also be related to hypothetical 2 m turbulent boundary layer at a velocity of about 1 m/s.
5. **RECOMMENDATIONS**

As a consequence of the various aspects of this study the following eight recommendations have been identified and are suggested for further experimental and analytical investigation. The reasons for and possible approaches to carrying out these recommendations are developed in some detail in the following paragraph.

1. Flow symmetry
2. Additional velocities both higher & between mid and low
3. Drop protuberance
4. Multiple Drops
5. Roughness
6. Thin-film-heat transfer
7. Computational program
8. Hot Wire measurement of $w'$

1-Flow Symmetry

An effort should be made to make the flow in the 5-cm tunnels more symmetric or at least to evaluate the effects of improved symmetry. The concern is that the asymmetries, particularly the effect of the turbulence generators acting on just one side of the tunnel induces secondary circulations that detract from the two-dimensionality of the viscous boundary layer at the measuring station. Possibly the lack of symmetry might help explain the high value of the Log-Law intercept observed in the measurements.

2-Additional Velocities

The predetermined operational low velocity condition is inconsistent with a turbulent boundary layer in the 5-cm tunnel because at that velocity the turbulence generators become ineffective. Under the assumption that the atmospheric boundary is turbulent it might be desirable to expand the velocities conditions in the tunnel to find the minimum consistent with turbulence.

3-Drop protuberance

A 9 ml sessile drop of HD on glass presents a 0.5 mm height segment of a sphere protuberance to the flow that has been ignored in the analysis of the evaporation rate in the model proposed. Although the drop is expected to be smooth with a gentle slope (contact angle of about 20°) the height is significant and its effects should be evaluated. A first step might be to make profile measurements above and behind a simulated drop. The presence of protuberances on aerodynamic surfaces is common and must have been addressed experimentally and analytically (although perhaps not at the Reynolds numbers of the 5-cm tunnel); therefore, a literature search is recommended.
4-Multiple Drops

A critical problem in formulating an analysis of the effect of multiple sessile drops on the overall contaminant production is the interaction between the droplets. The greater the separation, longitudinally and laterally, the less the interaction and beyond a certain separation the evaporation rates are completely independent. A study should be made of the suitability of the 5-cm tunnels for the purpose of measuring the effect of separation distance on two drops in tandem.

As guidance in this study use can be made of the 2-D analysis of the evaporation rate. For example if two drops are aligned one behind the other and touching they can be considered as one large drop. The model predicts that the local evaporation rate per unit area, $N$, is proportional to a function of the $x$ position on the drop.

$$N \propto \left( \frac{x}{d} \right)^{1/3}$$

Thus, for the front half of a large drop the average evaporation rate, $\bar{N}_f$, is proportional to the integral over the front half of the drop and similarly the average rate, $\bar{N}_r$, is the integral over the rear. The predicted ratio is:

$$\frac{\bar{N}_r}{\bar{N}_f} = 0.587$$

But the average evaporation rate is also proportional to the concentration driving potential for evaporation, which in general form is $c_w - c_\delta$. Where $c_w$ is determined by the saturation vapor pressure of the agent. In the case of a single drop evaporating into a stream devoid of any trace of the agent, then the “background” concentration $c_\delta = 0$. If we assume the entire deficit in evaporation rate for the rear drop is due to a background concentration being different from zero, then

$$c_{\delta r} = 0.413c_w$$

This background concentration is presumably a maximum when the two drops are adjacent and it decreases with separation distance as the contaminated plume of agent from the foreword drop spreads and diffuses. The 5-cm tunnel configured for two drops might provide useful data on the effect of separation distance on the evaporation of the downstream drop. Analysis of the effective background concentration may be interpretable in terms of the initial diffusion of the agent from the upstream source.

The ultimate application is to an analytical scheme to estimate the total production from array of drops. Given the delivery mechanism an estimate is made of the distribution of drops and the probability of drops falling with certain proximities and combined with the
information on the decrease in evaporation rates at the appropriate separation distances would finally add up to a prediction of the total output.

5-Roughness

A fully rough surface is characterized by a roughness height, k, where the roughness Reynolds number, \( \text{Re}_k = u_k / v \), is equal or greater than 70. For the high velocity operational profile \( (u_+ = 0.2 \text{ m/s}) \) \( k=5.6 \text{ cm} \), which exceeds the capability of a small wind tunnel and represents unrealistic situation except in the case of a rock strewn area. However, the lower limit at which surface roughness begins to produce an effect is \( \text{Re}_k \approx 4 \) or a height of 3 mm. Roughness heights up to 10-15 mm may be feasible in the 5-cm tunnel.

Imagining the sand grain roughness as hemispheres, the spacing between peaks would be twice the height. A 9 ml HD drop spreads out to cover a 6.3 mm circle on a glass surface. Thus, the 9 ml drop might be expected to only partially fill the valleys between the peaks. Whether this would represent an effectively larger evaporating surface needs to be determined.

The effect of roughness on evaporation and heat transfer is different in mechanism from its effect on skin friction because skin friction forces are transmitted to the protuberances by pressures forces, which have no counter part in evaporation and heat transfer. Evaporation mass transfer is analogous to heat transfer; therefore, the heat transfer results are taken as representative of the trend to be expected for evaporation. Taking heat transfer theory (see Kays and Crawford' pages 298-301) as a guide to evaporation, a 60% increase in heat transfer was calculated and theory agreed with the data cited for the \( \text{Re}_k \approx 70 \) fully rough case (the momentum thickness Reynolds number for the data was about 10,000, which is 20 times that of the 5-cm tunnel case). If the effect of roughness is linear this suggests a 10% increase in evaporation would be observed in the 5-cm tunnel. There are a number of unknown factors that could affect the magnitude such as non-linearity of the effect and the condition that the drop would fill the valleys to variable depths affecting the exposed droplet surface area.

A practical consideration in providing a fully rough surface in the 5-cm tunnel concerns how much of the tunnel surface needs to be roughened. Thinking of it as a new boundary layer starting at the beginning of the roughness but with a turbulent growth rate. It probably should have roughness as far upstream as possible so that the entire boundary layer at the measuring station is affected by the roughness even though the evaporating agent may only penetrate a fraction of the boundary layer thickness.

6-Thin-film-heat transfer

The suggestion here is to investigate the possibility of using a thin film element on the piston to simulate the evaporation problem with an analogous heat transfer experiment. A thin film heated electrically such that it produces a discontinuous jump in the thermal
boundary condition on the film similar to the jump in concentration at the sessile drop in the evaporation case. Such a simulation has the advantages that the heat transfer rate (analogous to evaporation rate) can be measured from the power supplied to the film.

A possible application of the thin-film technique might be as an instrument to independently measure the wall shear stress or the friction velocity. The conventional assumption of an analogy between the skin friction and heat transfer is not appropriate in the present case because the conventional analogy assumes that the thermal boundary layer and the friction boundary layers begin at the same point and develop together. In the present problem the thermal boundary is initiated at the thin film deep within an established viscous layer. If the same theory of evaporation into a Couette flow is adopted for the heat transfer problem identical result are obtained but in different variables, that is:

\[
\overline{Nu} = \frac{\overline{q_w}d}{\rho C_p(T_w - T_o)\alpha} = 0.794 \left[ \frac{u_ld}{v} \right]^{2/3} Pr^{1/3}
\]

Where:
- \(\overline{Nu}\) = Average Nusselt number
- \(\overline{q_w}\) = Wall heat flux (w/m²)
- \(C_p\) = Specific heat (kJ/Kg · K)
- \(\alpha\) = Thermal diffusivity (m²/s)
- \(T\) = Temperature (K)
- \(Pr\) = Prandlt number
- \(d\) = Stream-wise dimension of the thin film

Thus, for the Couette problem the heat transfer coefficient, \(\overline{q_w}/(T_w - T_o)\), is proportional to the friction velocity to the 2/3 power. It would be desirable to have this as an independent measurement; therefore, it would be important to calibrate the thin film independently. Since the above relationship is applicable in a laminar flow as in a wall layer of a turbulent boundary layer (under the limitation that the temperature distribution is limited to the linear sublayer region.) Calibrating the film in a larger facility compared to the 5-cm tunnels would allow a detailed validation of the laminar character and wall shear stress of the calibrating facility even if a direct measurement of the skin friction were not possible.

The disadvantages include the problem of natural convection and density distortion that may limit the range of temperatures. The tunnel could be inverted since it is not tied to a fume hood thereby minimizing the thermal convection effect. A direct comparison with between heat transfer and evaporation rate would be complicated by the fact that the Prandlt number in Air is 0.7 whereas the Schmidt number for HD in air is 2.5.
7-Computational program

A two-dimensional integral analysis of the evaporation rate was briefly described in the report's introduction and the 2-D limitation should be eliminated to better understand the sessile drop evaporation. A computational fluid dynamic analysis of the three dimensional problem is recommended that would provide a sound basis for interpretation of evaporation rate measurements. The equation describing the balance between diffusion and convection of a vapor, in its most general form, can be written as:

\[
\frac{\partial c}{\partial t} + u \frac{\partial c}{\partial x} + v \frac{\partial c}{\partial y} + w \frac{\partial c}{\partial z} = \left( \frac{\partial}{\partial x} \left( D_x \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_y \frac{\partial c}{\partial y} \right) + \frac{\partial}{\partial z} \left( D_z \frac{\partial c}{\partial z} \right) \right)
\]

Where: 
- \(c\) = concentration (Kg/m\(^3\))
- \(D\) = Diffusivity of vapor in air (m\(^2\)/s)

In principle this equation could be solved numerically simultaneously with the continuity and momentum equation of fluid mechanics. The first simplification would be to assume steady state and eliminating the first term. Another approximation that is normally made is to neglect the diffusion term in the stream direction under the assumption that the convection is much stronger. Thus, eliminating the first term on the right hand side. Initially constant properties could be assumed so that the diffusivity is independent of direction and can be factor from the right hand side. Initially the flow field over the height of the sessile drop could be neglected so that the mean \(w\) velocity can be taken as zero simplifying the convection terms (but the diffusion in the \(w\) direction is retained.) Finally an assumption of symmetry means that the numerical grid boundary plane can pass through the stream-wise centerline of the drop and flow field so that symmetry defines conditions on that boundary.

Other boundary conditions required include an upstream velocity profile, which the experimental data from the 5-cm tunnel provides data. The wall boundary conditions of no slip are combined with \(c=0\) everywhere on the surface except at the sessile drop where the surface concentration is determined by the known saturation vapor pressure of the agent. The downstream boundary condition is placed sufficiently far from the drop to have no effect on the evaporation. The free-stream boundary is taken as a constant velocity (zero pressure gradient).

As an approximate solution the assumption might be made that the drop is small enough so that the velocity distribution is fixed in the vicinity of drop where the evaporation rate is determined. If the protuberance of the drop is ignored, such an assumption would permit the simplification of \(v=w=0\) and that \(u=u(y^+).\)

\[
u(y^+) \frac{\partial c}{\partial x} = \frac{\partial}{\partial y} \left( D_y \frac{\partial c}{\partial y} \right) + \frac{\partial}{\partial z} \left( D_z \frac{\partial c}{\partial z} \right)
\]
This assumption eliminates the need for a separate continuity and momentum equation. Some assumption is required about the diffusivity. The first step might be to just consider the laminar case with \( u = u' \frac{1}{v} \) and \( D \) a constant at its molecular value. The turbulent diffusivity is considered in item 5.

Creating a three dimensional grid over the drop (that is assumed 2-D on the surface) the problem becomes that of a 3-D concentration boundary layer developing in a fixed velocity distribution. The formulation of the solution algorithm is still formidable.

8-Hot Wire Measurement of \( w' \)

As a rather speculative extension of the above computational project, the diffusivity could be considered a combination of molecular diffusivity and turbulent diffusivity. The turbulent diffusivity is a function of the \( y \) and \( z \) coordinates and is directional since the gradient in concentration exists in both directions. The \( w' \) or cross-flow turbulence is known to be different in magnitude and approaches zero at the surface at a slower rate than the component normal to the surface on which existing models are based. The \( v' \) component decreases more quickly than either the \( u' \) or \( w' \) because of the obstructive presence of the surface inhibits the normal velocities. The transverse and longitudinal motions are not restrained as much because they are only affected by viscosity. This is meant to point out that the turbulent diffusivity, \( D_{uz} \), may not be negligible even when the normal (\( y \)) component of the turbulent momentum and mass diffusivity can be considered small. This effect may contribute to higher experimental evaporation rates.

Guidance regarding the magnitude of the transverse component of the turbulence could be obtained by measuring the root mean square \( w' \) velocity. This could be accomplished by rotating the wire from its normal orientation if this is feasible with the current instrument.

The analytical problem is based on developing a model for the \( D_{uz} \) term as it appears in the following relation (\( N \) is the local flux of mass per unit area.)

\[
N_z = D \frac{\partial c}{\partial z} - \langle c'w' \rangle = (D + D_{uz}) \frac{\partial c}{\partial z}
\]

An extensive literature search should attempt to find any similar problems in heat or mass transfer. However, this seems a unique problem, which has some aspects of a three-dimensional flow of agent in an approximately two-dimensional mean flow. The formulation of a turbulent diffusivity would lean on the studies of eddy thermal diffusion. See for example Kays and Crawford\(^ {17} \) and Arpaci and Larsen\(^ {18} \). In their reviews of algebraic models it appears that a simple first order approximation is to assume a turbulent Schmidt (\( \approx 0.9 \)) that relates the eddy diffusivity (\( D_{uz} \)) to the eddy viscosity (mixing length theory) and is also a function of the molecular Schmidt number. The unmodified eddy viscosity in the x-y plane is obviously incorrect because it becomes very small in the sublayer where the turbulent contribution in z direction needs to be
calculated. As a preliminary approximation, the ratio of the $w'$ to $u'$ could be used based
on the Klebanoff\textsuperscript{15} data to scale the x-y eddy viscosity (mixing length theory) to a $w'$
component eddy viscosity. Confidence in using the Klebanoff data would be increased if
it is shown that the measured $w'$ and $u'$ components in the 5-cm tunnel are in the same
ratio.
Blank
**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Surface Area of evaporating drop</td>
</tr>
<tr>
<td>A&lt;sup&gt;+&lt;/sup&gt;</td>
<td>Van Driest damping constant</td>
</tr>
<tr>
<td>c&lt;sub&gt;f&lt;/sub&gt;</td>
<td>Skin friction coefficient</td>
</tr>
<tr>
<td>c&lt;sub&gt;w&lt;/sub&gt;</td>
<td>Concentration of vapor at the surface of drop</td>
</tr>
<tr>
<td>C</td>
<td>Intercept in Log-Law</td>
</tr>
<tr>
<td>d</td>
<td>Diameter of sessile drop</td>
</tr>
<tr>
<td>D</td>
<td>Diffusivity of evaporated vapor in air</td>
</tr>
<tr>
<td>H</td>
<td>Boundary layer shape factor</td>
</tr>
<tr>
<td>ℓ</td>
<td>Mixing length</td>
</tr>
<tr>
<td>L</td>
<td>Characteristic length</td>
</tr>
<tr>
<td>M</td>
<td>Total evaporation rate</td>
</tr>
<tr>
<td>N</td>
<td>Evaporation rate per unit area</td>
</tr>
<tr>
<td>Q</td>
<td>Volume of drop</td>
</tr>
<tr>
<td>Re&lt;sub&gt;d&lt;/sub&gt;</td>
<td>Reynolds Number = ud/ν</td>
</tr>
<tr>
<td>Re&lt;sub&gt;δ&lt;/sub&gt;</td>
<td>Reynolds Number based on momentum thickness = uδ/ν</td>
</tr>
<tr>
<td>Sc</td>
<td>Schmidt Number = v/D</td>
</tr>
<tr>
<td>Sh&lt;sub&gt;d&lt;/sub&gt;</td>
<td>Sherwood Number = Nd/c&lt;sub&gt;w&lt;/sub&gt;D</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>u</td>
<td>Stream-wise velocity</td>
</tr>
<tr>
<td>u&lt;sup&gt;+&lt;/sup&gt;</td>
<td>Law-of-the-wall velocity coordinate = u/ut</td>
</tr>
<tr>
<td>u&lt;sup&gt;'&lt;/sup&gt;</td>
<td>Rms stream-wise velocity fluctuation</td>
</tr>
<tr>
<td>u&lt;sub&gt;δ&lt;/sub&gt;</td>
<td>Velocity at edge of the boundary layer</td>
</tr>
<tr>
<td>u&lt;sub&gt;τ&lt;/sub&gt;</td>
<td>Friction velocity = ( \sqrt{ν(\frac{∂u}{∂y})_w} )</td>
</tr>
<tr>
<td>u&lt;sub&gt;δ&lt;/sub&gt;&lt;sup&gt;+&lt;/sup&gt;</td>
<td>uδ/ut</td>
</tr>
<tr>
<td>y</td>
<td>Coordinate normal to the surface</td>
</tr>
<tr>
<td>y&lt;sup&gt;+&lt;/sup&gt;</td>
<td>Law-of-the-wall coordinate variable = uty/ν</td>
</tr>
</tbody>
</table>

**Greek Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>β</td>
<td>Contact angle of sessile drop</td>
</tr>
<tr>
<td>δ</td>
<td>Momentum thickness</td>
</tr>
<tr>
<td>δ</td>
<td>Boundary layer thickness</td>
</tr>
<tr>
<td>δ&lt;sup&gt;+&lt;/sup&gt;</td>
<td>Displacement thickness</td>
</tr>
<tr>
<td>κ</td>
<td>von Karman universal constant of turbulence</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Air absolute viscosity</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Air kinematic viscosity</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Air density</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Shear stress</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>Standard deviation</td>
</tr>
</tbody>
</table>
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