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Digital Watermarking Using Syndrome codes

Introduction

Syndrome codes are based on a subtle modification of traditional error correcting codes, and were first introduced by Pradhan et al. [1].

If we have a message “1 0 1 0”, this may be coded using an error correcting code as “0001 1100 1111 1110”. Note that every 4th bit of the ECC code yields the message. We call these bits “base” bits and the remaining bits parity bits.

The syndrome of a received bit sequence provides a measure of the errors present. Suppose we receive the bit sequence “0001 1110 1111 1111” The “base bits” are “1011” The ECC for these base bits is “0001 1100 1111 1101”. The parity bits are therefore “000 110 111 110”

If we compare the parity bits of the received sequence “000 111 111 111” and the generated sequence “000 110 111 110”, then exclusive OR’ing the two sequences gives “000 001 000 001”. This is the syndrome of the received signal.

Note that the syndrome does not tell us how to correct the errors. The errors may be due to an error in the parity bit or an error in the base bit.

For watermarking, the message is coded in the syndrome of the bit sequence. Thus, the sequence “0001 1100 1111 1110” represents the message “000 000 000 000”. The sequence “0001 1110 1111 1111” represents the message “000 001 000 001”

There are many ways to represent the same message Thus, syndrome codes are a form of “dirty paper code”. We can use a modified trellis to find the bit sequence closest to that of the image and then embed this code word in the image
In our approach, we first extract the bit sequence BitSeq1 from the original unwatermarked image. This is a random sequence of bits that are latent in an image. The extraction process can, for example, be based on extracting signals from the original pixels or coefficients in the DCT domain, and then correlating each short sub-signal against prescribed vectors. If the correlation is positive then a “1” is encoded, otherwise a “0”.

Figure 1 schematically shows the processing procedure when embedding.

The embedding process is:

1) Extract vectors from original image and compute the correlation with prescribed reference patterns to obtain bit sequence BitSeq1.

2) Modify the trellis labels according to the watermark message to be embedded. This modification ensures that the syndrome errors encode the message.
3) Run the modified trellis decoder to obtain the base bit sequence BaseBits1.

4) Run the modified trellis encoder with BaseBits1 as the input to obtain the bit sequence BitSeq2. The syndrome of this bit sequence correctly encodes the message.

5) Exclusive OR Bitseq1 with Bitseq2 to determine which bits in the unwatermarked image must be modified. Modify these bits accordingly.

![Diagram of WaterMark Detector](image)

**Figure 2. Watermark Detector**

The diagram of watermark Detector is shown in Figure 2. The detection process is:

1. Extract the bits from the watermarked image to obtain bit sequence BitSeq3
2. Apply the unmodified trellis decoder to BitSeq3 to obtain the base bits BaseBits2
3. Re-encode the base bits with the unmodified trellis encoder to obtain bit sequence BitSeq4.
4. Exclusive OR BitSeq3 with BitSeq4 to obtain the syndrome, i.e. the message

**Problems**

If we modified the trellis too much, i.e. introduce too many errors in the syndrome, then we can exceed the error correcting capacity of the code. In this case, we cannot extract the correct Base bits (BaseBits2) from BitSeq2 and the message contains errors. One way
to solve this is to directly extract the base bits from BitSeq3 rather than using traditional Trellis Decoder. However, then, the base bits of BitSeq3 are privileged, i.e. we are much more susceptible to errors in these bits. We are investigating this problem.
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1. Abstract

The informed embedding algorithm of [1] is computationally expensive due to its iterative structure. In February, we described preliminary results of an algorithm that embeds a given codeword based on a global estimate of robustness. While the computational time of this algorithm was considerably less, it is clearly suboptimal embedding region, exhibiting a large perceptual distortion in order to reach a low, almost zero, Bit Error Rate (BER).

Here, we describe a local algorithm for informed embedding. That is, given the codeword to be embedded, each of the L-bits of the codeword is embedded independently. Both the computational cost and the fidelity are improved, but still remain inferior to the original algorithm.

2. Introduction

We use a 64 state and 64 arcs per state trellis, as described in [1]. The number of bit we embed is $L = 1380$. Each path through the trellis codes an L-bit message as a length $L \times N$-dimensional vector that is the concatenation of the L labels, or reference patterns, associated with each arc. The dimension of these reference patterns is $N = 12$. We use the Viterbi algorithm to identify the path, through the trellis whose $L \times N$ reference vector has the highest correlation with the extracted vector.

3. Local informed embedding algorithm

As before, the trellis structure defines allowable codewords. These codewords are zero mean and uniform variance. They can consequently be regarded as points distributed uniformly on the surface of a high dimensional sphere.

$$\bar{w} = 0, \ |w| = 1$$

During detection, we want to find the codeword that has the highest correlation with the Work to be tested. It is equivalent to find the codeword with the highest correlation coefficients.

$$Z_{nc} = \max\limits_{w} \frac{c \cdot w}{|c|}$$

This can be efficiently performed using Viterbi decoding.

Any codeword we need to embed consists of L-bits and each bit has an associated reference pattern. These local reference patterns correspond to a linear subspace of the global marking space. Thus, for each bit of the codeword, we draw a cone around it in the bit’s subspace, and embed into that cone with the informed embedding method described in [2].
The local informed embedding algorithm proceeds as follows for each bit $i$ of the codeword:

1. Convert the image into $8 \times 8$ block DCT domain, and extract the 12 lowest frequency AC terms of the $i$th block into a vector, $\mathbf{v}_i^i$.

2. Project $\mathbf{v}_i^i$ into the $\mathbf{w}_i^i$ plane, where $\mathbf{w}_i^i$ is the reference pattern associated with the I-th bit. The two-dimensional plane that contains both $\mathbf{v}_o^i$ and $\mathbf{w}_i^i$ is described by two orthogonal unit vectors $X$ and $Y$, obtained by Gram-Schmidt ortho-normalization.

3. Find the point in the embedding region $< x_{vw}, y_{vw} >$, that is closest to $< x_{vo}, y_{vo} >$.

\[ x_{vw} = tcc \times \sqrt{\frac{R + y_{vw}^2}{1 - tcc^2}} \]

4. Project $< x_{vw}, y_{vw} >$ back to 12-dimensional space to obtain a watermarked vector, $\mathbf{v}_w^i$.

5. Invert the $\mathbf{v}_w^i$ back to $8 \times 8$ block DCT domain, and back to spatial domain, to obtain the watermarked block.

The above algorithm takes approximately 3 seconds to watermark an image as opposed to the 20 minutes required of the original iterative algorithm.

**Experimental results**

We applied the algorithm to 550 images and the resulting average Bit Error Rate versus Watson distance is shown in Figure 1. We see that when Watson distance is around 107, the average BER is approximately 0.01%.
Figure 1: The average Bit Error Rate versus different Watson distance

Table 1 compares the performance of the original iterative algorithm in [1], with the global algorithm we presented in February and new local algorithm described here. We see that for similar bit and message error rates, the original algorithm has the smallest Watson distance, i.e. it has the least perceptual impact on the images. The new local algorithm has a Watson distance almost twice as great while the earlier global algorithm has a Watson distance almost three times larger than the original algorithm.

The original image and watermarked images from those three algorithms are shown in Figure 3, 4, 5 and 6.

<table>
<thead>
<tr>
<th></th>
<th>Old algorithm</th>
<th>Global algorithm</th>
<th>Local algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Watson distance</td>
<td>77.830771</td>
<td>222.242999</td>
<td>134.944364</td>
</tr>
<tr>
<td>Average BER</td>
<td>0%</td>
<td>0.000395%</td>
<td>0.000264%</td>
</tr>
<tr>
<td>MER</td>
<td>0%</td>
<td>0.545455%</td>
<td>0.363636%</td>
</tr>
<tr>
<td>Average Mean Sq. Error</td>
<td>7.001501</td>
<td>108.64804</td>
<td>79.440267</td>
</tr>
</tbody>
</table>

Table 1  The comparison results
Notice in Figure 6, that blocking artifacts are visible along the right diagonal incline of the mountain. Further work is needed to understand how to improve the perceptual quality.


Experiment to investigate how performance is affected by the number of states in the trellis

The objective of this experiment is to investigate the effect of varying the number of states on the BER performance. This experiment is done by varying the number of arcs per state (keeping the number of states to be two and the embedding strength to be eight) to examine the bit error rate (BER). The following are the details of the experimental setup.

- The trellis is based on dirty paper codes whereby there are more than two arcs entering and leaving a state. In this experiment, only two states are used.
- 100,000 ‘images’ are used in this experiment. The extracted vectors of these images, denoted by $c_0$, are simulated by normally distributed numbers for every element in the extracted vectors.
- Every arc, in the trellis, is represented by a reference vector. The elements of all reference vectors leaving each state are also normally distributed numbers. For simplicity, the set of reference vectors in the first step of the trellis are repeated for all other steps in the trellis. In this experiment, the number of arcs used varies from 2 to 512.
- A message of 1,000 bits are embedded into an extracted vector of length $1,000 \times N$, where $N$ is the dimension of the reference vector. The extracted vector is the original image in the marking space. In this experiment, $N$ takes the values of 16, 32 and 64.
- During encoding, the extracted vector goes through the restricted trellis and the path with the highest linear correlation between the extracted vector and the reference vector is identified as $w_r$. Then this reference vector is blindly embedded into the image, i.e. watermarked vector, $c_w = c_0 + \alpha w_r$, where $\alpha$ takes the value of 8.
- During decoding, the watermarked vector goes through the full trellis and the path with the highest linear correlation between the watermarked vectors and the reference vector is identified. The decoded message is compared with the input message and the average bit error rate (BER) is computed.
Experimental Results

Figure 1 shows the result for a two-state trellis with $\alpha = 8$ and $N = 16, 32, 64$. It also includes the result for a one-state trellis with $\alpha = 8$ and $N = 16, 32, 64$. Note that the result for one-state trellis is taken from the February report for purposes of comparison. As the number of states is increased, the BER performance has improved. It is unclear how much of the improvement is due to informed coding and how much is due to the inherent error correction properties of the trellis. This will be investigated.

Figure 1: BER vs. number of reference vectors (Number of states = (1, 2), $\alpha = 8$)