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Abstract

As probabilistic computations play an increasing role in solving various problems, researchers have designed probabilistic languages to facilitate their modeling. Most of the existing probabilistic languages, however, focus only on discrete distributions, and there has been little effort to develop probabilistic languages whose expressive power is beyond discrete distributions. This dissertation presents a probabilistic language, called PTP (ProbabilisTic Programming), which supports all kinds of probability distributions.
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Independently of PTP, we develop a linguistic framework, called \(\lambda_o\), to account for computational effects in general. \(\lambda_o\) extends a monadic language by applying the possible world interpretation of modal logic. A characteristic feature of \(\lambda_o\) is the distinction between stateful computational effects, called world effects, and contextual computational effects, called control effects. PTP arises as an instance of \(\lambda_o\) with a language construct for probabilistic choices.

We use a sound and complete translator of PTP to embed it in Objective CAML. The use of PTP is demonstrated with three applications in robotics: robot localization, people tracking, and robotic mapping. Thus PTP serves as another example of high-level language applied to a problem domain where imperative languages have been traditionally dominant.
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Chapter 1

Introduction

This dissertation describes the design, implementation, and applications of a probabilistic language called PTP (Probabilistic Programming). PTP uses sampling functions, i.e., mappings from the unit interval $(0.0, 1.0]$ to probability domains, to specify probability distributions. By using sampling functions in specifying probability distributions, PTP supports all kinds of probability distributions in a uniform manner. The use of PTP is demonstrated with three applications in robotics: robot localization, people tracking, and robotic mapping.

The contribution of this dissertation is three-fold:

- **Sampling functions for specifying probability distributions.** As most of the existing probabilistic languages focus only on discrete distributions, probabilistic computations involving non-discrete distributions have usually been implemented in conventional languages. Sampling functions open a new way to specify all kinds of probability distributions, and thus serve as a mathematical basis for probabilistic languages whose expressive power is beyond discrete distributions.

- **Linguistic framework for computational effects.** We develop a new linguistic framework, called $\lambda\odot$, to account for computational effects in general. $\lambda\odot$ extends the monadic language of Pfenning and Davies [60] by applying the possible world interpretation of modal logic. It distinguishes between stateful computational effects (called world effects) and contextual computational effects (called control effects), and provides a different view on how to combine computational effects at the language design level. PTP arises as an instance of $\lambda\odot$ with a language construct for probabilistic choices.

- **Applications of PTP in robotics.** In order to execute PTP programs, we use a sound and complete translator of PTP to embed it in Objective CAML. The use of PTP is then demonstrated with three applications in robotics: robot localization, people tracking, and robotic mapping. Thus PTP serves as another example of high-level language applied to a problem domain where imperative languages have been traditionally dominant.

1.1 Motivation

A probabilistic computation is a computation which makes probabilistic choices or whose result is represented with probability distributions. As an alternative paradigm to deterministic computation, it has been used successfully in diverse fields of computer science such as speech recognition [63, 29], natural language processing [11], and robotics [72]. Its success lies in the fact that probabilistic approaches often overcome the practical limitation of deterministic approaches. A trivial example is the problem of testing whether a multivariate polynomial given by a program without branch statements is identically zero or not. It is
difficult to find a practical deterministic solution, but there is a simple probabilistic solution: evaluate the polynomial on a randomly chosen input and check if the result is zero.

As probabilistic computations play an increasing role in solving various problems, researchers have also designed probabilistic languages to facilitate their implementation [33, 24, 74, 59, 64, 43, 53]. A probabilistic language treats probability distributions as built-in datatypes and thus abstracts from representation schemes, i.e., data structures for representing probability distributions. For example, a conventional language may be extended with an abstract datatype for probability distributions, which is specified by a certain choice of representation scheme and a set of operations on probability distributions. As a result, it allows programmers to concentrate on how to formulate probabilistic computations at the level of probability distributions rather than representation schemes. When translated in a probabilistic language (by programmers), such a formulation usually produces concise and elegant code.

A typical probabilistic language supports at least discrete distributions, for which there exists a representation scheme sufficient for all practical purposes: a set of pairs consisting of a value from the probability domain and its probability. We can use such a probabilistic language for those problems involving only discrete distributions. If non-discrete distributions are involved, however, we usually use a conventional language for the sake of efficiency, assuming a specific kind of probability distributions (e.g., Gaussian distributions) or choosing a specific representation scheme (e.g., a set of samples from the probability distribution). For this reason, there has been little effort to develop probabilistic languages whose expressive power is beyond discrete distributions.

The unavailability of such probabilistic languages means that when implementing a probabilistic computation involving non-discrete distributions, we have to resort to a conventional language. Thus we wish to develop a probabilistic language supporting all kinds of probability distributions — discrete distributions, continuous distributions, and even those belonging to neither group. Furthermore we wish to draw no distinction between different kinds of probability distributions, both syntactically and semantically, so that we can achieve a uniform framework for probabilistic computation. Such a probabilistic language can have a significant practical impact, since once formulated at the level of probability distributions, any probabilistic computation can be directly translated into code.

Below we present an example that illustrates the disadvantage of conventional languages in implementing probabilistic computations and also motivates the development of PTP.

Notation

If a variable $x$ ranges over the domain of a probability distribution $P$, then $P(x)$ means, depending on the context, either the probability distribution itself (as in “probability distribution $P(x)$”) or the probability of a particular value $x$ (as in “probability $P(x)$”). We write $P(x)$ for probability distribution $P$ when we want to emphasize the use of variable $x$. If we do not need a specific name for a probability distribution, we use $\text{Prob}$ (as in “probability distribution $\text{Prob}(x)$”).

Similarly $P(x|y)$ means either the conditional probability $P$ itself or the probability of $x$ conditioned on $y$. We write $P_y$ or $P(\cdot|y)$ for the probability distribution conditioned on $y$.

$U(0, 1.0]$ denotes a uniform distribution over the unit interval $(0.0, 1.0]$.

A motivating example for PTP

A Bayes filter [28] is a popular solution to a wide range of state estimation problems. It estimates the state $s$ of a system from a sequence of actions and measurements, where an action $a$ induces a change to the state and a measurement $m$ gives information on the state. At its core, a Bayes filter computes a probability
distribution $Bel(s)$ of the state according to the following update equations:

\begin{align}
(1.1) \quad Bel(s) & \leftarrow \int \mathcal{A}(s|a,s')Bel(s')ds' \\
(1.2) \quad Bel(s) & \leftarrow \eta \mathcal{P}(m|s)Bel(s)
\end{align}

$\mathcal{A}(s|a,s')$ is the probability that the system transitions to state $s$ after taking action $a$ in another state $s'$, $\mathcal{P}(m|s)$ the probability of measurement $m$ in state $s$, and $\eta$ a normalizing constant ensuring $\int Bel(s)ds = 1.0$. The update equations are formulated at the level of probability distributions in the sense that they do not assume a particular representation scheme.

Unfortunately the update equations are difficult to implement for arbitrary probability distributions. When it comes to implementation, therefore, we usually simplify the update equations by making additional assumptions on the system or choosing a specific representation scheme. For example, with the assumption that $Bel$ is a Gaussian distribution, we obtain a variant of the Bayes filter, called a Kalman filter [79]. If $Bel$ is approximated with a set of samples, we obtain another variant called a particle filter [15].

Even these variants of the Bayes filter are, however, not trivial to implement in conventional languages. For example, a Kalman filter requires various matrix operations including matrix inversion. A particle filter manipulates weights associated with individual samples, which often results in complicated code. Since conventional languages can only simulate probability distributions, it is also difficult to figure out the intended meaning of the code, namely the update equations for the Bayes filter.

An alternative approach is to use an existing probabilistic language after discretizing all probability distributions. This idea is appealing in theory, but impractical for two reasons. First, given a probability distribution, it may not be easy to choose an appropriate subset of its support upon which discretization is performed. For example, in order to discretize a Gaussian distribution (whose support is $(-\infty, \infty)$), we need to choose a threshold for probabilities so that discretization is confined to an interval of finite length; for an arbitrary probability distribution, such a threshold can be computed only by examining its entire probability domain. Even when the subset of its support is fixed in advance, the process of discretization may incur a considerable amount of programming. For example, Fox et al. [20] develop two non-trivial techniques (specific to their applications) for the sole purpose of efficiently manipulating discretized probability distributions. Second some probability distributions cannot be discretized in any meaningful way. An example is probability distributions over probability distributions or functions, which do occur in real applications (Chapter 5 presents such an example).

If there were a probabilistic language supporting all kinds of probability distributions, we could implement the update equations with much less effort. PTP is a probabilistic language designed with these goals in mind.

### 1.2 Previous work

There are a number of probabilistic languages that focus on discrete distributions. Such a language usually provides a probabilistic construct that is equivalent to a binary choice construct. Saheb-Djahromi [69] presents a probabilistic language with a binary choice construct $(p_1 \rightarrow e_1, p_2 \rightarrow e_2)$ where $p_1 + p_2 = 1.0$. Koller, McAllester, and Pfeffer [33] present a first order functional language with a coin toss construct `flip(p)` where $p$ is a probability in $(0.0, 1.0)$. Pfeffer [59] generalizes the coin toss construct to a multiple choice construct `dist [p_1 : e_1, \ldots, p_n : e_n]` where $\sum_i p_i = 1.0$. Gupta, Jagadeesan, and Panangaden [24] present a stochastic concurrent constraint language with a probabilistic choice construct `choose x from Dom in e` where $Dom$ is a finite set of real numbers. Ramsey and Pfeffer [64] present a stochastic lambda calculus with

---

1In this section, $p$ (with or without indices) stands for probabilities, $e$ program fragments, and $v$ values.
a binary choice construct choose \( p \ e_1 \ e_2 \). All these constructs, although in different forms, are equivalent to a binary choice construct and have the same expressive power.

An easy way to process a binary choice construct (or an equivalent) during a computation is to generate a sample from the probability distribution it denotes, as in the above probabilistic languages. Another way is to return an accurate representation of the probability distribution itself, by enumerating all elements in its support along with their probabilities. Pless and Luger [61] present an extended lambda calculus which uses a probabilistic construct of the form \( \sum_i e_i : p_i \) where \( \sum_i p_i = 1.0 \). A program denoting a probability distribution computes to a normal form \( \sum_i v_i : p_i \), which is an accurate representation of the probability distribution. Jones [30] presents a metalanguage with a binary choice construct \( e_1 \ or \ p \ e_2 \). Its operational semantics uses a judgment \( e \Rightarrow \sum p_i v_i \). Mogensen [43] presents a language for specifying die-rolls. Its denotational semantics (called probability semantics) is formulated in a similar style, directly in terms of probability measures.

Jones and Mogensen also provide an equivalent of a recursion construct which enables programmers to specify discrete distributions with infinite support (e.g., geometric distribution). Such a probability distribution is, however, difficult to represent accurately because of an infinite number of elements in its support. For this reason, Jones assumes \( \sum p_i \leq 1.0 \) in the judgment \( e \Rightarrow \sum p_i v_i \) and Mogensen uses partial probability distributions in which the sum of probabilities may be less than 1.0. The intuition is that a finite recursion depth is used so that some elements in the support are omitted in the enumeration.

There are a few probabilistic languages supporting continuous distributions. Kozen [34] investigates the semantics of probabilistic while programs. A random assignment \( x := \text{random} \) assigns a random number variable \( x \). Since it does not assume a specific probability distribution for the random number generator, the language serves only as a framework for probabilistic languages. Thrun [73, 74] extends C++ with probabilistic data types which are created from a template \( \text{prob} < \text{type} > \). Although the language, called CES, supports common continuous distributions, its semantics is not formally defined. Our work is originally motivated by the desire to develop a probabilistic language that is as expressive as CES and also has a formal semantics.

### 1.3 Sampling functions as the mathematical basis

The expressive power of a probabilistic language is determined to a large extent by its mathematical basis. That is, the set of probability distributions expressible in a probabilistic language is determined principally by mathematical objects used in specifying probability distributions. Since we intend to support all kinds of probability distributions without drawing a syntactic or semantic distinction, we cannot choose what is applicable only to a specific kind of probability distributions. Examples are probability mass functions which are specific to discrete distributions, probability density functions which are specific to continuous distributions, and cumulative distribution functions which assume an ordering on each probability domain.

Probability measures [65] are a possibility because they are synonymous with probability distributions. A probability measure \( \mu \) over a domain \( \mathcal{D} \) is a mapping satisfying the following conditions:

- \( \mu(\emptyset) = 0 \).
- \( \mu(\mathcal{D}) = 1 \).
- For a countable disjoint union \( \bigcup_i D_i \) of subsets \( D_i \) of \( \mathcal{D} \),
  \[
  \mu(\bigcup_i D_i) = \sum_i \mu(D_i)
  \]

where \( \bigcup_i D_i \) is required to be a subset of \( \mathcal{D} \).
Conceptually it maps the set of subsets of \( D \) (or, the set of events on \( D \)) to probabilities in \([0, 1]\). Probability measures are, however, not a practical choice as the mathematical basis because they are difficult to represent if the domain in infinite. As an example, consider a continuous probability distribution \( P \) of the position of a robot in a two-dimensional environment. (Since \( P \) is continuous, the domain is infinite even if the environment is physically finite.) The probability measure \( \mu \) corresponding to \( P \) should be able to calculate a probability for any given part of the environment (as opposed to a particular spot in the environment) — whether it is a contiguous region or a collection of disjoint regions, or whether it rectangular or oval-shaped. Thus finding a suitable representation for \( \mu \) involves the problem of representing an arbitrary part of the environment, and is thus far from a routine task.

The main idea of our work is that we can specify a probability distribution by answering “*How can we generate samples from it?*”, or equivalently, by providing a sampling function for it. A sampling function is defined as a mapping from the unit interval \((0, 1]\) to a probability domain \( D \). Given a random number drawn from \( U(0, 1]\), it returns a sample in \( D \), and thus specifies a unique probability distribution. In this way, random numbers serve as the source of probabilistic choices.

In specifying how to generate samples, we wish to exploit sampling techniques developed in simulation theory [10], most of which consume multiple (independent) random numbers to produce a single sample. To this end, we use a generalized notion of sampling function which maps \((0, 1]\) to \( D \times (0, 1]\) where \((0, 1]\) denotes an infinite product of \((0, 1]\). Operationally a sampling function now takes as input an infinite sequence of random numbers drawn independently from \( U(0, 1]\), consumes zero or more random numbers, and returns a sample with the remaining sequence. This generalization of the notion of sampling function is acceptable arithmetically (but not measure-theoretically). For example, we can use the technique of expanding a single real number in \((0, 1]\) into an infinite sequence of real numbers in \((0, 1]\) by taking even and odd bits of a binary representation of a given real number to produce two real numbers and repeating the procedure.

As the mathematical basis of PTP, we choose sampling functions, which overcome the problem with probability measures: they are applicable to all kinds of probability distributions, and are also easy to represent because a global random number generator (which generates as many random numbers as necessary from \( U(0, 1]\)) supplants the use of infinite sequences of random numbers. As a comparison with probability measures, consider the probability distribution \( P \) of the position of a robot discussed above. In devising a sampling function for \( P \), we only have to construct an algorithm that probabilistically generates possible positions of the robot; hence we do not need to consider the problem of representing an arbitrary part of the environment (which is essential in the case of probability measures). Intuitively it is easier to both formalize and answer “*Where is the robot likely to be?*” than “*How likely is the robot to be in a given region?*”.

The use of sampling functions as the mathematical basis leads to three desirable properties of PTP. First it provides a unified representation scheme for probability distributions: we no longer distinguish between discrete distributions, continuous distributions, and even those belonging to neither group. Such a unified representation scheme is difficult to achieve with other candidates for the mathematical basis. Second it enjoys rich expressiveness: we can specify probability distributions over infinite discrete domains, continuous domains, and even unusual domains such as infinite data structures (e.g., trees) and cyclic domains (e.g., angular values). Third it enjoys high versatility: there can be more than one way to specify a probability distribution, and the more we know about it, the better we can encode it. Section 3.2 demonstrates these properties with various examples written in PTP.
Data abstraction for probability distributions

In PTP, a sampling function is represented by a probabilistic computation that consumes zero or more random numbers (rather than a single random number) drawn from $U(0,1)$. In the context of data abstraction, it means that a probability distribution is constructed from such a probabilistic computation. The expressive power of PTP allows programmers to construct (or encode) all kinds of probability distributions in a uniform way. Equally important is, however, the question of how to observe (or reason about) a given probability distribution, i.e., how to get information out of it, through various queries. Since a probabilistic computation in PTP only describes a procedure for generating samples, the only way to observe a probability distribution is by generating samples from it. As a result, PTP is limited in its support for queries on probability distributions. For example, it does not permit a precise implementation of such queries as means, variances, and probabilities of specific events.

PTP alleviates this limitation by exploiting the Monte Carlo method [40], which approximately answers a query on a probability distribution by generating a large number of samples and then analyzing them. As an example, consider a (continuous) probability distribution $P$ of the pose (i.e., position and orientation) of a robot in a two-dimensional environment. Here are a few queries on $P$ all of which can be answered approximately:

- Draw a sample of robot pose at random.
- What is the expected (average) pose of the robot?
- What is the probability that the robot is facing within five degrees of due east?
- What is the probability that the robot is in Peter’s office?
- Under the assumption that the robot is in Peter’s office, what is the probability that the robot is within two feet of the door?"

These queries can be answered approximately by repeatedly performing the probabilistic computation associated with $P$ and then analyzing resultant samples. For example, the last query can be answered as follows:

1. Generate samples from $P$.
2. Filter out those samples indicating that the robot is not in Peter’s office.
3. Count the number of samples indicating that the robot is within two feet of the door, and divide it by the total number of remaining samples.

Certain queries on probability distributions are, however, difficult to answer even approximately by the Monte Carlo method. For example, the following queries are difficult to answer approximately by a simple analysis of samples:

- What is the most likely position of the robot?
- In what room is the robot most likely to be when the number of rooms is unknown?

Due to the nature of the Monte Carlo method, the cost of answering a query is proportional to the number of samples used in the analysis. The cost of generating a single sample is determined by the specific procedure chosen by programmers, rather than by the probability distribution itself from which to draw samples. For example, a geometric distribution can be encoded with a recursive procedure which simulates
coin tosses until a certain outcome is observed, or by a simple transformation (called the inverse transform method) which requires only a single random number. These two methods of encoding the same probability distribution differ in the cost of generating a single sample and hence in the cost of answering the same query by the Monte Carlo method. For a similar reason, the accuracy of the result of the Monte Carlo method, which improves with the number of samples, is also affected by the procedure chosen by programmers.

**Measure-theoretic view of sampling functions**

The accepted mathematical basis of probability theory is measure theory [65], which associates every probability distribution with a unique probability measure. We give a summary of measure theory before discussing the connection between sampling functions and measure theory. In the discussion below, sampling functions refer to those taking \((0, 0, \infty]\) as input, rather than generalized ones taking \((0, 1.0]\) as input.

- **Measurable sets** of a space \(\mathcal{D}\) are subsets of \(\mathcal{D}\).
- A **measurable space** \(\mathcal{M}(\mathcal{D})\) is a collection of measurable sets of \(\mathcal{D}\) such that:
  - \(\mathcal{D} \in \mathcal{M}(\mathcal{D})\).
  - If \(S \in \mathcal{M}(\mathcal{D})\), then \(\mathcal{D} - S \in \mathcal{M}(\mathcal{D})\). That is, \(\mathcal{M}(\mathcal{D})\) is closed under complement.
  - For a countable collection of measurable sets \(S_i \in \mathcal{M}(\mathcal{D})\), it holds \(\cup_i S_i \in \mathcal{M}(\mathcal{D})\). That is, \(\mathcal{M}(\mathcal{D})\) is closed under countable union.
- A **measurable function** \(f\) from \(\mathcal{D}\) to \(\mathcal{E}\) is a mapping from \(\mathcal{M}(\mathcal{D})\) to \(\mathcal{M}(\mathcal{E})\) such that if \(S \in \mathcal{M}(\mathcal{E})\), then \(f^{-1}(S) \in \mathcal{M}(\mathcal{D})\).
- A **measure** \(\mu\) over \(\mathcal{M}(\mathcal{D})\) is a mapping from \(\mathcal{M}(\mathcal{D})\) to \([0, \infty]\) such that:
  - \(\mu(\emptyset) = 0\).
  - For a countable disjoint union \(\cup_i S_i\) of measurable sets \(S_i \in \mathcal{M}(\mathcal{D})\), it holds \(\mu(\cup_i S_i) = \sum_i \mu(S_i)\).
- A **probability measure** \(\mu\) over \(\mathcal{M}(\mathcal{D})\) satisfies \(\mu(\mathcal{D}) = 1\).
- A **Lebesgue measure** \(\nu\) over the unit interval \((0, 1.0]\) is a probability measure such that \(\nu(S)\) is equal to the total length of intervals in \(S\).

Measure theory allows certain (but not all) sampling functions to specify probability distributions. Consider a sampling function \(f\) from \((0.0, 1.0]\) to \(\mathcal{D}\). While it is introduced primarily as a mathematical function, \(f\) may be interpreted as a measurable function as well, in which case it defines a unique probability measure \(\mu\) over \(\mathcal{M}(\mathcal{D})\) such that

\[
\mu(S) = \nu(f^{-1}(S))
\]

where \(\nu\) is a Lebesgue measure over the unit interval. The intuition is that \(S\), as an event, is assigned a probability equal to the size of its inverse image under \(f\).

This dissertation does not investigate measure-theoretic properties of sampling functions definable in PTP. If a probabilistic computation expressed in PTP consumes at most one random number (drawn from \(U(0.0, 1.0]\)), it is easy to identify a corresponding sampling function. If more than one sample is consumed, however, it is not always obvious how to construct such a sampling function. In fact, the presence of fixed point constructs in PTP (for recursive computations which can consume an arbitrary number of random numbers) makes it difficult even to define measurable spaces to which sampling functions map the unit interval, since fixed point constructs use domain-theoretic structures, rather than measure-theoretic structures, in order to solve resultant recursive equations.
Every probabilistic computation expressed in PTP is easily translated into a generalized sampling function (which takes \((0,0,1.0)^\infty\) as input). It is, however, unknown if generalized sampling functions definable in PTP are all measurable. Also unknown is if generalized sampling functions are measure-theoretically equivalent to ordinary sampling functions (i.e., if a measurable function from \((0,0,1.0)^\infty\) to \(D \times (0,0,1.0)^\infty\) determines a unique measurable function from \((0,0,1.0)\) to \(D\)). Nevertheless generalized sampling functions definable in PTP are shown to be closely connected with sampling techniques from simulation theory, which, like measure theory, are widely agreed to be a form of probabilistic computation and PTP is designed to support. A further discussion is found in Section 3.3.

1.4 Linguistic framework for PTP

We develop PTP as a functional language extending the \(\lambda\)-calculus, rather than an imperative language or a library embedded in an existing conventional language. We decide to use a monadic syntax for probabilistic computations. The decision is based upon two observations. First sampling functions are operationally equivalent to probabilistic computations in that they describe procedures for generating samples from infinite sequences of random numbers. Second sampling functions form a state monad \([44,45,64]\) whose set of states is \((0,0,1.0)^\infty\). These two observations imply that if we use a monadic syntax for probabilistic computations, it becomes straightforward to interpret probabilistic computations in terms of sampling functions. The monadic syntax treats probability distributions as first-class values and offers a clean separation between regular values and probabilistic computations.

Instead of designing a monadic syntax specialized for sampling functions, we begin by developing a linguistic framework \(\lambda\%/\) which accounts for computational effects in general. \(\lambda\%/\) does not borrow its syntax from Moggi’s monadic metalanguage \(\lambda_{ml}\) \([44,45]\). Instead it extends the monadic language of Pfennig and Davies \([60]\), which is a reformulation of \(\lambda_{ml}\) from a modal logic perspective. \(\lambda\%/\) may be thought of as their monadic language combined with the possible world interpretation \([35]\) of modal logic.

A characteristic feature of \(\lambda\%/\) is that it classifies computational effects into two kinds: world effects and control effects. World effects are stateful computational effects such as mutable references and input/output; control effects are contextual computational effects such as exceptions and continuations. Probabilistic choices are a particular case of world effect, and PTP arises as an instance of \(\lambda\%/\) with a language construct for consuming (or drawing) random numbers from \(U(0,0,1.0)\).

1.5 Applications to robotics

Instead of implementing PTP as a complete programming language of its own, we embed it in an existing functional language by building a translator. Specifically we extend the syntax of Objective CAML \([2]\) to incorporate the syntax of PTP, and then translate language constructs of PTP back into the original syntax. The translator is sound and complete in the sense that both type and reducibility of any program in PTP, whether well-typed/reducible or ill-typed/irreducible, are preserved when translated in Objective CAML.

An important part of our work is to demonstrate the use of PTP by applying it to real problems. As the main testbed, we choose robotics \([72]\). It offers a variety of real problems that necessitate probabilistic computations over continuous distributions. We use PTP for three applications in robotics: robot localization \([72]\), people tracking \([50]\), and robotic mapping \([75]\). In each case, the state of a robot is represented with a probability distribution, whose update equation is formulated at the level of probability distributions and translated directly in PTP. All experiments in our work have been carried out with real robots.

A comparison between our robot localizer and another written in C gives evidence that the benefit of implementing probabilistic computations in PTP, such as readability and conciseness of code, can outweigh
its disadvantage in speed (see Section 5.5 for details). Thus PTP serves as another example of high-level language whose power is well exploited in a problem domain where imperative languages have been traditionally dominant.

1.6 Outline

The rest of this dissertation is organized as follows. Chapter 2 presents the linguistic framework $\lambda_\subset$ to be used for PTP. Chapter 3 presents the syntax, type system, and operational semantics of PTP. Chapter 4 describes the translator of PTP in Objective CAML. Chapter 5 presents three applications of PTP in robotics. Chapter 6 concludes.
Chapter 2

Linguistic Framework

This chapter presents our linguistic framework \( \lambda_\circ \) to be used for PTP. \( \lambda_\circ \) is an extension of the \( \lambda \)-calculus (with a modality \( \circ \)) which accounts for computational effects in general. In developing \( \lambda_\circ \) we are interested in modeling such computational effects as input/output, mutable references, and continuations. We view probabilistic choices as a particular case of computational effect, and PTP arises as an instance of \( \lambda_\circ \) with a language construct for probabilistic choices.

Key concepts used in the development of \( \lambda_\circ \) are as follows:

- **Segregation of world effects and control effects.** \( \lambda_\circ \) classifies computational effects into two kinds: stateful world effects and contextual control effects. The distinction makes it easy to combine computational effects at the language design level.

- **Possible world interpretation of modal logic.** \( \lambda_\circ \) uses modal logic [12] to characterize world effects, and relates modal logic to world effects by the possible world interpretation [35]. As a result, the notion of world in “world effects” coincides with the notion of world in the “possible world interpretation.” In formulating the logic for \( \lambda_\circ \) we use the judgmental style of Pfenning and Davies [60].

At its core, \( \lambda_\circ \) applies the possible world interpretation to the monadic language of Pfenning and Davies [60], which uses lax logic [19, 7] in the judgmental style to reformulate Moggi’s monadic meta-language \( \lambda_{ml} \) [44, 45]. The monadic language of Pfenning and Davies analyzes computational effects only at an abstract level from a proof-theoretic perspective, and does not readily extend to a programming language with computational effects. \( \lambda_\circ \) is an attempt to extend their monadic language with an operational semantics so as to support concrete notions of computational effect. The key idea is to combine the possible world interpretation and the judgmental style in such a way that the accessibility relation (which is an integral part of the possible world interpretation) is not used in inference rules (unlike the system of modal logic of Simpson [71], for example).

Although \( \lambda_\circ \) is not specific to probabilistic computations and the development of \( \lambda_\circ \) is thus optional for the purpose of designing PTP, we investigate \( \lambda_\circ \) to better explain the logical foundation of PTP. As the definition of PTP in Chapter 3 is self-contained, this chapter can be skipped without loss of continuity by those readers who want to understand only PTP.

### 2.1 Computational effects in \( \lambda_\circ \)

This section gives a definition of computational effects. The clarification of the notion of computational effect may appear to be of little significance (because we already know what is called computational effects
and how they work), but it has a profound impact on the overall design of $\lambda\circ$. This section also gives an overview of $\lambda\circ$ at an abstract level (i.e., without its syntax and semantics).

**Definition of computational effects**

In the context of functional languages, computation effects are usually defined as what destroys the “purity” of functional languages. Informally the purity of a functional language means that every function in it denotes a mathematical function, i.e., a black box converting a valid argument into a unique outcome. For example, a function \( fn \ x \Rightarrow x + !y \) in ML does not denote a mathematical function because its outcome depends on the content of reference \( y \) as well as argument \( x \); hence we conclude that mutable references are computational effects. Other examples of computational effects include input/output, exceptions, continuations, non-determinism, concurrency, and probabilistic choices.

The notion of purity, however, is subtle and there is no universally accepted definition of purity. Sabry [67] shows that common criteria for purity, such as soundness of the \( \beta \)-equational axiom, confluence (the Church-Rosser property or independence of order of evaluation), and preservation of observational equivalences, are incomplete in that either they fail to hold in some pure functional languages or they continue to hold in some impure functional languages (referential transparency is not considered because it does not have a universally accepted definition). He proposes a definition of purity based upon independence of reduction strategies, but this definition has a drawback that a given functional language must have implementations of three reduction strategies, namely, call-by-value, call-by-need, and call-by-name.

As a result, the definition of computational effects as what destroys the purity of functional languages is ambiguous, and some concepts are called computational effects without any justification. For example, non-termination is called a computational effect only by convention (as a special kind of computational effect which is not observable). At the same time, one may argue that non-termination is not a computational effect because the use of pointed types (i.e., types augmented with a bottom element \( \bot \) denoting non-termination) preserves the property of mathematical functions.

A definition of computational effects is not necessary in designing a functional language, such as ML and Scheme, that allows any program fragment to produce computational effects. It is, however, crucial to the design of a functional language, such as Haskell 98\(^1\) [55] (and $\lambda\circ$), that subsumes a sublanguage for computational effects, since a criterion for computational effects determines features supported by the sublanguage. The case of Haskell illustrates the importance of a proper definition of computational effects, and also inspires our definition of computational effects.

**Computational effects in Haskell**

Since their introduction to the programming language community, monads [44, 45] have been considered as an elegant means of structuring functional programs and incorporating computational effects into functional languages [76, 77]. A good example of a functional language that makes extensive use of monads in its design is Haskell. At the programming level, it provides a type class \( \text{Monad} \) to facilitate modular programming; at the language design level, it provides a built-in \( \text{IO} \) monad for producing computational effects without compromising its properties as a pure functional language.

Haskell does not assume a particular definition of computational effects. Instead it implicitly identifies computational effects with monads and confines all kinds of computational effects to the \( \text{IO} \) monad [56, 58] (or a similar one such as the \( \text{ST} \) monad). Thus Haskell conceptually consists of two sublanguages: a functional sublanguage which never produces computational effects, and a monadic sublanguage which is formed by the \( \text{IO} \) monad.

\(^1\)Abbreviated as Haskell henceforth.
The identification between computational effects and monads may appear to be innocuous, perhaps because of the success of monads as a means of modeling different computational effects in a uniform manner. When all kinds of computational effects are present together, however, the identification becomes problematic because monads do not combine well with each other [32, 31, 39]. Haskell uses the `IO` monad for all kinds of computational effects without explicitly addressing this difficulty.

The identification also enforces unconventional treatments of some computational effects. For example, it disallows exceptions for the functional sublanguage, which would be useful for handling division by zero or pattern-match failures. It also disallows continuations for the functional sublanguage, which would be useful for implementing advanced control constructs such as non-local exits and co-routines. Hence the identification significantly limits the practical utility of exceptions and continuations. For this reason, an extension of Haskell proposed by Peyton Jones et al. [57] allows exceptions not for the monadic sublanguage but for the functional sublanguage, thereby deviating from the identification between computational effects and monads.

Our view is that computational effects are not identified with monads and that the identification between computational effects and monads in Haskell is a consequence of lack of a proper definition of computational effects. The capability of monads to model all kinds of computational effects may be the rationale for the identification, but it does not really warrant the identification; rather it only implies that monads are a particular tool for studying the denotational semantics of computational effects.

As an example, consider the set monad for modeling non-determinism [76]. The set monad is suitable for specifying the denotational semantics of a non-deterministic language (which has a non-deterministic choice construct), since a program can be translated into a set enumerating all possible outcomes. The set monad does not, however, lend itself to the operational design of a non-deterministic language, in which a program returns a single outcome, instead of the set of all possible outcomes, after producing computational effects. Therefore the set monad is useful for developing the denotational semantics (and also possibly the syntax) of a non-deterministic language, but not for implementing it operationally. In fact, if the set monad was enough for implementing a non-deterministic language operationally, we could argue that the built-in `IO` monad is unnecessary in Haskell because we can instantiate the type class `Monad` to mimic all computational effects supported by the `IO` monad. Thus the main lesson learned from Haskell is that modeling a computational effect is a separate issue from implementing it operationally.

Another lesson learned from Haskell is that as its implementation is based upon a state monad, the `IO` monad is suitable for stateful computational effects such as mutable references and input/output, but not compatible with contextual computational effects such as exceptions and continuations. That is, while stateful computational effects may well be identified with the `IO` monad, contextual computational effects do not need to be restricted to the monadic sublanguage. Our definition of computational effects captures the distinction between these two kinds of computational effects, calling the former world effects and the latter control effects.

**World effects and control effects**

We directly define computational effects without relying on another notion such as purity of functional languages. A central assumption is that the run-time system consists of a program and a world. A program is subject to a set of reduction rules. For example, a program in the \( \lambda \)-calculus runs by applying the \( \beta \)-reduction rule. A world is an object whose behavior is specified by the programming environment rather than by reduction rules. For example, a keyboard buffer can be part of a world such that a keystroke or a read operation changes its contents. In contrast, a heap is not part of a world because it is just a convenience for implementing reduction rules. That is, we can implement all reduction rules without using heaps at all.

\[2\] If the reader holds the view that computational effects and monads are identified, this example may well be hard to follow!
When an external agent or a program interacts with a world and causes a transition to another world, we say that a world effect occurs. For example, if a keyboard buffer is part of a world, a keystroke by a user or a read operation by a program changes its contents and thus causes a world effect. As another example, if a store for mutable references is part of a world, an operation to allocate, dereference, or deallocate references interacts with the world and thus causes a world effect.

When a program undergoes a change that no sequence of reduction rules can induce, we say that a control effect occurs. For example, if the $\beta$-reduction rule is the only reduction rule, raising an exception causes a control effect because in general, it induces a change that is independent of the $\beta$-reduction rule. For a similar reason, capturing and throwing continuations cause control effects. Note that the concept of control effect is relative to the set of “basic” reduction rules assumed by the run-time system. One could imagine a run-time system with built-in reduction rules for exceptions, in which case raising an exception would not be regarded as a control effect.

Thus world effects and control effects have fundamentally different characteristics and are realized in different ways. World effects are realized by specifying a world structure — empty world structure if there are no world effects, keyboard buffer and display window for input/output, store for mutable references, and so on. Control effects are realized by introducing program transformation rules (that cannot be defined in terms of existing reduction rules). Since world structures and program transformation rules are concerned with different parts of the run-time system, world effects and control effects are treated in orthogonal ways.

The distinction between world effects and control effects makes it easy to combine computational effects at the language design level. Different world effects are combined by merging corresponding world structures. For example, a world structure with a keyboard buffer and display window and a store realizes both input/output and mutable references. There is no need to explicitly combine control effects with other computational effects, since control effects become pervasive once corresponding program transformation rules are introduced.

World effects are further divided into internal world effects and external world effects. An internal world effect is always caused by a program and is ephemeral in the sense that the change it makes to a world can be undone by the run-time system. An example is to allocate new references, which can be later reclaimed by the run-time system. An external world effect is caused either by an external agent, affecting a program, or by a program, affecting an external agent. It is perpetual in the sense that the change it makes to a world cannot be undone by the run-time system. An example is to use keyboard input or to send output to a printer — once you type a password to a malicious program or print it on a public printer, there is no going back from the catastrophic consequence!

While internal world effects occur within the run-time system, external world effects involve interactions with external agents. In this regard, all external world effects are examples of concurrency in the presence of external agents. $\lambda_\diamond$ is not intended to model external agents, and we restrict ourselves to internal world effects in developing $\lambda_\diamond$.

**From Haskell to $\lambda_\diamond$**

As mentioned earlier, Haskell conceptually consists of two sublanguages: 1) a functional sublanguage which is essentially the $\lambda$-calculus and never produces computational effects; 2) a monadic sublanguage which is formed by the $\text{IO}$ monad and produces both world effects and control effects. Peyton Jones [58] clarifies the distinction between the two sublanguages with a two-level semantics: an inner denotational semantics for the functional sublanguage and an outer transition (operational) semantics for the monadic sublanguage.

As control effects do not need to be restricted to the monadic sublanguage, we consider a variant of Haskell that allows both its functional and monadic sublanguages to produce control effects. In comparison with Haskell, this variant has a disadvantage that a function may not denote a mathematical function, but it
overcomes the limitation of Haskell in dealing with control effects.

\( \lambda_\Box \) can be thought of as a reformulation of the variant of Haskell from a logical perspective. It has two syntactic categories: terms and expressions. Terms form a sublanguage which subsumes the \( \lambda \)-calculus and is allowed to produce only control effects; expressions forms another sublanguage which is allowed to produce both world effects and control effects. The logic behind the definition of expressions is the same as the logic underlying monads, namely lax logic [7]. Thus, like the monadic sublanguage of Haskell, expressions in \( \lambda_\Box \) enforce the monadic syntax (with the modality \( \Box \)).

2.2 Logical preliminaries

\( \lambda_\Box \) has a firm logical foundation, providing a logical analysis of computational effects. This section explains those concepts from logic that play key roles in the development of \( \lambda_\Box \).

2.2.1 Curry-Howard isomorphism and judgmental formulation

The Curry-Howard isomorphism [27] is a principle connecting logic and programming languages. It states that propositions in logic correspond to types in programming languages (propositions-as-types correspondence) and that proofs in logic correspond to programs in programming languages (proofs-as-programs correspondence). Given a formulation of logic, it systematically derives the type system and reduction rules of a corresponding programming language. The development of \( \lambda_\Box \) follows the same pattern: we first formulate the logic for \( \lambda_\Box \) and then apply the Curry-Howard isomorphism to obtain the type system and reduction rules.

The logic for \( \lambda_\Box \) is formulated in the judgmental style of Pfenning and Davies [60]. A judgmental formulation of logic adopts Martin-Löf’s methodology of distinguishing between propositions and judgments [42]. It differs from a traditional formulation which relies solely on propositions. Below we review results from Pfenning and Davies [60].

Propositions and judgments

In a judgmental formulation of logic, a proposition is an object of verification whose truth is checked by inference rules, whereas a judgment is an object of knowledge which becomes evident by a proof. Examples of propositions are ‘1 + 1 is equal to 0’ and ‘1 + 1 is equal to 2’, both under inference rules based upon arithmetic. Examples of judgments are ‘‘1 + 1 is equal to 0’ is true’’, for which there is no proof, and ‘‘1 + 1 is equal to 2’’ is true”, for which there is a proof.

To clarify the difference between propositions and judgments, consider a statement ‘the moon is made of cheese.’ The statement is not yet an object of verification, or a proposition, since there is no way to check its truth. It becomes a proposition when an inference rule is given, for example, (written in a pedantic way) ‘‘the moon is made of cheese’’ is true if ‘the moon is greenish white and has holes in it’’ is true.” Now we can attempt to verify the proposition, for example, by taking a picture of the moon. That is, we still do not know whether the proposition is true or not, but by virtue of the inference rule, we know at least what counts as a verification of it. If the picture indeed shows that the moon is greenish white and has holes in it, the inference rule makes evident the judgment ‘‘the moon is made of cheese’’ is true.” Now we know ‘‘the moon is made of cheese’’ is true” by the proof consisting of the picture and the inference rule. Thus a proposition is an object of verification which may or may not be true, whereas a judgment is an object of knowledge which we either know or do not know.

As a more concrete example, consider the conjunction connective \( \land \). In order for \( A \land B \) to be a proposition, we need a way to check its truth. Since \( A \land B \) is intended to be true whenever both \( A \) and \( B \) are true,
we use the following inference rule to explain \( A \land B \) as a proposition; we assume that both \( A \) and \( B \) are propositions, and abbreviate a truth judgment “\( A \) is true” as \( A \ true \):

\[
\frac{A \ true \ B \ true}{A \land B \ true} \land I
\]

The rule \( \land I \) says that if \( A \) is true and \( B \) is true, then \( A \land B \) is true. It follows the usual interpretation of an inference rule: if the premises hold, then the conclusion holds. We use the rule \( \land I \) to construct a proof \( D \) of \( A \land B \ true \) from a proof \( D_A \) of \( A \ true \) and a proof \( D_B \) of \( B \ true \); we write \( D_A \ A \ true \) to mean that \( D_A \) is a proof of \( A \ true \):

\[
D = \frac{D_A \ A \ true \ D_B \ B \ true}{A \land B \ true} \land I
\]

Thus \( A \land B \) is a proposition because we can check its truth according to the rule \( \land I \), whereas \( A \land B \ true \) is a judgment because we either know it or do not know it, depending on the existence of a proof.

The rule \( \land I \) above is called an introduction rule for the conjunction connective \( \land \), since its conclusion deduces a truth judgment with \( \land \), or introduces \( \land \). A dual concept is an elimination rule, whose premises exploit a truth judgment with \( \land \) to prove another judgment in the conclusion, or eliminates \( \land \). In the case of \( \land \), there are two elimination rules, \( \land E_L \) and \( \land E_R \):

\[
\frac{A \land B \ true}{A \ true} \land E_L \quad \frac{A \land B \ true}{B \ true} \land E_R
\]

These elimination rules make sense because \( A \land B \ true \) implies both \( A \ true \) and \( B \ true \). We will later discuss their properties in a more formal way.

It is important that in a judgmental formulation of logic, the notion of judgment takes priority over the notion of proposition. Specifically the notion of judgment does not depend on propositions, and a new kind of judgment is defined only in terms of existing judgments (but without using existing connectives or modalities). On the other hand, propositions are always explained with existing judgments (including at least truth judgments), and a new connective or modality is defined so as to compactly represent the knowledge expressed by existing judgments. For example, we could define a falsehood judgment \( A \ false \) as “\( A \ true \) does not hold,” and then use a new modality \( \neg \) with the following introduction rule:

\[
\frac{A \ false}{\neg A \ true} \neg I
\]

We say that the rule \( \neg I \) internalizes \( A \ false \) as a proposition \( \neg A \).

If the definition of a connective or modality involves another connective or modality, we say that orthogonality is destroyed in the sense that the two connectives or modalities cannot be developed independently, or orthogonally. In this dissertation, we use no connective or modality destroying orthogonality.

Categorical judgments and hypothetical judgments

A judgment such as “\( A \) is true” is called a categorical judgment because it involves no hypotheses and is thus unconditional. Another judgment that we need is a hypothetical judgment, which involves hypotheses. A general form of hypothetical judgment reads “if judgments \( J_1, \ldots, J_n \) hold, then a judgment \( J \) holds,” written as \( J_1, \ldots, J_n \vdash J \). We refer to \( J_i, 1 \leq i \leq n \), as an antecedent and \( J \) as the succedent.

A hypothetical judgment \( J_1, \ldots, J_n \vdash J \) becomes evident by a proof of \( J \) in which \( J_1, \ldots, J_n \) are assumed to be evident without proofs. Such a proof \( D \) is called a hypothetical proof and is written as
follows:

\[ D = \begin{array}{c}
J_1 \\
\vdots \\
J_n \\
\end{array} \} \text{ inference rules} \]

Inference rules here use judgment \( J_i \) without requiring a proof, that is, as a hypothesis. We say that a hypothesis \( J_i \) is discharged when inference rules use it to deduce \( J_i \). Note that a hypothetical proof of \( \cdot \vdash J \) (with no antecedent) is essentially a proof of judgment \( J \) and vice versa, since both proofs show that \( J \) holds categorically.\(^3\)

The notion of hypothetical proof is illustrated by the implication connective \( \supset \). In order for \( A \supset B \) to be a proposition, we need a way to check its truth. Since \( A \supset B \) is intended to be true whenever \( A \) true implies \( B \) true, the introduction rule uses a hypothetical proof in its premise:

\[
\begin{array}{c}
[A \text{ true}] \\
\vdots \\
B \text{ true} \\
\end{array}
\]

\[ A \supset B \text{ true} \supset I \]

The elimination rule for \( \supset \) exploits \( A \supset B \text{ true} \) in its premises to prove \( B \text{ true} \) in its conclusion:

\[
\begin{array}{c}
A \supset B \text{ true} \\
A \text{ true} \\
\end{array}
\]

\[ B \text{ true} \supset E \]

The rule \( \supset E \) makes sense because \( A \supset B \text{ true} \) licenses us to deduce \( B \text{ true} \) if \( A \text{ true} \) holds, which is the case by the second premise.

Our definition of hypothetical judgments makes two implicit assumptions: 1) the order of antecedents is immaterial; 2) an antecedent may be used zero or more times in a hypothetical proof. These assumptions are formally stated in the three structural rules of hypothetical judgments:

(Exchange) If \( J_1, \ldots, J_i, J_{i+1}, \ldots, J_n \vdash J \), then \( J_1, \ldots, J_{i+1}, J_i, \ldots, J_n \vdash J \).

(Weakening) If \( J_1, \ldots, J_n \vdash J \), then \( J_1, \ldots, J_n, J_{n+1} \vdash J \) for any judgment \( J_{n+1} \).

(Contraction) If \( J_1, \ldots, J_i, J_{i+1}, \ldots, J_n \vdash J \), then \( J_1, \ldots, J_i, \ldots, J_n \vdash J \).

A hypothetical proof can be combined with another hypothetical proof. For example, a hypothetical proof \( D \) of \( J_1, \ldots, J_n \vdash J \) is combined with a hypothetical proof \( E_1 \) of \( J_2, \ldots, J_n \vdash J_1 \) to produce another hypothetical proof, written as \( [E_1/J_1]D \), of \( J_2, \ldots, J_n \vdash J \):

\[
\begin{array}{c}
J_2 \\
\vdots \\
J_n \\
\end{array}
\]

\[ \begin{array}{c}
E_1 \\
\vdots \\
\end{array} \]

\[ [E_1/J_1]D = \begin{array}{c}
J_1 \\
\vdots \\
J_n \\
\end{array} \}
\]

\[ D \]

\(^3\)This equivalence does not mean that a hypothetical judgment \( \cdot \vdash J \) is equivalent to judgment \( J \). While the former states that \( J \) holds categorically, the latter is unaware of whether there are hypotheses or not, and could be even a hypothesis in a hypothetical proof. For example, from the assumption that \( J \) implies \( J' \), we can show that \( \cdot \vdash J \) implies \( \cdot \vdash J' \). The converse is not the case, however.
Note that hypotheses \(J_2, \cdots, J_n\) may be used twice: when proving \(J_1\) in \(E_1\) and when proving \(J\) in \(D\). This property of hypothetical judgments that a hypothetical proof can be substituted into another hypothetical proof is called the substitution principle:

- (Substitution principle) If \(\Gamma \vdash J\) and \(\Gamma, J \vdash J'\), then \(\Gamma \vdash J'\).

A convenient way to prove hypothetical judgments is to use inference rules for hypothetical judgments without relying on hypothetical proofs. For example, we can explain the implication connective \(\supset\) with the following inference rules for hypothetical judgments; we abbreviate a collection of antecedents as \(\Gamma\):

\[
\frac{\Gamma, A \text{ true} \vdash B \text{ true}}{\Gamma \vdash A \supset B \text{ true}} \quad \text{⋁I} \quad \frac{\Gamma \vdash A \supset B \text{ true} \quad \Gamma \vdash A \text{ true}}{\Gamma \vdash B \text{ true}} \quad \text{⋁E}
\]

Here the introduction rule \(\text{⋁I}\) uses hypothetical judgments to express that a proposition \(A \supset B\) is true whenever \(A \text{ true}\) implies \(B \text{ true}\); the elimination rule \(\text{⋁E}\) uses hypothetical judgments to express that \(A \supset B \text{ true}\) licenses us to deduce \(B \text{ true}\) if \(A \text{ true}\) holds. A proof of \(\Gamma \vdash J\) with these inference rules guarantees the existence of a corresponding hypothetical proof of \(\Gamma \vdash J\).

A special form of hypothetical judgment \(J_1, \cdots, J_i, \cdots, J_n \vdash J_i\) (where the succedent matches an antecedent) is evident by a vacuous proof. The following inference rule, called the hypothesis rule, expresses this property of hypothetical judgments; it simply says that any hypothesis can be used:

\[
\frac{\Gamma, J \vdash J}{\text{Hyp}}
\]

From now on, we assume that antecedents and succedents in hypothetical judgments are all basic judgments. For example, we do not consider such hypothetical judgments as \((\Gamma_1 \vdash J_1) \vdash J_2\) and \(\Gamma_1 \vdash (\Gamma_2 \vdash J)\).

The Curry-Howard isomorphism

The Curry-Howard isomorphism connects logic and programming languages by representing a proof of a judgment with a program of a corresponding type. In other words, a well-typed program is a compact representation of a valid proof under the Curry-Howard isomorphism. Typically we apply the Curry-Howard isomorphism by translating inference rules of logic into typing rules of a programming language. By convention, a typing rule is given the same name as the inference rule from which it is derived.

As an example, we consider the logic of truth with the conjunction connective \(\wedge\) and the implication connective \(\supset\). Under the Curry-Howard isomorphism, the logic corresponds to the type system of the \(\lambda\)-calculus with product types. A proof \(D\) of \(A \text{ true}\) is represented with a proof term \(M\) of type \(A\). Note that \(A\) is interpreted both as a proposition and as a type. We use a judgment \(M : A\) to mean that proof term \(M\) represents a proof of \(A \text{ true}\), or that proof term \(M\) has type \(A\). Thus we have the following correspondence:

\[
D \quad \leftrightarrow \quad M : A
\]

Now consider the use of the inference rule \(\wedge I\) in constructing a proof \(D\) of \(A \wedge B \text{ true}\) from a proof \(D_A\) of \(A \text{ true}\) and a proof \(D_B\) of \(B \text{ true}\). When proof terms \(M_A\) and \(M_B\) represent \(D_A\) and \(D_B\), respectively, we use a product term \((M_A, M_B)\) of product type \(A \wedge B\) to represent \(D\). Thus the inference rule \(\wedge I\) is translated into the following typing rule:

\[
M_A : A \quad M_B : B \\
(M_A, M_B) : A \wedge B \quad \wedge I
\]
We use projection terms \( \text{fst} \ M \) and \( \text{snd} \ M \) in translating the rules \( \& \mathsf{E}_L \) and \( \& \mathsf{E}_R \): \[
\frac{M : A \& B}{\text{fst} \ M : A} \quad \frac{M : A \& B}{\text{snd} \ M : B}\]

When a hypothetical proof uses \( A \ true \) as a hypothesis, it assumes the existence of a proof. Since such a proof is actually unknown, it cannot be represented with a concrete proof term. Hence it is represented with a variable \( x \), a special proof term which can be replaced by another proof term. Suppose \( \Gamma \vdash A \ true \) is represented with a proof term. Then a proof \( \mathcal{D} \) of \( A_1 \ true, \cdots, A_n \ true \vdash A \ true \) is represented with a proof term \( M \) satisfying a hypothetical judgment \( x_1 : A_1, \cdots, x_n : A_n \vdash M : A \), which means that proof term \( M \) has type \( A \) under the assumption that variable \( x_i, 1 \leq i \leq n \), has type \( A_i \) :

\[
\mathcal{D} \quad A_1 \ true, \cdots, A_n \ true \vdash A \ true \quad \Leftrightarrow \quad x_1 : A_1, \cdots, x_n : A_n \vdash M : A
\]

We refer to a collection of judgments \( x_1 : A_1, \cdots, x_n : A_n \) as a typing context. As with collections of antecedents, we abbreviate typing contexts as \( \Gamma \); all variables in a typing context are assumed to be distinct.

With the correspondence of hypothetical judgments above, inference rules for hypothetical judgments in logic are translated into typing rules for hypothetical judgments \( \Gamma \vdash M : A \). For example, the inference rules \( \triangleright \mathsf{I} \) and \( \triangleright \mathsf{E} \) are translated into the following typing rules, which use a lambda abstraction \( \lambda x : A. M \) and a lambda application \( M \ N \) as proof terms:

\[
\frac{\Gamma, x : A \vdash M : A \& B}{\Gamma \vdash \lambda x : A. M : A \& B} \quad \frac{\Gamma \vdash M : A \& B \quad \Gamma \vdash N : A}{\Gamma \vdash M \ N : B} \quad \triangleright \mathsf{I} \quad \triangleright \mathsf{E}
\]

Figure 2.1 shows inference rules for hypothetical judgments in logic (shown in the left column) and their translation into typing rules (shown in the right column). The left column shows inference rules for hypothetical judgments, and right column shows corresponding typing rules. The hypothesis rule \( \mathsf{Hyp} \) is translated into a typing rule, also called the hypothesis rule, that typechecks a variable. The typing rules in the right column constitute the type system of the lambda-calculus with product types.

As a hypothetical proof can be substituted into another hypothetical proof, a proof term can also be substituted into another proof term. Suppose \( \Gamma \vdash M : A \) and \( \Gamma, x : A \vdash N : B \). \( M \) and \( N \) represent hypothetical proofs \( \mathcal{D} \) and \( \mathcal{E} \) of \( \Gamma \vdash A \ true \) and \( \Gamma, A \ true \vdash B \ true \), respectively, where we use the same symbol \( \Gamma \) for the collection of antecedents corresponding to the typing context \( \Gamma \). If we replace all occurrences of \( x \) in \( N \) by \( M \), we obtain a proof term, written as \( [M/x]N \), which contains no occurrence of \( x \). The substitution principle for proof terms states that \( [M/x]N \) represents the hypothetical proof \( [\mathcal{D}/A \ true]\mathcal{E} \) of \( \Gamma \vdash B \ true \):
• (Substitution principle)

If $\Gamma \vdash M : A$ and $\Gamma, x : A \vdash N : B$, then $\Gamma \vdash [M/x]N : B$.

An $A \ true$ and $\Gamma \vdash A \ true$ are called synthetic judgments because no prior information on their proofs is given and we search for, or synthesize, their proofs from inference rules. In contrast, $M : A$ and $\Gamma \vdash M : A$ are called analytic judgments because their proofs are already represented in $M$ and can be reconstructed by analyzing $M$. To prove $M : A$ or $\Gamma \vdash M : A$ with typing rules, we only have to analyze $M$ because it determines which typing rule should be applied to deduce $M : A$ or $\Gamma \vdash M : A$. For example, if $M$ is a product term (i.e., $M = (M_1, M_2)$), a deduction of $\Gamma \vdash M : A$ always ends with an application of the typing rule $\land I$. For this reason, a deduction of $M : A$ or $\Gamma \vdash M : A$ is often called a derivation rather than a proof.

When we construct a (unique) derivation of $M : A$ or $\Gamma \vdash M : A$, we check if $M$ indeed represents a proof of $A \ true$, rather than searching for a yet unknown proof. Such a derivation effectively typechecks $M$ by testing if $M$ indeed has type $A$, and we call $M : A$ and $\Gamma \vdash M : A$ typing judgments.

**Reduction and expansion rules**

All the inference rules presented so far make sense intuitively, but their correctness is yet to be established in a formal way. To this end, we show that the inference rules satisfy two properties: local soundness and local completeness. Under the Curry-Howard isomorphism, the two properties correspond to reduction and expansion rules for proof terms, thus culminating in a foundation for operational semantics of programming languages.

An introduction rule compresses the knowledge expressed in its premises into a truth judgment in the conclusion, whereas an elimination rule retrieves the knowledge compressed within a truth judgment in a premise to deduce another judgment in the conclusion. The local soundness property states that the knowledge retrieved from a judgment by an elimination rule is only part of the knowledge compressed within that judgment. Therefore, if the local soundness property fails, the elimination rule is too strong in the sense that it is capable of contriving some knowledge that cannot be justified by that judgment. The local completeness property states that the knowledge retrieved from a judgment by an elimination rule includes at least the knowledge compressed within that judgment. Therefore, if the local completeness property fails, the elimination rule is too weak in the sense that it is incapable of retrieving all the knowledge compressed within that judgment. If an elimination rule satisfies both properties, it retrieves exactly the same knowledge compressed within a judgment in a premise.

We verify the local soundness property by showing how to reduce a proof in which an introduction rule is immediately followed by a corresponding elimination rule. As an example, consider the following proof for the conjunction connective $\land$:

$$
\frac{D}{A \ true} \quad \frac{E}{B \ true} \quad \frac{}{\land I} \quad \frac{}{A \land B \ true} \quad \frac{}{A \ true} \quad \frac{}{\land E_L}
$$

The elimination rule $\land E_L$ is not too strong because what it deduces in the conclusion, namely $A \ true$, is one of the two judgments used to deduce $A \land B \ true$. Hence the whole proof reduces to a simpler proof $D$:

$$
\frac{D}{A \ true} \quad \frac{E}{B \ true} \quad \frac{}{\land I} \quad \frac{}{A \land B \ true} \quad \frac{}{A \ true} \quad \frac{}{\land E_L} \quad \frac{}{\Rightarrow} \quad A \ true
$$

If the elimination rule was too strong (e.g., deducing $A \supset B \ true$ somehow), the proof would not be re-
ducible. As another example, consider the proof for the implication connective \( \supset \):

\[
\Gamma, A \text{ true} \vdash B \text{ true} \quad \supset \quad \Gamma \vdash A \text{ true} \quad \supset \quad \varepsilon
\]

By the substitution principle, the whole proof reduces to a simpler proof \([\varepsilon/A \text{ true}]\mathcal{D}\):

\[
\Gamma, A \text{ true} \vdash B \text{ true} \\
\Gamma \vdash A \supset B \text{ true} \\
\Gamma \vdash B \text{ true} \\
\varepsilon
\]

\(\Rightarrow\) \([\varepsilon/A \text{ true}]\mathcal{D}\) \(\Gamma \vdash B \text{ true}\)

We refer to these reductions \(\Rightarrow\) as local reductions.

We verify the local completeness property by expanding the proof of a judgment into another proof in which one or more elimination rules are followed by an introduction rule for the same judgment. As an example, consider a proof \(\mathcal{D}\) of \(A \land B \text{ true}\). The elimination rules \(\land E_L\) and \(\land E_R\) are not too weak because what they deduce in their conclusions, namely \(A \text{ true}\) and \(B \text{ true}\), are sufficient to reconstruct another proof of \(A \land B \text{ true}\):

\[
\mathcal{D} \\
A \land B \text{ true} \\
\Rightarrow \varepsilon \\
\frac{\mathcal{D}}{\land E_L} \frac{A \land B \text{ true}}{A \text{ true}} \\
\frac{\mathcal{D}}{\land E_R} \frac{A \land B \text{ true}}{B \text{ true}} \\
\Rightarrow \land I
\]

If the elimination rules were too weak (e.g., being unable to deduce \(A \text{ true}\) somehow), the proof would not be expandable. As another example, consider a proof \(\mathcal{D}\) of \(\Gamma \vdash A \supset B \text{ true}\). By the weakening property, \(\mathcal{D}\) is also a proof of \(\Gamma, A \text{ true} \vdash A \supset B \text{ true}\). Then we can reconstruct another proof of \(A \supset B \text{ true}\) by expanding \(\mathcal{D}\):

\[
\mathcal{D} \\
\Gamma \vdash A \supset B \text{ true} \\
\Rightarrow \varepsilon \\
\frac{\mathcal{D}}{\land E} \frac{\Gamma, A \text{ true} \vdash A \supset B \text{ true}}{\Gamma, A \text{ true} \vdash A \text{ true}} \\
\frac{\Gamma, A \text{ true} \vdash A \supset B \text{ true}}{\Gamma \vdash A \supset B \text{ true}} \\
\Rightarrow \supset I
\]

We refer to these expansions \(\Rightarrow\) as local expansions.

Since proof terms are essentially proofs, local reductions and expansions induce reduction and expansion rules for proof terms:

\[
\begin{align*}
\text{fst} (M, N) & \Rightarrow R M \\
\text{snd} (M, N) & \Rightarrow R N \\
(\lambda x : A. M) \ N & \Rightarrow R [N/x]M \\
M : A \land B & \Rightarrow E (\text{fst} M, \text{snd} M) \\
M : A \supset B & \Rightarrow E \lambda x : A. M \ x
\end{align*}
\]

Note that these reduction and expansion rules preserve the type of a given proof term. That is, if \(M \Rightarrow R N\) or \(M \Rightarrow E N\), then \(\Gamma \vdash M : A\) implies \(\Gamma \vdash N : A\). The reduction rules are called the \(\beta\)-reduction rules, and the expansion rules are called the \(\eta\)-expansion rules.

In a programming language based upon the \(\lambda\)-calculus, a program is defined as a well-typed closed proof term, that is, a proof term \(M\) such that \(\cdot \vdash M : A\) for a certain type \(A\). Usually we run a program by applying reduction rules under a specific reduction strategy. For example, the call-by-name reduction strategy reduces a program \((\lambda x : A. M) \ N\) to \([N/x]M\) (by the \(\beta\)-reduction rule) regardless of the form of term \(N\). In contrast, the call-by-value reduction strategy reduces \((\lambda x : A. M) \ N\) to \([N/x]M\) only if no reduction rule is applicable to \(N\) (i.e., \(N\) is a value). Thus the operational semantics of a programming language based upon the \(\lambda\)-calculus is specified by the reduction strategy for applying reduction rules.
2.2.2 Semantics of modal logic

Modal logic is a form of logic in which truth may be qualified by modalities. Examples of modalities common in the literature are the necessity modality □ and the possibility modality ♦. Informally “□A is true” means “A is necessarily true,” and “♦A is true” means “A is possibly true.” Thus modal logic is more expressive than ordinary logic without modalities, and when applied to the design of a programming language, it enables the type system to specify richer properties that would otherwise be difficult to specify.

One popular way to explain the semantics of modal logic is the possible world interpretation [35, 71]. It assumes a set of worlds and relativizes truth to worlds. That is, instead of ordinary truth “A is true at world ω” as the primitive notion. Hence the same proposition may be true at one world but not at another world.

The possible world interpretation also assumes an accessibility relation ≤ between worlds to explain the meaning of each modality. For example, the necessity and possibility modalities are defined as follows:

- □A is true at world ω if for every world ω′ accessible from ω (i.e., ω ≤ ω′), A is true at ω′.
- ♦A is true at world ω if A is true at some world ω′ accessible from ω (i.e., ω ≤ ω′).

Ordinary connectives (such as ⊃ and ∧) are explained locally at individual worlds, irrespective of ≤. For example, A ⊃ B is true at world ω if “A is true at ω” implies “B is true at ω.”

With the above definition of the modalities □ and ♦, some proposition becomes true at every world, regardless of the accessibility relation ≤. For example, □(A ⊃ B) ⊃ (□A ⊃ □B) is true at every world, since □(A ⊃ B) and □A are sufficient to show that B is true at any accessible world. Moreover various systems of modal logic are obtained by requiring ≤ to satisfy certain properties. The following table shows some properties of ≤ and corresponding propositions that become true at every world:

<table>
<thead>
<tr>
<th>property of ≤</th>
<th>proposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>reflexivity</td>
<td>∀ω. ω ≤ ω</td>
</tr>
<tr>
<td>symmetry</td>
<td>∀ω.∀ω′. ω ≤ ω′ implies ω′ ≤ ω</td>
</tr>
<tr>
<td>transitivity</td>
<td>∀ω.∀ω′.∀ω″. ω ≤ ω′ and ω′ ≤ ω″ imply ω ≤ ω″</td>
</tr>
<tr>
<td>Euclideaness</td>
<td>∀ω.∀ω′.∀ω″. ω ≤ ω′ and ω ≤ ω″ imply ω′ ≤ ω″</td>
</tr>
</tbody>
</table>

For example, if ≤ is reflexive and transitive, we obtain a system of modal logic, usually referred to as S4, in which both □A ⊃ A and □A ⊃ □□A are true at every world.

The semantics of modal logic can also be explained without explicitly using the notion of world [62, 8, 60]. In their judgmental formulation of modal logic, Pfenning and Davies [60] define a validity judgment A valid as ⊢ A true, and internalize A valid as a modal proposition □A:

\[ \vdash A \text{ valid} \]
\[ □A \text{ true} \]

Thus □A true is interpreted as A being true at a world about which we know nothing, or equivalently, at every world. (Note that a judgment is defined first and then a corresponding modality is introduced.) A possibility judgment A poss is based upon the interpretation of A poss as A being true at a certain world, but still its definition does not use worlds explicitly:

1. If Γ ⊢ A true, then Γ ⊢ A poss.
2. If Γ ⊢ A poss and A true ⊢ B poss, then Γ ⊢ B poss.
A possibility judgment $A \text{ poss}$ is internalized as a modal proposition $\Diamond A$:

$$
\frac{A \text{ poss}}{\Diamond A \text{ true}} \Downarrow
$$

The possible world interpretation is richer than the judgmental formulation in that some proposition is true in the possible world interpretation but not in the judgmental formulation. An example of such a proposition is $(\Diamond A \supset \Box B) \supset \Box (A \supset B)$. It is true in the possible world interpretation as follows; we write $A @ \omega$ for $A$ being true at world $\omega$:

$$
\begin{array}{c}
\Diamond A \supset \Box B @ \omega, A @ \omega' \vdash \Diamond A \supset \Box B @ \omega \\
\Diamond A \supset \Box B @ \omega, A @ \omega' \vdash A @ \omega' \\
\omega \leq \omega', \Diamond A \supset \Box B @ \omega \vdash A \supset B @ \omega' \\
\vdash (\Diamond A \supset \Box B) \supset \Box (A \supset B) @ \omega \\
\Downarrow
\end{array}
$$

Its truth is, however, not provable in the judgmental formulation:

$$
\vdash ??? \\
\Diamond A \supset \Box B \text{ true} \\
\Downarrow
$$

In a certain sense, the possible world interpretation is inherently more expressive than the judgmental formulation because it explicitly specifies the world at which a proposition is true. On the other hand, it may not be a good basis for the type system of a programming language, since the use of the accessibility relation in proofs implies that the type system also needs to reason about the relation between worlds, which can be difficult depending on the concrete notion of world chosen by the type system. The judgmental formulation lends itself well to this purpose because it does not use worlds explicitly in the inference rules.

The logic for $\lambda_\Box$ combines the possible world interpretation and the judgmental style by assuming an accessibility relation between worlds and relativizing all judgments to worlds. For example, it uses a truth judgment of the form $A \text{ true } @ \omega$ to mean that $A$ is true at world $\omega$. Its inference rules, however, do not use judgments showing accessibility between two worlds, as is the case in the judgmental formulation of modal logic (see Simpson [71] for a system of modal logic which uses such judgments in inference rules). Instead it requires the accessibility relation to satisfy a certain condition (monotonicity), which eliminates the need for such judgments in inference rules. Since the possible world interpretation in $\lambda_\Box$ is to use the same worlds that are part of the run-time system, lack of such judgments in inference rules implies that the type system of $\lambda_\Box$ does not explicitly model changes in the run-time system, as is the case in a typical type system.

### 2.3 Language $\lambda_\Box$

Pfenning and Davies [60] present a monadic language which reformulates Moggi’s monadic metalanguage $\lambda_{ml}$ [44, 45]. It applies the Curry-Howard isomorphism to lax logic formulated in the judgmental style (with a lax truth judgment $A \text{ lax}$):

1. If $\Gamma \vdash A \text{ true}$, then $\Gamma \vdash A \text{ lax}$. 
2. If \( \Gamma \vdash A \text{ lax} \) and \( \Gamma, A \text{ true} \vdash B \text{ lax} \), then \( \Gamma \vdash B \text{ lax} \).

\( \lambda \circ \) is essentially the monadic language of Pfenning and Davies coalesced with the possible world interpretation. The difference is that in \( \lambda \circ \), the definition of each judgment relies only on truth and the accessibility relation, instead of clauses describing its properties (such as the above two clauses). In other words, the definition of each judgment directly conveys its intuitive meaning.

### 2.3.1 Logic for \( \lambda \circ \)

The development of \( \lambda \circ \) begins by formulating the logic for \( \lambda \circ \). Since the logic for \( \lambda \circ \) uses the possible world interpretation, we first define an accessibility relation \( \leq \) between worlds. Now a world refers to the same notion that describes part of the run-time system.

**Definition 2.1.** A world \( \omega' \) is accessible from another world \( \omega \), written as \( \omega \leq \omega' \), if there exists a world effect that causes a transition from \( \omega \) to \( \omega' \).

As it describes transitions between worlds when world effects are produced, the accessibility relation \( \leq \) is a temporal relation between worlds. If \( \omega \leq \omega' \), we say that \( \omega' \) is a future world of \( \omega \) and that \( \omega \) is a past world of \( \omega' \). Note that \( \leq \) is reflexive and transitive, since a vacuous world effect causes a transition to the same world and the combination of two world effects can be regarded as a single world effect.

The logic for \( \lambda \circ \) uses two kinds of basic judgments, both of which are relativized to worlds:

- A truth judgment \( A \text{ true} @ \omega \) means that \( A \) is true at world \( \omega \).
- A computability judgment \( A \text{ comp} @ \omega \) means that \( A \) is true at some future world of \( \omega \), that is, \( A \text{ true} @ \omega' \) holds where \( \omega \leq \omega' \).

A truth judgment \( A \text{ true} @ \omega \) represents a known fact about world \( \omega \). Since a future world can be reached only by producing some world effect, a computability judgment \( A \text{ comp} @ \omega \) may be interpreted as meaning that \( A \) becomes true after producing some world effect at world \( \omega \).

The following properties of hypothetical judgments characterize truth judgments, where \( J \) is either a truth judgment or a computability judgment:

**Characterization of truth judgments**

1. \( \Gamma, A \text{ true} @ \omega \vdash A \text{ true} @ \omega \).
2. If \( \Gamma \vdash A \text{ true} @ \omega \) and \( \Gamma, A \text{ true} @ \omega \vdash J \), then \( \Gamma \vdash J \).

The first clause expresses that \( A \text{ true} @ \omega \) may be used as a hypothesis. The second clause expresses the substitution principle for truth judgments.

The definition of computability judgments gives the following characterization, which is an adaptation of the characterization of lax truth for the possible world interpretation:

**Characterization of computability judgments**

1. If \( \Gamma \vdash A \text{ true} @ \omega \), then \( \Gamma \vdash A \text{ comp} @ \omega \).
2. If \( \Gamma \vdash A \text{ comp} @ \omega \) and \( \Gamma, A \text{ true} @ \omega' \vdash B \text{ comp} @ \omega' \) for any world \( \omega' \) such that \( \omega \leq \omega' \), then \( \Gamma \vdash B \text{ comp} @ \omega \).
The first clause expresses that if $A$ is true at $\omega$, then $A$ becomes true without producing any world effect at $\omega$. It follows from the reflexivity of $\leq$: if $A \text{ true } @ \omega$ holds, then $A$ is true at $\omega$, which is accessible from $\omega$ itself, and hence $A \comp @ \omega$ holds. The second clause expresses that if $A$ is true at $\omega'$ after producing some world effect at $\omega$, we may use $A \text{ true } @ \omega'$ as a hypothesis in deducing a judgment at $\omega'$. If the judgment at $\omega'$ is a computability judgment $B \comp @ \omega'$, the transitivity of $\leq$ allows us to deduce $B \comp @ \omega$:

**Proof of the second clause.** Assume that $A \comp @ \omega$ implies $A \text{ true } @ \omega_1$ where $\omega \leq \omega_1$. We prove $B \comp @ \omega$ from hypotheses $\Gamma$ as follows:

1. $A \comp @ \omega$ holds because $\Gamma \vdash A \comp @ \omega$.
2. $A \text{ true } @ \omega_1$ holds by the assumption on $A \comp @ \omega$.
3. $B \comp @ \omega_1$ holds because $\Gamma, A \text{ true } @ \omega_1 \vdash B \comp @ \omega_1$.
4. $B \text{ true } @ \omega_2$ holds for some world $\omega_2$ such that $\omega_1 \leq \omega_2$ (by the definition of $B \comp @ \omega_1$).
5. $B \comp @ \omega$ holds because $\omega \leq \omega_2$ by the transitivity of $\leq$ (i.e., $\omega \leq \omega_1 \leq \omega_2$).

We use the second clause as the substitution principle for computability judgments.

**Monotonicity of the accessibility relation $\leq$**

We intend to use world effects for accumulating more knowledge, but not for discarding existing knowledge. Formally a world effect causes a transition to a world where more facts are known and more world effects can be produced. The monotonicity of the accessibility relation $\leq$ formalizes our intention to use world effects only for accumulating more knowledge:

**Definition 2.2.** The accessibility relation $\leq$ is monotonic if for two worlds $\omega$ and $\omega'$ such that $\omega \leq \omega'$,

1) $A \text{ true } @ \omega$ implies $A \text{ true } @ \omega'$;

2) $A_1 \text{ true } @ \omega, \ldots, A_n \text{ true } @ \omega \vdash A \comp @ \omega$ implies $A_1 \text{ true } @ \omega', \ldots, A_n \text{ true } @ \omega' \vdash A \comp @ \omega'$.

The first condition, *monotonicity of truth*, states that a future world inherits all facts known about its past worlds. It proves two new properties of hypothetical judgments:

1. If $\Gamma \vdash A \text{ true } @ \omega$ and $\omega \leq \omega'$, then $\Gamma \vdash A \text{ true } @ \omega'$.
2. If $\Gamma, A \text{ true } @ \omega' \vdash J$ and $\omega \leq \omega'$, then $\Gamma, A \text{ true } @ \omega \vdash J$.

The second condition, *persistence of computation*, states that a world effect that can be produced at world $\omega$ under some facts (about $\omega$) can be reproduced at any future world $\omega'$ under equivalent facts (about $\omega'$). Unlike monotonicity of truth, it uses hypothetical judgments in which all antecedents are truth judgments at the same world as the succedent. The reason is that a world effect may require some facts about the world at which it is produced (e.g., allocating a new reference requires an argument for initializing a new heap cell), and its corresponding computability judgments at different worlds can be compared for persistence only under equivalent facts about individual worlds.

Note that monotonicity of truth does not imply persistence of computation. For example, if $A \comp @ \omega$ holds because $A \text{ true } @ \omega'$ where $\omega \leq \omega'$, monotonicity of truth allows us to conclude $A \comp @ \omega''$ for every world $\omega''$ accessible from $\omega'$, but not for every world accessible from $\omega$.

**Simplified form of hypothetical judgment**

In principle, a hypothetical judgment $\Gamma \vdash J$ imposes no restriction on antecedents $\Gamma$ and succedent $J$. That is, if $J$ is a judgment at world $\omega$, then $\Gamma$ may include both truth judgments and computability judgments at world $\omega$ itself, past worlds of $\omega$, future worlds of $\omega$, or even those worlds unrelated to $\omega$. Thus such a
general form of hypothetical judgment allows us to express reasoning about not only the present but also the past and future.

Examples of reasoning about the past and future are:

- If there has been a transaction failure in a database system in the past, we create a log file now.
- If the program has produced no output yet, we stop taking input.
- If the heap cell is deallocated in the future and becomes no longer available, we make a copy of it now.
- If the program is to open the file eventually, we do not close it.

Since we intend to use $\lambda_\omega$ only to reason about the present, the logic for $\lambda_\omega$ imposes restrictions on antecedents in hypothetical judgments and uses a simplified form of hypothetical judgment as described below.

First the simplified form uses as antecedents only truth judgments. If a computability judgment is to be exploited, we use as an antecedent a truth judgment that it asserts, as shown in the second clause of the characterization of computability judgments. Second the simplified form uses only judgments at the same world. In other words, a hypothetical proof reasons about one present world and does not consider its relation to past and future worlds (or unrelated worlds). The rationale for the second simplification is two-fold:

1. Facts about past worlds automatically become facts about the present world by the monotonicity of $\leq$. Therefore there is no reason to consider facts about the past.

2. In general, facts about future worlds are unknown to the present world because of the temporal nature of $\leq$. If we were to support reasoning about future worlds, the necessity and possibility modalities would be necessary.

Thus the logic for $\lambda_\omega$ uses the following two forms of hypothetical judgments:

- $A_1 \text{true } @ \omega, \cdots , A_n \text{true } @ \omega \vdash A \text{true } @ \omega$, which is abbreviated as $A_1 \text{true}, \cdots , A_n \text{true} \vdash_s A \text{true } @ \omega$.
- $A_1 \text{true } @ \omega, \cdots , A_n \text{true } @ \omega \vdash A \text{comp } @ \omega$, which is abbreviated as $A_1 \text{true}, \cdots , A_n \text{true} \vdash_s A \text{comp } @ \omega$.

As the logic for $\lambda_\omega$ requires only the simplified form of hypothetical judgment, we simplify the characterization of truth and computability judgments accordingly. The new characterization of truth judgments is just a special case of the previous characterization:

**Characterization of truth judgments with $\Gamma \vdash_s J$**

1. $\Gamma, A \text{true } @ \omega \vdash_s A \text{true } @ \omega$.
2. If $\Gamma \vdash_s A \text{true } @ \omega$ and $\Gamma, A \text{true } @ \omega \vdash J$, then $\Gamma \vdash J$, where $J$ is a judgment at world $\omega$.

The new characterization of computability judgments does not consider transitions between worlds:

**Characterization of computability judgments with $\Gamma \vdash_s J$**

1. If $\Gamma \vdash_s A \text{true } @ \omega$, then $\Gamma \vdash_s A \text{comp } @ \omega$.
2. If $\Gamma \vdash_s A \text{comp } @ \omega$ and $\Gamma, A \text{true } @ \omega \vdash B \text{comp } @ \omega$, then $\Gamma \vdash_s B \text{comp } @ \omega$. 
Proof of the second clause. Given \( \Gamma = A_1 \text{true}, \ldots, A_n \text{true} \), we write \( \Gamma \vdash \omega \) for \( A_1 \text{true} @ \omega, \ldots, A_n \text{true} @ \omega \). Assume \( \Gamma \vdash \omega \vdash A \text{comp} @ \omega \) and \( \Gamma \vdash \omega, A \text{true} @ \omega \vdash B \text{comp} @ \omega \). For any world \( \omega' \) such that \( \omega \leq \omega' \),

\[
\Gamma \vdash \omega', A \text{true} @ \omega' \vdash B \text{comp} @ \omega' \text{ holds by persistence of computation;}
\]

\[
\Gamma \vdash \omega, A \text{true} @ \omega' \vdash B \text{comp} @ \omega' \text{ holds by monotonicity of truth.}
\]

Then \( \Gamma \vdash \omega \vdash B \text{comp} @ \omega \), or \( \Gamma \vdash B \text{comp} @ \omega \), holds by the substitution principle for computability judgments. \hfill \square

Note that in the second clause, \( A \text{comp} @ \omega \) leads to (as a new hypothesis) a truth judgment at the same world instead of a future world. That is, even if \( A \text{comp} @ \omega \) holds because \( A \text{true} @ \omega' \) where \( \omega \leq \omega' \), we use as a new hypothesis \( A \text{true} @ \omega \) instead of \( A \text{true} @ \omega' \). Thus we reason as if the world effect corresponding to \( A \text{comp} @ \omega \) did not cause a transition to the future world \( \omega' \). By virtue of the monotonicity of \( \leq \), this reasoning provides a simple way to test \( B \text{comp} @ \omega'' \) for every future world \( \omega'' \) of \( \omega \), as in the previous characterisation of computability judgments. The second clause allows the type system of \( \lambda_\Box \) to typecheck a program producing a sequence of world effects without actually producing them, as will be seen in the next subsection.

### 2.3.2 Language constructs of \( \lambda_\Box \)

To represent proofs of judgments, we use two syntactic categories: terms \( M, N \) for truth judgments and expressions \( E, F \) for computability judgments. Thus the Curry-Howard isomorphism gives the following correspondence, where typing judgments are annotated with worlds where terms or expressions reside:

\[
A \text{true} @ \omega \iff M : A @ \omega \quad A \text{comp} @ \omega \iff E \div \ A @ \omega
\]

That is, we represent a proof \( D \) of \( A \text{true} @ \omega \) as a term \( M \) of type \( A \) at world \( \omega \), written as \( M : A @ \omega \), and a proof \( E \) of \( A \text{comp} @ \omega \) as an expression \( E \) of type \( A \) at world \( \omega \), written as \( E \div A @ \omega \). Analogously hypothetical judgments (of the form \( \Gamma \vdash B J \)) correspond to typing judgments with typing contexts:

\[
\Gamma \vdash B M : A @ \omega \\
\Gamma \vdash B E \div A @ \omega
\]

A typing context \( \Gamma \) is a set of bindings \( x : A \):

\[
\text{typing context} \quad \Gamma := \cdot | \Gamma, x : A
\]

\( x : A \) in \( \Gamma \) means that variable \( x \) assumes a term that has type \( A \) at a given world (i.e., world \( \omega \) in \( \Gamma \vdash M : A @ \omega \) or \( \Gamma \vdash E \div A @ \omega \)) but may not typecheck at other worlds. Then a term typing judgment \( \Gamma \vdash M : A @ \omega \) means that \( M \) has type \( A \) at world \( \omega \) if \( \Gamma \) is satisfied at the same world; similarly an expression typing judgment \( \Gamma \vdash E \div A @ \omega \) means that \( E \) has type \( A \) at world \( \omega \) if \( \Gamma \) is satisfied at the same world. Alternatively we may think of \( \Gamma \vdash M : A @ \omega \) or \( \Gamma \vdash E \div A @ \omega \) as typing judgments indexed by worlds.

Terms and expressions form separate sublanguages of \( \lambda_\Box \). Their difference is manifest in the operational semantics of \( \lambda_\Box \), which draws a distinction between evaluations of terms, involving no worlds, and computations of expressions, involving transitions between worlds:

\[
M \rightarrow V \\
E @ \omega \rightarrow V @ \omega'
\]

A term evaluation \( M \rightarrow V \) does not interact with the world where term \( M \) resides; hence the resultant value \( V \) resides at the same world. In contrast, an expression computation \( E @ \omega \rightarrow V @ \omega' \) may interact
with world \( \omega \) where expression \( E \) resides, causing a transition to another world \( \omega' \); hence the resultant value \( V \) may not reside at the same world. Thus term evaluations are always effect-free whereas expression computations are potentially effectful (with respect to world effects).

Note that worlds are required by both the type system and the operational semantics of \( \lambda\otimes \). That is, worlds are both compile-time objects and run-time objects in the definition of \( \lambda\otimes \). As worlds are involved in expression computations and hence definitely serve as run-time objects, one could argue that abstractions of worlds rather than worlds themselves (e.g., store typing contexts rather than stores) are more appropriate for the type system. Our view is that worlds are acceptable to use in the type system for the same reason that terms and expressions appear in both the type system and the operational semantics: the type system determines static properties of terms and expressions, and the operational semantics describes how to reduce terms and expressions; likewise the type system determines static properties of worlds (with respect to terms and expressions), and the operational semantics describes transitions between worlds.

Incidentally the type system of \( \lambda\otimes \) is designed in such a way that only an initial world at which the run-time system starts (e.g., an empty store) is required for typechecking any program. Hence no practical problem arises in implementing the type system as we can simply disregard worlds.

Below we introduce all term and expression constructs of \( \lambda\otimes \). Figure 2.2 summarizes the abstract syntax for \( \lambda\otimes \). Figure 2.3 summarizes the typing rules of \( \lambda\otimes \). We use \( x, y, z \) for variables.

**Term constructs**

As terms represent proofs of truth judgments, the characterization of truth judgments gives properties of terms when interpreted via the Curry-Howard isomorphism. The first clause gives the following rule where variable \( x \) is used as a term:

\[
\frac{\Gamma, x : A \vdash x : A @ \omega}{\text{Hyp}}
\]

The second clause gives the substitution principle for terms:

**Substitution principle for terms**

If \( \Gamma \vdash M : A @ \omega \) and \( \Gamma, x : A \vdash N : B @ \omega \), then \( \Gamma \vdash [M/x]N : B @ \omega \).

If \( \Gamma \vdash M : A @ \omega \) and \( \Gamma, x : A \vdash E \div B @ \omega \), then \( \Gamma \vdash [M/x]E \div B @ \omega \).
[\[M/x\]N] and [\[M/x\]E] denote capture-avoiding term substitutions which substitute \(M\) for all occurrences of \(x\) in \(N\) and \(E\). We will give the definition of term substitution after introducing all term and expression constructs.

We apply the Curry-Howard isomorphism to truth judgments by introducing an implication connective \(\alpha\) such that \(\Gamma \vdash_s A \alpha B \text{ true } @ \omega\) expresses \(\Gamma, A \text{ true } \vdash_s B \text{ true } @ \omega\). It gives the following introduction and elimination rules, where we use a lambda abstraction \(\lambda x : A. M\) and a lambda application \(M_1 \ M_2\) as terms:

\[
\frac{\Gamma, x : A \vdash_s M : B \ @ \omega}{\Gamma \vdash_s \lambda x : A. M : A \alpha B \ @ \omega} \quad \Gamma \vdash_s M_1 : A \alpha B \ @ \omega \quad \Gamma \vdash_s M_2 : A \ @ \omega
\]

We use a reduction relation \(\Rightarrow_{\beta_{\text{term}}}\) in both the term reduction rule for \(\alpha\) and its corresponding proof reduction:

\[
(\lambda x : A. N) \ M \Rightarrow_{\beta_{\text{term}}} [M/x]N \quad (\beta_{\alpha})
\]

Expression constructs

Similarly to truth judgments, we begin by interpreting the characterization of computability judgments in terms of typing judgments. The first clause means that a term of type \(A\) is also an expression of the same type:

\[
\frac{\Gamma \vdash_s M : A \ @ \omega}{\Gamma \vdash_s M : A \alpha @ \omega} \text{ Term}
\]

The second clause gives the substitution principle for expressions:

Substitution principle for expressions

If \(\Gamma \vdash_s E \div A @ \omega\) and \(\Gamma, x : A \vdash_s F \div B @ \omega\), then \(\Gamma \vdash_s \langle E/x \rangle \ F \div B @ \omega\).

Unlike a term substitution \([M/x]F\) which analyzes the structure of \(F\), an expression substitution \(\langle E/x \rangle F\) analyzes the structure of \(E\) instead of \(F\). This is because \(\langle E/x \rangle F\) is intended to ensure that both \(E\) and \(F\) are computed exactly once and in that order: first we compute \(E\) to obtain a value; then we proceed to compute \(F\) with \(x\) bound to the value. Therefore we should not replicate \(E\) within \(F\) (at those places where \(x\) occurs), which would result in computing \(E\) multiple times. Instead we should conceptually replicate \(F\) within \(E\) (at those places where the computation of \(E\) finishes) so that the whole computation ends up computing both \(E\) and \(F\) only once. In this sense, an expression substitution \(\langle E/x \rangle F\) substitutes not \(E\) into \(F\), but \(F\) into \(E\). We will give the definition of expression substitution after introducing all expression constructs.

We apply the Curry-Howard isomorphism to computability judgments by internalizing \(A \text{ comp } @ \omega\) with a modality \(\boxdot\) so that \(\Gamma \vdash_s \Box A \text{ true } @ \omega\) expresses \(\Gamma \vdash_s A \text{ comp } @ \omega\). The introduction and elimination rules use a computation term \(\text{cmp} \ E\) and a bind expression \(\text{letcmp} \ x \triangle M \ in \ E\) in:

\[
\frac{\Gamma \vdash_s E \div A @ \omega}{\Gamma \vdash_s \text{cmp} \ E : \Box A @ \omega} \quad \frac{\Gamma \vdash_s M : \Box A @ \omega}{\Gamma \vdash_s \text{letcmp} \ x \triangle M \ in \ E \div B @ \omega} \quad (\text{OE})
\]

We use a reduction relation \(\Rightarrow_{\beta_{\text{exp}}}\) in both the expression reduction rule for \(\Box\) and its corresponding proof reduction:

\[
\text{letcmp} \ x \triangle \text{cmp} \ E \ in \ F \Rightarrow_{\beta_{\text{exp}}} \langle E/x \rangle \ F \quad (\beta_{\Box})
\]
\[
\Gamma \vdash_\omega E \downarrow A @ \omega \\
\Gamma \vdash_\omega \text{cmp } E : \text{O}A @ \omega \\
\Gamma, x : A \vdash_\omega F \downarrow B @ \omega \\
\text{O}E \Rightarrow \beta_{\exp} \\
\Gamma \vdash_\omega \langle E/x \rangle F \downarrow B @ \omega 
\]

cmp \( E \) denotes the computation of \( E \), but does not actually compute \( E \); hence we say that \( \text{cmp } E \) encap-
sulates the computation of \( E \). letcmp \( x \triangleleft M \) in \( E \) enables us to sequence two computations (if \( M \) evaluates to a computation term).

Note that the typing rule \( \text{O}E \) does not accurately reflect the operational behavior of letcmp \( x \triangleleft M \) in \( E \). Specifically, while the rule \( \text{O}E \) typechecks \( E \) at the same world \( \omega \) that it typechecks \( M \), the computation of \( E \) may take place at a different world \( \omega' \) (where \( \omega \leq \omega' \)) because of an expression computation preceding the computation of \( E \). Nevertheless it is a sound typing rule because the monotonicity of the accessibility relation \( \leq \) allows the type system to reason as if a world effect did not cause a transition to another world, as clarified in the characterization of computability judgments.

Computation terms and bind expressions may be thought of as monadic constructs, since the modality \( \text{O} \) forms a monad. In Haskell syntax, the monad could be written as follows:

\[
\begin{align*}
\text{instance Monad } \text{O} \text{ where} \\
\text{return } M &= \text{cmp } M \\
M \triangleleft N &= \text{cmp letcmp } x \triangleleft M \text{ in} \\
& \quad \text{letcmp } y \triangleleft N \ x \text{ in} \\
& \quad y
\end{align*}
\]

The above definition satisfies the monadic laws [77], modulo the expression reduction rule \( \beta_{\text{O}} \) and a term expansion rule \( \gamma_{\text{O}} \) for the modality \( \text{O} \):

\[
M \Rightarrow_{\eta_{\exp}} \text{cmp letcmp } x \triangleleft M \text{ in } x \quad (\gamma_{\text{O}})
\]

However, once we introduce a fixed point construct for terms, the rule \( \gamma_{\text{O}} \) becomes invalid. For example, if \( M \) is a fixed point construct whose reduction never terminates, its expansion into \( \text{cmp letcmp } x \triangleleft M \text{ in } x \) is not justified because the reduction of the expanded term immediately terminates. Hence the modality \( \text{O} \) ceases to form a monad, and we do not call \( \lambda_{\text{O}} \) a monadic language.

### 2.3.3 Substitutions

Now that all term and expression constructs have been introduced, we define term and expression substitutions. We first consider term substitutions, which are essentially textual substitutions.

**Term substitution**

Term substitutions \([M/x]N\) and \([M/x]E\) are straightforward to define as they correspond to substituting a proof of \( A \text{ true } @ \omega \) for a hypothesis in a hypothetical proof. To formally define term substitutions, we need a mapping \( FV(\cdot) \) for obtaining the set of free variables in a given term or expression; a free variable is one that is not bound in lambda abstractions and bind expressions:

\[
\begin{align*}
FV(x) &= \{x\} \\
FV(\lambda x : A. M) &= FV(M) - \{x\} \\
FV(M_1 \ M_2) &= FV(M_1) \cup FV(M_2) \\
FV(\text{cmp } E) &= FV(E) \\
FV(\text{letcmp } x \triangleleft M \text{ in } E) &= FV(M) \cup (FV(E) - \{x\})
\end{align*}
\]
In the definition of \([M/x]N\) and \([M/x]E\), we implicitly rename bound variables in \(N\) and \(E\) as necessary to avoid the capture of free variables in \(M\):\(^4\)

\[
\begin{align*}
[M/x]y &= M & x = y \\
&= y & \text{otherwise} \\
[M/x]λy:A. N &= λy:A. [M/x]N & x \neq y, y \notin \text{FV}(M) \\
[M/x]N_1 N_2 &= [M/x]N_1 [M/x]N_2 \\
[M/x]\text{cmp } E &= \text{cmp } [M/x]E \\
[M/x]\text{letcmp } y ◁ N \text{ in } E &= \text{letcmp } y ◁ [M/x]N \text{ in } [M/x]E & x \neq y, y \notin \text{FV}(M)
\end{align*}
\]

The above definition of term substitution conforms to the substitution principle for terms:

**Proposition 2.3 (Substitution principle for terms).**

If \(Γ ⊢ M : A @ ω\) and \(Γ, x : A ⊢ N : B @ ω\), then \(Γ ⊢ [M/x]N : B @ ω\).

If \(Γ ⊢ M : A @ ω\) and \(Γ, x : A ⊢ E \div B @ ω\), then \(Γ ⊢ [M/x]E \div B @ ω\).

**Proof.** By simultaneous induction on the structure of \(N\) and \(E\). \(□\)

Proposition 2.3 implies that term reductions by \(⇒_\text{term}\) are indeed type-preserving:

**Corollary 2.4 (Type preservation of \(⇒_\text{term}\)).**

If \(Γ ⊢ (λx:A. N) M : B @ ω\), then \(Γ ⊢ [M/x]N : B @ ω\).

\(^4\)Hence a term substitution does not need to be defined in all cases.
Expression substitution

Given $\Gamma \vdash_5 E \vdash A @ \omega$ and $\Gamma, x : A \vdash_5 F \vdash B @ \omega$, an expression substitution combines the two typing judgments by finding an expression $(E/x) F$ such that $\Gamma \vdash_5 (E/x) F \vdash B @ \omega$. It corresponds to substituting a hypothetical proof using $A \text{ true } @ \omega$ as a hypothesis into a proof of $A \text{ comp } @ \omega$.

Figure 2.4 shows a schematic view of an expression substitution $(E/x) F$. Expression $E$ contains a term $M$ of type $A$ which ultimately determines its type. For example, $E = \text{letcmp } x \leftarrow N$ in $M$ has the same type as $M$, and if $M$ is replaced by another expression $E'$ of type $A'$, the resultant expression also has type $A'$. Operationally the computation of $E$ finishes by evaluating $M$. Expression $F$ contains variable $x$ which corresponds to a hypothesis $A \text{ true } @ \omega$ in a hypothetical proof of $B \text{ comp } @ \omega$. $(E/x) F$ first substitutes $M$ for $x$ in $F$, which results in a new expression $[M/x] F$ of type $B$; then it replaces $M$ in $E$ by $[M/x] F$.

In this way, $(E/x) F$ substitutes $F$ into $E$, rather than $E$ into $F$. Note that although $(E/x) F$ transforms the structure of $E$, it has the same type as $F$ because its type is ultimately determined by whatever expression replaces $M$.

Thus $(E/x) F$ analyzes the structure of $E$, instead of $F$, to find a term that ultimately determines the type of $E$:

$$
\langle M/x \rangle F = [M/x] F
$$

$$
\langle \text{letcmp } y \leftarrow M \text{ in } E'/x \rangle F = \text{letcmp } y \leftarrow M \text{ in } (E'/x) F
$$

The above definition of expression substitution conforms to the substitution principle for expressions:

**Proposition 2.5 (Substitution principle for expressions).**

If $\Gamma \vdash_5 E \vdash A @ \omega$ and $\Gamma, x : A \vdash_5 F \vdash B @ \omega$, then $\Gamma \vdash_5 (E/x) F \vdash B @ \omega$.

*Proof.* By induction on the structure of $E$ (not $F$). □

Proposition 2.5 implies that expression reductions by $\Rightarrow_{\beta_{\text{exp}}}$ are indeed type-preserving:

**Corollary 2.6 (Type preservation of $\Rightarrow_{\beta_{\text{exp}}}$).**

If $\Gamma \vdash_3 \text{letcmp } x \leftarrow \text{cmp } E$ in $F \vdash B @ \omega$, then $\Gamma \vdash_3 (E/x) F \vdash B @ \omega$.

### 2.3.4 World terms and instructions

The operational semantics of $\lambda_{\omega}$ provides rules for term evaluations $M \rightarrow V$ and expression computations $E @ \omega \rightarrow V @ \omega'$. For term evaluations, we introduce a term reduction $M \twoheadrightarrow_t N$ such that $M \twoheadrightarrow_t^* V$ is identified with $M \rightarrow V$, where $\twoheadrightarrow_t^*$ is the reflexive and transitive closure of $\twoheadrightarrow_t$; for expression computations, we introduce an expression reduction $E @ \omega \rightarrow_e F @ \omega'$ such that $E @ \omega \rightarrow_e^* V @ \omega'$ is identified with $E @ \omega \rightarrow V @ \omega'$, where $\rightarrow_e^*$ is the reflexive and transitive closure of $\rightarrow_e$:

$$
M \twoheadrightarrow_t^* V \iff M \rightarrow V \quad E @ \omega \rightarrow_e^* V @ \omega' \iff E @ \omega \rightarrow V @ \omega'
$$

At this point, there is no language construct for producing world effects and no typing rules and reduction rules actually require worlds. That is, all language constructs introduced so far are purely logical in that their definition is explained either by properties of judgments (e.g., variables, inclusion of terms into expressions) or by introduction and elimination rules (e.g., lambda abstractions, lambda applications). In fact, if we erase $@ \omega$ from typing judgments, $\lambda_{\omega}$ reverts to the monadic language of Pfenning and Davies [60]. Thus we introduce language constructs for interacting with worlds before presenting the operational semantics.

We use *instructions* $I$ as expressions for producing world effects. As an interface to worlds, they are provided by the programming environment. For example, an instruction new $M$ for allocating new references produces a world effect by causing a change to the store, and returns a reference. An instruction may
have arguments, and term substitution on instructions with arguments is defined in a structural way; hence Proposition 2.3 continues to hold.

We refer to those objects originating from worlds, such as references, as *world terms* \( W \). Since they cannot be decomposed into ordinary terms, world terms are assumed to be atomic values (containing no subterms) and are given special *world term types* \( W \). For example, reference type \( \text{ref} \ A \) is a world term type for references. Note that while world terms may not contain ordinary terms, world term types may contain ordinary types (e.g., \( \text{ref} \ A \)).

The new abstract syntax for \( \lambda_\omega \) is as follows:

\[
\begin{align*}
type &::= \cdots | W \\
world \ term \ type &::= \cdots | W \\
term &::= \cdots | W \\
world \ term &::= \cdots | W \\
expression &::= \cdots | I \\
instruction &::= \cdots | W \\
value &::= \cdots | W
\end{align*}
\]

The type of a world term may depend on the world where it resides. For example, a reference is a pointer to a heap cell and its type depends on the store for which it is valid. Therefore typing rules for world terms may have to analyze worlds. Since world terms are atomic values, typing judgments for world terms do not require typing contexts. In contrast, typing judgments for instructions require typing contexts because instructions may include terms as arguments:

\[
W : W @ \omega \quad \Gamma \vdash A @ \omega
\]

Note that an instruction does not necessarily have a world term type. For example, an instruction for dereferencing references can have any type because heap cells can contain values of any type.

If an instruction \( I \) whose arguments are all values typechecks at a world \( \omega \) under an empty typing context, we regard it as reducible at \( \omega \); moreover we require that an instruction reduction \( I @ \omega \rightarrow_e V @ \omega' \) be type-preserving so that \( V \) has the same type as \( I \):

*Type-preservation/progress requirement on instructions*

If \( \cdot \vdash I @ \omega \) and arguments to \( I \) are all values, then there exists a world \( \omega' \) satisfying \( I @ \omega \rightarrow_e V @ \omega' \) and \( \cdot \vdash V : A @ \omega' \).

We allow \( \omega = \omega' \), which means that a world effect does not always causes a change to a world (e.g., reading the contents of a store is still a world effect).

As \( I @ \omega \rightarrow_e V @ \omega' \) means that instruction \( I \) computes to value \( V \) causing a transition of world from \( \omega \) to \( \omega' \), it implies \( \omega \leq \omega' \). Now the accessibility relation \( \leq \) is fully specified by instruction reductions under the assumption that it is reflexive and transitive. Note that without additional requirements on instructions, there is no guarantee that the monotonicity of \( \leq \) is maintained. For example, an instruction for deallocating an existing reference \( l \) violates monotonicity of truth if \( l \) no longer typechecks after it is deallocated, and violates persistence of computation if its corresponding heap cell is discarded. In order to maintain the monotonicity of \( \leq \), we further require that all instruction reductions be designed in such a way that types of world terms and instructions are unaffected by \( \leq \):

*Monotonicity requirement on instructions*

1) If \( \omega \leq \omega' \), then \( W : W @ \omega \) implies \( W : W @ \omega' \).

2) If \( \omega \leq \omega' \), then \( \Gamma \vdash A @ \omega \) implies \( \Gamma \vdash A @ \omega' \), where for each argument \( M \) to \( I \), we assume that \( \Gamma \vdash M : B @ \omega \) implies \( \Gamma \vdash M : B @ \omega' \).
Figure 2.5: Operational semantics of λ⊙ which uses expression substitutions for expression computations.

The first clause corresponds to monotonicity of truth, and the second clause to persistence of computation. Under the monotonicity requirement, instruction reductions never affect types of existing terms and expressions:

**Proposition 2.7 (Monotonicity of ≤).**

If ω ≤ ω′, then

- Γ ⊢ s M : A @ ω implies Γ ⊢ s M : A @ ω′, and
- Γ ⊢ s E ÷ A @ ω implies Γ ⊢ s E ÷ A @ ω′.

**Proof.** By simultaneous induction on the structure of M and E.

Unlike other expression constructs, instructions are not explained logically and no expression substitution can be defined on them. Intuitively ⟨ I/x ⟩E cannot be reduced into another expression because I itself does not reveal a term that is evaluated at the end of its computation. Such a term (which is indeed a value) becomes known only after an instruction reduction I @ ω ↦→ e V @ ω′. We should therefore never attempt to directly reduce letcmp x ◁ cmp I in E into ⟨ I/x ⟩E. For the sake of convenience and uniform notation, however, we abuse the notation ⟨ I/x ⟩E with the following definition, which effectively prevents letcmp x ◁ cmp I in E from being reduced by ⇒βexp:

\[
⟨ I/x ⟩E = \text{letcmp } x \triangleleft \text{cmp } I \text{ in } E
\]

This definition of ⟨ I/x ⟩E allows ⇒βexp to be applied to any part of a given expression; Proposition 2.5 also continues to hold.

### 2.3.5 Operational semantics

A term reduction by ⇒βterm and an expression reduction by ⇒βexp are both proof reductions and may be applied to any part of a given term or expression without affecting its type. An operational semantics of λ⊙ defines the term reduction relation ↦→t and the expression reduction relation ↦→e by specifying a strategy for arranging reductions by ⇒βterm and ⇒βexp. Below we consider two different styles of operational semantics (both of which use the same syntax for reduction relations). For each instruction I, we assume an instruction reduction I @ ω ↦→ e V @ ω′, which causes a transition of world from ω to ω′; if I has arguments, we first reduce them into values by applying ↦→t repeatedly.

Figure 2.5 shows an operational semantics of λ⊙ which uses expression substitutions ⟨ E/x ⟩F for expression computations; for term evaluations, we can choose any reduction strategy (Figure 2.5 uses a call-by-name discipline). The rule T β is a shorthand for applying ⇒βterm to (λx:A. M) N. The rules E Term
for applying Lemma 2.9 (Canonical forms).

By inspection of the typing rules.


$M \mapsto^{t} M'$ \quad $N \mapsto^{t} N'$

$M N \mapsto^{t} M' N'$ \quad $(\lambda x : A . M) N \mapsto^{t} (\lambda x : A . M) N'$

$T_{\beta L}$ \quad $T_{\beta R}$

$(\lambda x : A . M) V \mapsto^{t} [V/x] M$ \quad $M \mapsto^{t} N$

$M \mapsto^{t} N$ \quad $M \circ_e \mapsto^{t} N \circ \omega$

$E_{\text{Term}}$

$x \leftarrow M$ in $F \circ \omega \mapsto_e$ \quad $x \leftarrow N$ in $F \circ \omega \mapsto_e$

$E_{\text{Bind}}$

$x \leftarrow \text{cmp} E$ in $F \circ \omega \mapsto_e$ \quad $x \leftarrow \text{cmp} E'$ in $F \circ \omega'$

$E_{\text{BindR}}$

$x \leftarrow \text{cmp} V$ in $F \circ \omega \mapsto_e [V/x] F \circ \omega \mapsto_e$

$E_{\text{BindV}}$

Figure 2.6: Operational semantics of $\lambda_\circ$ in the direct style.

and $E_{\text{Bind}}$ use a term reduction $M \mapsto^{t} N$ to reduce a term into a value. The rule $E_{\text{Bind}\beta}$ is a shorthand for applying $\Rightarrow_{\beta \exp}$ to letcmp $x \leftarrow \text{cmp} E$ in $F$; in the case of $E = M$, it reduces letcmp $x \leftarrow \text{cmp} M$ in $F$ into $(M/x)F = [M/x]F$ without further reducing $M$. The rule $E_{\text{BindI}}$ perform an instruction reduction $I \circ \omega \mapsto_e V \circ \omega'$.

Figure 2.6 shows an alternative style of operational semantics, called the direct style, which requires only term substitutions $[V/x]E$ for expression computations; for term evaluations, we can choose any reduction strategy (Figure 2.6 uses a call-by-value discipline). The rules $E_{\text{Term}}$ and $E_{\text{Bind}}$ are the same as in Figure 2.5. Given letcmp $x \leftarrow \text{cmp} E$ in $F$, we apply the rule $E_{\text{BindR}}$ repeatedly until $E$ is reduced into a value $V$; then the rule $E_{\text{BindV}}$ reduces letcmp $x \leftarrow \text{cmp} V$ in $F$ into $(V/x)F = [V/x]F$. Thus a variable is always replaced by a value (during both term evaluations and expression computations).

The direct style is more extensible than the first style because it does not use expression substitutions. That is, the introduction of a new expression construct requires only new reduction rules. In comparison, the first style hinges on expression substitutions, and requires not only new reduction rules but also an augmented definition of expression substitution for each new expression construct. If expression substitution cannot be defined on a new expression construct, we may have to further specialize existing reduction rules. For example, the rules $E_{\text{Bind}\beta}$ and $E_{\text{BindI}}$ can be thought of as derived from a common reduction rule when instructions are introduced.

The type safety of $\lambda_\circ$ consists of two properties: type preservation and progress. The proof of type preservation uses Corollaries 2.4 and 2.6, the type-preservation/progress requirement on instructions, and Proposition 2.7. The proof of progress requires a canonical forms lemma. In either style of the operational semantics, all proofs proceed in the same way.

Theorem 2.8 (Type preservation).

If $M \mapsto^{t} N$ and $\vdash M : A \circ \omega$, then $\vdash N : A \circ \omega$.

If $E \circ \omega \mapsto^{e} F \circ \omega'$ and $\vdash E \div A \circ \omega$, then $\vdash F \div A \circ \omega'$.


Lemma 2.9 (Canonical forms).

If $V$ is a value of type $A \supset B$, then $V$ is a lambda abstraction $\lambda x : A . M$.

If $V$ is a value of type $\circ A$, then $V$ is a computation term cmp $E$.

Proof. By inspection of the typing rules.
Theorem 2.10 (Progress).
If \( \cdot \vdash s M \colon A @ \omega \), then either \( M \) is a value or there exists \( N \) such that \( M \rightarrow _t N \).
If \( \cdot \vdash s E \div A @ \omega \), then either \( E \) is a value or there exist \( F \) and \( \omega' \) such that \( E \div \omega \rightarrow_e F \div \omega' \).

Proof. By induction on the structure of \( M \) and \( E \). \qed

Since expressions may produce world effects, they cannot be converted into terms. In contrast, terms can always be lifted to expressions by the typing rule Term. Therefore we define a program as a closed expression \( E \) that typechecks at a certain initial world \( \omega_{\text{initial}} \), i.e., \( \cdot \vdash s E \div A @ \omega_{\text{initial}} \). We choose \( \omega_{\text{initial}} \) according to the world structure being employed. To run a program \( E \), we compute it at \( \omega_{\text{initial}} \).

2.4 Examples of world effects

In order to implement a specific notion of world effect in \( \lambda_{\Box} \), we specify a world structure and provide instructions to interact with worlds. In this section, we discuss three specific notions of world effect.

2.4.1 Probabilistic computations

In order to facilitate the coding of sampling techniques developed in simulation theory, we model a probabilistic computation as a computation that returns a value after consuming real numbers drawn independently from \( U(0.0, 1.0] \), rather than a single such real number. A real number \( r \) is a world term of type \( \text{real} \). A world, the source of probabilistic choices, is represented as an infinite sequence of real numbers drawn independently from \( U(0.0, 1.0] \). We use an instruction \( S \) for consuming the first real number of a given world.

| World term type | \( W \) ::= \text{real} |
| World term | \( W \) ::= \( r \) |
| Instruction | \( I \) ::= \( S \) |
| World | \( \omega \ ::= r_1 r_2 \cdots r_i \cdots \text{ where } r_i \in (0.0, 1.0] \) |

\[ r : \text{real} @ \omega \text{ Real } \Gamma \vdash S \div \text{real} @ \omega \text{ Sampling} \]

\[ S @ r_1 r_2 r_3 \cdots \rightarrow_e r_1 @ r_2 r_3 \cdots \text{ Sampling} \]

It is easy to show that instruction \( S \) satisfies the type-preservation/progress requirement. Since a world does not affect types of world terms and instructions, the monotonicity of \( \leq \) also holds trivially. We can use any world as an initial world. As we will see in Chapter 3, \( \lambda_{\Box} \) with the above constructs for probabilistic computations serves as the core of PTP.

2.4.2 Sequential input/output

We model sequential input/output with a computation that consumes an infinite input character stream \( is \) and outputs a finite output character stream \( os \), where a character is a world term of type \( \text{char} \). We use two instructions: \( \text{read}_c \) for reading a character from the input stream and \( \text{write}_c M \) for writing a character to the output stream.

| World term type | \( W \) ::= \text{char} |
| World term | \( W \) ::= \( c \) |
| Instruction | \( I \) ::= \( \text{read}_c \mid \text{write}_c M \) |
| World | \( \omega \ ::= (is, os) \) |
| \( is \) ::= \( c_1 c_2 c_3 \cdots \) |
| \( os \) ::= \( \text{nil} \mid c :: os \) |
Probabilistic computations and sequential input/output are easy to model because worlds do not affect types of world terms and instructions. Consequently, worlds should be designed in such a way that they provide enough information on a given reference to correctly determine its type.

We use ref $A$ as world term types for references. A world is represented as a collection of pairs $[l \mapsto V : A]$ of a reference $l$ and a closed value $V$ annotated with its type $A$. It may be thought of as a well-typed store: if $[l \mapsto V : A] \in \omega$, then $V$ has type $A$ at world $\omega$ (i.e., $\cdot \vdash_5 V : A \@ \omega$) and references in it are all distinct.

We use three instructions: new $M : A$ for initializing a fresh reference, read $M$ for reading the contents of a world, and write $M$ for updating a world. Reading the contents of a world is a world effect, even though it does not cause a change to the world.

$$\begin{array}{ll}
\text{world term type} & W ::= \text{ref } A \\
\text{world term} & W ::= l \\
\text{instruction} & I ::= \text{new } M : A \mid \text{read } M \mid \text{write } M M \\
\text{world} & \omega ::= \cdot | \omega, [l \mapsto V : A]
\end{array}$$

Figure 2.7 shows new typing rules and reduction rules:

To prove the type-preservation/progress requirement on instructions, we first show that well-typed instructions never generate corrupt worlds (Corollaries 2.12 and 2.14). In Lemma 2.11, we do not postulate that $\omega, [l \mapsto V : A]$ is a world (i.e., it possesses the structure of a store, but may not be well-typed).

**Lemma 2.11.** If $\omega$ is a world and $\cdot \vdash_5 V : A \@ \omega$, then

- $\Gamma \vdash_5 M : B \@ \omega$ implies $\Gamma \vdash_5 M : B \@ \omega, [l \mapsto V : A]$, and
- $\Gamma \vdash_5 E \div B \@ \omega$ implies $\Gamma \vdash_5 E \div B \@ \omega, [l \mapsto V : A]$, where $l$ is a fresh reference.

**Proof.** By simultaneous induction on the structure of $M$ and $E$. An interesting case is when $M = l' \neq l$.

If $M = l'$, then $\Gamma \vdash_5 M : B \@ \omega$ implies $B = \text{ref } B'$ and $[l' \mapsto V' : B'] \in \omega$ by the rule Ref. Since $[l' \mapsto V' : B'] \in \omega, [l \mapsto V : A]$, we have $\Gamma \vdash_5 M : B \@ \omega, [l \mapsto V : A]$. \hfill $\square$

**Corollary 2.12.** If $\cdot \vdash_5 V : A \@ \omega$ where $\omega$ is a world, then $\omega, [l \mapsto V : A]$ is also a world for any fresh reference $l$.

**Proof.** For each $[l' \mapsto V' : B'] \in \omega$, we have $\cdot \vdash_5 V' : A' \@ \omega$ because $\omega$ is a world. By Lemma 2.11, we have $\cdot \vdash_5 V' : A' \@ \omega, [l \mapsto V : A]$. From $\cdot \vdash_5 V : A \@ \omega$ and Lemma 2.11, $\cdot \vdash_5 V : A \@ \omega, [l \mapsto V : A]$ also follows. \hfill $\square$
Proof. By case analysis of mas 2.11 and 2.13.

If \( [l \mapsto V : A] \in \omega \)

\[
\frac{l : \text{ref } A \circ \omega}{\Gamma \vdash \text{ref } A \circ \omega} \quad \text{Ref}
\]

\[
\frac{\Gamma \vdash M : \text{ref } A \circ \omega}{\Gamma \vdash \text{read } M \div A \circ \omega} \quad \text{Read}
\]

\[
\frac{\Gamma \vdash N : A \circ \omega}{\Gamma \vdash \text{new } M : A \div \text{ref } A \circ \omega} \quad \text{New}
\]

\[
\frac{\Gamma \vdash M : \text{ref } A \circ \omega}{\Gamma \vdash \text{write } M N \div A \circ \omega} \quad \text{Write}
\]

\[
\frac{M \mapsto_I N}{\text{read } M \div \omega \mapsto_e \text{read } N \div \omega} \quad \text{Read'}
\]

\[
\frac{M \mapsto_I M'}{\text{write } M N \div \omega \mapsto_e \text{write } M' N \div \omega} \quad \text{Write'}
\]

\[
\frac{N \mapsto_I N'}{\text{write } l N \div \omega \mapsto_e \text{write } l N' \div \omega} \quad \text{Write''}
\]

\[
\frac{[l \mapsto V : A] \in \omega}{[l \mapsto V : A], [l \mapsto V : A], [l \mapsto V : A]} \quad \text{Write'''}
\]

\[
\frac{\omega \leq [l \mapsto V : A], [l \mapsto V : A]}{\omega \leq [l \mapsto V : A]} \quad \text{Write''''}
\]

\[
\frac{\omega \leq [l \mapsto V : A], [l \mapsto V : A]}{\omega \leq [l \mapsto V : A]} \quad \text{Write'''''}
\]

**Figure 2.7:** Typing rules and reduction rules for mutable references.

In Lemma 2.13, we do not postulate that \( \omega - [l \mapsto V : A], [l \mapsto V : A] \) is a world.

**Lemma 2.13.**

If \( \vdash V : A \circ \omega \) and \( [l \mapsto V : A] \in \omega \) where \( \omega \) is a world, then

\[
\frac{\Gamma \vdash M : B \circ \omega}{\Gamma \vdash \text{ref } A \circ \omega} \quad \text{Ref}
\]

\[
\frac{\Gamma \vdash N : A \circ \omega}{\Gamma \vdash \text{new } M : A \div \text{ref } A \circ \omega} \quad \text{New}
\]

\[
\frac{\Gamma \vdash M : \text{ref } A \circ \omega}{\Gamma \vdash \text{write } M N \div A \circ \omega} \quad \text{Write}
\]

\[
\frac{M \mapsto_I N}{\text{read } M \div \omega \mapsto_e \text{read } N \div \omega} \quad \text{Read'}
\]

\[
\frac{M \mapsto_I M'}{\text{write } M N \div \omega \mapsto_e \text{write } M' N \div \omega} \quad \text{Write'}
\]

\[
\frac{N \mapsto_I N'}{\text{write } l N \div \omega \mapsto_e \text{write } l N' \div \omega} \quad \text{Write''}
\]

\[
\frac{[l \mapsto V : A] \in \omega}{[l \mapsto V : A], [l \mapsto V : A], [l \mapsto V : A]} \quad \text{Write'''}
\]

\[
\frac{\omega \leq [l \mapsto V : A], [l \mapsto V : A]}{\omega \leq [l \mapsto V : A]} \quad \text{Write''''}
\]

\[
\frac{\omega \leq [l \mapsto V : A], [l \mapsto V : A]}{\omega \leq [l \mapsto V : A]} \quad \text{Write'''''}
\]

**Proof.** By simultaneous induction on the structure of \( M \) and \( E \). An interesting case is when \( M = l \).

**Corollary 2.14.**

If \( \vdash V : A \circ \omega \) and \( [l \mapsto V : A] \in \omega \) where \( \omega \) is a world, then

\[
\omega - [l \mapsto V : A], [l \mapsto V : A] \text{ is also a world.}
\]

**Proof.** Similarly to the proof of Corollary 2.12.

**Proposition 2.15 (Type-preservation/progress requirement on instructions).** If \( \vdash I \div A \circ \omega \) and arguments to \( I \) are all values, then there exists a world \( \omega' \) satisfying \( \Gamma \circ \omega \mapsto_e V \circ \omega' \) and \( \vdash V : A \circ \omega' \).

**Proof.** By case analysis of \( I \). We use Corollaries 2.12 and 2.14.

For the monotonicity requirement on instructions, we directly prove Proposition 2.7 exploiting Lemmas 2.11 and 2.13.

**Proof of Proposition 2.7.** Since the accessibility relation \( \leq \) is specified by instruction reductions, \( \omega \leq \omega' \) implies that

\[
\omega = \omega_1 \leq \cdots \leq \omega_i \leq \cdots \leq \omega_n = \omega',
\]

where \( \omega_{i+1} \) is equal to either \( \omega_i, [l \mapsto V : A] \) or \( \omega_i - [l \mapsto V : A], [l \mapsto V : A] \) for \( 1 \leq i < n \). We proceed by induction on \( n \).
In order to maintain the monotonicity of $\leq$, all references in a world must be persistent, since once a reference is deallocated, its type can no longer be determined. This means that an explicit instruction for deallocating references (e.g., delete $M$) is not allowed in $\lambda\circ$. In the present framework of $\lambda\circ$, even garbage collections are not allowed because they destroy the monotonicity of $\leq$: a garbage collection transition from $\omega$ to $\omega'$ must ensure that $l : \text{ref } A @ \omega$ implies $l : \text{ref } A @ \omega'$ for every possible reference $l$, including those references not found in a given program, which are precisely what it deallocates. (In practice, garbage collections do not interfere with evaluations and computations, and are safe to implement.) We use an empty store as an initial world.

### 2.4.4 Supporting multiple notions of world effect

Since a world structure realizes a specific notion of world effect and instructions provide an interface to worlds, we can support multiple notions of world effect by combining individual world structures and letting each instruction interact with its relevant part of worlds. For example, we can use all the above instructions if a world consists of three sub-worlds: an infinite sequence of real numbers, input/output streams, and a well-typed store. This is how $\lambda\circ$ combines world effects at the language design level.

We may think of $\lambda\circ$ as providing a built-in implementation of a state monad whose states are worlds. Then the ease of combining world effects in $\lambda\circ$ reflects the fact that state monads combine well with each other (by combining individual states).

### 2.5 Fixed point constructs

In this section, we investigate an extension of $\lambda\circ$ with fixed point constructs. We first consider those based upon the unfolding semantics, in which a fixed point construct reduces by unrolling itself. Next we consider those based upon the backpatching semantics, as used in Scheme [3]. For expressions, we assume the operational semantics in the direct style in Figure 2.6.

For a uniform treatment of types, we choose to allow fixed point constructs for all types. An alternative approach would be to confine fixed point constructs only to lambda abstractions (as in ML), but it would be inadequate for our purpose because recursive computations require fixed point constructs for computation terms (of type $\bigcirc A$) anyway.

#### 2.5.1 Unfolding semantics

We use $\text{fix } x : A. M$ as a term fixed point construct for recursive evaluations. Its typing rule and reduction rule are as usual:

$$
\frac{\Gamma, x : A \vdash s : \Delta}{\Gamma \vdash \text{fix } x : A. M : A @ \Delta} \quad \text{Fix}
$$

In the presence of term fixed point constructs, any truth judgment $A \text{ true}$ holds vacuously, since $\text{fix } x : A. x$ typechecks for every type $A$ and represents a proof of $A \text{ true}$. Now a term $M$ of type $A$ does not always represent a constructive proof of $A \text{ true}$; rather it may contain nonsensical proofs such as $\text{fix } x : B. x$. The definition of a computability judgment $A \text{ comp}$, however, remains the same because it is defined relative to a truth judgment $A \text{ true}$.

In conjunction with computation terms $\text{cmp } E$, term fixed point constructs enable us to encode recursive computations: we first build a term fixed point construct $M$ of type $\bigcirc A$ and then convert it into an expression $\text{letcmp } x \triangleleft M$ in $x$, which denotes a recursive computation. Generalizing this idea, we define syntactic sugar
for recursive computations. We introduce an expression variable \( x \) and an expression fixed point construct \( \text{efix} \ x \div A \cdot E \); a new form of binding \( x \div A \) for expression variables is used in typing contexts:

\[
\text{expression} \quad E ::=: \cdots \mid x \mid \text{efix} \ x \div A \cdot E
\]

\[
\text{typing context} \quad \Gamma ::= \cdots \mid \Gamma, x \div A
\]

New typing rules and reduction rule are as follows:

\[
\begin{align*}
\Gamma, x \div A \vdash x \div A @ \omega & \quad \text{Evar} \\
\Gamma \vdash \text{efix} \ x \div A @ \omega & \quad \Gamma \vdash \text{efix} \ x \div A @ \omega & \quad \text{Efix}
\end{align*}
\]

In the rule \( \text{Efix} \), \([\text{efix} x \div A \cdot E/x]E\) denotes a capture-avoiding substitution of \( \text{efix} x \div A \cdot E \) for expression variable \( x \). Thus \( \text{efix} x \div A \cdot E \) behaves like term fixed point constructs except that it unrolls itself by substituting an expression for an expression variable, instead of a term for an ordinary variable.

To simulate expression fixed point constructs, we define a function \((\cdot)^*\) which translates \((\text{efix} x \div A \cdot E)^*\) into:

\[
\text{letcmp } y_r \triangleq \text{fix } x_p : \circ A \cdot \text{cmp} \begin{bmatrix} \text{letcmp } y_v \triangleq x_p \text{ in } y_v/x \end{bmatrix} E^* \text{ in } y_r
\]

That is, we introduce a variable \( x_p \) to encapsulate \( \text{efix} x \div A \cdot E \) and expand \( x \) to a bind expression \( \text{letcmp } y_v \triangleq x_p \text{ in } y_v \).

The translation of other terms and expressions is structural; for the sake of simplicity, we do not consider world terms and instructions:

\[
\begin{align*}
x^* & = x \\
(\lambda x : A \cdot M)^* & = \lambda x : A \cdot M^* \\
(M_1 \ M_2)^* & = M_1^* \ M_2^* \\
(\text{cmp } E)^* & = \text{cmp } E^* \\
(fix x : A \cdot M)^* & = fix x : A \cdot M^* \\
(\text{letcmp } x < M \text{ in } E)^* & = \text{letcmp } x < M^* \text{ in } E^* \\
x^* & = x
\end{align*}
\]

Proposition 2.17 shows that when translated via the function \((\cdot)^*\), the typing rules Evar and Efix are sound with respect to the original type system (without the rules Evar and Efix).

**Lemma 2.16.**

If \( \Gamma \vdash F \div A @ \omega \) and \( \Gamma, x \div A \vdash M : B @ \omega \), then \( \Gamma \vdash [F/x]M : B @ \omega \).

If \( \Gamma \vdash F \div A @ \omega \) and \( \Gamma, x \div A \vdash E \div B @ \omega \), then \( \Gamma \vdash [F/x]E \div B @ \omega \).

**Proof.** By simultaneous induction on the structure of \( M \) and \( E \). \( \square \)

**Proposition 2.17.**

If \( \Gamma \vdash M : A @ \omega \), then \( \Gamma \vdash M^* : A @ \omega \).

If \( \Gamma \vdash E \div A @ \omega \), then \( \Gamma \vdash E^* \div A @ \omega \).

**Proof.** By simultaneous induction on the structure of the derivation of \( \Gamma \vdash M : A @ \omega \) and \( \Gamma \vdash E \div A @ \omega \).

An interesting case is when \( E = \text{efix} x \div A \cdot F \).

Case \( E = \text{efix} x \div A \cdot F \):

\( \Gamma, x \div A \vdash F \div A @ \omega \)

\( \Gamma, x \div A \vdash F^* \div A @ \omega \)

by Efix

by induction hypothesis
Proposition 2.18.

By induction on the structure of the derivation of $\Gamma, x_p : \odot A, x \vdash A \vdash F^* \vdash A @ \omega$

Proof. The third equivalence follows from an expression reduction not require the rule $Efix$.

Lemma 2.20.

If $M \vdash_\tau N$, then $M^* \vdash_\tau N^*$.

Proof. By induction on the structure of the derivation of $M \vdash_\tau N$.

Lemma 2.21.

If $M^* \vdash_\tau N'$, then there exists $N$ such that $N' = N^*$ and $M \vdash_\tau N$.

Proof. By induction on the structure of the derivation of $M^* \vdash_\tau N'$.

We introduce an equivalence relation $\equiv_e$ on expressions to state that two expressions compute to the same value.

Definition 2.21.

$E \equiv_e F$ if and only if $E @ \omega \vdash_e V @ \omega'$ implies $F @ \omega \vdash_e V @ \omega'$, and vice versa.

The following equivalences are used in proofs below:

- $letcmp \ x < cmp \ E \ in \ x \equiv_e E$
- $letcmp \ x < cmp \ E \ in \ F \equiv_e letcmp \ x < cmp \ E' \ in \ F$ where $E \equiv_e E'$
- $(efix \ x \vdash A. \ E)^* \equiv_e [(efix \ x \vdash A. \ E)^*/x]E^*$

The third equivalence follows from an expression reduction

$(efix \ x \vdash A. \ E)^* @ \omega \vdash_e letcmp \ y_r < cmp \ [(efix \ x \vdash A. \ E)^*/x]E^* \ in \ y_r @ \omega$.

Proposition 2.22.

If $E @ \omega \vdash_e F @ \omega'$ with the rule $Efix$, then $E^* @ \omega \vdash_e F' @ \omega'$ and $F' \equiv_e F^*$.
Proof. By induction on the structure of the derivation of $E @ \omega \mapsto_e F @ \omega'$. We consider the case $E = \text{letcmp } x \triangleleft M$ in $E_0$ where $M \neq \text{cmp } E'$.

If $\text{letcmp } x \triangleleft M$ in $E_0 @ \omega \mapsto_e \text{letcmp } x \triangleleft N$ in $E_0 @ \omega$ by the rule $E_{\text{Bind}}$, then $M \mapsto_t N$.

By Lemma 2.19, $M^* \mapsto_t N^*$.

Since $(\text{letcmp } x \triangleleft M$ in $E_0)^* = \text{letcmp } x \triangleleft M^*$ in $E_0^*$ and $(\text{letcmp } x \triangleleft N$ in $E_0)^* = \text{letcmp } x \triangleleft N^*$ in $E_0^*$, we have $(\text{letcmp } x \triangleleft M$ in $E_0)^* @ \omega \mapsto_e (\text{letcmp } x \triangleleft N$ in $E_0)^* @ \omega$.

Then we let $F' = (\text{letcmp } x \triangleleft N$ in $E_0)^*$.

\[ \square \]

Proposition 2.23.

If $E^* @ \omega \mapsto_e F^* @ \omega'$, then there exists $F$ such that $F' \equiv_e F^*$ and $E @ \omega \mapsto_e F @ \omega'$.

Proof. By induction on the structure of the derivation of $E^* @ \omega \mapsto_e F^* @ \omega'$. An interesting case is when the rule $E_{\text{Bind}}$ is applied last in a given derivation.

If $E = \text{letcmp } x \triangleleft M$ in $E_0$, then $E^* = \text{letcmp } x \triangleleft M^*$ in $E_0^*$.

By Lemma 2.20, there exists $N$ such that $M \mapsto_t N$ and $M^* \mapsto_t N^*$.

Hence we have $E @ \omega \mapsto_t \text{letcmp } x \triangleleft N$ in $E_0 @ \omega'$ and $E^* @ \omega \mapsto_e \text{letcmp } x \triangleleft N^*$ in $E_0^* @ \omega'$ (where $\omega = \omega'$).

Then we let $F = \text{letcmp } x \triangleleft N$ in $E_0$.

If $E = \text{efix } x \div A. E_0$, then $F' \equiv_e ([\text{efix } x \div A. E_0 / x] E_0)^*$ (and $\omega = \omega'$)

because $(\text{efix } x \div A. E_0)^* \equiv_e [(\text{efix } x \div A. E_0)^* / x] E_0^* = ([\text{efix } x \div A. E_0 / x] E_0)^*$.

Then we let $F = [\text{efix } x \div A. E_0 / x] E_0$.

\[ \square \]

As seen in the definition of expression fixed point constructs, term fixed point constructs can leak into expressions to give rise to recursive computations. Note that non-terminating computations in $\lambda_C$ are not necessarily due to (term or expression) fixed point constructs, since mutable references can also be exploited to encode recursive computations. For example, the following expression initiates a non-terminating
computation in which reference \( x \) stores a computation term which dereferences itself:

\[
\begin{align*}
\text{letcmp } x \triangleright \text{cmp} \text{ new cmp } 0 \text{ in } \\
\text{letcmp } y \triangleright \text{cmp} \text{ write } x \text{ cmp } \left( \text{letcmp } y \triangleright \text{cmp} \text{ read } x \text{ in } \right. \\
\left. \text{letcmp } z \triangleright y \text{ in } \right) \\
\text{letcmp } z \triangleright y \text{ in } z \\
\text{letcmp } y \triangleright \text{cmp} \text{ write } l \text{ cmp } \left( \text{letcmp } y \triangleright \text{cmp} \text{ read } l \text{ in } \right. \\
\left. \text{letcmp } z \triangleright y \text{ in } \right) \\
\text{letcmp } z \triangleright y \text{ in } z \\
\text{letcmp } z \triangleright \text{cmp} \left( \text{letcmp } y \triangleright \text{cmp} \text{ read } l \text{ in } \right. \\
\left. \text{letcmp } z \triangleright y \text{ in } \right) \\
\text{letcmp } z \triangleright y \text{ in } z \\
\text{letcmp } z \triangleright \text{cmp} \left( \text{letcmp } y \triangleright \text{cmp} \text{ read } l \text{ in } \right. \\
\left. \text{letcmp } z \triangleright y \text{ in } \right) \\
\text{letcmp } z \triangleright y \text{ in } z \\
\text{letcmp } z \triangleright \text{cmp} \left( \text{letcmp } y \triangleright \text{cmp} \text{ read } l \text{ in } \right. \\
\left. \text{letcmp } z \triangleright y \text{ in } \right) \\
\text{letcmp } z \triangleright y \text{ in } z \\
\text{letcmp } z \triangleright \text{cmp} \left( \text{letcmp } y \triangleright \text{cmp} \text{ read } l \text{ in } \right. \\
\left. \text{letcmp } z \triangleright y \text{ in } \right) \\
\text{letcmp } z \triangleright y \text{ in } z
\end{align*}
\]

\( \_ \rightarrow^* \_ \rightarrow^* \_ \rightarrow^* \_ \rightarrow^* \_ \rightarrow^* \_ \rightarrow^* \_ \rightarrow^* \) 

2.5.2 Backpatching semantics

Unlike the unfolding semantics, the backpatching semantics evaluates or computes a fixed point construct by first finishing the reduction of its body and then “tying a recursive knot”, or “backpatching” the result. For term evaluations, the two semantics are equivalent except that when the unfolding semantics gives rise to an infinite loop, the backpatching semantics generates an error.

We investigate a fixed point construct \( \text{vfix } z : A. E \) for expressions that is based upon the backpatching semantics. Unlike \( \text{efix } x : A. E \) which computes a fixed point over both values and world effects and thus \( x \) is interpreted as an expression, it computes a fixed point only over values and \( z \) in it is a term.\(^5\) For this reason, the computation is usually referred to as value recursion [18]. Similar constructs are found in Erk"ok and Launchbury [18] (fixed point construct \( \text{mfix } \) in Haskell) and Launchbury and Peyton Jones [37] (recursive state transformer \( \text{fixST } \) in Haskell).

\(^5\)In this regard, the two fixed point constructs for expressions cannot be compare directly.
Syntax and type system

We introduce a recursion variable \( \_ \) (with an underscore) as a term and a value recursion construct \( \text{vfix } \_ : A. \ E \) as an expression:

\[
\text{term} \quad M \ ::= \ \cdot \ | \ \_ \\
\text{expression} \quad E \ ::= \ \cdot \ | \ \text{vfix } \_ : A. \ E
\]

A substitution for \( \_ \) is defined in a standard way. To simplify the presentation of the type preservation theorem (Theorem 2.25), we separate recursion variables from ordinary variables in the type system by introducing a value recursion context \( \Sigma \) for recursion variables:

\[
\text{value recursion context} \quad \Sigma ::= \ \cdot \ | \ \Sigma, \ \_ : A
\]

A typing judgment now includes a value recursion context to record the type of each recursion variable:

\[
\Gamma; \Sigma \vdash s M : A @ \omega \quad \text{term typing judgment} \\
\Gamma; \Sigma \vdash s E : A @ \omega \quad \text{expression typing judgment}
\]

Typing rules for judgments \( \Gamma \vdash s M : A @ \omega \) and \( \Gamma \vdash s E : A @ \omega \) induce those for judgments \( \Gamma; \Sigma \vdash s M : A @ \omega \) and \( \Gamma; \Sigma \vdash s E : A @ \omega \) in a straightforward way (by adding \( \Sigma \) to every judgment). We also need additional rules for recursion variables and value recursion constructs:

\[
\frac{}{\Gamma; \Sigma, \_ : A \vdash \_ : A @ \omega} \text{Vvar} \quad \frac{}{\Gamma; \Sigma, \_ : A \vdash \text{vfix } \_ : A. \ E : A @ \omega} \text{Vfix}
\]

The monotonicity of the accessibility relation \( \leq \) (in Proposition 2.7) is now stated with new typing judgments.

**Proposition 2.24.**

If \( \omega \leq \omega' \), then

\(\Gamma; \Sigma \vdash s M : A @ \omega \) implies \(\Gamma; \Sigma \vdash s M : A @ \omega'\), and

\(\Gamma; \Sigma \vdash s E : A @ \omega \) implies \(\Gamma; \Sigma \vdash s E : A @ \omega'\).

Operational semantics

Conceptually we compute \( \text{vfix } \_ : A. \ E \) as follows: first we bind \( \_ \) to a black hole so that any premature attempt to read it results in a value recursion error; next we compute \( E \) to obtain a value \( V \); finally we “backpatch” every occurrence of \( \_ \) in \( V \) with \( V \) itself and return the backpatched value as the result.

One approach to backpatching \( \_ \) with \( V \) is by replacing \( \_ \) by a fixed point construct \( \text{fix } \_ : A. \ V \) (as in [47]). A problem with this approach is that \( \_ \) may appear at the resultant world after computing \( E \). That is, if \( E \) at a world \( \omega \) computes to \( V \) at another world \( \omega' \), \( \_ \) may be used by \( \omega' \). Then we would need substitutions on worlds as well (e.g., \( \text{fix } \_ : A. \ V / \_ \omega' \)), which should be defined for each kind of world effect and thus we want to avoid; besides the type preservation property becomes difficult to prove.

To eliminate the need for substitutions on worlds, we maintain a recursion store \( \sigma \). It associates each recursion variable with a value \( V \):

\[
\text{recursion store} \quad \sigma ::= \ \cdot \ | \ \sigma, \_ = V
\]

Now we reformulate the operational semantics with two reduction judgments:

- A term reduction \( M, \sigma \rightarrow_t N \) means that \( M \) with recursion store \( \sigma \) reduces to \( N \).
A term reduction requires (but does not update) a recursion store because it may read recursion variables. An expression reduction may update both a world (by reducing instructions) and a recursion store (by reducing value recursion constructs). Reduction rules for judgments $M \mapsto N$ and $E \mapsto F @ \omega'$ induce those for judgments $A \vdash A @ \omega$, $A \vdash F @ \omega'$ in a straightforward way (by adding $\sigma$ to every judgment).

Instead of directly modeling black holes with certain special values, we indirectly model black holes by reducing $vfix \ z: A. E$ to an intermediate value recursion construct $vfix \ z: A. E$. That is, the presence of $vfix \ z: A. E$ means that $z$ is assumed to be bound to a black hole and that $E$ is currently being reduced; if a term in $E$ attempts to read $z$, it results in a value recursion error and the whole reduction gets stuck. The typing rule for $vfix \ z: A. E$ is the same as for $vfix \ z: A. E$:

$$
\frac{\Gamma; \Sigma, \bar{z} : A \vdash E \div A @ \omega}{\Gamma; \Sigma \vdash vfix \ z: A. E \div A @ \omega} Vfix
$$

The rules for reducing recursion variables and value recursion constructs are as follows:

\[
\frac{\bar{z} = V \in \sigma}{Vvar}
\]

\[
\frac{vfix \ z : A. E @ \omega, \sigma \mapsto e \ vfix \ z : A. E @ \omega, \sigma}{Vfix_{init}}
\]

\[
\frac{E @ \omega, \sigma \mapsto e \ vfix \ z : A. F @ \omega', \sigma'}{Vfix_{red}}
\]

\[
\frac{z = V' \notin \sigma}{Vfix_{lpatch}}
\]

These rules ensure that any premature attempt to read a recursion variable bound to a black hole results in a value recursion error and the whole reduction gets stuck. The rule $Vvar$ implies that $z$ is not a value in itself. The rule $Vfix_{init}$ initiates the computation of $vfix \ z: A. E$ by reducing it to $vfix \ z: A. E$; the rule $Vfix_{red}$ reduces the body $E$ of $vfix \ z: A. E$; the rule $Vfix_{lpatch}$ backpatches $z$ with $V$. Note that $\alpha$-conversion is freely applicable even to $vfix \ z: A. E$.

The reduction rule $Vfix_{lpatch}$ assumes dynamic renaming of recursion variables so that all recursion variables in a recursion store remain distinct. As an example, consider the following expression:

$$
letcmp \ x_1 \triangleleft cmp \ vfix \ z: A. E_1 \ in \ letcmp \ x_2 \triangleleft cmp \ vfix \ z: A. E_2 \ in \ F
$$

Although we do not need to rename either instance of $z$ during typechecking, we have to rename the second instance after computing $vfix \ z: A. E_2$ because the recursion store already contains a recursion variable of the same name.

Since the result of an evaluation or a computation may contain recursion variables, we need to incorporate recursion stores or their abstractions in stating the type preservation property. We use value recursion contexts for this purpose as they are essentially the result of typing recursion stores. Formally we write $\vdash \sigma : \Sigma @ \omega$ if there exists a one-to-one correspondence between $z = V \in \sigma$ and $z : A \in \Sigma$ such that $\vdash \Sigma \vdash V : A @ \omega$ holds. Now type preservation property is stated as follows:
Theorem 2.25 (Type preservation). Suppose $\models \sigma : \Sigma @ \omega$.

If $M, \sigma \xrightarrow{t} N$ and $\vdash \Sigma \triangleright M : A @ \omega$, then $\vdash \Sigma \triangleright N : A @ \omega$.

If $E @ \omega$, $\sigma \xrightarrow{e} F @ \omega'$, $\sigma'$ and $\vdash \Sigma \triangleright E @ \omega$, then there exists $\Sigma'$ such that $\vdash \Sigma' \triangleright F @ A @ \omega'$ and $\models \sigma' : \Sigma' @ \omega'$.

Proof. By induction on the structure of the derivation of $M, \sigma \xrightarrow{t} N$ and $E @ \omega$, $\sigma \xrightarrow{e} F @ \omega'$, $\sigma'$. Interesting cases are when one of the rules $Vfix_{init}$, $Vfix_{red}$, and $Vfix_{bpatch}$ is applied last in a given derivation. We consider two representative cases below.

Case $\frac{\mathit{Vvar} : z = V \in \sigma}{\mathit{init} : \Sigma \triangleright z : A @ \omega}$ implies $\mathit{init} : A \in \Sigma$ by the rule $\mathit{Vvar}$.

From $\models \sigma : \Sigma @ \omega$, $z = V \in \sigma$, and $\vdash \Sigma \triangleright z : A \in \Sigma$,
we have $\vdash \Sigma \triangleright V : A @ \omega$.

Case $\frac{\mathit{Vfix}_{\mathit{a}} : A. V @ \omega, \sigma \xrightarrow{e} V @ \omega, \sigma, \underline{z} = V}{\mathit{bpatch} : \Sigma \triangleright \underline{z} : A}$.

Since $\models \sigma : \Sigma @ \omega$,
for any $\underline{z}' = V' @ \sigma$, we have $\vdash \Sigma \triangleright V' \div A' @ \omega$ and $\underline{z}' : A' \in \Sigma$ for some type $A'$.

We let $\Sigma' = \Sigma, \underline{z} : A$.

Then, for any $\underline{z}' = V' @ \sigma$, we have $\vdash \Sigma' \triangleright \Sigma' \div A' @ \omega$ and $\underline{z}' : A' \in \Sigma'$ for some type $A'$.

The rule $Vfix_{\mathit{a}}$ implies $\vdash \Sigma \triangleright V \div A @ \omega$ and $\vdash \Sigma, \underline{z} : A \triangleright V \div A @ \omega$.

Then $\vdash \Sigma' \triangleright V \div A @ \omega$ and $\vdash \Sigma, \underline{z} : A \in \Sigma'$.

Therefore $\models \sigma, \underline{z} = V : \Sigma' @ \omega$.

Since the type system does not detect value recursion errors, the computation of a well-typed expression may end up with a value recursion error. To catch value recursion errors statically, we can adopt advanced type systems for value recursion in [9, 16].

Simulating value recursion constructs

Section 2.5.1 has shown that ef x : A. E can be simulated with fix x : A. M. Can we also simulate vfix z : A. E with fix x : A. M? In Haskell, a value recursion construct mfix for a specific monad can be defined in terms of the ordinary fixed point construct fix. For example, Moggi and Sabry [47] show that for a state monad $M : A = S \rightarrow (A \times S)$ where $M$ is a type constructor and $S$ is the type of states, mfix can be defined as follows:

\[
\text{mfix } x : A. M = \lambda x : A. \text{fix } p : A \times S. (\lambda x : A. M) (\text{fst } p) s
\]

Here we use a product type $A \times S$ and a projection term \text{fst } p; both $M$ and mfix $x : A. M$ have type $M : A = S \rightarrow (A \times S)$. Since the type constructor $\odot$ in $\lambda \odot$ essentially forms a state monad, it may appear that we can define vfix $z : A. E$ in terms of fix $x : A. M$. Unlike the state monad $M A$, however, we cannot access states (i.e., worlds) as terms. Therefore we cannot exploit the above idea to simulate vfix $z : A. E$ with fix $x : A. M$.

Another idea to simulate vfix $z : A. E$ is to use instructions for mutable references: to compute vfix $z : A. E$, we initialize a fresh reference for $z$; to backpatch $z$, we update the store. In this case, $z$ can no longer be a term because its evaluation requires an access to the store. In other words, $z$ should now be defined as an expression.
2.6 Continuations

So far, we have restricted ourselves to world effects, \textit{i.e.}, transitions between worlds. $\lambda_\square$ confines world effects to expressions so that terms are free of world effects. When we extend $\lambda_\square$ with control effects, however, it is not immediately clear which syntactic category should be permitted to produce control effects. On one hand, we could choose to confine control effects to expressions so that terms remain free of any kind of effect. Then the distinction between effect-free evaluations and effectful computations is drawn in a conventional sense. On the other hand, in order to develop $\lambda_\square$ into a practical programming language, it is desirable to allow control effects in terms. For example, exceptions for terms would be an easy way to handle division by zero or pattern-match failures occurring during evaluations. At the same time, however, exceptions for expressions are also useful for those instructions whose execution does not always succeed.

We hold the view that expressions are in principle a syntactic category specialized for world effects, and allow control effects in \textit{both terms and expressions}. The decision does not prevent us from developing control effects orthogonally to world effects, since control effects are realized with reduction rules whereas world effects are realized with world structures. In fact, there is no reason to confine control effects only to one syntactic category, since the concept of control effect is relative to what constitutes the “basic” reduction rules anyway.

As an example of control effect, we consider continuations. We consider two kinds: one for terms and another for expressions. A continuation for terms denotes an evaluation parameterized over terms; a continuation for expressions denotes a computation parameterized over terms. The two are independent notions, and we discuss them separately. Since we are primarily interested in how continuations change the state of the run-time system, we focus on the operational semantics only; for the type system, we refer the reader to the literature (\textit{e.g.}, [25]).

In the syntax, we assume value recursion constructs which interact with continuations for expressions in an interesting way. Hence we continue to use the two reduction judgments $M, \sigma \rightarrow_t N$ and $E @ \omega, \sigma \rightarrow_e F @ \omega', \sigma'$ in Section 2.5.2 (but in a different style).

2.6.1 Continuations for terms

Figure 2.8 shows the syntax for continuations for terms. An \textit{evaluation context} $\kappa$ is a term with a hole $[]$ which can be filled with a term $M$ to produce another term $\kappa[M]$; it assumes a call-by-value discipline. $\text{cont}_t \kappa$ lifts an evaluation context $\kappa$ to a value and is called a \textit{term continuation}. $\text{callcc}_t$ and $\text{throw}_t$ are constructs for capturing and throwing term continuations, respectively.

The operational semantics in Figure 2.9 uses a reduction judgment in the form of $\kappa[M], \sigma \rightarrow_t \kappa'[N]$ where $\sigma$ is a recursion store. Note that it is the same term reduction judgment as in Section 2.5.2 because both $\kappa[M]$ and $\kappa'[N]$ are terms. The rule $\text{CTred}$ uses a term reduction $M \Rightarrow_{t} N$. The rule $\text{CTcallcc}$ binds variable $x$ to a term continuation containing the current evaluation context $\kappa$; the rule $\text{CTthrow}$ nullifies the current evaluation context $\kappa$ to activate a new evaluation context $\kappa'$.

The formulation of continuations for terms is standard. What is interesting is that from a logical perspective, continuations for terms change the meaning of $A \text{ true}$ from intuitionistic truth to classical truth [23]. The change in the meaning of $A \text{ true}$, however, does not mean that we have to change the definition of

\begin{figure}[h]
\begin{verbatim}
\begin{align*}
\text{term} \quad M & ::= \cdots \mid \text{cont}_t \kappa \mid \text{callcc}_t x. M \mid \text{throw}_t M M \\
\text{value} \quad V & ::= \cdots \mid \text{cont}_t \kappa \\
\text{evaluation context} \quad \kappa & ::= [] \mid \kappa M \mid (\lambda x: A. M) \kappa \mid \text{throw}_t \kappa M \mid \text{throw}_t (\text{cont}_t \kappa) \kappa
\end{align*}
\end{verbatim}
\caption{Syntax for continuations for terms.}
\end{figure}
expressions accordingly, since our definition of $A\ comp$ is not subject to a particular definition of $A\ true$. In other words, even if we change the meaning of $A\ true$, the same definition of $A\ comp$ remains valid with respect to the new definition of $A\ true$; hence the previous definition of expressions also remains valid.

### 2.6.2 Continuations for expressions

Figure 2.10 shows the syntax for continuations for expressions. A *computation context* $\phi$ is an expression with a hole $[\ ]_t$ or $[\ ]_e$. $[\ ]_t$ can be filled only with a term, and $[\ ]_e$ only with an expression. $cont_e\ \phi$ lifts a computation context $\phi$ to a value and is called an *expression continuation*. $callcc_e$ and $throw_e$ are constructs for capturing and throwing expression continuations, respectively.

The operational semantics in Figure 2.11 uses a reduction judgment in the form of $\phi[E]\ @\ \omega,\ \sigma\ \rightarrow_e\ \phi'[F]\ @\ \omega',\ \sigma'$. Note that it is the same expression reduction judgment as in Section 2.5.2 because both $\phi[E]$ and $\phi'[F]$ are expressions. The rule $CEcallcc$ binds variable $x$ to an expression continuation containing the current computation context $\phi$; the rule $CEthrow$ nullifies the current computation context $\phi$ to activate a new computation context $\phi'$. By the rule $CEvfixo$, a computation context $vfix_e\ z: A,\ \phi$ marks that $z$ is bound to a black hole.

It is important that the rule $CEvfixo$ does not require $z = V' \notin \sigma$ in the premise; if $z = V'$ is already in $\sigma$, it is removed in $\sigma, z = V$ (so that all recursion variables remain distinct). The reason is that an expression continuation that has been captured before the completion of the computation of $vfix_e\ z: A, E$ may be thrown after its completion. In this case, recursion variable $z$ is already bound to the value that the previous computation of $vfix_e\ z: A, E$ has returned. We can exploit this property to show that, for example, $vfix\ z: A, letcmp\ x < M\ in\ E$ and $letcmp\ x < M\ in\ vfix\ z: A, E$ behave differently even when $z$ is not free in $M$.$^6$

Consider an expression

$$vfix\ z: A, letcmp\ x < cmp\ callcc_e\ y, E\ in\ F$$

where $z$ is not free in $E$. The expression continuation captured by $callcc_e\ y, E$ may escape the scope of the whole value recursion construct. When it is thrown later, $z$ is already bound to a value and every attempt to

---

$^6$Erkök and Launchbury [18] call the equivalence between the two expressions the *left-shrinking* property of value recursion.
read $z$ in $F$ succeeds without raising a value recursion error. This is not the case for the following expression:

$$\text{letcmp } x \triangleleft \text{cmp } y. E \text{ in } vfix_\varphi(z: A. F)$$

During the computation of $F$, $z$ is bound to a black hole by the rule $CEfixo$. Consequently any attempt to read $z$ in $F$ results in a value recursion error.

In general, value recursion is unsafe in the presence of expression continuations because a value recursion construct may compute to a value containing unresolved recursion variables, that is, recursion variables bound to black holes (the counter-example in [47] can be rewritten in $\lambda_\tau$). An error resulting from reading an unresolved recursion variable is similar to a value recursion error in that both result from an attempt to read a recursion variable bound to a black hole. The difference is that while a value recursion error results from a premature attempt to read a recursion variable that will be eventually bound to a value, an unresolved recursion variable remains bound to a black hole forever.

### 2.7 Summary

Moggi’s monadic metalanguage $\lambda_{ml}$ [44, 45] has served as the de facto standard for subsequent monadic languages [36, 37, 6, 70, 46, 78, 47]. Benton, Biermann, and de Paiva [7] show that from a type-theoretic perspective, $\lambda_{ml}$ is connected to lax logic via the Curry-Howard isomorphism. Pfenning and Davies [60] reformulate $\lambda_{ml}$ by applying Martin-Löf’s methodology of distinguishing between propositions and judgments [42] to lax logic. The new formulation of $\lambda_{ml}$ draws a syntactic distinction between values and computations, and uses the modality $\Box$ for computations. It is used in the design of a security-typed monadic language [13]; its underlying modal type theory inspires type systems in [4, 5] and effect systems in [51, 52].

The idea of the syntactic distinction but without an explicit modality for computations is used by Petersen et al. [54]. The same idea is also used by Mandelbaum, Walker, and Harper [41]. Their language is similar to $\lambda_\Box$ in that the operational semantics (but not the type system) uses an accessibility relation between worlds. The meaning of a world is, however, slightly different: a world in their language is a collection of facts on a world in $\lambda_\Box$.

$\lambda_\Box$ extends the new formulation of $\lambda_{ml}$ by Pfenning and Davies with an operational semantics to support concrete notions of computational effect. Compared with those monadic languages based upon $\lambda_{ml}$, it does not strictly increase the expressive power — it is straightforward to devise a translation from $\lambda_\Box$ to a typical monadic language based upon $\lambda_{ml}$ and vice versa. In this regard, the syntactic distinction in $\lambda_\Box$ may be thought of as a cosmetic change to the syntax of monadic languages. It, however, inspires a
new approach to incorporating computational effects into monadic languages by allowing control effects both in terms and in expressions while confining world effects to expressions. In a monadic language based upon $\lambda_{ml}$, this (unorthodox) approach would mean that its pure functional sublanguage is allowed to produce control effects. The syntactic distinction also leads to the interpretation of terms and expressions as complete languages of their own, which makes $\lambda_\odot$ a candidate for a unified framework under which to study two languages that have traditionally been studied separately: Haskell (corresponding to terms) and ML (corresponding to expressions). Ultimately we believe that the idea of the syntactic distinction conveys a design principle not found in other monadic languages.
Chapter 3

The Probabilistic Language PTP

This chapter presents the syntax, type system, and operational semantics of PTP. We give examples to demonstrate properties of PTP, and show how to verify that a program correctly encodes a target probability distribution. We propose the Monte Carlo method [40] as a means of overcoming a limitation of PTP, namely lack of support for precise reasoning about probability distributions.

For the reader who has read the previous chapter, PTP may be viewed as a simplified account of \( \lambda_\omega \) with language constructs for probabilistic computations in Section 2.4.1. A source of simplification is that a world, which is an infinite sequence of random numbers, does not affect types of terms and expressions; hence typing judgments in PTP do not require worlds. The following table show judgments in \( \lambda_\omega \) and their corresponding judgments in PTP:

<table>
<thead>
<tr>
<th>Judgment in ( \lambda_\omega )</th>
<th>Judgment in PTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma \vdash s \ M : A \omega )</td>
<td>( \Gamma \vdash_p M : A )</td>
</tr>
<tr>
<td>( \Gamma \vdash E \div A \omega )</td>
<td>( \Gamma \vdash_p E \div A )</td>
</tr>
<tr>
<td>( M \mapsto_t N )</td>
<td>(same)</td>
</tr>
<tr>
<td>( M \mapsto V )</td>
<td>(same)</td>
</tr>
<tr>
<td>( E \omega \mapsto_e F \omega' )</td>
<td>(same)</td>
</tr>
<tr>
<td>( E \omega \mapsto V \omega' )</td>
<td>(same)</td>
</tr>
</tbody>
</table>

The syntax of PTP uses type constructors familiar from programming languages (rather than logic) and more specific keywords specialized to probability distributions:

<table>
<thead>
<tr>
<th>Syntax of ( \lambda_\omega )</th>
<th>Syntax of PTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A \supset B )</td>
<td>( A \rightarrow B )</td>
</tr>
<tr>
<td>( A \land B )</td>
<td>( A \times B )</td>
</tr>
<tr>
<td>( \text{cmp} \ E )</td>
<td>( \text{prob} \ E )</td>
</tr>
<tr>
<td>( \text{letcmp } x \triangleleft M \text{ in } E )</td>
<td>( \text{sample } x \text{ from } M \text{ in } E )</td>
</tr>
</tbody>
</table>

The definition of PTP in this chapter is self-contained, but should be supplemented by the previous chapter for its logical foundation.

3.1 Definition of PTP

3.1.1 Syntax and type system

PTP augments the lambda calculus, consisting of terms, with a separate syntactic category, consisting of expressions, in a monadic syntax. Terms denote regular values and expressions denote probabilistic computations. We say that a term evaluates to a value and an expression computes to a sample.
type

\[ A, B \ ::= \ A \rightarrow A \mid A \times A \mid \circ A \mid \text{real} \]

term

\[ M, N \ ::= \ x \mid \lambda x : A. M \mid M \ M \mid (M, M) \mid \text{fst} \ M \mid \text{snd} \ M \mid \text{fix} \ x : A. M \mid \text{prob} \ E \mid r \]

expression

\[ E, F \ ::= \ M \mid \text{sample} \ x \text{ from } M \text{ in } E \mid S \]

value/sample

\[ V \ ::= \ \lambda x : A. M \mid (V, V) \mid \text{prob} \ E \mid r \]

real number

\[ r \]

sampling sequence

\[ \omega \ ::= \ r_1 r_2 \cdots r_i \cdots \text{ where } r_i \in (0, 1] \]

typing context

\[ \Gamma \ ::= \cdot \mid \Gamma, x : A \]

\begin{figure}[h]
\centering
\begin{align*}
\frac{\Gamma \vdash x : A \quad p \vdash x : A}{\Gamma, x : A \vdash p x : A} & \text{Hyp} \\
\frac{\Gamma \vdash p M_1 : A \rightarrow B \quad \Gamma \vdash p M_2 : A}{\Gamma \vdash p M_1 \ M_2 : B} & \text{App} \\
\frac{\Gamma \vdash p M : A_1 \times A_2 \quad \Gamma \vdash p \text{fst} \ M : A_1}{\Gamma \vdash p \text{fst} M : A_1} & \text{Fst} \\
\frac{\Gamma \vdash p M : A \quad \Gamma \vdash \text{fix} x : A. M : A}{\Gamma \vdash \text{fix} x : A. M : A} & \text{Fix} \\
\frac{\Gamma \vdash p \text{prob} E : \circ A}{\Gamma \vdash p \text{prob} E : \circ A} & \text{Prob} \\
\frac{\Gamma \vdash p \ r : \text{real}}{\Gamma \vdash p \ r : \text{real}} & \text{Real} \\
\frac{\Gamma \vdash p M \vdash A}{\Gamma \vdash p M : A} & \text{Term} \\
\frac{\Gamma \vdash p \text{sample} \ x \text{ from } M \text{ in } E \vdash B}{\Gamma \vdash p \text{sample} \ x \text{ from } M \text{ in } E \vdash B} & \text{Bind} \\
\frac{\Gamma \vdash p \ S \vdash \text{real}}{\Gamma \vdash p \ S \vdash \text{real}} & \text{Sampling}
\end{align*}
\end{figure}

Figure 3.1: Abstract syntax for PTP.

Figure 3.2: Typing rules of PTP.

Figure 3.1 shows the abstract syntax for PTP. We use \( x \) for variables. \( \lambda x : A. M \) is a lambda abstraction, and \( M \ M \) is an application term. \((M, M)\) is a product term, and \( \text{fst} \ M \) and \( \text{snd} \ M \) are projection terms; we include these terms to support joint distributions. \( \text{fix} x : A. M \) is a fixed point construct for recursive evaluations. A probability term \( \text{prob} \ E \) encapsulates expression \( E \); it is a first-class value denoting a probability distribution. \( r \) is a real number.

There are three kinds of expressions: term \( M \), bind expression \( \text{sample} \ x \text{ from } M \text{ in } E \), and sampling expression \( S \). As an expression, \( M \) returns (with probability 1) the result of evaluating \( M \). \( \text{sample} \ x \text{ from } M \text{ in } E \) sequences two probabilistic computations (if \( M \) evaluates to a probability term). \( S \) consumes a random number in a sampling sequence, an infinite sequence of random numbers drawn independently from \( U(0, 1] \).

The type system employs two kinds of typing judgments:

- Term typing judgment \( \Gamma \vdash_p M : A \), meaning that \( M \) evaluates to a value of type \( A \) under typing context \( \Gamma \).

- Expression typing judgment \( \Gamma \vdash_p E \vdash A \), meaning that \( E \) computes to a sample of type \( A \) under typing context \( \Gamma \).

A typing context \( \Gamma \) is a set of bindings \( x : A \). Figure 3.2 shows the typing rules of PTP. The rule \( \text{Prob} \) is the introduction rule for the type constructor \( \circ \); it means that type \( \circ A \) denotes probability distributions over type \( A \). The rule \( \text{Bind} \) is the elimination rule for the type constructor \( \circ \). The rule \( \text{Term} \) means that
every term converts into a probabilistic computation that involves no probabilistic choice. The rule Real shows that real is the type of real numbers. A sampling expression \( S \) has also type real, as shown in the rule Sampling, because it computes to a real number.

### 3.1.2 Operational semantics

Since PTP draws a syntactic distinction between regular values and probabilistic computations, its operational semantics needs two kinds of judgments:

- **Term evaluation judgment** \( M \rightarrow V \), meaning that term \( M \) evaluates to value \( V \).

- **Expression computation judgment** \( E \otimes \omega \rightarrow V \otimes \omega' \), meaning that expression \( E \) with sampling sequence \( \omega \) computes to sample \( V \) with remaining sampling sequence \( \omega' \). Conceptually \( E \otimes \omega \rightarrow V \otimes \omega' \) consumes random numbers in \( \omega - \omega' \). Properties of the consumed sequence \( \omega - \omega' \) (e.g., its length) are not directly observable.

For term evaluations, we introduce a term reduction \( M \rightarrow \_ N \) in a call-by-value discipline (we could equally choose call-by-name or call-by-need). We identify \( M \rightarrow \_ V \) with \( M \rightarrow V \), where \( \rightarrow \_ \) is the reflexive and transitive closure of \( \rightarrow \). For expression computations, we introduce an expression reduction \( E \otimes \omega \rightarrow \_ F \otimes \omega' \) such that \( E \otimes \omega \rightarrow \_ V \otimes \omega' \) is identified with \( E \otimes \omega \rightarrow V \otimes \omega' \), where \( \rightarrow \_ \) is the reflexive and transitive closure of \( \rightarrow \). Both reductions use capture-avoiding term substitutions \([M/x]N\) and \([M/x]E\) defined in a standard way, as in Section 2.3.3.

Figure 3.3 shows the reduction rules in the operational semantics of PTP. Expression reductions may invoke term reductions (e.g., to reduce \( M \) in sample \( x \) from \( M \) in \( E \)). The rules \( E_{BindR} \) and \( E_{BindV} \) mean that given a bind expression sample \( x \) from prob \( E \) in \( F \), we finish computing \( E \) before substituting a value.

\[
\begin{align*}
M \mapsto_t M' & \quad T_{\beta_L} \quad N \mapsto_t N' \quad T_{\beta_R} \\
MN \mapsto_t M'N & \quad T_{pl} \\
(\lambda x:A.M) \mapsto_t (\lambda x:A.M) & \quad T_{\beta_V} \\
M \mapsto_t M' & \quad T_{fst} \\
(V,N) \mapsto_t (V,N') & \quad T_{fst'} \\
N \mapsto_t N' & \quad T_{snd} \\
\text{sample } x \text{ from } M \text{ in } F \otimes \omega \mapsto_e \text{ sample } x \text{ from } N \text{ in } F \otimes \omega & \quad E_{Bind} \\
E \otimes \omega \mapsto_e E' \otimes \omega' & \quad E_{BindR} \\
\text{sample } x \text{ from } \text{prob } E \text{ in } F \otimes \omega \mapsto_e \text{ sample } x \text{ from } \text{prob } E' \text{ in } F \otimes \omega' & \quad E_{BindV} \\
S \otimes r\omega \mapsto_e r \otimes \omega & \quad \text{Sampling}
\end{align*}
\]
for $x$ in $F$. Note that like a term evaluation, an expression computation itself is deterministic; it is only when we vary sampling sequences that an expression exhibits probabilistic behavior.

An expression computation $E @ \omega \mapsto^* V @ \omega'$ means that $E$ takes a sampling sequence $\omega$, consumes a finite prefix of $\omega$ in order, and returns a sample $V$ with the remaining sampling sequence $\omega'$:

**Proposition 3.1.** If $E @ \omega \mapsto^* V @ \omega'$, then $\omega = r_1 r_2 \cdots r_n \omega'$ ($n \geq 0$) where

$$E @ \omega \mapsto^* \cdots \mapsto^* E_i @ r_{i+1} \cdots r_n \omega' \mapsto^* \cdots \mapsto^* E_n @ \omega' \mapsto^* V @ \omega'$$

for a sequence of expressions $E_1, \cdots, E_n$.

Thus an expression computation coincides with the operational description of a sampling function when applied to a sampling sequence, which implies that an expression represents a sampling function. (Here we use a generalized notion of sampling function mapping $(0, 1.0)^\omega$ to $A \times (0, 1.0)^\omega$ for a certain type $A$.)

The type safety of PTP consists of two properties: type preservation and progress. Their proofs are omitted as they are special cases of Theorems 2.8 and 2.10, except for $S$ which satisfies the type-preservation and monotonicity requirements on instructions.

**Theorem 3.2 (Type preservation).**

* If $M \mapsto_t N$ and $\vdash P M : A$, then $\vdash P N : A$.
* If $E @ \omega \mapsto_e F @ \omega'$ and $\vdash P E \uparrow A$, then $\vdash P F \uparrow A$.

**Theorem 3.3 (Progress).**

* If $\vdash P M : A$, then either $M$ is a value (i.e., $M = V$), or there exists $N$ such that $M \mapsto_t N$.
* If $\vdash P E \uparrow A$, then either $E$ is a sample (i.e., $E = V$), or for any sampling sequence $\omega$, there exist $F$ and $\omega'$ such that $E @ \omega \mapsto_e F @ \omega'$.

### 3.1.3 Fixed point construct for expressions

In PTP, expressions describe non-recursive probabilistic computations. Since some probability distributions are defined in a recursive way (e.g., geometric distributions), it is desirable to be able to describe recursive probabilistic computations as well. To this end, we introduce an expression variable $x$ and an expression fixed point construct $\text{efix } x \div A. E$; a new form of binding $x \div A$ for expression variables is used in typing contexts:

expression $E ::= \cdots \mid x \mid \text{efix } x \div A. E$

typing context $\Gamma ::= \cdots \mid \Gamma, x \div A$

New typing rules and reduction rule are as follows:

```
\begin{align*}
\text{Evar} & \quad \Gamma, x \div A \vdash P x \div A \\
\text{Efix} & \quad \Gamma, x \div A \vdash P E \uparrow A \\
\text{Efix} & \quad \vdash P \text{efix } x \div A. E \uparrow A \\
\end{align*}
```

In the rule $\text{Efix}$, $[\text{efix } x \div A. E/x]E$ denotes a capture-avoiding substitution of $\text{efix } x \div A. E$ for expression variable $x$.

Expression fixed point constructs are syntactic sugar as they can be simulated with fixed point constructs for terms. See Section 2.5.1 for details.
3.1.4 Distinguishing terms and expressions

The syntactic distinction between terms and expressions in PTP is optional in the sense that the grammar does not need to distinguish expressions as a separate non-terminal. On the other hand, the semantic distinction, both statically (in the form of term and expression typing judgments) and dynamically (in the form of evaluation and computation judgments) appears to be essential for a clean formulation of PTP.

PTP is a conservative extension of a conventional language because terms constitute a conventional language of their own. In essence, term evaluations are always deterministic and we need only terms when writing deterministic programs. As a separate syntactic category, expressions provide a framework for probabilistic computation that abstracts from the definition of terms. For example, the addition of a new term construct does not change the definition of expressions. When programming in PTP, therefore, the syntactic distinction between terms and expressions aids us in deciding which of deterministic evaluations and probabilistic computations we should focus on. In the next section, we show how to encode various probability distributions and further investigate properties of PTP.

3.2 Examples

When encoding a probability distribution in PTP, we naturally concentrate on a method of generating samples, rather than calculating the probability assigned to each event. If the probability distribution itself is defined in terms of a process of generating samples, we simply translate the definition. If, however, the probability distribution is defined in terms of a probability measure or an equivalent, we may not always derive a sampling function in a mechanical manner. Instead we have to exploit its unique properties to devise a sampling function.

Below we show examples of encoding various probability distributions in PTP. These examples demonstrate three properties of PTP: a unified representation scheme for probability distributions, rich expressiveness, and high versatility in encoding probability distributions. The sampling methods used in the examples are all found in simulation theory [10]. Thus PTP is a programming language in which sampling methods developed in simulation theory can be formally expressed in a fashion that is concise and readable while remaining as efficient as the originals.

We assume primitive types int and bool (with boolean values True and False), arithmetic and comparison operators, and a conditional term construct if $M$ then $N_1$ else $N_2$. We also assume standard let-binding, recursive let rec-binding, and pattern matching when it is convenient for the examples.\(^1\) We use the following syntactic sugar for expressions:

\[
\begin{align*}
\text{unprob } M & \equiv \text{ sample } x \text{ from } M \text{ in } x \\
\text{eif } M \text{ then } E_1 \text{ else } E_2 & \equiv \text{ unprob (if } M \text{ then prob } E_1 \text{ else prob } E_2)
\end{align*}
\]

unprob $M$ chooses a sample from the probability distribution denoted by $M$ (we choose the keyword unprob to suggest that it does the opposite of what prob does.) eif $M$ then $E_1$ else $E_2$ branches to either $E_1$ or $E_2$ depending on the result of evaluating $M$.

\(^1\)If type inference and polymorphism are ignored, let-binding and recursive let rec-binding may be interpreted as follows, where \_ is a wildcard pattern for types:

\[
\begin{align*}
\text{let } x = M \text{ in } N & \equiv (\lambda x:\_ N) M \\
\text{let rec } x = M \text{ in } N & \equiv \text{ let } x = \text{ fix } x:\_ M \text{ in } N
\end{align*}
\]
Unified representation scheme

PTP provides a unified representation scheme for probability distributions. While its type system distinguishes between different probability domains, its operational semantics does not distinguish between different kinds of probability distributions, such as discrete, continuous, or neither. We show an example for each case.

We encode a Bernoulli distribution over type bool with parameter $p$ as follows:

\[
\text{let } \text{bernoulli} = \lambda p : \text{real}. \text{prob } \text{sample } x \text{ from prob } S \text{ in } x \leq p
\]

$\text{bernoulli}$ can be thought of as a binary choice construct. It is expressive enough to specify any discrete distribution with finite support. In fact, $\text{bernoulli} \ 0.5$ suffices to specify all such probability distributions, since it is capable of simulating a binary choice construct [21] (if the probability assigned to each element in the domain is computable).

As an example of continuous distribution, we encode a uniform distribution over a real interval $(a, b]$ by exploiting the definition of the sampling expression:

\[
\text{let } \text{uniform} = \lambda a : \text{real}. \lambda b : \text{real}. \text{prob } \text{sample } x \text{ from prob } S \text{ in } a + x \ast (b - a)
\]

We also encode a combination of a point-mass distribution and a uniform distribution over the same domain, which is neither a discrete distribution nor a continuous distribution:

\[
\text{let } \text{point-uniform} = \text{prob } \text{sample } x \text{ from prob } S \text{ in } \text{if } x < 0.5 \text{ then } 0.0 \text{ else } x
\]

Rich expressiveness

We now demonstrate the expressive power of PTP with a number of examples.

We encode a binomial distribution with parameters $p$ and $n_0$ by exploiting probability terms:

\[
\text{let } \text{binomial} = \lambda p : \text{real}. \lambda n_0 : \text{int}. \\
\text{let } \text{bernoulli}_p = \text{bernoulli} \ p \ \\
\text{let rec } \text{binomial}_p = \lambda n : \text{int}. \\
\text{if } n = 0 \text{ then } \text{prob } 0 \\
\text{else prob } \text{sample } x \text{ from } \text{binomial}_p \ (n - 1) \ \\
\text{sample } b \text{ from } \text{bernoulli}_p \ \\
\text{if } b \text{ then } 1 + x \text{ else } x \\
\text{in } \\
\text{binomial}_p \ n_0
\]

Here $\text{binomial}_p$ takes an integer $n$ as input and returns a binomial distribution with parameters $p$ and $n$.

If a probability distribution is defined in terms of a recursive process of generating samples, we can translate the definition into a recursive term. For example, we encode a geometric distribution with parameter $p$,
which is a discrete distribution with infinite support, as follows:

```haskell
let geometric_rec = λp:real.
  let bernoulli_p = bernoulli p in
  let rec geometric = prob sample b from bernoulli_p in
  eif b then 0
  else sample x from geometric in
  1 + x

in geometric
```

Here we use a recursive term `geometric` of type `⌘int`. Equivalently we can use an expression fixed point construct:

```haskell
let geometric_efix = λp:real.
  let bernoulli_p = bernoulli p in
  prob efix geometric ~/int.
    sample b from bernoulli_p in
    eif b then 0
    else sample x from prob geometric in
    1 + x
```

We encode an exponential distribution by using the inverse of its cumulative distribution function as a sampling function, which is known as the *inverse transform method*:

```haskell
let exponential_1_0 = prob sample x from S in
  −log x
```

The *rejection method*, which generates a sample from a probability distribution by repeatedly generating samples from other probability distributions until they satisfy a certain termination condition, can be implemented with a recursive term. For example, we encode a Gaussian distribution with mean \( m \) and variance \( \sigma^2 \) by the rejection method with respect to exponential distributions:

```haskell
let bernoulli_0_5 = bernoulli 0.5
let gaussian_rejection = λm:real. λσ:real.
  let rec gaussian = prob sample y1 from exponential_1_0 in
  sample y2 from exponential_1_0 in
  eif y2 ≥ (y1 − 1.0)^2 / 2.0 then
    sample b from bernoulli_0_5 in
    if b then m + σ * y1 else m − σ * y1
  else unprob gaussian

in gaussian
```

Since the probability \( p \) of \( y_2 ≥ (y_1 − 1.0)^2 / 2.0 \) (the termination condition) is positive, the rejection method above terminates with probability \( p + (1 − p)p + (1 − p)^2p + ⋯ = \frac{p}{1−(1−p)} = 1 \). In this way, programmers can ensure that a particular sampling strategy by the rejection method terminates with probability 1.

We encode the joint distribution between two independent probability distributions using a product term. If \( M_P \) denotes \( P(x) \) and \( M_Q \) denotes \( Q(y) \), the following term denotes the joint distribution \( \text{Prob}(x, y) ∝ P(x)Q(y) \):

```haskell
prob sample x from M_P in
  sample y from M_Q in
  (x, y)
```
For the joint distribution between two interdependent probability distributions, we use a conditional probability, which we represent as a lambda abstraction taking a regular value and returning a probability distribution. If \( MP \) denotes \( P(x) \) and \( MQ \) denotes a conditional probability \( Q(y|x) \), the following term denotes the joint distribution \( \operatorname{Prob}(x, y) \propto P(x)Q(y|x) \):

\[
\begin{align*}
\text{prob} & \text{ sample } x \text{ from } MP \text{ in } \\
& \text{ sample } y \text{ from } MQ \text{ in } \\
& (x, y)
\end{align*}
\]

By returning \( y \) instead of \( (x, y) \), we compute the integration \( \operatorname{Prob}(y) = \int P(x)Q(y|x)dx \):

\[
\begin{align*}
\text{prob} & \text{ sample } x \text{ from } MP \text{ in } \\
& \text{ sample } y \text{ from } MQ \text{ in } \\
y
\end{align*}
\]

Due to lack of semantic constraints on sampling functions, we can specify probability distributions over unusual domains such as infinite data structures (e.g., trees), function spaces, cyclic spaces (e.g., angular values), and even probability distributions themselves. For example, we add two probability distributions over angular values in a straightforward way:

\[
\begin{align*}
\text{let } \text{add\_angle} &= \lambda a_1: \mathbb{Creal}. \lambda a_2: \mathbb{Creal}. \text{prob} \text{ sample } s_1 \text{ from } a_1 \text{ in } \\
& \text{ sample } s_2 \text{ from } a_2 \text{ in } \\
& (s_1 + s_2) \mod (2.0 \ast \pi)
\end{align*}
\]

With the modulo operation \( \mod \), we take into account the fact that an angle \( \theta \) is identified with \( \theta + 2\pi \).

As a simple application, we implement a belief network [66]:

We assume that \( P_{\text{alarm}|\text{burglary}} \) denotes the probability distribution that the alarm goes off when a burglary happens; other variables of the form \( P_{\cdot|\cdot} \) are interpreted in a similar way.

\[
\begin{align*}
\text{let } \text{alarm} &= \lambda (\text{burglary}, \text{earthquake}) : \text{bool} \times \text{bool}. \\
& \text{if burglary then } P_{\text{alarm}|\text{burglary}} \\
& \text{else if earthquake then } P_{\text{alarm}|\neg\text{burglary} \land \text{earthquake}} \\
& \text{else } P_{\text{alarm}|\neg\text{burglary} \land \neg\text{earthquake}}
\end{align*}
\]

\[
\begin{align*}
\text{let } \text{john\_calls} &= \lambda \text{alarm} : \text{bool}. \\
& \text{if alarm then } P_{\text{john\_calls}|\text{alarm}} \\
& \text{else } P_{\text{john\_calls}|\neg\text{alarm}}
\end{align*}
\]

\[
\begin{align*}
\text{let } \text{mary\_calls} &= \lambda \text{alarm} : \text{bool}. \\
& \text{if alarm then } P_{\text{mary\_calls}|\text{alarm}} \\
& \text{else } P_{\text{mary\_calls}|\neg\text{alarm}}
\end{align*}
\]
The conditional probabilities $\text{alarm}$, $\text{john\_calls}$, and $\text{mary\_calls}$ do not answer any query on the belief network and only describe its structure. In order to answer a specific query, we have to implement a corresponding probability distribution. For example, in order to answer “What is the probability $P_{\text{Mary\_calls}|\text{John\_calls}}$ that Mary calls when John calls?”, we use $Q_{\text{Mary\_calls}|\text{John\_calls}}$ below, which essentially implements logic sampling [26]:

```latex
let rec Q_{\text{Mary\_calls}|\text{John\_calls}} = prob sample b from P_{\text{burglary}} in
sample e from P_{\text{earthquake}} in
sample a from alarm (b, e) in
sample j from john\_calls a in
sample m from mary\_calls a in
\text{eif} \ j \ \text{then} \ m \ \text{else unprob} \ Q_{\text{Mary\_calls}|\text{John\_calls}}
```

$P_{\text{burglary}}$ denotes the probability distribution that a burglary happens, and $P_{\text{earthquake}}$ the probability distribution that an earthquake happens. Then the mean of $Q_{\text{Mary\_calls}|\text{John\_calls}}$ gives $P_{\text{Mary\_calls}|\text{John\_calls}}$. We will see how to calculate $P_{\text{Mary\_calls}|\text{John\_calls}}$ in Section 3.4.

We can also implement most of the common operations on probability distributions. An exception is the Bayes operation $\sharp$ (which is used in the second update equation of the Bayes filter). $P \sharp Q$ results in a probability distribution $R$ such that $R(x) = \eta P(x)Q(x)$ where $\eta$ is a normalization constant ensuring $\int R(x)dx = 1.0$; if $P(x)Q(x)$ is zero for every $x$, then $P \sharp Q$ is undefined. Since it is difficult to achieve a general implementation of $P \sharp Q$, we usually make an additional assumption on $P$ and $Q$ to achieve a specialized implementation. For example, if we have a function $p$ and a constant $c$ such that $p(x) = kP(x) \leq c$ for a certain constant $k$, we can implement $P \sharp Q$ by the rejection method:

```latex
let bayes\_rejection = \lambda p: A → real. \lambda c: real. \lambda Q: ⊤A.
let rec bayes = prob sample x from Q in
\text{sample} \ u \ \text{from prob} \ S \ \text{in}
\text{eif} \ u < (p x)/c \ \text{then} \ x \ \text{else unprob} \ bayes
```

We will see another implementation in Section 3.4.

**High versatility**

PTP allows high versatility in encoding probability distributions: given a probability distribution, we can exploit its unique properties and encode it in many different ways. For example, $\text{exponential}_{1,0}$ uses a logarithm function to encode an exponential distribution, but there is also an ingenious method (due to von
Neumann) that requires only addition and subtraction operations:

\[
\text{let } \text{exponential}_{\text{von Neumann}}_{1.0} = \\
\text{let rec } \text{search } = \lambda k : \text{real}. \lambda u : \text{real}. \lambda u_1 : \text{real}. \\
\text{prob sample } u' \text{ from prob } S \text{ in} \\
\text{eif } u < u' \text{ then } k + u_1 \\
\text{else} \\
\text{sample } u \text{ from prob } S \text{ in} \\
\text{eif } u \leq u' \text{ then unprob (search } k u u_1) \\
\text{else} \\
\text{sample } u \text{ from prob } S \text{ in} \\
\text{unprob (search } (k + 1.0) u u) \\
\text{in} \\
\text{prob sample } u \text{ from prob } S \text{ in} \\
\text{unprob (search } 0.0 u u)
\]

The recursive term in \textit{gaussian\_rejection} consumes at least three random numbers. We can encode a Gaussian distribution with only two random numbers:

\[
\text{let } \text{gaussian}_{\text{Box\_Muller}} = \lambda m : \text{real}. \lambda \sigma : \text{real}. \\
\text{prob sample } u \text{ from prob } S \text{ in} \\
\text{sample } v \text{ from prob } S \text{ in} \\
m + \sigma \cdot \sqrt{-2.0 \cdot \log u \cdot \cos (2.0 \cdot \pi \cdot v)}
\]

We can also approximate a Gaussian distribution by exploiting the central limit theorem:

\[
\text{let } \text{gaussian\_central} = \lambda m : \text{real}. \lambda \sigma : \text{real}. \\
\text{prob sample } x_1 \text{ from prob } S \text{ in} \\
\text{sample } x_2 \text{ from prob } S \text{ in} \\
\cdots \\
\text{sample } x_{12} \text{ from prob } S \text{ in} \\
m + \sigma \cdot (x_1 + x_2 + \cdots + x_{12} - 6.0)
\]

The three examples above serve as evidence of high versatility of PTP: \textit{the more we know about a probability distribution, the better we can encode it.}

All the examples in this section just rely on our intuition on sampling functions and do not actually prove the correctness of encodings. For example, we still do not know if \textit{bernoulli} indeed encodes a Bernoulli distribution, or equivalently, if the expression in it generates True with probability \(p\). In the next section, we investigate how to formally prove the correctness of encodings.

### 3.3 Proving the correctness of encodings

When programming in PTP, we often ask “\textit{What probability distribution characterizes outcomes of computing a given expression?}” The operational semantics of PTP does not directly answer this question because an expression computation returns only a single sample from a certain, yet unknown, probability distribution. Therefore we need a different methodology for interpreting expressions directly in terms of probability distributions.

We take a simple approach that appeals to our intuition on the meaning of expressions. We write \(E \sim \text{Prob}\) if outcomes of computing \(E\) are distributed according to \(\text{Prob}\). To determine \(\text{Prob}\) from \(E\), we
supply an infinite sequence of independent random variables from $U(0.0, 1.0)$ and analyze the result of computing $E$ in terms of these random variables. If $E \sim Prob$, then $E$ denotes a probabilistic computation for generating samples from $Prob$ and we regard $Prob$ as the denotation of prob $E$.

We illustrate the above approach with a few examples. In each example, $R_i$ means the $i$-th random variable and $R_1\infty$ means the infinite sequence of random variables beginning from $R_i$ (i.e., $R_i R_{i+1} \cdots$). A random variable is regarded as a value because it represents real numbers in $(0, 0, 1.0]$.

As a trivial example, consider $prob S$. The computation of $S$ proceeds as follows:

$$S @ R_1\infty \mapsto e R_1 @ R_2\infty$$

Since the outcome is a random variable from $U(0.0, 1.0]$, we have $S \sim U(0.0, 1.0]$. As an example of discrete distribution, consider $bernoulli p$. The expression in it computes as follows:

$$sample x from prob S \text{ in } x \leq p \quad @ R_1\infty$$

$$\mapsto e R_1 \text{ in } x \leq p \quad @ R_2\infty$$

$$\mapsto e \begin{cases} 
\text{True} @ R_2\infty & \text{if } R_1 \leq p; \\
\text{False} @ R_2\infty & \text{otherwise.}
\end{cases}$$

Since $R_1$ is a random variable from $U(0.0, 1.0]$, the probability of $R_1 \leq p$ is $p$. Thus the outcome is True with probability $p$ and False with probability $1.0 - p$, and $bernoulli p$ denotes a Bernoulli distribution with parameter $p$.

As an example of continuous distribution, consider $uniform a b$. The expression in it computes as follows:

$$sample x from prob S \text{ in } a + x \ast (b - a) \quad @ R_1\infty$$

$$\mapsto e a + R_1 \ast (b - a) \quad @ R_2\infty$$

Since we have

$$a + R_1 \ast (b - a) \in (a_0, b_0] \iff R_1 \in \left(\frac{a_0 - a}{b - a}, \frac{b_0 - a}{b - a}\right],$$

the probability that the outcome lies in $(a_0, b_0]$ is

$$\frac{b_0 - a}{b - a} - \frac{a_0 - a}{b - a} = \frac{b_0 - a_0}{b - a} \times b_0 - a_0$$

where we assume $(a_0, b_0] \subset (a, b]$. Thus $uniform a b$ denotes a uniform distribution over $(a, b]$.

The following proposition shows that $binomial p n$ denotes a binomial distribution with parameters $p$ and $n$, which we write as $\text{Binomial}_{p,n}$:

**Proposition 3.4.** If $binomial p n \mapsto e prob E_{p,n}$, then $E_{p,n} \sim \text{Binomial}_{p,n}$.

**Proof.** By induction on $n$.

Base case $n = 0$. We have $E_{p,n} = 0$. Since $\text{Binomial}_{p,n}$ is a point-mass distribution centered on 0, we have $E_{p,n} \sim \text{Binomial}_{p,n}$.
Inductive case $n > 0$. The computation of $E_{p,n}$ proceeds as follows:

\[
\begin{align*}
\text{sample } x & \text{ from } \text{binomial}_p (n - 1) \text{ in} \\
\text{sample } b & \text{ from } \text{bernoulli}_p \text{ in} \\
\rightarrow^* & \text{ if } b \text{ then } 1 + x \text{ else } x & @ R_1^\infty \\
\rightarrow^* & \text{ sample } x \text{ from } \text{prob } x_{p,n-1} \text{ in} \\
\text{sample } b & \text{ from } \text{bernoulli}_p \text{ in} \\
\rightarrow^* & \text{ if } b \text{ then } 1 + x \text{ else } x & @ R_i^\infty \\
\rightarrow^* & \text{ sample } b \text{ from } \text{prob } b_p \text{ in} \\
\rightarrow^* & \text{ if } b \text{ then } 1 + x_{p,n-1} \text{ else } x_{p,n-1} & @ R_{i+1}^\infty \\
\rightarrow^* & 1 + x_{p,n-1} & @ R_{i+1}^\infty \text{ if } b_p = \text{True}; \\
\rightarrow^* & x_{p,n-1} & @ R_{i+1}^\infty \text{ otherwise}.
\end{align*}
\]

By induction hypothesis, $\text{binomial}_p (n - 1)$ generates a sample $x_{p,n-1}$ from $\text{Binomial}_{p,n-1}$ after consuming $R_1 \cdots R_{i-1}$ for some $i$ (which is actually $n$). Since $R_i$ is an independent random variable, $\text{bernoulli}_p$ generates a sample $b_p$ that is independent of $x_{p,n-1}$. Then we obtain an outcome $k$ with the probability of $b_p = \text{True}$ and $x_{p,n-1} = k - 1$ or $b_p = \text{False}$ and $x_{p,n-1} = k$.

which is equal to $p \ast \text{Binomial}_{p,n-1}(k - 1) + (1 - p) \ast \text{Binomial}_{p,n-1}(k) = \text{Binomial}_{p,n}(k)$. Thus we have $E_{p,n} \sim \text{Binomial}_{p,n}$.

As a final example, we show that $\text{geometric}_p \rightarrow^* \text{prob } E$ and $E \sim \text{Prob}$. The computation of $E$ proceeds as follows:

\[
\begin{align*}
\rightarrow^* & \text{ sample } b \text{ from } \text{prob } b_p \text{ in} \\
\rightarrow^* & \text{ if } b \text{ then } 0 & @ R_1^\infty \\
\rightarrow^* & \text{ else } \text{ sample } x \text{ from } \text{geometric} \text{ in} & @ R_2^\infty \\
\rightarrow^* & 1 + x & @ R_2^\infty \text{ if } b_p = \text{True}; \\
\rightarrow^* & x & @ R_2^\infty \text{ otherwise}.
\end{align*}
\]

The first case happens with probability $p$ and we get $\text{Prob}(0) = p$. In the second case, we compute the same expression $E$ with $R_2^\infty$. Since all random variables are independent, $R_2^\infty$ can be thought of as a fresh sequence of random variables. Therefore the computation of $E$ with $R_2^\infty$ returns samples from the same probability distribution $\text{Prob}$ and we get $\text{Prob}(1 + k) = (1 - p) \ast \text{Prob}(k)$. Solving the two equations, we get $\text{Prob}(k) = p \ast (1 - p)^{k-1}$, which is the probability mass function for a geometric distribution with parameter $p$.

The above approach can be thought of as an adaption of the methodology established in simulation theory [10]. The proof of the correctness of a sampling method in simulation theory is easily transcribed into a proof similar to those shown in this section by interpreting random numbers in simulation theory as random variables in PTP. Thus PTP serves as a programming language in which sampling methods developed in simulation theory can be not only formally expressed but also formally reasoned about. All this is possible in part because an expression computation in PTP is provided with an infinite sequence of random numbers to consume, or equivalently, because of the use of generalized sampling functions as the mathematical basis.

An alternative approach would be to develop a denotational semantics based upon measure theory [65] by translating expressions into a measure-theoretic structure. Such a denotational semantics would be useful in answering such questions as:
• Does every expression in PTP result in a measurable sampling function? Or is it possible to write a pathological expression that corresponds to no measurable sampling function?

• Does every expression in PTP define a probability distribution? Or is it possible to write a pathological expression that defines no probability distribution?

If we ignore fixed point constructs of PTP, it is straightforward to translate expressions even directly into probability measures, since probability measures form a monad [22, 64] and expressions already follow a monadic syntax; a sampling expression $S$ is translated into a Lebesgue measure over the unit interval $(0.0, 1.0]$. Let us write $[M]_{\text{term}}$ for the denotation of term $M$. Then we can translate each expression $E$ into a probability measure $[E]_{\text{exp}}$ as follows:

• $[\text{prob } E]_{\text{term}} = [E]_{\text{exp}}$.

• $[M]_{\text{exp}}(S) = 1$ if $[M]_{\text{term}}$ is in $S$.
  $[M]_{\text{exp}}(S) = 0$ if $[M]_{\text{term}}$ is not in $S$.

• $[\text{sample } x \text{ from } M \text{ in } E]_{\text{exp}} = \int f d[M]_{\text{term}}$ where a function $f$ is defined as $f(x) = [E]_{\text{exp}}$ and $\int f d[M]_{\text{term}}$ is an integral of $f$ over measure $[M]_{\text{term}}$.

• $[S]_{\text{exp}}$ is a Lebesgue measure over the unit interval $(0.0, 1.0]$.

Note that the translation does not immediately reveal the probability measure corresponding to a given expression because it returns a formula for the probability measure rather than the probability measure itself. Hence, in order to obtain the probability measure, we have to go through essentially the same analysis as in the above approach. Ultimately we have to invert a sampling function represented by a given expression (because an event is assigned a probability proportional to the size of its inverse image under the sampling function), which may not be easy to do in a mechanical way in the presence of various operators.

Once we add fixed point constructs to PTP, expressions should be translated into a domain-theoretic structure because of recursive equations. Specifically a term $\text{fix } x : \square A. M$ gives rise to a recursion equation on type $\square A$, and if a measure-theoretic structure is used for the denotation of terms of type $\square A$, it is difficult to solve the recursive equation; only with a domain-theoretic structure, the recursive equation can be given a theoretical treatment. The work by Jones [30] suggests that such a domain-theoretic structure could be constructed from a domain-theoretic model of real numbers [17], and we leave the development of a denotational semantics of PTP based upon domain theory as future work.

### 3.4 Approximate Computation in PTP

We have explored both how to encode probability distributions in PTP and how to interpret PTP in terms of probability distributions. In this section, we discuss another important aspect of probabilistic languages: reasoning about probability distributions.

The expressive power of a probabilistic language is an important factor affecting its practicality. Another important factor is its support for reasoning about probability distributions to determine their properties. In other words, it is important not only to be able to encode various probability distributions but also to be able to determine their properties such as means, variances, and probabilities of specific events. Unfortunately PTP does not support precise reasoning about probability distributions. That is, it does not permit a precise implementation of queries on probability distributions. Intuitively we must be able to calculate probabilities of specific events, but this is tantamount to inverting sampling functions. Hence, for example, we cannot calculate $P_{\text{Mary calls} | \text{John calls}}$ in the belief network example in Section 3.2 unless we analyze $Q_{\text{Mary calls} | \text{John calls}}$ to compute its mean in a similar way to the previous section.
Given that we cannot hope for precise reasoning in PTP, we choose to support approximate reasoning by the Monte Carlo method [40]. It approximately answers a query on a probability distribution by generating a large number of samples and then analyzing them. For example, we can approximate \( p_{\text{Mary calls John calls}} \), which is equal to the proportion of True’s among an infinite number of samples from \( Q_{\text{Mary calls John calls}} \), by generating a large number of samples and counting the number of True’s. Although the Monte Carlo method gives only an approximate answer, its accuracy improves with the number of samples. Moreover it is applicable to all kinds of probability distributions and is therefore particularly suitable for PTP.

In this section, we use the Monte Carlo method to implement the expectation query. We also show how to exploit the Monte Carlo method in implementing the Bayes operation. Both implementations are provided as primitive constructs of PTP.

### 3.4.1 Expectation query

Among common queries on probability distributions, the most important is the expectation query. The expectation of a function with respect to a probability distribution \( P \) is the mean of \( f \) over \( P \), which we write as \( \int f \, dP \). Other queries may be derived as special cases of the expectation query. For example, the mean of a probability distribution over real numbers is the expectation of an identity function; the probability of an event \( \text{Event} \) under a probability distribution \( P \) is \( \int I_{\text{Event}} \, dP \) where \( I_{\text{Event}}(x) = 1 \) if \( x \) is in \( \text{Event} \) and 0 if not.

The Monte Carlo method states that we can approximate \( \int f \, dP \) with a set of samples \( V_1, \ldots, V_n \) from \( P \):

\[
\lim_{n \to \infty} \frac{f(V_1) + \cdots + f(V_n)}{n} = \int f \, dP
\]

We introduce a term construct expectation which exploits the above equation:

\[
\begin{array}{c}
\text{term } M ::= \ldots | \text{expectation } M_f M_P \\
\Gamma \vdash_p M_f : A \rightarrow \text{real} \quad \Gamma \vdash_p M_P : \bigcirc A \\
\Gamma \vdash_p \text{expectation } M_f M_P : \text{real} \quad \text{Exp} \\
M_f \mapsto^* f \\
M_P \mapsto^* \text{prob } E_P \\
\text{for } i = 1, \ldots, n \quad \text{new sampling sequence } \omega_i \\
E_P \otimes \omega_i \mapsto^* V_i @ \omega_i' \quad f \, V_i \mapsto^* v_i \\
\text{expectation } M_f M_P \mapsto^* \sum_{n}^v \frac{v_i}{v_i}
\end{array}
\]

The rule \( \text{Exp} \) says that if \( M_f \) evaluates to a lambda abstraction denoting \( f \) and \( M_P \) evaluates to a probability term denoting \( P \), then \( \text{expectation } M_f M_P \) reduces to an approximation of \( \int f \, dP \). A run-time variable \( n \) (to be chosen by programmers) specifies the number of samples to generate from \( P \). To evaluate \( \text{expectation } M_f M_P \), the run-time system initializes sampling sequence \( \omega_i \) to generate sample \( V_i \) for \( i = 1, \ldots, n \) (as indicated by new sampling sequence \( \omega_i \)).

In the rule \( \text{Exp} \), the accuracy of \( \sum_{n}^v \frac{v_i}{v_i} \) is controlled not by PTP but solely by programmers. That is, PTP is not responsible for choosing a value of \( n \) (e.g., by analyzing \( E_P \)) to guarantee a certain level of accuracy in estimating \( \int f \, dP \). Rather it is programmers that decide a suitable value of \( n \) to achieve a desired level of accuracy (as well as an expression \( E_P \) for encoding \( P \)). Programmers are also allowed to pick up a particular value of \( n \) for each expectation query, rather than using the same value of \( n \) for all expectation queries. We do not consider this as a weakness of PTP, since \( E_P \) itself, chosen by programmers, affects the accuracy of \( \sum_{n}^v \frac{v_i}{v_i} \) after all.

Although PTP provides no concrete guidance in choosing a value of \( n \) in the rule \( \text{Exp} \), programmers can empirically determine a suitable value of \( n \), namely the largest value of \( n \) that finishes an expectation
query within a given time constraint. (A large value of \( n \) is better because it results in a more faithful approximation of \( P \) by samples \( V_i \) and a smaller difference between \( \sum_{i} \frac{v_i}{n} \) and the true expectation \( \int f dP \).

Ideally the time to evaluate expectation \( M_f \) \( M_p \) should be directly proportional to \( n \), but in practice, the computation of the same expression \( E_P \) may take a different time, especially if \( E_P \) expresses a recursive computation. Therefore programmers can try different values of \( n \) and find the largest one that finishes the expectation query within a given time constraint.

A problem with the above definition is that although expectation is a term construct, its reduction is probabilistic because of sampling sequence \( \omega_i \) in the rule \( Exp \). This violates the principle that a term evaluation is always deterministic, and now the same term may evaluate to different values if it contains expectation. In order not to violate the principle, we assume that sampling sequence \( \omega_i \) in the rule \( Exp \) is uniquely determined by expression \( E_P \).

Now we can calculate \( p_{Mary\_calls \mid John\_calls} \) as:

\[
\text{expectation} (\lambda x: \text{bool}. \text{if } x \text{ then } 1.0 \text{ else } 0.0) \ Q_{Mary\_calls \mid John\_calls}
\]

3.4.2 Bayes operation

The previous implementation of the Bayes operation \( P \nmid Q \) assumes a function \( p \) and a constant \( c \) such that \( p(x) = kP(x) \leq c \) for a certain constant \( k \). It is, however, often difficult to find the optimal value of \( c \) (i.e., the maximum value of \( p(x) \)) and we have to take a conservative estimate of \( c \). The Monte Carlo method, in conjunction with importance sampling [40], allows us to dispense with \( p \) by approximating \( Q \) with a set of samples and \( P \nmid Q \) with a set of weighted samples. We introduce a term construct \( \text{bayes} \) for the Bayes operation and an expression construct \( \text{importance} \) for importance sampling:

\[
\begin{align*}
term & \quad M ::= \cdots | \text{bayes} \ M \ M_Q \\
expression & \quad E ::= \cdots | \text{importance} \ \{ (V_i,w_i) | 1 \leq i \leq n \}
\end{align*}
\]

In the spirit of data abstraction, importance represents only an internal data structure and is not directly available to programmers.

\[
\begin{array}{c}
\Gamma \vdash_p M_p : A \rightarrow \text{real} \\
\Gamma \vdash_p M_Q : \bigcirc A
\end{array} \quad \text{Bayes}
\]

\[
\begin{array}{c}
\Gamma \vdash_p V_i : A \\
\Gamma \vdash_p w_i : \text{real} \quad 1 \leq i \leq n
\end{array} \quad \text{Imp}
\]

\[
M_p \mapsto^* p \quad M_Q \mapsto^* \text{prob} \ E_Q
\]

\[
\text{for } i = 1, \cdots, n \quad \text{new sampling sequence } \omega_i \quad E_Q \ @ \ \omega_i \mapsto^* V_i \ @ \ \omega_i' \quad p \ V_i \mapsto^* w_i
\]

\[
\text{bayes} \ M_p \ M_Q \mapsto^\text{imp} \text{prob importance } \{ (V_i,w_i) | 1 \leq i \leq n \} \quad \text{Bayes}
\]

\[
\sum_{i=1}^{k-1} w_i < r \leq \sum_{i=1}^{k} w_i \quad \text{where} \quad S = \sum_{i=1}^{n} w_i
\]

\[
\text{importance } \{ (V_i,w_i) | 1 \leq i \leq n \} @ r \omega \mapsto^\text{imp} V_k \ @ \ \omega \quad \text{Imp}
\]

The rule \( \text{Bayes} \) uses sampling sequences \( \omega_1, \cdots, \omega_n \) initialized by the run-time system and approximates \( Q \) with \( n \) samples \( V_1, \cdots, V_n \), where \( n \) is a run-time variable as in the rule \( Exp \). Then it applies \( p \) to each sample \( V_i \) to calculates its weight \( w_i \) and creates a set \( \{ (V_i,w_i) | 1 \leq i \leq n \} \) of weighted samples as an argument to importance. The rule \( \text{Imp} \) implements importance sampling: we use a random number \( r \) to probabilistically select a sample \( V_k \) by taking into account the weights associated with all the samples. As with expectation, we decide to define \( \text{bayes} \) as a term construct with the assumption that sampling sequence \( \omega_i \) in the rule \( \text{Bayes} \) is uniquely determined by expression \( E_Q \).
3.4.3 expectation and bayes as expression constructs

Since their reduction involves sampling sequences, expectation and bayes could be defined as expression constructs so that the assumption on sampling sequence $\omega_i$ (in the rules $\text{Exp}$ and $\text{Bayes}$) would be unnecessary. Still we choose to define expectation and bayes as term constructs for pragmatic reasons. Consider a probability distribution $P(s)$ defined in terms of probability distributions $Q(s)$ and $R(u)$:

$$P(s) = \eta Q(s) \int f(s, u) R(u) du$$

(A similar example is found in Section 5.3.) $P(s)$ is obtained by the Bayes operation between $Q(s)$ and $\text{Prob}(s) = \int f(s, u) R(u) du$, and is encoded in PTP as

$$\text{bayes} (\lambda s : \_ \ \text{expectation} (\lambda u : \_ M_f(s, u)) M_Q) M_P$$

where $M_P$ and $M_Q$ are probability terms denoting $P$ and $Q$, respectively, and $M_f$ is a lambda abstraction denoting $f$. If expectation was an expression construct, however, it would be difficult to encode $P(s)$ because expression expectation $(\lambda u : \_ M_f(s, u)) M_Q$ cannot be converted into a term. In essence, mathematically the expectation of a function with respect to a probability distribution and the result of a Bayes operation are always unique (if they exist), which in turn implies that if expectation and bayes are defined as expression constructs, we cannot write code involving expectations and Bayes operations in the same manner that we reason mathematically.

The actual implementation of PTP (to be presented in the next chapter) does not enforce the assumption on sampling sequence $\omega_i$ in the rules $\text{Exp}$ and $\text{Bayes}$, which is unrealistic in practice and required only for the semantic clarity of PTP. Strictly speaking, therefore, term evaluations are not necessarily deterministic and there is no clear separation between terms and expressions in this regard. Since terms are not protected from computational effects (such as input/output and mutable references) and term evaluations do not always result in unique values anyway, non-deterministic term evaluations should not be regarded as a new problem. Thus expressions are best interpreted as a syntactic category dedicated to probabilistic computations only in the mathematical sense — strict adherence at the implementation level to the semantic distinction between terms and expressions (e.g., defining expectation and bayes as expression constructs) would cost code readability without any apparent benefit.

3.4.4 Cost of generating random numbers

The essence of the Monte Carlo method is to trade accuracy for cost — it only gives approximate answers, but relieves programmers of the cost of exact computation (which can be even impossible in certain problems). Since PTP relies on the Monte Carlo method to reason about probability distributions, it is important for programmers to be able to determine the cost of the Monte Carlo method.

We decide to define the cost of the Monte Carlo method as proportional to the number of random numbers consumed. The decision is based upon the assumption that random number generation can account for a significant portion of the total computation time. (If the cost of random number generation was negligible, the number of random numbers consumed would be of little importance.) Under our implementation of PTP, random number generation for the following examples from Section 3.2 accounts for an average of 74.85% of the total computation time. The following table shows execution times (in seconds) and percentages of random number generation when generating 100,000 samples (on a Pentium III 500Mhz with 384 MBytes memory):
<table>
<thead>
<tr>
<th>test case</th>
<th>execution time</th>
<th>random number generation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>uniform 0.0 1.0</td>
<td>0.25</td>
<td>78.57</td>
</tr>
<tr>
<td>binomial 0.25 16</td>
<td>4.65</td>
<td>64.84</td>
</tr>
<tr>
<td>geometric_efix 0.25</td>
<td>1.21</td>
<td>63.16</td>
</tr>
<tr>
<td>gaussian_rejection 2.5 5.0</td>
<td>1.13</td>
<td>77.78</td>
</tr>
<tr>
<td>exponential_von_Neumann 1.0</td>
<td>1.09</td>
<td>80.76</td>
</tr>
<tr>
<td>gaussian_Box_Muller 2.0 4.0</td>
<td>0.57</td>
<td>77.27</td>
</tr>
<tr>
<td>gaussian_central 0.0 1.0</td>
<td>2.79</td>
<td>83.87</td>
</tr>
<tr>
<td>Q_Mary_calls</td>
<td>John_calls</td>
<td>21.35</td>
</tr>
</tbody>
</table>

In PTP, it is the programmers’ responsibility to reason about the cost of generating random numbers, since for an expression computation judgment \(E \circ \omega \rightarrow V \circ \omega'\), the length of the consumed sequence \(\omega - \omega'\) is not observable. A analysis similar to those in Section 3.3 can be used to estimate the cost of obtaining a sample in terms of the number of random numbers consumed. In the case of geometric_rec \(p\), for example, the expected number \(n\) of random numbers consumed is calculated by solving the equation

\[
n = 1 + (1 - p) \ast n
\]

where 1 accounts for the random number generated from the Bernoulli distribution and \((1 - p)\) is the probability that another attempt is made to generate a sample from the same probability distribution. The same technique applies equally to the rejection method (e.g., gaussian_rejection).

### 3.5 Summary

Although conceptually simple, the idea of using sampling functions in specifying probability distributions is new in the history of probabilistic languages. PTP is an example of probabilistic language that indirectly expresses sampling functions in a monadic syntax. We could also choose a different syntax for expressing sampling functions. For example, the author [53] extends the lambda calculus with a sampling construct \(\gamma.e\) to directly encodes sampling functions (\(\gamma\) is a formal argument and \(e\) denotes the body of a sampling function). The computation of \(\gamma.e\) proceeds by generating a random number from \(U(0.0,1.0)\) and substituting it for \(\gamma\) in \(e\). Compared with PTP, the resultant calculus facilitates the encoding of some probability distribution (e.g., \(\gamma.\gamma\) for \(U(0.0,1.0)\)), but it also reduces code readability because every program fragment denotes a probability distribution and there is no separation between regular values and probabilistic computations.

The idea of using a monadic syntax for PTP was inspired by the stochastic lambda calculus of Ramsey and Pfeffer [64], whose denotational semantics is based upon the monad of probability measures, or the probability monad [22]. In implementing a query for generating samples from probability distributions, they note that the probability monad can also be interpreted in terms of sampling functions, both denotationally and operationally. In designing PTP, we take the opposite approach: first we use a monadic syntax for probabilistic computations and relate it directly to sampling functions; then we interpret it in terms of probability distributions.

The operational semantics of PTP can be presented in different styles. For example, expression computations could use a judgment of the form \(E \xrightarrow{r_1 r_2 \cdots r_n} V\), meaning that expression \(E\) computes to sample \(V\) by consuming a finite sequence of random numbers \(r_1, r_2, \cdots, r_n\). Although the new judgment better reflects the actual implementation of expression computation, we stick to the formulation given in this chapter to emphasize the logical foundation of PTP.
Chapter 4

Implementation

This chapter describes the implementation of PTP. Instead of implementing PTP as a complete programming language of its own, we choose to embed it in an existing functional language for two pragmatic reasons. First the conceptual basis of probabilistic computations in PTP is simple enough that it is easy to simulate all language constructs of PTP without any modification to the run-time system. Second we intend to use PTP for real applications in robotics, for which we wish to exploit advanced features such as a module system, an interface to foreign languages, and a graphics library. Hence building a complete compiler for PTP is not justified when extending an existing functional language is sufficient for examining the practicality of PTP.

We emphasize that embedding PTP in an existing functional language is different from adding a library to the host language. For example, the syntax of the host language is extended with the syntax of PTP, which is not the case when a library is added. Since the type system of PTP is also faithfully reflected in the host language, programmers can benefit from the type system of PTP even when programming in the host language environment. (A library can also partially reflect the type system of PTP through type abstraction, but not completely because of different syntax in the library.)

In our implementation, we use Objective CAML [2] as the host language. First we formulate a sound and complete translation of PTP in a simple call-by-value language which can be thought of a sublanguage of Objective CAML. Then we extend the syntax of Objective CAML using CAMLP4, a preprocessor for Objective CAML, to incorporate the syntax of PTP. The extended syntax is translated back in the original syntax.

4.1 Representation of sampling functions

Since a probability term denotes a probability distribution specified by a sampling function, the implementation of PTP translates probability terms into representations of sampling functions. We translate a probability term of type $\odot A$ into a value of type $A \text{ prob}$, where the type constructor $\text{ prob}$ is conceptually defined as follows:

$$\text{type } A \text{ prob } = \text{ real}^\infty \rightarrow A \times \text{ real}^\infty$$

$\text{real}$ is the type of real numbers, and we use $\text{real}^\infty$ for the type of infinite sequences of random numbers.

We simplify the definition of $\text{ prob}$ in two steps. First we implement real numbers of type $\text{ real}$ as floating point numbers of type $\text{ float}$ (as in Objective CAML). Second we dispense with infinite sequences of random numbers by using a global random number generator whenever fresh random numbers are needed to compute sampling expressions. Thus we use the following definition of $\text{ prob}$:

$$\text{type } A \text{ prob } = \text{ unit } \rightarrow A$$
Here unit is the unit type which is inhabited only by a unit value ()

The use of type float instead of type real means that we use finite precision in representing sampling functions. Although the overhead of exact real arithmetic is not justified in those applications (e.g., robotics) where we work with samples and approximations, programmers may demand higher precision than is supported by type float. As a contrived example, consider a binary distribution assigning probability 0.25 to True and probability 0.75 to False:

$$\text{prob sample } x \text{ from prob } S \text{ in } 2.0 * x \leq 0.5$$

If type float uses only one bit in mantissa part (and $S$ computes to either 0.5 or 1.0), the above probability term denotes a wrong probability distribution (namely a point-mass distribution centered on False); only with two or more bits in the mantissa part, it denotes the intended probability distribution. Therefore, while the finite precision supported by the implementation of PTP (64 bits floating point numbers in Objective CAML) is adequate for typical applications, it should also be noted that there can be sampling functions demanding higher precision and that errors induced by floating point numbers can be problematic in some applications.

We use the type constructor prob as an abstract datatype. That is, the definition of prob is not exposed to PTP and values of type $A$ prob are accessed only via member functions. We provide two member functions: prb and app. prb builds a value of type $A$ prob from a function of type unit $\rightarrow A$; it is actually defined as an identity function. app generates a sample from a value of type $A$ prob; it applies its argument to a unit value. The interface and implementation of the abstract datatype prob are given as follows:

$$\begin{align*}
type A & \text{ prob} := unit \rightarrow A \\
val prb &: (unit \rightarrow A) \rightarrow A \text{ prob} \quad \text{let prb} = \text{fun } f : unit \rightarrow A. f \\
val app &: A \text{ prob } \rightarrow A \quad \text{let app} = \text{fun } f : A \text{ prob}. f ()
\end{align*}$$

We use prb in translating probability terms and app in translating bind expressions. In conjunction with the use of the type constructor prob as an abstract data type, they provide a sound and complete translation of PTP, as shown in the next section.

4.2 Translation of PTP in a call-by-value language

We translate a fragment of PTP shown in Figure 4.1 in a call-by-value language shown in Figure 4.2. The source language excludes product types, which are straightforward to translate if the target language is extended with product types. We directly translate expression fixed point constructs without simulating
A, B ::= A → A | A prob | float | unit

e, f ::= x | fun x:A. e | e e | prb e | app e | r |

v ::= fun x:A. e | prb v | r |

u ::= fun x:A. e

$\Gamma$ ::= ⊢ | Γ, x : A

Figure 4.2: A call-by-value language as the target language.

$\Gamma, x : A \vdash_v x : A$

$\Gamma, x : A \vdash_v e : B$

Hyp

$\Gamma \vdash_v e_1 : A \rightarrow B$

$\Gamma \vdash_v e_2 : A$

Lam

$\Gamma \vdash_v e_1 : A \rightarrow B$

$\Gamma \vdash_v e_2 : A$

App

$\Gamma \vdash_v e : unit \rightarrow A$

Prb

$\Gamma \vdash_v e : A$

Papp

$\Gamma \vdash_v r : float$

Float

$\Gamma \vdash_v () : unit$

Unit

$\Gamma \vdash_v random : float$

Random

$\Gamma \vdash_v fix x : A. u : A$

Fix

Figure 4.3: Typing rules of the target language.

them with fixed point constructs for terms. As the target language supports only floating point numbers, $r$ in the source language is restricted to floating point numbers.

The target language is a call-by-value language extended with the abstract datatype $\text{prob}$. It has a single syntactic category consisting of expressions (because it does not distinguish between effect-free evaluations and effectful computations). As in PTP, every expression denotes a probabilistic computation and we say that an expression computes to a value. Note that fixed point constructs $\text{fix} x : A. u$ allow recursive expressions only over function types.

The type system of the target language is shown in Figure 4.3. It employs a typing judgment $\Gamma \vdash_v e : A$, meaning that expression $e$ has type $A$ under typing context $\Gamma$. The rules $\text{Prb}$ and $\text{Papp}$ conform to the interface of the abstract datatype $\text{prob}$.

The operational semantics of the target language is shown in Figure 4.4. It employs an expression reduction judgment $e @ \omega \mapsto_v e' @ \omega'$, meaning that the computation of $e$ with sampling sequence $\omega$ reduces to the computation of $e'$ with sampling sequence $\omega'$. A capture-avoiding substitution $[e/x]f$ is defined in a standard way. The rule $E_{\text{AppPrb}}$ is defined according to the implementation of the abstract datatype $\text{prob}$. The rule $E_{\text{Random}}$ shows that $\text{random}$, like sampling expressions in PTP, consumes a random number in a given sampling sequence. We write $\mapsto^+_v$ for the reflexive and transitive closure of $\mapsto_v$.

Figure 4.5 shows the translation of the source language in the target language. We overload the function $[\cdot]_v$ for types, typing contexts, terms, and expressions. Both terms and expressions of type $A$ in the source language are translated into expressions of type $[A]_v$ in the target language. $[\text{prob} E]_v$ suspends the computation of $[E]_v$ by building a function $\text{fun } \bot : \text{unit}$. $[E]_v$, just as $\text{prob} E$ suspends the computation of $E$. Since the target language allows recursive expressions only over function types, an expression variable $x$ of type $A$ (i.e., $x : A$) is translated into $x_\bot ()$ where $x_\bot$ is a special variable of type $\text{unit } \rightarrow [A]_v$ annotated

$\Gamma$ is a wildcard pattern for variables and types.
Proposition 4.1 proves the soundness of the translation: a well-typed term or expression in the source language is translated into a well-typed expression in the target language. Proposition 4.2 proves the completeness of the translation: only a well-typed term or expression in the source language is translated into a well-typed expression in the target language.


Proposition 4.2.

---

In the Objective CAML syntax, $\text{efix } x: A. E_v$ can be rewritten as $\text{let rec } x_{\times} () = E_v$ in $x_{\times} ()$. 
If \([\Gamma]_\psi \vdash A\), then there exists \(B\) such that \(A = [B]_\psi\) and \(\Gamma \vdash B : B\).

If \([\Gamma]_\psi \vdash [E]_\psi : A\), then there exists \(B\) such that \(A = [B]_\psi\) and \(\Gamma \vdash E \div B\).

**Proof.** By simultaneous induction on the structure of \(M\) and \(E\). The conclusion in the first clause also implies \(\Gamma \vdash M \div B\). An interesting case is when \(E = x\).

**Case** \(E = x\):

\[
[\Gamma]_\psi \vdash x : A
\]

by assumption

\[
[\Gamma]_\psi \vdash x : A
\]

because \([x]_\psi = x\)

\(x : \text{unit} \rightarrow A \in [\Gamma]_\psi\)

by App and Unit

Since \(x\) is a special variable annotated with expression variable \(x\),

\(x \div B \in \Gamma\) and \(A = [B]_\psi\) for some \(B\).

\(A = [B]_\psi\) and \(\Gamma \vdash E \div B\).

The translation is also faithful to the operational semantics of the source language. We first show that the translation is sound: a term reduction in the source language is translated into a corresponding expression reduction which consumes no random number (Proposition 4.6); an expression reduction in the source language is translated into a corresponding sequence of expression reductions which consumes the same sequence of random numbers (Proposition 4.7). Note that in Proposition 4.7, \([E]_\psi\) does not directly reduce to \([F]_\psi\); instead it reduces to an expression \(e\) to which \([F]_\psi\) eventually reduces without consuming random numbers.

**Lemma 4.3.** \([M/x]N = [M/x]N\) and \([M/x]E = [M/x]E\).

**Proof.** By simultaneous induction on the structure of \(N\) and \(E\).

**Lemma 4.4.**

\([\text{efix} x \div A. E/x]M = ([\text{fix} x : \text{unit} \rightarrow [A]_\psi, \text{fun } x : \text{unit}. [E]_\psi/x]M)_\psi\]

\([\text{efix} x \div A. E/x]F = ([\text{fix} x : \text{unit} \rightarrow [A]_\psi, \text{fun } x : \text{unit}. [E]_\psi/x]F)_\psi\]

**Proof.** By simultaneous induction on the structure of \(M\) and \(F\).

**Corollary 4.5.**

\([\text{efix} x \div A. E/x]E = ([\text{fix} x : \text{unit} \rightarrow [A]_\psi, \text{fun } x : \text{unit}. [E]_\psi/x]E)_\psi\]

**Proposition 4.6.**

If \(M \mapsto^*_\tau N\), then \([M]_\psi \circ \omega = [N]_\psi \circ \omega\) for any sampling sequence \(\omega\).

**Proof.** By induction on the structure of the derivation of \(M \mapsto^*_\tau N\).

**Case** \(M \mapsto^*_\tau N \mapsto^*_\tau N'\) \(T_{\beta L}\) : 

\([M]_\psi \circ \omega \mapsto [M']_\psi \circ \omega\)

by induction hypothesis

\([M N]_\psi = [M]_\psi[N]_\psi\)

\([M]_\psi \circ \omega \mapsto [M']_\psi \circ \omega\)

by \(E_{\beta L}\)

\([M']_\psi[N]_\psi = [M' N]_\psi\)

**Case** \((\lambda x : A. M) \mapsto^*_\tau (\lambda x : A. M) \mapsto^*_\tau N^\prime\) \(T_{\beta R}\) : 

\([N]_\psi \circ \omega \mapsto [N']_\psi \circ \omega\)

by induction hypothesis

\([(\lambda x : A. M)]_\psi = (\text{fun } x : [A]_\psi, [M]_\psi) [N]_\psi\)

\((\text{fun } x : [A]_\psi, [M]_\psi) [N]_\psi \circ \omega \mapsto [\text{fun } x : [A]_\psi, [M]_\psi \circ \omega\) \(E_{\beta R}\)

\((\text{fun } x : [A]_\psi, [M]_\psi) [N']_\psi = ([\lambda x : A. M]) N'\)

**Case** \((\lambda x : A. M) \mapsto^*_\tau V/x]M\) \(T_{\beta V}\) : 

\(\)
Proposition 4.7.
If \( E \) @ \( \omega \) \( \mapsto_{e} \) \( F \) @ \( \omega' \), there exists \( e \) such that \( [E]_v \) @ \( \omega \) \( \mapsto_{e}^{*} \) \( e @ \omega' \) and \( [F]_v \) @ \( \omega' \) \( \mapsto_{e}^{*} \) \( e @ \omega' \).

Proof. By induction on the structure of the derivation of \( E \) @ \( \omega \) \( \mapsto_{e} \) \( F \) @ \( \omega' \). We consider two interesting cases.

Case \( E \mapsto_{E_{BindR}} E' \) sample \( x \) from \( \text{prob} \) \( E \) in \( F \) @ \( \omega \) \( \mapsto_{e} \) sample \( x \) from \( \text{prob} \) \( E' \) in \( F \) @ \( \omega' \),

\[
\begin{align*}
[E]_v @ \omega & \mapsto_{e}^{*} e @ \omega' \quad \text{where} \quad [E']_v @ \omega' & \mapsto_{e}^{*} e @ \omega' \quad \text{by induction hypothesis} \\
\text{(fun } x : \_ [F]_v \text{)(app prb (fun } \_ \_ \text{unit.} [E]_v \text{)))} & @ \omega \\
& \mapsto_{e} [\text{(fun } x : \_ [F]_v \text{)(fun } \_ \_ \text{unit.} [E]_v \text{)))} @ \omega \quad \text{by } E_{AppPrb} \\
& \mapsto_{e}^{*} [\text{(fun } x : \_ [F]_v \text{) } [E]_v @ \omega \quad \text{by } E_{\beta_v} \\
& \mapsto_{e}^{*} \text{(fun } x : \_ [F]_v \text{) } e @ \omega' \quad \text{by } [E]_v @ \omega \mapsto_{e}^{*} e @ \omega'.
\end{align*}
\]

Case \( E \mapsto_{E_{fix}} E' \) \( \text{efix } x : \_ A. E @ \omega \mapsto_{e} [\text{efix } x : \_ A. E/x]E @ \omega \)

\[
\begin{align*}
\text{(fix } x : \_ \text{unit } \rightarrow [A]_v . \text{fun } \_ \_ \text{unit.} [E]_v \text{))} & () \\
& \mapsto_{e} [\text{(fix } x : \_ \text{unit } \rightarrow [A]_v . \text{fun } \_ \_ \text{unit.} [E]_v/x]E]_v \quad \text{by } E_{\beta_v} \\
& \mapsto_{e} [\text{(fix } x : \_ \text{unit } \rightarrow [A]_v . \text{fun } \_ \_ \text{unit.} [E]_v/x]E]_v @ \omega \quad \text{by } E_{\beta_v} \\
\end{align*}
\]

The completeness of the translation states that only a valid term or expression reduction in the source language is translated into a corresponding sequence of expression reductions in the target language. In other words, a term or expression that cannot be further reduced in the source language is translated into an expression whose reduction eventually gets stuck. To simplify the presentation, we introduce three judgments, all of which express that a term or expression does not further reduces.

- \( M \mapsto_{t} \) means that there exists no term to which \( M \) reduces.
- \( E \) @ \( \omega \mapsto_{e} \) means that there exists no expression to which \( E \) reduces.
- \( e @ \omega \mapsto_{e} \) means that there exists no expression to which \( e \) reduces (in the target language).

Corollary 4.9 proves the completeness of the translation for terms; Proposition 4.10 proves the completeness of the translation for expressions.

Proposition 4.8. If \( [M]_v @ \omega \mapsto_{e} e @ \omega' \), then \( e = [N]_v, \omega = \omega' \), and \( M \mapsto_{t} N \).

Proof. By induction on the structure of \( M \). We only need to consider the case \( M = M_1 \cdot M_2 \). There are three cases of the structure of \( [M_1 M_2]_v @ \omega \mapsto_{e} e @ \omega' \) (corresponding to the rules \( E_{\beta_h}, E_{\beta_h}, \) and \( E_{\beta_i} \)). The case for the rule \( E_{\beta_i} \) uses Lemma 4.3.
Corollary 4.9. If $M \mapsto_{t} \cdot$, then $[M]_{v} \@ \omega \mapsto_{v} \cdot$ for any sampling sequence $\omega$.

Proposition 4.10. If $E \@ \omega \mapsto_{e} \cdot$, then there exists $e$ such that $[E]_{v} \@ \omega \mapsto^{*}_{e} e \@ \omega \mapsto_{v} \cdot$.

Proof. By induction on the structure of $E$. We consider two cases $E = M$ and $E = \text{sample } x$ from $M$ in $F$; the remaining cases are all trivial.

Case $E = M$, $[E]_{v} = [M]_{v}$:

$M \mapsto_{t} \cdot$ \hspace{1cm} by $E_{\text{Term}}$

$[M]_{v} \@ \omega \mapsto_{v} \cdot$ \hspace{1cm} by Corollary 4.9

We let $e = [M]_{v}$.

Case $E = \text{sample } x$ from $M$ in $F$, $[E]_{v} = (\text{fun } x : \_ [F]_{v}) \text{ app } [M]_{v}$:

If $M \neq \text{prob } \cdot$,

$M \mapsto_{t} \cdot$ \hspace{1cm} by $E_{\text{Bind}}$

$[M]_{v} \@ \omega \mapsto_{v} \cdot$ \hspace{1cm} by Corollary 4.9

The rule $E_{\text{App}}$ does not apply to $[E]_{v}$.

The rule $E_{\text{AppPrb}}$ does not apply to $[E]_{v}$. \hspace{1cm} $[M]_{v} \neq \text{prb } \cdot$

We let $e = [E]_{v}$.

If $M = \text{prob } E'$, $E' \neq V$,

$E' \@ \omega \mapsto_{e} \cdot$ \hspace{1cm} by $E_{\text{BindR}}$

There exists $e'$ such that $[E']_{v} \@ \omega \mapsto^{*}_{e'} e' \@ \omega \mapsto_{v} \cdot$ by induction hypothesis.

$[E]_{v} \@ \omega$

\hspace{1cm} $\mapsto^{*}_{v} (\text{fun } x : \_ [F]_{v}) [E']_{v} \@ \omega$

\hspace{1cm} $\mapsto^{*}_{v} (\text{fun } x : \_ [F]_{v}) e' \@ \omega$

\hspace{1cm} $\mapsto_{v} \cdot$

We let $e = (\text{fun } x : \_ [F]_{v}) e'$.

If $M = \text{prob } V$, then $E \@ \omega \mapsto_{e} \cdot$ does not hold because of the rule $E_{\text{BindV}}$.

The target language can be thought of as a sublanguage of Objective CAML in which the abstract datatype $\text{prob}$ is built-in and $\text{random}$ is implemented as $\text{Random.float~1.0}$.\(^{3}\) Since Objective CAML also serves as the host language for PTP, we need to extend the syntax of Objective CAML to incorporate the syntax of PTP. The extended syntax is then translated back in the original syntax of Objective CAML using the function $[\cdot]_{v}$. The next section gives the definition of the extended syntax.

### 4.3 Extended syntax

We use CAMLP4 to conservatively extend the syntax of Objective CAML, which is assumed to be specified by a non-terminal $\langle \text{term} \rangle$ (corresponding to terms in PTP), with a new non-terminal $\langle \text{expr} \rangle$ (corresponding to expressions in PTP); $\langle \text{patt} \rangle$ is a non-terminal for patterns and $\langle \text{id} \rangle$ for identifiers:

\[
\langle \text{term} \rangle ::= \cdots \mid \text{PROB} \{ \langle \text{expr} \rangle \} \mid [\langle \text{term} \rangle] \mid \text{sample } \langle \text{patt} \rangle \text{ from } \langle \text{term} \rangle \text{ in } \langle \text{expr} \rangle \mid \text{UNIFORM} \mid \text{efix } \langle \text{id} \rangle \rightarrow \langle \text{expr} \rangle \mid \# \langle \text{id} \rangle \mid \text{unprob } \langle \text{term} \rangle \mid \text{eif } \langle \text{term} \rangle \text{ then } \langle \text{expr} \rangle \text{ else } \langle \text{expr} \rangle \mid \text{probability term} \\
\langle \text{expr} \rangle ::= \langle \text{term} \rangle \mid \text{term as an expr.} \\
\text{bind expr.} \\
\text{sampling expr.} \\
\text{expr. fixed.p.c.} \\
\text{expr. variable} \\
\text{unprob} \\
\text{eif}
\]

\(^{3}\)To be strict, $\text{random}$ would be implemented as $1.0 -. \text{Random.float~1.0}$.\(\)
\([\langle term \rangle]\) explicitly marks a term as an instance of expression. \(#(id)\) refers to an expression variable \(\langle id \rangle\).
All other expression constructs resemble their counterparts in Chapter 3.

As an example, we encode a Bernoulli distribution over type \(\text{bool}\) as follows:

\[
\text{let bernoulli} = \text{fun} \ p -> \\
\text{PROB} \{ \text{sample} \ x \text{from PROB} \{ \text{UNIFORM} \} \text{in} \\
\quad [\text{if } x <= p \text{ then true else false}] \}
\]

A geometric distribution is encoded with an expression fixed point construct as follows:

\[
\text{let geometric} = \text{fun} \ p -> \\
\quad \text{let bernoulli}_p = \text{bernoulli} \ p \text{ in} \\
\quad \text{PROB} \{ \\
\quad \quad \text{efix geo ->} \\
\quad \quad \text{sample} \ b \text{from bernoulli}_p \text{ in} \\
\quad \quad \quad \text{eif} \ b \text{ then } [0] \\
\quad \quad \text{else} \\
\quad \quad \quad \text{sample} \ x \text{from PROB} \{ \#\text{geo} \} \text{in} \\
\quad \quad \quad \quad [1 + x]
\}
\]

All other examples in Section 3.2 can be encoded in a similar way.

### 4.4 Approximate computation

In PTP, reasoning about a probability distribution is accomplished by generating multiple samples and analyzing them. The implementation of PTP provides two functions for generating independent samples from a given probability distribution:

\[
\text{type } \text{'a set} \\
\text{type } \text{'a wset} \\
\text{val prob_to_set : 'a prob -> 'a set} \\
\text{val prob_to_wset : 'a prob -> ('a -> float) -> 'a wset}
\]

- \(\text{'a set}\) is a datatype for sets of samples of type \(\text{'a}\).
- \(\text{'a wset}\) is a datatype for sets of weighted samples of type \(\text{'a}\). Each sample is assigned a weight of type \(\text{float}\) and \(\text{'a wset}\) may be thought of as \(\text{'a * float}\) set. All weights are normalized \((i.e., \text{their sum is } 1.0)\).
- \(\text{prob_to_set } p\) generates samples from \(p\) by evaluating \(\text{app } p\) repeatedly.
- \(\text{prob_to_wset } p \ f\) generates samples from \(p\) and assigns to each sample \(V\) a weight of \(f \ V\).

Programmers can specify the number of samples generated from \(\text{prob_to_set}\) and \(\text{prob_to_wset}\), thereby controlling the accuracy in approximating probability distributions.

The implementation of PTP provides two functions for applying the Monte Carlo method:

\[
\text{val set_monte_carlo : 'a set -> ('a -> float) -> float} \\
\text{val wset_monte_carlo : 'a wset -> ('a -> float) -> float}
\]
The following two functions convert sets and weighted sets back to probability distributions:

- set_to_prob_resample : 'a set -> 'a prob
- wset_to_prob_resample : 'a wset -> 'a prob

The implementation of PTP also provides a function for approximating the support of a given probability distribution. Since the support of an arbitrary probability distribution cannot be calculated accurately, we represent it as a uniform distribution:

val wset_to_prob_truncate : 'a wset -> 'a prob

wset_to_prob_truncate ws returns a uniform distribution over \( n \) samples of highest weights in ws, where \( n \) is the parameter specifying the number of samples generated by prob_to_set and prob_to_wset. Figure 4.6 illustrates how wset_to_prob_truncate works. ws has five samples in it, and wset_to_prob_truncate is invoked when the parameter \( n \) is set to three. The two samples with lowest weights perish, and all the surviving samples are assigned the same weight.

wset_to_prob_truncate is useful particularly when we want to extract a small number of samples of high weights from a probability distribution. For (an approximation of) the uniform distribution over the support of p, we use wset_to_prob_truncate (prob_to_wset p (fun _ -> 1.0)), where (fun _ -> 1.0) is a constant Objective CAML function returning 1.0.
4.5 Simultaneous computation of multiple samples

The implementation of PTP uses a simple strategy to generate multiple samples from a given probability distribution: compute the same expression repeatedly. An alternative strategy is to perform a single parallel computation that simulates multiple independent computations. To distinguish the two kinds of computations, we refer to the former strategy as vertical computations and the latter strategy as a horizontal computation, as shown in Figure 4.7.

A horizontal computation can be potentially faster than an equivalent number of vertical computations. For example, a horizontal computation of sample \( x \) from \( M \) in \( E \) avoids the overhead of evaluating the same term \( M \) more than once; thus the advantage of a horizontal computation becomes pronounced if \( M \) takes a long time to evaluate. The cost associated with each language construct also remains constant in a horizontal computation. For example, a horizontal computation of sample \( x \) from \( M \) in \( E \) performs a substitution for \( x \) only once, but vertical computations perform as many substitutions for \( x \).

To examine the potential benefit of horizontal computations, we implement a translator of PTP for horizontal computations. Conceptually an expression now computes to an ordered set of samples in such a way that each sample corresponds to the result of an independent vertical computation of the same expression. We may think of the translator as implementing an operational semantics based upon the judgment

\[ E \mathrel{>} [\omega_1, \ldots, \omega_n] \rightarrow \{V_1, \ldots, V_n\} \mathrel{>} [\omega'_1, \ldots, \omega'_n] \]

which means \( E \mathrel{>} \omega_i \rightarrow V_i \mathrel{>} \omega'_i \) for \( 1 \leq i \leq n \).

The translator is implemented in a similar way to the operational semantics for vertical computations: the syntax of Objective CAML is extended using CAMLP4, and terms and expressions of the extended syntax are translated back in Objective CAML. The definition of the type constructor \texttt{prob}, however, is more complex because of conditional constructs (if · then · else · and eif · then · else ·). To motivate our definition of \texttt{prob}, consider the following expression:

\[
\text{sample } x \text{ from } \text{prob } S \text{ in } \\
\text{sample } y \text{ from } \text{prob } E \text{ in } \\
eif \ x \leq 0.5 \text{ then } E_1 \text{ else } E_2
\]

A vertical computation reduces the whole expression to either \( E_1 \) or \( E_2 \) and needs to keep only one reduced expression. A horizontal computation, however, may have to keep both \( E_1 \) and \( E_2 \) because multiple samples are generated from \( U(0.0, 1.0] \) for variable \( x \). For example, if an ordered set \( \{0.1, 0.6, 0.3, 0.9\} \) is generated for variable \( x \), the horizontal computation reduces to two smaller horizontal computations: one of \( E_1 \) with \( x \) bound to \( \{0.1, -0.6, 0.3, -\} \) and another of \( E_2 \) with \( x \) bound to \( \{-, 0.6, -, 0.9\} \). Note that we may not
compress {0.1, −0.3, −} to {0.1, 0.3} and {−, 0.6, −, 0.9} to {0.6, 0.9} because the ordered set to which variable \( y \) is bound may be correlated to variable \( x \).

Thus we are led to define the type constructor \( \text{prob} \) using bit vectors and ordered sets:

\[
\text{type } \text{bflag} \\
\text{type } \text{'}a\text{ oset} \\
\text{type } \text{'}a\text{ prob } = \text{bflag } \to \text{'}a\text{ oset}
\]

- \( \text{bflag} \) is the type of bit vectors of fixed size.
- \( \text{'}a\text{ oset} \) is a datatype for ordered sets of element type \( \text{'}a \). An ordered set of element type \( \text{'}a \) may contain not only ordinary values of type \( \text{'}a \) but also null values (’-’ in the above example). Ordinary values correspond to values of 1 and null values to values of 0 in bit vectors.
- \( \text{'}a\text{ prob} \) is a datatype for both probability distributions over type \( \text{'}a \) and expressions of type \( \text{'}a \). It is defined as the type of a function that takes a bit vector, performs a horizontal computation for values of 1 in the given bit vector, and returns the resultant ordered set.

Since variables from bind expressions are always bound to ordered sets, we distinguish between terms manipulating ordinary values and terms manipulating ordered sets. The new syntax, further augmenting the extended syntax in Section 4.3, introduces a non-terminal \( \langle\text{pterm}\rangle \) for those terms manipulating ordered sets; the definition of the non-terminal \( \langle\text{expr}\rangle \) uses \( \langle\text{pterm}\rangle \) in place of \( \langle\text{term}\rangle \):

\[
\langle\text{term}\rangle ::= \cdots | \langle\text{pterm}\rangle \\
\langle\text{pterm}\rangle ::= \text{lam} \langle\text{patt}\rangle \to \langle\text{pterm}\rangle | \text{app} \langle\text{pterm}\rangle \text{ to } \langle\text{pterm}\rangle | \text{pif} \langle\text{pterm}\rangle \text{ then } \langle\text{pterm}\rangle \text{ else } \langle\text{pterm}\rangle | \text{variable} \langle\text{id}\rangle | \text{constants} \langle\text{term}\rangle | \text{built-in constants} \text{ @+ | CMP } <=. | \cdots
\]

In the new syntax, a Bernoulli distribution and a geometric distribution are encoded as follows:

```plaintext
let bernoulli = fun p ->
  PROB { sample x from PROB { UNIFORM } in
    [pif @x CMP <=. const p then ptrue else pfalse] }

let geometric = fun p ->
  let bernoulli_p = bernoulli_prob p in
  PROB {
    efix geo ->
    sample b from bernoulli_p in
    eif @b then [const 0]
    else
      sample x from PROB { #geo } in
      [const 1 @+ @x]
  }
```

Compared with the examples in Section 4.3, the code is the same except that all terms within expressions manipulate ordered sets rather than ordinary values.
### Table 4.8: Execution times (in seconds) for generating a total of 3,100,000 samples.

<table>
<thead>
<tr>
<th>test case</th>
<th>vertical</th>
<th>horizontal</th>
<th>overhead (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bernoulli 0.25</td>
<td>0.922</td>
<td>1.188</td>
<td>28.85</td>
</tr>
<tr>
<td>uniform 0.0 1.0</td>
<td>0.906</td>
<td>1.078</td>
<td>18.98</td>
</tr>
<tr>
<td>binomial 0.25 16</td>
<td>16.563</td>
<td>23.187</td>
<td>39.99</td>
</tr>
<tr>
<td>geometric_efix 0.25</td>
<td>3.937</td>
<td>7.157</td>
<td>81.78</td>
</tr>
<tr>
<td>gaussian_rejection 2.5 5.0</td>
<td>4.688</td>
<td>7.593</td>
<td>61.96</td>
</tr>
<tr>
<td>exponential_von_Weimann 1.0</td>
<td>4.031</td>
<td>6.922</td>
<td>71.71</td>
</tr>
<tr>
<td>gaussian_Box_Muller 2.0 4.0</td>
<td>4.796</td>
<td>5.031</td>
<td>4.89</td>
</tr>
<tr>
<td>gaussian_central 0.0 1.0</td>
<td>10.594</td>
<td>12.157</td>
<td>14.75</td>
</tr>
<tr>
<td>QMary_calls</td>
<td>John_calls</td>
<td>90.063</td>
<td>138.922</td>
</tr>
</tbody>
</table>

### Experimental results

We compare execution times for generating the same number of samples in vertical and horizontal computations. The type `bflag` uses 31-bit integers (of type `int` in Objective CAML), which means that a single horizontal computation performs up to 31 independent vertical computations; the datatype `'a oset` uses arrays of 31 elements of type `'a`. We use an AMD Athlon XP 1.67GHz with 512MB memory for all experiments.

Figure 4.8 shows execution times for various test cases from Chapter 3. In all test cases, horizontal computations are slower than vertical computations, as indicated by their overhead relative to vertical computations. The overhead of horizontal computations is especially high in those test cases involving conditional constructs (namely, `binomial`, `geometric_efix`, `gaussian_rejection`, `exponential_von_Weimann`, and `QMary_calls|John_calls`). The high overhead can be attributed to the fact that a horizontal computation allocates an array of size 31 for every expression, regardless of the number of ordinary values from it. For example, even when a horizontal computation is simulating just a single vertical computation (after encountering several conditional constructs), the computation of an expression still requires an array of size 31.

The experimental results show that the overhead for maintaining ordered sets and handling conditional constructs exceeds the gain from simulating multiple vertical computations with a single horizontal computation. Our implementation is just a translator which does not rely on support from the compiler. In order to fully realize the potential of horizontal computations, it seems necessary to integrate the implementation within the compiler and the run-time system. As a speculation, horizontal computations can be up to twice faster than vertical computations: random number generation, which costs the same in both vertical and horizontal computations, accounts for about half the total computation time; hence, with no overhead other than random number generation, horizontal computations would be about twice faster than vertical computations.

### 4.6 Summary

Although PTP is implemented indirectly via a translation in Objective CAML, both its type system and its operational semantics are faithfully mirrored through the use of an abstract datatype. Besides all existing features of Objective CAML are available when programming in PTP, and we may think of the implementation of PTP as a conservative extension of Objective CAML. The translation is easily generalized to any monadic language, thus complementing the well-established result that a call-by-value language is translated
in a monadic language (e.g., see [68]).

The translator of PTP does not protect terms from computational effects already available in Objective CAML such as input/output, mutable references, and even direct uses of Random.float. Thus, for example, term $M$ in a bind expression sample $x$ from $M$ in $E$ is supposed to produce no world effect, but the translator has no way to verify that the evaluation of $M$ is effect-free. Therefore the translator of PTP relies on programmers to ensure that every term denotes a regular value.

Since the linguistic framework for PTP is a reformulation of Moggi’s monadic metalanguage $\lambda_{ml}$ (see Chapter 2), Haskell is also a good choice as a host language for embedding PTP. To embed PTP in Haskell, one would define a Haskell monad, say $\text{Prob}$, for probabilistic choices and translate an expression of type $A$ into a program fragment of type $\text{Prob}\ A$, while ignoring the keyword prob in probability terms. Alternatively one could exploit the global random number generator maintained by the $\text{IO}$ monad and translate $\bigcirc A$ of PTP into $\text{IO}\ A$ of Haskell. (Our choice of Objective CAML is due to personal preference.)

We could directly implement PTP by extending the compiler and the run-time system of Objective CAML. An immediate benefit is that type error messages are more informative because type errors are detected at the level of PTP. (Our implementation detects type errors in the translated code rather than in the source code; hence programmers should analyze type error messages to locate type errors in the source code.) As for execution speed, we conjecture that the gain is negligible, since the only overhead incurred by the abstract datatype $\text{Prob}$ is to invoke two tiny functions when its member functions are invoked: an identity function (for $\text{prb}$) and a function applying its argument to a unit value (for $\text{app}$).
Chapter 5

Applications

This chapter presents three applications of PTP in robotics: robot localization, people tracking, and robotic mapping, all of which are popular topics in robotics. Although different in goal, all these applications share a common characteristic: the state of a robot is estimated from sensor readings, where the definition of state differs in each case. A key element of these applications is uncertainty in sensor readings, due to limitations of sensors and noise from the environment. It makes the problem of estimating the state of a robot both interesting and challenging: if all sensor readings were accurate, the state of a robot could be accurately traced by a simple (non-probabilistic) analysis of sensor readings. In order to cope with uncertainty in sensor readings, we estimate the state of a robot with probability distributions.

As a computational framework, we use Bayes filters. In each case, we formulate the update equations at the level of probability distributions and translate them in PTP. All implementations are tested using data collected with real robots.

5.1 Sensor readings: action and measurement

To update the state of a robot, we use two kinds of sensor readings: action and measurement. As in a Bayes filter, an action induces a state change whereas a measurement gives information on the state:

- An action \( a \) is represented as an odometer reading which returns the pose (i.e., position \( (x, y) \) and orientation \( \theta \)) of the robot relative to its initial pose. It is given as a tuple \( (\Delta x, \Delta y, \Delta \theta) \).

- A measurement \( m \) consists of range readings which return distances to objects visible at certain angles. It is given as an array \( [d_1; \cdots; d_n] \) where each \( d_i, 1 \leq i \leq n \), denotes the distance between the robot and the closest object visible at a certain angle.

Figure 5.1 shows a typical example of measurement. It displays range readings produced by a laser range finder covering 180 degrees. The robot is shown in the center; occluded regions are colored in grey.

Odometers and range finders are prone to errors because of their mechanical nature. An odometer usually tends to drift in one direction over time. Its accumulated error becomes manifest especially when the robot closes a loop after taking a circular route. Range finders occasionally fail to recognize obstacles and report the maximum distance measurable. In order to correct these errors, we use a probabilistic approach by representing the state of the robot with a probability distribution.

In the probabilistic approach, an action increases the set of possible states of the robot because it induces a state change probabilistically. In contrast, a measurement decreases the set of possible states of the robot because it gives negative information on unlikely states (and positive information on likely states). We now demonstrate how to probabilistically update the state of the robot in three different applications.
5.2 Robot localization

Robot localization [72] is the problem of estimating the pose of a robot when a map of the environment is available. If the initial pose is given, the problem becomes pose tracking which keeps track of the robot pose by compensating errors in sensor readings. If the initial pose is not given, the problem becomes global localization which begins with multiple hypotheses on the robot pose (and is therefore more involved than pose tracking).

We consider robot localization under the assumption (called the Markov assumption) that the past and the future are independent if the current pose is known, or equivalently that the environment is static. This assumption allows us to use a Bayes filter in estimating the robot pose. Specifically the state in the Bayes filter is the robot pose $s = (x, y, \theta)$, and we estimate $s$ with a probability distribution $Bel(s)$ over three-dimensional real space. We compute $Bel(s)$ according to the following update equations (which are the same as shown in Section 1.1):

\[
(5.1) \quad Bel(s) \leftarrow \int A(s|a, s')Bel(s')ds'
\]

\[
(5.2) \quad Bel(s) \leftarrow \eta P(m|s)Bel(s)
\]

$\eta$ a normalizing constant ensuring $\int Bel(s)ds = 1.0$. We use the following interpretation of $A(s|a, s')$ and $P(m|s)$:

- $A(s|a, s')$ is the probability that the robot moves to pose $s$ after taking action $a$ at another pose $s'$. $A$ is called an action model.

- $P(m|s)$ is the probability that measurement $m$ is taken at pose $s$. $P$ is called a perception model.

Given an action $a$ and a pose $s'$, a new pose $s$ can be generated from the action model $A(\cdot|a, s')$ by adding a noise to $a$ and applying it to $s'$. In our implementation, $A(\cdot|a, s')$ assumes constant translational and rotational velocities while action $a$ is taken from pose $s'$. It also assumes that errors in translational and
rotational velocities obey Gaussian distributions. Figure 5.2 shows samples of the new pose after taking a curved trajectory.

Given a measurement \( m \) and a pose \( s \), we can also compute \( \kappa P(m|s) \) where \( \kappa \) is an unknown constant: the map determines a unique (accurate) measurement \( m_s \) for pose \( s \), and the squared Euclidean distance between \( m \) and \( m_s \) is assumed to be proportional to \( P(m|s) \). Figures 5.3 and 5.4 illustrate how to compute \( \kappa P(m|s) \). Figure 5.3 shows points in the map that correspond to measurement \( m \) when \( s \) is set to the true pose of the robot, in which case the unique measurement \( m_s \) for pose \( s \) coincides with \( m \) (recall that a measurement consists of not points in the map but range readings). Hence each point is projected on the contour of the map and is assigned a high likelihood as indicated by the dark color. Figure 5.4 shows points in the map that correspond to the same measurement \( m \), but when \( s \) is set to a hypothetical pose of the robot; the unique measurement \( m_s \) for pose \( s \) is represented by points with crosses. Since the measurement is not taken at the hypothetical pose, no point is correctly aligned along the contour of the map. Thus each point is assigned a relatively low likelihood as indicated by the grey color (the degree of darkness indicates its likelihood). We compute \( \kappa P(m|s) \) as the product of all individual likelihoods.\(^1\)

Our implementation simplifies the computation of \( \kappa P(m|s) \) by approximating \( m_s \) with those points on the contour of the map that are closest to the points corresponding to measurement \( m \); Figure 5.5 shows how to approximate \( m_s \) with those points with crosses. This simplification allows us to precompute the likelihood of every point in the map, since its closest point on the contour of the map is fixed. Our implementation uses a grid map at 10 centimeter resolution and generates a likelihood map which stores the likelihood of each cell in the map; see Figures 5.6 for a grid map and its likelihood map.

Now, if \( M_A \) denotes conditional probability \( A \) and \( M_P m \) returns a function \( f(s) = \kappa P(m|s) \), we implement update equations (5.1) and (5.2) as follows:

\[
\begin{align*}
\text{let } Bel_{\text{new}} &= \text{prob sample } s' \text{ from } Bel \text{ in } \\
&\quad \text{sample } s \text{ from } M_A (a, s') \text{ in } s \\
&\quad \{ (s) \} \quad \text{(5.1)} \\
\text{let } Bel_{\text{new}} &= \text{bayes} (M_P m) Bel \\
&\quad \{ (5.2) \}
\end{align*}
\]

Both pose tracking and global localization are achieved by specifying an appropriate initial probability distribution of robot pose. For pose tracking, we use a point-mass distribution or a Gaussian distribution;

\(^1\)Our implementation filters out outlier range readings in \( m \) before computing \( \kappa P(m|s) \).
for global localization, we use a uniform distribution over the open space in the map.

**Experimental results**

To test the robot localizer, we use a Nomad XR4000 mobile robot in Wean Hall at Carnegie Mellon University. The robot is equipped with 180 laser range finders (one for each degree so as to cover 180 degrees). The robot localizer uses every fifth range reading, and thus a measurement consists of a batch of $\frac{180}{5} = 36$ range readings. We use CARMEN [49] for controlling the robot and collecting sensor readings. The robot localizer runs on a Pentium III 500Mhz with 384 MBytes memory.

We test the robot localizer for global localization. The initial probability distribution of robot pose is a uniform distribution over the open space in the map, which is approximated with 100,000 samples. The first batch of range readings is processed according to update equation (5.2). The resultant probability distribution, which is still approximated with 100,000 samples, is then replaced by its support approximated with 500 samples. The number of samples, 100,000 or 500, is chosen empirically — both too many and too few samples prevent the probability distribution from converging to a correct pose.

Figure 5.7 shows a probability distribution of robot pose after processing the first batch of range readings in Figure 5.1; pluses represent samples generated from the probability distribution. The robot starts right below character A, but there are relatively few samples around the true position of the robot. Figure 5.8 shows the progress of a real-time robot localization run that continues with the probability distribution in Figure 5.7. The first two pictures show that the robot localizer is still performing global localization. The last picture shows that the robot localizer has started pose tracking as the probability distribution of robot
pose has converged to a single hypothesis.

We test the robot localizer with 8 runs, each of which takes a different path. In a test experiment, it succeeds to localize the robot on 5 runs and fails on 3 runs. (The result should not be considered statistically significant.) As a comparison, the CARMEN robot localizer, which uses particle filters and is written in C, succeeds on 3 runs and fails on 5 runs under the same condition (100,000 samples during initialization, 500 samples during localization, and 36 range readings in each measurement). Note that the same sequence of sensor readings does not guarantee the same result because of the probabilistic nature of the robot localizer. In the worst scenario, for example, the initial probability distribution of robot pose may have no samples around the true pose, in which case the robot localizer is unlikely to recover from errors. Hence it is difficult to precisely quantify the performance of the robot localizer; the goal is to convince that our implementation in PTP is reasonably acceptable, not totally fake.

### 5.3 People tracking

People tracking [50] is an extension of robot localization in that it estimates not only the robot pose but also positions of people (or unmapped objects). As in robot localization, the robot takes an action to change its pose. Unlike in robot localization, however, the robot categorizes sensor readings in a measurement by deciding whether they correspond with objects in the map or with people. Those sensor readings that correspond with objects in the map are used to update the robot pose; the rest of sensor readings are used to update positions of people.

A simple approach is to maintain a probability distribution $\text{Bel}(s, \vec{u})$ of robot pose $s$ and positions $\vec{u}$ of people. Although it works well for pose tracking, this approach is not a general solution for global localization. The reason is that sensor readings from people are correctly interpreted only with a correct hypothesis on the robot pose, but during global localization, there may be incorrect hypotheses that lead to incorrect interpretation of sensor readings. For example, the two objects in the upper right region in Figure 5.1 are interpreted as a person only with a correct hypothesis on the robot pose. This means that during global localization, there exists a dependence between the robot pose and positions of people, which is not captured by $\text{Bel}(s, \vec{u})$.

Hence we maintain a probability distribution $\text{Bel}(s, P_s(\vec{u}))$ of robot pose $s$ and probability distribution $P_s(\vec{u})$ of positions $\vec{u}$ of people conditioned on robot pose $s$.\(^2\) $P_s(\vec{u})$ captures the dependence between the

\(^2\)Our implementation assumes that people move independently of each other, and represents $P_s(\vec{u})$ as a set of independent probability distributions each of which keeps track of the position of an individual person.
Figure 5.6: A grid map and its likelihood map.

robot pose and positions of people. $Bel(s, P_s(\mathbf{u}))$ can be thought of as a probability distribution over probability distributions.

As in robot localization, we update $Bel(s, P_s(\mathbf{u}))$ with a Bayes filter. The difference from robot localization is that the state is a pair of $s$ and $P_s(\mathbf{u})$ and that the action model takes as input both an action $a$ and a measurement $m$. We use update equations (5.3) and (5.4) in Figure 5.9 (which are obtained by replacing $s$ by $s, P_s(\mathbf{u})$ and $a$ by $a, m$ in update equations (1.1) and (1.2)).

The action model $A(s, P_s(\mathbf{u})|a, m, s', P_{s'}(\mathbf{u}'))$ generates $s, P_s(\mathbf{u})$ from $s', P_{s'}(\mathbf{u}')$ utilizing action $a$ and measurement $m$. We first generate $s$ and then $P_s(\mathbf{u})$ according to equation (5.5) in Figure 5.9. We write the first $Prob$ in equation (5.5) as $A_{\text{robot}}(\mathbf{u}|a, m, s, s')$; we simplify $Prob$ in equation (5.7) into $Prob(m|\mathbf{u}, s)$ because $m$ does not depend on $s'$ if $s$ is given, and write it as $P_{\text{people}}(m|\mathbf{u}, s)$.

Figure 5.10 shows the implementation of people tracking in PTP. $M_{A_{\text{robot}}}$ and $M_{A_{\text{people}}}$ denote conditional probabilities $A_{\text{robot}}$ and $A_{\text{people}}$, respectively. $M_{P_{\text{people}}}$ returns a function $f(\mathbf{u}) = \kappa P_{\text{people}}(m|\mathbf{u}, s)$ for a constant $\kappa$. Since both $m$ and $s$ are fixed when computing $f(\mathbf{u})$, we consider only those range readings in $m$ that correspond with people. In implementing update equation (5.4), we use the fact that $P(m|s, P_s(\mathbf{u}))$ is the expectation of a function $g(\mathbf{u}) = P_{\text{people}}(m|\mathbf{u}, s)$ with respect to $P_s(\mathbf{u})$:

$$P(m|s, P_s(\mathbf{u})) = \int P_{\text{people}}(m|\mathbf{u}, s)P_s(\mathbf{u})d\mathbf{u}$$

(5.8)

Our implementation further simplifies the models used in the update equations. We use $A_{\text{robot}}(s|a, s')$ instead of $A_{\text{robot}}(s|a, m, s', P_{s'}(\mathbf{u}'))$ as in robot localization. That is, we ignore the interaction between the robot and people when generating new poses of the robot. Similarly we use $A_{\text{people}}(\mathbf{u}|\mathbf{u}')$ instead of
\( A_{\text{people}}(\vec{u}|a, \vec{u}', s, s') \) on the assumption that positions of people are not affected by the robot pose; \( \vec{u} \) is obtained by adding a random noise to \( \vec{u}' \). We also simplify \( \mathcal{P}(m|s, \mathcal{P}_s(\vec{u})) \) in update equation (5.4) into \( \mathcal{P}(m|s) \), which is computed in the same way as in robot localization; hence equation (5.8) is not actually exploited in our implementation.

**Experimental results**

We test the people tracker on the same robot and machine that are used in robot localization. The people tracker uses the implementation in Figure 5.10 during global localization, but once it succeeds to localize the robot and starts pose tracking, it maintains a probability distribution \( \text{Bel}(s, \vec{u}) \) as there is no longer a dependence between the robot pose and positions of people. Like the robot localizer, we do not intend to quantitatively measure the success rate of people tracking; rather the focus is on ensuring that our implementation in PTP is not completely useless.

Figure 5.11 shows the progress of a real-time people tracking run which uses the same sequence of sensor readings as Figure 5.8. The first picture is taken after processing the first batch of range readings in Figure 5.1; pluses (+) represent robot poses and crosses (×) represent positions of people. The second picture shows that the people tracker is still performing global localization. The last picture shows that the people tracker has started pose tracking; the position of each person in sight is indicated by a grey dot. Figure 5.12 shows range readings when the third picture in Figure 5.11 is taken; the right picture shows a magnified view of the area around the robot. Note that a person may be occluded by another person or objects in the map, so grey dots do not always reflect the movement of people instantly. A refined action model for people (e.g., \( A_{\text{people}}(\vec{u}|a, \vec{u}', s, s') \) or one estimating not only the position but also the velocity of each person) would alleviate the problem.

### 5.4 Robotic mapping

Robotic mapping [75] is the problem of building a map (or a spatial model) of the environment from sensor readings. Since measurements are a sequence of inaccurate local snapshots of the environment, a robot simultaneously localizes itself as it explores the environment so that it corrects and aligns local snapshots to construct a global map. For this reason, robotic mapping is also referred to as *simultaneous localization and mapping* (or SLAM).
Taking a probabilistic approach, we formulate the robotic mapping problem with a Bayes filter which maintains a probability distribution \( \text{Bel}(s, g) \) of robot pose \( s \) and map \( g \). Given an action \( a \) and a measurement \( m \), we update \( \text{Bel}(s, g) \) as follows:

\[
\text{Bel}(s, g) \leftarrow \int_{s', g'} \mathcal{A}(s, g|a, s', g') \text{Bel}(s', g') ds' dg'
\]

\[
\text{Bel}(s, g) \leftarrow \eta \mathcal{P}(m|s, g) \text{Bel}(s, g)
\]

We assume that an action is independent of the map and does not change the environment; that is, \( \mathcal{A}(s, g|a, s', g') = \mathcal{A}(s|a, s') \) if \( g = g' \), and \( \mathcal{A}(s, g|a, s', g') = 0 \) if \( g \neq g' \). Then we can simplify update equation (5.9) as follows:

\[
\text{Bel}(s, g) \leftarrow \int_{s'} \mathcal{A}(s|a, s') \text{Bel}(s', g) ds'
\]

Therefore the action model becomes the same as in robot localization. We implement the new update equation (5.11) as follows:

let \( \text{Bel}_{\text{new}} = \text{prob sample } (s', g) \) from \( \text{Bel}_{\text{old}} \) in sample \( s \) from \( M_A(a, s') \) in \( (s, g) \)

The update equation (5.10) is implemented with a Bayes operation as before.

Unfortunately the space of maps has a huge dimension, which makes it impossible to maintain \( \text{Bel}(s, g) \) without simplifying their representation. Therefore we usually make additional assumptions on maps to derive a specific representation. For example, assuming that a map consists of a set of landmarks whose locations are estimated with Gaussian distributions, we can use a Kalman filter instead of a general Bayes filter. If measurements, or local snapshots of the environment, are assumed to be accurate relative to robot poses, we can represent a map by the sequence of robot poses when the measurements are taken, as in [38]. We can also exploit expectation maximization [14], in which we perform hill climbing in the space of maps to find the most likely map. This approach does not maintain a probability distribution over maps because it keeps only one (most likely) map at each iteration.

Here we assume that the environment consists of an unknown number of stationary landmarks. Then the goal is to estimate positions of landmarks as well as the robot pose. The key observation is that we may think of landmarks as people who never move in an empty environment. It means that the problem is a special case of people tracking and we can use all the equations in Figure 5.9. Below we use subscript landmark instead of people for the sake of clarity.

As in people tracking, we maintain a probability distribution \( \text{Bel}(s, P_s(\vec{u})) \) of robot pose \( s \) and probability distribution \( P_s(\vec{u}) \) of positions \( \vec{u} \) of landmarks conditioned on robot pose \( s \). Since landmarks are stationary and \( \mathcal{A}_{\text{landmark}}(\vec{u}|a, \vec{u}', s') \) is non-zero if and only if \( \vec{u} = \vec{u}' \), we skip update equation (5.6) in implementing update equation (5.3). \( \mathcal{A}_{\text{robot}} \) in equation (5.5) uses \( \mathcal{P}_{\text{landmark}}(m|\vec{u}', s) \) to test the likelihood of each new robot pose \( s \) with respect to old positions \( \vec{u}' \) of landmarks, as in FastSLAM 2.0 [48]:

\[
\mathcal{A}_{\text{robot}}(s|a, m, s', P_s(\vec{u}'))
= \int \text{Prob}(s|a, m, s', \vec{u}') P_s(\vec{u}') d\vec{u}'
= \int \frac{\text{Prob}(s|a, \vec{u}') \text{Prob}(m, s'|s, a, \vec{u}') P_s(\vec{u}') d\vec{u}'}{\text{Prob}(m, s'|a, \vec{u}')}
= \int \eta'' \text{Prob}(m, s'|s, a, \vec{u}') P_s(\vec{u}') d\vec{u}'
\]

where \( \eta'' = \frac{\text{Prob}(s|a, \vec{u}')}{\text{Prob}(m, s'|a, \vec{u}')} \)

\[
= \int \eta'' \text{Prob}(s'|s, a, \vec{u}', m) \text{Prob}(m|s, a, \vec{u}') P_s(\vec{u}') d\vec{u}'
= \int \eta'' \text{Prob}(s'|s, a) \text{Prob}(m|s, \vec{u}') P_s(\vec{u}') d\vec{u}'
= \eta'' \mathcal{A}_{\text{robot}}(s|a, s') \int \mathcal{P}_{\text{landmark}}(m|\vec{u}', s) P_s(\vec{u}') d\vec{u}'}
Given \( a \) and \( s' \), we implement equation (5.12) with a Bayes operation on \( \mathcal{A}_{\text{robot}}(\cdot|a, s') \).

Figure 5.13 shows the implementation of robotic mapping in PTP. Compared with the implementation of people tracking in Figure 5.10, it omits update equation (5.6) and incorporates equation (5.12). \( M_{\mathcal{A}_{\text{robot}}} \) and \( M_{\mathcal{P}_{\text{landmark}}} \) denote conditional probabilities \( \mathcal{A}_{\text{robot}} \) and \( \mathcal{P}_{\text{landmark}} \), respectively, as in people tracking. Since landmarks are stationary, we no longer need \( M_{\mathcal{A}_{\text{landmark}}} \). If we approximate \( \text{Bel}(s, P_s(\vec{u})) \) with a single sample (i.e., with one most likely robot pose and an associated map), update equation (5.4) becomes unnecessary.

**Experimental results**

To test the mapper, we use a data set collected with an outdoor vehicle in Victoria Park, Sydney [1]. The mapper runs on the same machine that is used in robot localization and people tracking (Pentium III 500Mhz with 384 MBytes memory). The data set is collected while the vehicle moves approximately 323.42 meters (according to the odometry readings) in 128.8 seconds. Since the vehicle is driving over uneven terrain, raw odometry readings are noisy and do not reflect the true path of the vehicle, in particular when the vehicle follows a loop.

Figure 5.14 shows raw odometry readings in the data set. The true positions of the vehicle measured by a GPS sensor are represented by crosses, which are available only for part of the entire traverse and are not exploited by the mapper. Note that the odometry readings eventually diverge from the true path of the vehicle. Figure 5.15 shows the result of the robotic mapping experiment in which we approximate \( \text{Bel}(s, P_s(\vec{u})) \) with a single sample and use 1,000 samples for the expectation query and the Bayes operation. The circles represent landmark positions (mean of their probability distributions). The mapper successfully closes the loop, building a map of the landmarks around the path. The experiment, however, takes 145.89 seconds, which is 13.26% longer than it takes to collect the data set (128.8 seconds).

**5.5 Summary**

PTP is a probabilistic language which allows programmers to concentrate on how to formulate probabilistic computations at the level of probability distributions, regardless of the kind of probability distributions involved. The three applications in robotics substantiate the practicality of PTP by illustrating how to directly translate a probabilistic computation into code and providing experimental results on real robots.

Our finding is that the benefit of implementing probabilistic computations in PTP, such as improved readability and conciseness of code, can outweigh its disadvantage in speed. For example, our robot localizer is 1307 lines long (826 lines of Objective CAML/PTP code for probabilistic computations and 481 lines of C code for interfacing with CARMEN) whereas the CARMEN robot localizer, which uses particle filters and is written in C, is 3397 lines long. (Our robot localizer also uses the translator of PTP which is 306 lines long: 53 lines of CAMLP4 code and 253 lines of Objective CAML code.) The comparison is, however, not conclusive because not every piece of code in CARMEN contributes to robot localization. Moreover the reduction in code size is also attributed to the use of Objective CAML as the host language. Hence the comparison should not be taken as indicative of reduction in code size due to PTP alone. The speed loss is also not significant. For example, while the CARMEN robot localizer processes 100.0 sensor readings, our robot localizer processes on average 54.6 sensor readings (and nevertheless shows comparable accuracy).

On the other hand, PTP does not allow programmers to exploit a particular representation scheme for probability distributions, which is inevitable for achieving high scalability in some applications. In the robotic mapping problem, for example, one may choose to approximate the position of each landmark with a Gaussian distribution. As the cost of representing a Gaussian distribution is relatively low, the approximation makes it possible to build a highly scalable mapper. For example, Montemerlo [48] presents a FastSLAM
2.0 mapper which handles maps with over 1,000,000 landmarks. For such a problem, PTP would be useful for quickly building a prototype implementation to test the correctness of a probabilistic computation.
Figure 5.8: Progress of a real-time robot localization run. Taken at 20 seconds, 40 seconds, and 80 seconds after processing the first batch of sensor readings in Figure 5.1.
Figure 5.9: Equations used in people tracking. (5.3) and (5.4) for the Bayes filter computing $Bel(s, P_s(\vec{u}))$. (5.5) for decomposing the action model. (5.6) and (5.7) for the inner Bayes filter computing $P_s(\vec{u})$.

$$
(5.3) \quad Bel(s, P_s(\vec{u})) \leftarrow \int A(s, P_s(\vec{u})|a, m, s', P_{s'}(\vec{u}'))Bel(s', P_{s'}(\vec{u}'))d(s', P_{s'}(\vec{u}'))
$$
$$
(5.4) \quad Bel(s, P_s(\vec{u})) \leftarrow \eta P(m|s, P_s(\vec{u}))Bel(s, P_s(\vec{u}))
= \eta Bel(s, P_s(\vec{u})) \int P_{\text{people}}(m|\vec{u}, s) P_s(\vec{u})d\vec{u}
$$
$$
(5.5) \quad A(s, P_s(\vec{u})|a, m, s', P_{s'}(\vec{u}')) = \text{Prob}(s|a, m, s', P_{s'}(\vec{u}')) \text{Prob}(P_s(\vec{u})|a, m, s', P_{s'}(\vec{u}'), s)
= A_{\text{robot}}(s|a, m, s', P_{s'}(\vec{u}')) \text{Prob}(P_s(\vec{u})|a, m, s', P_{s'}(\vec{u}'), s)
$$
$$
(5.6) \quad P_s(\vec{u}) \leftarrow \int \text{Prob}(\vec{u}|a, \vec{u}', s, s') P_{s'}(\vec{u}')d\vec{u}'
= \int A_{\text{people}}(\vec{u}|a, \vec{u}', s, s') P_{s'}(\vec{u}')d\vec{u}'
$$
$$
(5.7) \quad P_s(\vec{u}) \leftarrow \eta' \text{Prob}(m|\vec{u}, s, s') P_s(\vec{u})
= \eta' P_{\text{people}}(m|\vec{u}, s) P_s(\vec{u})
$$

Figure 5.10: Implementation of people tracking in PTP. Numbers on the right-hand side show corresponding equations in Figure 5.9.

let $Bel_{\text{new}} =$

prob sample $(s', P_{s'}(\vec{u}'))$ from $Bel$ in

sample $s$ from $M_{A_{\text{robot}}}(a, m, s', P_{s'}(\vec{u}'))$ in

let $P_s(\vec{u}) = \text{prob sample } \vec{u}' \text{ from } P_{s'}(\vec{u}') \text{ in}$

sample $\vec{u}$ from $M_{A_{\text{people}}}(a, \vec{u}', s, s')$ in $\vec{u}$

in

let $P_s(\vec{u}) = \text{bayes } (M_{P_{\text{people}}}(m, s) P_s(\vec{u})) \text{ in }$

$(s, P_s(\vec{u}))$

let $Bel_{\text{new}} = \text{bayes } \lambda(s, P_s(\vec{u})): \text{expectation } (M_{P_{\text{people}}}(m, s) P_s(\vec{u})) \text{ Bel }$

$$
$$

(5.4)
Figure 5.11: Progress of a real-time people tracking run. Taken at 0 seconds, 20 seconds, and 70 seconds after processing the first batch of sensor readings in Figure 5.1.
Figure 5.12: Range readings and the area around the robot during a people tracking run.

\[
\text{let } Bel_{\text{new}} = \\
\quad \text{prob sample } (s', P_{s'}(\vec{u})) \text{ from } Bel \text{ in} \\
\quad \text{sample } s \text{ from} \\
\quad \quad \text{bayes } \lambda_s : \mathcal{L} \left( \text{expectation} \left( M_{\text{landmark}} m s \right) P_{s'}(\vec{u}) \right) \right) \\
\quad \text{let } P_s(\vec{a}) = \text{bayes} \left( M_{\text{landmark}} m s \right) P_{s'}(\vec{u}) \text{ in} \\
\text{let } Bel_{\text{new}} = \text{bayes } \lambda(s, P_s(\vec{a})) : \mathcal{L} \left( \text{expectation} \left( M_{\text{landmark}} m s \right) P_s(\vec{a}) \right) Bel \right) \\
\]

Figure 5.13: Implementation of robotic mapping in PTP.
Figure 5.14: Raw odometry readings in the robotic mapping experiment.

Figure 5.15: Result of the robotic mapping experiment.
Chapter 6

Conclusion

We have presented a probabilistic language PTP whose mathematical basis is sampling functions. PTP supports all kinds of probability distributions — discrete distributions, continuous distributions, and even those belonging to neither group — without drawing a syntactic or semantic distinction. We have developed a linguistic framework $\lambda_\bigcirc$ for PTP and demonstrated the use of PTP with three applications in robotics. To the best of our knowledge, PTP is the only probabilistic language with a formal semantics that has been applied to real problems involving continuous distributions. There are a few other probabilistic languages that are capable of simulating continuous distributions (by combining an infinite number of discrete distributions), but they require a special treatment such as the lazy evaluation strategy in [33, 59] and the limiting process in [24].

PTP does not support precise reasoning about probability distributions. Note, however, that this is not an inherent limitation of PTP due to its use of sampling functions as the mathematical basis; rather this is a necessary feature of PTP because precise reasoning about probability distributions is impossible in general. In other words, if PTP supported precise reasoning, it would support a smaller number of probability distributions and operations.

The utility of a probabilistic language depends on each problem to which it is applied. PTP is a good choice for those problems in which all kinds of probability distributions are used or precise reasoning is unnecessary. Robotics is a good example, since all kinds of probability distributions are used (even those probability distributions similar to $point\_uniform$ in Section 3.2 are used in modeling laser range finders) and also precise reasoning is unnecessary (sensor readings are inaccurate at any rate). On the other hand, PTP may not be the best choice for those problems involving only discrete distributions, since its rich expressiveness is not fully exploited and approximate reasoning may be too weak for discrete distributions.

Although we have presented only an operational semantics of PTP (which suffices for all practical purposes), a denotational semantics can also be used to argue that PTP is a probabilistic language. It may also answer important questions about PTP such as:

- What is exactly the expressive power of PTP?
- Can we encode any probability distribution in PTP?
- If not, what kinds of probability distributions are impossible to encode in PTP?

The challenge is that in the presence of fixed point constructs, measure theory does not come to our rescue because of recursive equations. Hence a domain-theoretic structure for probability distributions should be constructed to properly handle recursive equations. The work by Jones [30] suggests that such a structure could be constructed from a domain-theoretic model of real numbers [17].
The development of PTP is an effort to marry, in one of many possible ways, two seemingly unrelated disciplines: programming language theory and robotics. To programming language theory, it contributes a new linguistic framework $\lambda\circ$ and another installment in the series of probabilistic languages. To robotics, it sets a precedent that a high level formulation of a problem does not always have to be discarded when it comes to implementation. It remains to be seen in what other ways the two disciplines can be married.
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