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Abstract

For linear programming, a primal-dual interior-point algorithm was recently constructed by Zhang and Tapia that achieves both polynomial complexity and $Q$-superlinear convergence ($Q$-quadratic in the nondegenerate case). In this paper, we extend their results to quadratic programming and linear complementarity problems.

1 Introduction

Primal-dual interior-point algorithms, originally introduced by Megiddo \[10\] in 1986 for linear programming, have a close connection to Newton's method. Exploiting this connection, Zhang, Tapia and Dennis \[16\] established sufficient conditions for primal-dual algorithms to achieve superlinear convergence for linear programming (LP). Zhang, Tapia and Potra \[17\] extended these results to quadratic programming (QP) and linear complementarity problems (LCP). Recently, Zhang and Tapia \[18\] constructed a primal-dual algorithm that exhibits both polynomial complexity and $Q$-superlinear convergence ($Q$-quadratic in the nondegenerate case). More recently, Kojima, Kurita and Mizuno \[2\] proposed rules for choosing parameters in primal-dual algorithms, and showed that for LCP one set of rules leads to both global convergence (but not necessarily polynomial) and superlinear convergence.

In this paper, we extend the Zhang-Tapia algorithm \[18\] from LP to QP and LCP, and prove the same theoretical properties, i.e., polynomial complexity and superlinear convergence, for the extended algorithm.

We take a unified approach towards linear programming quadratic programming and linear complementarity problems. The basis of this unified approach is the following nonlinear system with nonneggativity restrictions on the variables

\[
F(x, y) = \begin{pmatrix}
Mx + Ny - h \\
XYe
\end{pmatrix} = 0, \quad (x, y) \geq 0,
\]

(1.1)
where \( x, y, h, e \in \mathbb{R}^n, M, N \in \mathbb{R}^{n \times n}, X = \text{diag}(x), Y = \text{diag}(y) \) and \( e \) has all components equal to one.

Problem (1.1) is sufficiently general to include linear complementarity problems, quadratic programming problems and linear programming problems. To begin with, observe that if \( N = -I \), then this problem is the standard linear complementarity problem. Consider the following equality constrained quadratic programming problem

\[
\begin{aligned}
\text{minimize} & \quad c^T x + \frac{1}{2} x^T Q x \\
\text{subject to} & \quad Ax = b, \\
& \quad x \geq 0,
\end{aligned}
\]  

(1.2)

where \( c, x \in \mathbb{R}^n, b \in \mathbb{R}^m, A \in \mathbb{R}^{m \times n} (m < n) \) and has full row rank, and \( Q \in \mathbb{R}^{n \times n} \). If \( Q \) is symmetric and positive semi-definite on the null space of \( A \); then QP (1.2) is a convex program and the first order optimality conditions are both necessary and sufficient for optimality. The first-order conditions for (1.2) can be transformed into the form of (1.1), as was shown in [17], with

\[
M = \begin{bmatrix} \quad A \\ -BQ \end{bmatrix}, \quad N = \begin{bmatrix} \quad 0 \\ \quad B \end{bmatrix} \quad \text{and} \quad h = \begin{bmatrix} b \\ Bc \end{bmatrix},
\]  

(1.3)

where \( B \in \mathbb{R}^{(n-m) \times n} \) is any matrix such that the columns of \( B^T \) form a basis for the null space of \( A \). When \( Q = 0 \), the quadratic programming problem (1.2) reduces to the standard form linear programming problem.

A direct calculation shows that

\[
F'(x, y) = \begin{bmatrix} M & N \\ Y & X \end{bmatrix}.
\]  

(1.4)

The feasibility set of problem (1.1) is:

\[
\mathcal{F} = \{ (x, y) : x, y \in \mathbb{R}^n, Mx + Ny = h, (x, y) \geq 0 \}.
\]

Moreover, a feasible pair \( (x, y) \in \mathcal{F} \) is said to be strictly feasible if it is positive.
Throughout this paper, whenever we consider LCP, we assume that the matrix $M$ is positive semi-definite; and whenever we consider QP, we assume that the matrix $Q$ is symmetric and positive semi-definite on the null space of $A$. Also, we will assume that a strictly feasible point exists.

Subscripts will be used to distinguish values of quantities at a particular iteration and superscripts will indicate components of vectors. We also use the notation:

$$\min(v) \equiv \min(v^i) \equiv \min_{1 \leq i \leq n} v^i \quad \text{and} \quad \max(v) \equiv \max(v^i) \equiv \max_{1 \leq i \leq n} v^i$$

for a vector $v \in \mathbb{R}^n$. The symbol $\| \cdot \|$ denotes the $\ell_2$ norm unless otherwise stated.

The paper is organized as follows. In Section 2, we describe the basic interior-point algorithm for our general model (1.1). In Sections 3, we specify our choice of the step-length and the centering parameter. Polynomiality and superlinear convergence are established in Sections 4 and 5, respectively. Concluding remarks are given in Section 6.

## 2 Algorithm

The basic algorithm we will study is the following.

**Algorithm 1**

*Given a strictly feasible pair $(x_0, y_0)$. For $k = 0, 1, 2, \ldots$, do*

**Step 1 Compute the Newton step**

$$\begin{pmatrix} \Delta x^N_k \\ \Delta y^N_k \end{pmatrix} = -[F'(x_k, y_k)]^{-1}F(x_k, y_k)$$

*and the centering step*

$$\begin{pmatrix} \Delta x^C_k \\ \Delta y^C_k \end{pmatrix} = \frac{1}{n} x_k^T y_k [F'(x_k, y_k)]^{-1} \begin{pmatrix} 0 \\ e \end{pmatrix}.$$
Step 2 Choose $\sigma_k \in (0, 1)$ and form the combined step
\[
\begin{pmatrix}
  \Delta x_k \\
  \Delta y_k
\end{pmatrix} = \begin{pmatrix}
  \Delta x_N^k \\
  \Delta y_N^k
\end{pmatrix} + \sigma_k \begin{pmatrix}
  \Delta x_C^k \\
  \Delta y_C^k
\end{pmatrix}.
\]

Step 3 Choose $\alpha_k = \tau_k \hat{\alpha}_k$, where $\tau_k \in (0, 1)$ and
\[
\hat{\alpha}_k = \frac{-1}{\min(X_k^{-1} \Delta x_k, Y_k^{-1} \Delta y_k)}.
\]

Step 4 Compute the new iterate
\[
\begin{pmatrix}
  x_{k+1} \\
  y_{k+1}
\end{pmatrix} = \begin{pmatrix}
  x_k \\
  y_k
\end{pmatrix} + \alpha_k \begin{pmatrix}
  \Delta x_k \\
  \Delta y_k
\end{pmatrix}.
\]

Notice that since $(x_0, y_0)$ is strictly feasible, all the subsequent iterates $\{(x_k, y_k)\}$ will also be strictly feasible. Also for QP and LCP, the matrix $F'(x, y)$ is nonsingular for all $(x, y) > 0$; hence Algorithm 1 is well-defined.

For $(x, y) \in \mathcal{F}$, we use the $\ell_1$-norm of the residual of (1.1), i.e.,
\[
\|F(x, y)\|_1 = x^Ty,
\]
as our measure of convergence. This measure can be shown to be the duality gap in linear and quadratic programming.

Observe that all three pairs $(\Delta x_k, \Delta y_k)$, $(\Delta x_N^k, \Delta y_N^k)$ and $(\Delta x_C^k, \Delta y_C^k)$ satisfy the equation $Mu + Nu = 0$. We also have the following useful relationships:
\[
Y_k \Delta x_k + X_k \Delta y_k = -X_k Y_k e + \sigma_k \frac{1}{n} x_k^T y_k e \tag{2.1}
\]
and
\[
x_{k+1}^T y_{k+1} = x_k^T y_k (1 - (1 - \sigma_k) \alpha_k) + \Delta x_k^T \Delta y_k \alpha_k^2. \tag{2.2}
\]

Algorithm 1 covers, or is closely related to, a wide range of existing interior-point algorithms for linear programming, quadratic programming and linear complementarity
problems. In particular, it covers most of the existing primal-dual interior-point algorithms for linear programming as well as quadratic programming, including Kojima, Mizuno and Yoshise [8], Todd and Ye [13], Monteiro and Adler [11, 12], Lustig [9], to name a few. Algorithms for linear complementarity problems that are covered by Algorithm 1 include Kojima, Mizuno and Yoshise [6, 7], Kojima, Megiddo and Noma [3], Kojima, Megiddo and Ye [4], Kojima, Mizuno and Noma [5]. For more references, see two recent review papers by Ye [14, 15]. Although these algorithms have been motivated and presented in various ways including path-following (homotopy or continuation), potential reduction or affine scaling algorithms, most of them fit into the framework of Algorithm 1.

3 Choices of Parameters

There are two control parameters in Algorithm 1. One is the so-called centering parameter $\sigma_k$ and the other is the step-length parameter $\alpha_k$. In [17], Zhang, Tapia and Potra established sufficient conditions for choosing the two parameters for Algorithm 1 to achieve superlinear convergence. Our concern in this paper is both global and local behavior of the algorithm applied to QP and LCP. For LP, this issue has been studied by Zhang and Tapia [18]. They gave rules for choosing the centering and the step-length parameters so that both polynomial complexity and superlinear convergence are obtained. In this section, we will modify their rules for choosing the step-length parameter for LP. The modified rules will fit not only LP but also QP and LCP.

We adopt the following notation:

\[ x_k(\alpha) = x_k + \alpha \Delta x_k, \quad y_k(\alpha) = y_k + \alpha \Delta y_k, \]
\[ f_k(\alpha) = X_k(\alpha)Y_k(\alpha)e, \quad f_k^{\text{ave}}(\alpha) = \frac{1}{n} x_k(\alpha)^T y_k(\alpha), \]
\[ f_k^{\text{min}}(\alpha) = \min(f_k(\alpha)), \quad f_k^{\text{max}}(\alpha) = \max(f_k(\alpha)). \]  

(3.1)

Whenever $\alpha = 0$, we will drop the argument from the above functions. For example, $x_k \equiv
\(x_k(0), \ f_k^{\text{ave}} \equiv f_k^{\text{ave}}(0)\) and so on. Clearly, we also have \(x_{k+1} = x_k(\alpha_k), \ f_{k+1}^{\text{ave}} = f_k^{\text{ave}}(\alpha_k)\) and so on.

It is important not to allow any \(x_k^i y_k^i\) to become too small compared with the average value \(\frac{1}{n} x_k^T y_k\) (see [17], for example). Hence we require that \(\alpha = \alpha_k\) satisfies

\[
\frac{f_k^{\text{min}}(\alpha)}{f_k^{\text{ave}}(\alpha)} \geq \gamma_k, \quad \alpha > 0,
\]

where

\[
\gamma_k \in [\gamma, f_k^{\text{min}}/f_k^{\text{ave}}] \quad \text{and} \quad 0 < \gamma \leq f_0^{\text{min}}/f_0^{\text{ave}} \leq 1.
\]

Note that in the case \(f_0^{\text{min}}/f_0^{\text{ave}} > \gamma\), we allow \(\gamma_k\) to decrease monotonically as long as \(\gamma_k > \gamma\).

It is easy to verify that

\[
f_k^i(\alpha) = f_k^i - (f_k^i - \sigma_k f_k^{\text{ave}}) \alpha + \Delta x_k^i \Delta y_k^i \alpha^2.
\]

Hence, \(f_k^i(\alpha)\) is a quadratic for every \(i\). As a result, \(f_k^{\text{min}}(\alpha)\) and \(f_k^{\text{max}}(\alpha)\) are piecewise quadratics. Moreover, \(f_k^{\text{ave}}(\alpha)\) is also a quadratic and

\[
f_k^{\text{ave}}(\alpha) = f_k^{\text{ave}}[1 - (1 - \sigma_k)\alpha] + \frac{\Delta x_k^T \Delta y_k}{n} \alpha^2.
\]

For notational convenience, let us introduce the piecewise quadratic function

\[
h_k(\alpha) = f_k^{\text{min}}(\alpha) - \gamma_k f_k^{\text{ave}}(\alpha).
\]

It follows that condition (3.2) is equivalent to

\[
h_k(\alpha) \geq 0, \quad \alpha > 0.
\]

In determining \(\alpha_k\) we will use the following quantity:

\[
\alpha_k^\gamma = \min\{\alpha > 0 : h_k(\alpha) = 0\}.
\]

The following lemma is given in Zhang and Tapia [18].
Lemma 3.1 The quantity $\alpha_k^\gamma$ is well defined and $\alpha_k^\gamma \in (0, \hat{\alpha}_k)$. Moreover, condition (3.2) is satisfied for all $\alpha \in (0, \alpha_k^\gamma]$.

An equivalent expression for $\alpha_k^\gamma$ is

$$
\alpha_k^\gamma = \min\{\alpha > 0 : f_k^i(\alpha) - \gamma_k f_k^\text{ave}(\alpha) = 0, \ i = 1, 2, \ldots, n\}.
$$

The computation of $\alpha_k^\gamma$ involves calculating the roots of at most $n$ quadratics and therefore requires $O(n)$ operations.

In addition to a lower bound for $\{f_k^i(\alpha_k)/f_k^\text{ave}(\alpha_k)\}$ (i.e., condition (3.2)), we also impose an upper bound on these quantities; namely, we require $\alpha_k$ to satisfy

$$
\frac{f_k^\text{max}(\alpha)}{f_k^\text{ave}(\alpha)} \leq \Gamma_k, \ \alpha > 0,
$$

where

$$
\Gamma_k \in [f_k^\text{max}/f_k^\text{ave}, \Gamma] \ \text{and} \ 1 \leq f_k^\text{max}/f_k^\text{ave} \leq \Gamma \leq n.
$$

Since $f_k^i(\alpha)/f_k^\text{ave}(\alpha) < n$ for all $i$, condition (3.9) will be redundant if $\Gamma_k = n$. Our reason for introducing condition (3.9) is to improve our complexity bound.

Similarly, we introduce the piecewise quadratic function

$$
H_k(\alpha) = f_k^\text{max}(\alpha) - \Gamma_k f_k^\text{ave}(\alpha).
$$

It is easy to see that condition (3.9) is equivalent to

$$
H_k(\alpha) \leq 0, \ \alpha > 0.
$$

We define

$$
\alpha_k^\Gamma = \begin{cases} +\infty, & \text{if } \{\alpha > 0 : H_k(\alpha) = 0\} = \emptyset, \\ \min\{\alpha > 0 : H_k(\alpha) = 0\}, & \text{otherwise}. \end{cases}
$$

Analogous to Lemma 3.1 for condition (3.2), we have the following lemma for condition (3.9).

Lemma 3.2 The quantity $\alpha_k^\Gamma$ is well-defined and $\alpha_k^\Gamma \in (0, \hat{\alpha}_k)$. Moreover, condition (3.9) is satisfied by all $\alpha \in (0, \alpha_k^\Gamma)$ and also by $\alpha = \alpha_k^\Gamma$ when the latter is finite.
Proof: The proof is similar to that for Lemma 3.1, so we omit it. □

Similarly, $\alpha_k^{\Gamma}$ can be found by calculating the roots of at most $n$ quadratics and requires $O(n)$ operations.

The duality gap

$$x_k(\alpha)^T y_k(\alpha) = x_k^T y_k + x_k^T y_k(1 - \sigma_k)\alpha + \Delta x_k^T \Delta y_k \alpha^2$$  \hspace{1cm} (3.14)

is a quadratic function of $\alpha$ with the second derivative $\Delta x_k^T \Delta y_k$. If $\Delta x_k^T \Delta y_k > 0$, it will reach its minimum at

$$\alpha_k^\nu = \frac{(1 - \sigma_k)x_k^T y_k}{2\Delta x_k^T \Delta y_k}. \hspace{1cm} (3.15)$$

If $\Delta x_k^T \Delta y_k = 0$, the duality gap is a decreasing function of $\alpha$; so it is always desirable to take the largest step-length possible. For LCP and QP, one always has $\Delta x_k^T \Delta y_k \geq 0$ (see Lemma 3.3 below). Therefore our choice of the step-length $\alpha_k$ is

$$\alpha_k = \begin{cases} 
\min(1, \alpha_k^\gamma, \alpha_k^\Gamma, \alpha_k^\nu), & \text{if } \Delta x_k^T \Delta y_k > 0, \\
\min(1, \alpha_k^\gamma, \alpha_k^\Gamma), & \text{otherwise},
\end{cases} \hspace{1cm} (3.16)$$

where $\alpha_k^\gamma$ is defined by (3.8), $\alpha_k^\Gamma$ by (3.13) and $\alpha_k^\nu$ by (3.15). This choice of step-length will guarantee (3.2), (3.9) and $\alpha_k \in (0, \hat{\alpha}_k)$.

For the sake of simplicity, we will enforce the conditions

$$\gamma_k \leq 1/2 \text{ and } \Gamma_k \geq 2. \hspace{1cm} (3.17)$$

The specific values in (3.17) do not constitute a loss of generality because they will only affect expressions for some constants in our analysis. These values of $\gamma_k$ and $\Gamma_k$ will lead to much simplified expressions for those constants.

Procedure 1

Given

$$0 < \gamma \leq \min(1/2, f_0^{\text{min}} / f_0^{\text{ave}}), \hspace{0.5cm} \max(2, f_k^{\text{max}} / f_k^{\text{ave}}) \leq \Gamma < n. \hspace{1cm} (3.18)$$

Step 1 Choose $\gamma_k \in [\gamma, \min(1/2, f_k^{\text{min}} / f_k^{\text{ave}})]$ and $\Gamma_k \in [\max(2, f_k^{\text{max}} / f_k^{\text{ave}}), \Gamma]$. 

Step 2 Compute $\alpha_k^\gamma$ by (3.8), $\alpha_k^\rho$ by (3.13), and if necessary, $\alpha_k^\psi$ by (3.15).

Step 3 Compute $\alpha_k$ by (3.16).

When $\Delta x_k^T \Delta y_k = 0$, the above procedure basically reduces to Procedure 1 in [18], which was designed for LP where $\Delta x_k^T \Delta y_k \equiv 0$.

Now we shift our attention to the choice of the centering parameter. We will use exactly the same strategy to choose $\sigma_k$ as that used in [18]. However, for the sake of completeness we still describe the choice in detail. Let

$$
\begin{align*}
p_k &= X_k^{-1} \Delta x_k, \quad q_k = Y_k^{-1} \Delta y_k, \\
p_k^N &= X_k^{-1} \Delta x_k^N, \quad q_k^N = Y_k^{-1} \Delta y_k^N, \\
p_k^C &= X_k^{-1} \Delta x_k^C, \quad q_k^C = Y_k^{-1} \Delta y_k^C,
\end{align*}
$$

and

$$
\omega_k = \max_{1 \leq i \leq n} \left( \sup |(p_k^N)^i(q_k^N)^i|, |(p_k^N)^i(q_k^C)^i|, |(p_k^C)^i(q_k^N)^i|, |(p_k^C)^i(q_k^C)^i| \right). \tag{3.20}
$$

Lemma 3.3 For QP and LCP,

(i) $\Delta x_k^T \Delta y_k \geq 0, (\Delta x_k^N)^T (\Delta y_k^N) \geq 0$ and $(\Delta x_k^C)^T (\Delta y_k^C) \geq 0$;

(ii) if $f_k^{\text{min}} / f_k^{\text{ave}} \geq \gamma$, then $\omega_k \leq n / \gamma^2$.

Proof: (i) Since all three pairs $(\Delta x_k, \Delta y_k)$, $(\Delta x_k^N, \Delta y_k^N)$ and $(\Delta x_k^C, \Delta y_k^C)$ satisfy the equation $Mu + Nv = 0$. It suffices to prove that $u^T v \geq 0$ for all $u, v \in \mathbb{R}^n$ satisfying $Mu + Nv = 0$.

In the case of LCP ($N = -I$), $Mu + Nv = 0$ is equivalent to $v = Mu$. Hence $u^T v = u^T Mu \geq 0$ because $M$ is positive semi-definite.

In the case of QP, $Mu + Nv = 0$ is equivalent to $Au = 0$ and $BQu = Bv$ (see (1.3)). Using the representations $u = B^T u_2$ and $v = A^T v_1 + B^T v_2$, where $v_1 \in \mathbb{R}^m$ and $u_2, v_2 \in \mathbb{R}^{n-m}$, and noticing that $A^T \perp B^T$, we have $u^T v = u_2^T BB^T v_2$. Moreover,
\( BQ u = B v \) is equivalent to \( BQB^T u_2 = BB^T v_2 \). Hence, if \( Q \) is positive semi-definite on the null space of \( A \), then

\[
u^T v = u_2^T B B^T v_2 = u_2^T (BQB^T) u_2 \geq 0.\]

(ii) Multiply both sides of \( Y_k \Delta x_k^N + X_k \Delta y_k^N = -X_k Y_k e \) by \( (X_k Y_k)^{-\frac{1}{2}} \) and consider the square of the \( \ell_2 \)-norm of both sides. Using (i) of Lemma 3.3, we have

\[
\|(X_k Y_k)^{\frac{1}{2}} p_k^N\|^2 + \|(X_k Y_k)^{\frac{1}{2}} q_k^N\|^2 \leq x_k^T y_k;
\]

or equivalently after dividing both sides by \( \frac{1}{n} x_k^T y_k \),

\[
\|T_k^{-\frac{1}{2}} p_k^N\|^2 + \|T_k^{-\frac{1}{2}} q_k^N\|^2 \leq n, \quad (3.21)
\]

where \( T_k = \frac{1}{n} x_k^T y_k (X_k Y_k)^{-1} \) is a diagonal matrix. Since \( f_k^{\text{min}} / f_k^{\text{ave}} \geq \gamma \), it is easy to see that

\[
\|(p_k^N)^i\| \leq \sqrt{n/\gamma} \leq \sqrt{n}/\gamma \quad \text{and} \quad \|(q_k^N)^i\| \leq \sqrt{n/\gamma} \leq \sqrt{n}/\gamma.
\]

Similarly, we can prove

\[
\|(p_k^G)^i\| \leq \sqrt{n/\gamma} \quad \text{and} \quad \|(q_k^G)^i\| \leq \sqrt{n}/\gamma.
\]

The result in (ii) of Lemma 3.3 follows directly from the definition of \( \omega_k \) and the above estimates. \( \square \)

We now state our procedure for choosing the centering parameter \( \sigma_k \).

**Procedure 2**

*Given*

\[
\sigma \in (0,1), \quad \rho^l = \frac{\gamma^2 \sigma}{2n}, \quad \rho^u \geq \frac{\gamma^2 \sigma}{n}. \quad (3.22)
\]

**Step 1** Compute \( \omega_k \) from (3.20).

**Step 2** Compute \( \rho_k^u = \min(\rho^u, \sigma/\omega_k) \).

**Step 3** Choose \( \rho_k \in [(\rho^l + \rho_k^u)/2, \rho_k^u] \).
Step 4 Let $\sigma_k = \rho_k \omega_k$.

It is easy to verify, using (ii) of Lemma 3.3, that $\rho_k^u > \rho^l$; thus $\sigma_k$ is well-defined. Moreover, we have $\sigma_k \leq \rho_k^u \omega_k \leq \sigma < 1$.

Overall, we have the following algorithm.

Algorithm 2 Given a strictly feasible pair $(x_0, y_0)$. Choose (recall (3.18))

$$0 < \gamma \leq \min(1/2, f_0^{\min}/f_0^{\text{ave}}), \max(2, f_0^{\max}/f_0^{\text{ave}}) \leq \Gamma < n,$$

and $\sigma \in (0, 1)$. Set $\rho^l = \gamma^2 \sigma/2n$ and $\rho^u \geq \gamma^2 \sigma/n$. For $k = 0, 1, 2, \ldots$, do

Step 1 Compute $(\Delta x_k^N, \Delta y_k^N)$ and $(\Delta x_k^C, \Delta y_k^C)$ from Algorithm 1.

Step 2 Choose $\sigma_k$ by Procedure 2 and form $(\Delta x_k, \Delta y_k)$ from Algorithm 1.

Step 3 Choose $\alpha_k$ by Procedure 1.

Step 4 Form $(x_{k+1}, y_{k+1})$ from Algorithm 1.

4 Polynomiality

In this section, we will establish the global behavior of Algorithm 2. We first define

$$\xi_k = \frac{\Gamma_k}{n} \Delta x_k^T \Delta y_k - \max(\Delta x_k^i \Delta y_k^i)$$

$$\eta_k = - \frac{\Gamma_k}{n} \Delta x_k^T \Delta y_k - \min(\Delta x_k^i \Delta y_k^i).$$

(4.1)

Lemma 4.1 Let $\alpha_k^\gamma$ be given by (3.8). If $\eta_k \leq 0$, then $\alpha_k^\gamma \geq 1$; otherwise,

$$\alpha_k^\gamma \geq \frac{(1 - \gamma_k)\sigma_k x_k^T y_k}{n \eta_k} = \frac{1 - \gamma_k)\sigma_k f_k^{\text{ave}}}{\eta_k}.$$  (4.2)

Proof: First we notice that for $\alpha \in [0, 1],$

$$f_k^i(\alpha) = f_k^i - (f_k^i - \sigma_k f_k^{\text{ave}}) \alpha + \Delta x_k^i \Delta y_k^i \alpha^2 \geq f_k^{\min} - (f_k^{\min} - \sigma_k f_k^{\text{ave}}) \alpha + \min(\Delta x_k^i \Delta y_k^i) \alpha^2.$$
Therefore,

\[
f^i_k(\alpha) - \gamma_k f_k^{ave}(\alpha) \geq f_k^{\min} - (f_k^{\min} - \sigma_k f_k^{ave})\alpha + \min(\Delta x_k^i, \Delta y_k^i)\alpha^2 - \gamma_k f_k^{ave}(\alpha) \\
= (f_k^{\min} - \gamma_k f_k^{ave})(1 - \alpha) + (1 - \gamma_k)\sigma_k f_k^{ave} - \eta_k \alpha^2
\]

(4.3)

\[
\geq (1 - \gamma_k)\sigma_k f_k^{ave} - \eta_k \alpha^2.
\]

If \( \eta_k \leq 0 \), then it follows that \( h_k(\alpha) \) has no root in \((0, 1)\); hence \( \alpha_k^\gamma \geq 1 \). Otherwise, the quadratic in the right-hand side of the last inequality has a unique positive root

\[
\alpha = \frac{(1 - \gamma_k)\sigma_k x_k^T y_k}{n\eta_k} = \frac{(1 - \gamma_k)\sigma_k f_k^{ave}}{\eta_k}.
\]

Therefore, if \( \alpha_k^\gamma < 1 \), from (4.3) \( \alpha_k^\gamma \) must be greater than or equal to the above positive number. This completes the proof. \( \square \)

**Lemma 4.2** Let \( \alpha_k^\Gamma \) be given by (3.13). If \( \xi_k \geq 0 \), then \( \alpha_k^\Gamma \geq 1 \); otherwise,

\[
\alpha_k^\Gamma \geq \frac{(1 - \Gamma_k)\sigma_k x_k^T y_k}{n\xi_k} = \frac{(1 - \Gamma_k)\sigma_k f_k^{ave}}{\xi_k}
\]

(4.4)

**Proof:** The proof is similar to that of Lemma 4.1. So we omit it. \( \square \)

**Lemma 4.3** Let \( \xi_k \) and \( \eta_k \) be given by (4.1).

(i) \( \xi_k \geq -4\omega_k f_k^{\max} \),

(ii) \( \eta_k \leq 6\omega_k f_k^{\max} \).

**Proof:** (i) Note that

\[
|\Delta x_k^i, \Delta y_k^i| = |(x_k^i y_k^i)(p_k^i q_k^i)| \\
\leq \max(X_k Y_k)\|diag(p_k)q_k\|_{\infty} \\
= f_k^{\max}\|diag(p_k^N + \sigma_k p_k^C)(q_k^N + \sigma_k p_k^C)\|_{\infty} \\
\leq f_k^{\max}\omega_k(1 + \sigma_k)^2 \\
\leq 4f_k^{\max}\omega_k.
\]
Since $\Delta x_k^T \Delta y_k \geq 0$, we have (see (4.1))

$$\xi_k \geq -\max(\Delta x_k^i \Delta y_k^i) \geq -4f_k^{\text{max}} \omega_k.$$  

(ii) Since $|\Delta x_k^i \Delta y_k^i| \leq 4f_k^{\text{max}} \omega_k$, $\Delta x_k^T \Delta y_k \leq 4f_k^{\text{max}} \omega_k$. Therefore,

$$\eta_k = \frac{\gamma_k}{n} \Delta x_k^T \Delta y_k - \min(\Delta x_k^i \Delta y_k^i) \leq 4\gamma_k f_k^{\text{max}} \omega_k + 4f_k^{\text{max}} \omega_k \leq 6f_k^{\text{max}} \omega_k,$$

because $\gamma_k \leq 1/2$. This completes the proof. \qed

**Lemma 4.4** Let $(x_k, y_k)$, $(\Delta x_k, \Delta y_k)$ and $(\alpha_k^\gamma, \alpha_k^\Gamma)$ be generated by Algorithm 2. Then there exists a constant $\beta > 0$, such that

$$\min(1, \alpha_k^\gamma, \alpha_k^\Gamma) \geq \frac{\beta}{n}. \quad (4.5)$$

Moreover,

$$\frac{\Delta x_k^T \Delta y_k}{x_k^T y_k} \leq \frac{1}{4\gamma}. \quad (4.6)$$

**Proof:** From Lemmas 4.1 and 4.2, it suffices to consider the situation where $\xi_k < 0$ and $\eta_k > 0$. In this case,

$$\begin{align*}
\min(1, \alpha_k^\gamma, \alpha_k^\Gamma) & \geq \min \left(1, \frac{(1-\gamma_k)\sigma_k f_{k}^{\text{ave}}}{\eta_k}, \frac{(1-\Gamma_k)\sigma_k f_{k}^{\text{ave}}}{\xi_k}\right) \quad \text{[Lemmas 4.1-4.2]} \\
& \geq \min \left(1, \frac{0.5\sigma_k f_{k}^{\text{ave}}}{6\omega_k f_k^{\text{max}}} \frac{\sigma_k f_{k}^{\text{ave}}}{4\omega_k f_k^{\text{max}}}, \frac{\sigma_k f_{k}^{\text{ave}}}{4\omega_k f_k^{\text{max}}}\right) \quad \text{[[3.17] and Lemma 4.3]} \\
& \geq \min \left(1, \frac{\rho_k}{12n}\right) \quad \text{[\(f_k^{\text{max}}/f_k^{\text{ave}} \leq \Gamma\) and \(\sigma_k = \rho_k \omega_k\]} \\
& \geq \min \left(1, \frac{\gamma^2 \sigma}{24n}\right) \quad \text{[\(\rho_k \geq \rho' = \gamma^2 \sigma/2n\]} \\
& \geq \left(\frac{\gamma^2 \sigma}{24n}\right) \frac{1}{n} \quad \text{[\(\gamma < 1, \Gamma > 1\) and \(\sigma < 1\).]}
\end{align*}$$

Hence,

$$\beta = \frac{\gamma^2 \sigma}{24\Gamma} \quad (4.7)$$

will satisfies (4.5).
Now define $D_k = X_k Y_k^{-1}$ and let
\[ r_k = \sigma_k^{-1} x_k^T y_k (X_k Y_k)^{-1/2} - (X_k Y_k)^{1/2} e. \]

It follows that
\[ r_k^T r_k = x_k^T y_k \left( 1 - 2\sigma_k + \sigma_k^2 \frac{1}{x_k^T y_k} \frac{e^T (X_k Y_k)^{-1} e}{n} \right) \leq x_k^T y_k (1 - 2\sigma_k + \sigma_k^2 / \gamma), \tag{4.8} \]

since $f_k^{\text{ave}} / f_k \leq 1 / \gamma$.

Multiplying both sides of (2.1) by $(X_k Y_k)^{-1/2}$ gives
\[ r_k = D_k^{-1/2} \Delta x_k + D_k^{1/2} \Delta y_k. \]

Therefore,
\[
\begin{align*}
    r_k^T r_k &= \Delta x_k^T D_k^{-1} \Delta x_k + \Delta y_k^T D_k \Delta y_k + 2 \Delta x_k^T \Delta y_k \\
    &= \|D_k^{-1/2} \Delta x_k - D_k^{1/2} \Delta y_k\|^2 + 4 \Delta x_k^T \Delta y_k \tag{4.9} \\
    &\geq 4 \Delta x_k^T \Delta y_k.
\end{align*}
\]

Combining (4.8) and (4.9) and noting $\sigma_k < 1$ leads to
\[
\frac{\Delta x_k^T \Delta y_k}{x_k^T y_k} \leq \frac{1}{4} (1 - 2\sigma_k - \sigma_k^2 / \gamma) \\
= \frac{1}{4} ((1 - \sigma_k)^2 + \sigma_k^2 (\frac{1}{\gamma} - 1)) \\
\leq \frac{1}{4\gamma}.
\]

This completes the proof. \qed

**Theorem 4.1**

Let $\{(x_k, y_k)\}$ be generated by Algorithm 2. Then
\[
\frac{x_{k+1}^T y_{k+1}}{x_k^T y_k} \leq (1 - \delta_k) < 1,
\]

where $\delta_k = \Omega(\frac{1}{n})$.

**Proof:** From (2.2),
\[
x_{k+1}^T y_{k+1} = x_k^T y_k \left( 1 - (1 - \sigma_k) \alpha_k + \frac{\Delta x_k^T \Delta y_k}{x_k^T y_k} \alpha_k^2 \right).
\]
We must estimate the quantity
\[ \delta_k = \left( 1 - \sigma_k - \frac{\Delta x_k^T \Delta y_k}{x_k^T y_k} \alpha_k \right) \alpha. \] (4.10)

Since \( \delta_k < 1 \) is guaranteed in Algorithm 2 by the choice of \( \alpha_k \), it is sufficient to verify that \( \delta_k = \Omega(\frac{1}{n}) \).

Consider the following two functions of \( \alpha \)
\[ \delta_k(\alpha) = \left( 1 - \sigma_k - \frac{\Delta x_k^T \Delta y_k}{x_k^T y_k} \alpha \right) \alpha \] (4.11)
and
\[ \tilde{\delta}(\alpha) = \left( 1 - \sigma - \frac{1}{4\gamma} \alpha \right) \alpha. \] (4.12)

From (4.6) and \( \sigma_k \leq \sigma \), for \( \alpha \geq 0 \)
\[ \delta_k(\alpha) \geq \tilde{\delta}(\alpha). \]

From the choice of \( \alpha_k \) in Procedure 1, it can be verified that
\[ \alpha_k = \arg \max \{ \delta_k(\alpha) : \alpha \in [0, \min(1, \alpha_k^\gamma, \alpha_k^\Gamma)] \}. \]

Therefore, for all \( \alpha \in [0, \min(1, \alpha_k^\gamma, \alpha_k^\Gamma)] \),
\[ \delta_k = \delta_k(\alpha_k) \geq \tilde{\delta}(\alpha). \] (4.13)

Let \( \beta \) be defined by (4.7). It follows from (4.5) that (4.13) is satisfied by \( \alpha = \beta/n \); i.e.,
\[ \delta_k \geq \tilde{\delta}(\beta/n) = \left( 1 - \sigma - \frac{\beta}{4\gamma n} \right) \frac{\beta}{n} = \Omega(\frac{1}{n}). \]

This completes the proof. \( \square \)

The following corollary follows immediately from Theorem 4.1. Its proof is straightforward (see [18]), for example. By a standard argument, it leads to polynomiality assuming integral data.

**Corollary 4.1** Assume \( x_0^T y_0 \leq 2^{\nu L} \), where \( L > 0 \) and \( \nu > 0 \). Then in at most \( O(nL) \) iterations, Algorithm 2 will produce \((x_k, y_k)\) satisfying \( x_k^T y_k \leq 2^{-L} \).
5 Superlinear Convergence

In this section, we will apply the following superlinear convergence result of Zhang, Tapia and Potra [17] to establish $Q$-superlinear convergence of Algorithm 2 for QP and LCP.

Theorem 5.1 (Zhang, Tapia and Potra)

Let $\{(x_k, y_k)\}$ be generated by Algorithm 1 and $(x_\ast, y_\ast)$ be a solution of problem (1.1). Assume

(i) strict complementarity holds at $(x_\ast, y_\ast)$,

(ii) $\{f_k^\text{inc}/f_k^\text{min}\}$ is bounded above,

(iii) $\sigma_k \to 0$ and $\alpha_k \to 1$.

Then if $\{(x_k, y_k)\}$ converges to $(x_\ast, y_\ast)$, the sequence $\{X_kY_k\}$, component-wise, converges to zero $Q$-superlinearly. Moreover, under the above conditions, $\alpha_k \to 1$ if and only if $\tau_k \to 1$.

Since $\tau_k$ is directly under our control and $\alpha_k$ is not, the more meaningful result is stated in terms of $\tau_k$. However, Lemma 3.1 of Zhang, Tapia and Potra [17] demonstrates that under the conditions of the theorem, $\hat{\alpha}_k$ as defined in Step 3 of Algorithm 1 converges to 1. Hence, $\alpha_k \to 1$ if and only if $\tau_k \to 1$ and we may consider either condition. In the sequel, we choose to verify $\alpha_k \to 1$.

We note that unlike in LP, a strictly complementary solution may not exist in QP or LCP. So the strict complementarity assumption for QP and LCP is a somewhat strong, but often made, assumption.

For the same technical reasons as encountered in Zhang and Tapia [18], we must restrict further the choice of $\rho_k$. Denote the length of the interval $[\rho^l, \rho^u_k]$ by $\pi_k$. It follows from (3.22), Step 2 of Procedure 2, and Lemma 3.3 that

$$\rho^u_k \geq \frac{\gamma^2 \sigma}{n}. \quad (5.1)$$
Thus,

$$\pi_k = \rho^u_k - \rho^l \geq \frac{\gamma^2 \sigma}{2n} > 0. \quad (5.2)$$

Let $\Sigma_k$ be the following set of $2n$ points

$$\Sigma_k = \{-(p^N_k)^i/(p^C_k)^i, -(q^N_k)^i/(q^C_k)^i, i = 1, 2, \ldots, n\}$$

and define the distance from $\sigma$ to the set $\Sigma_k$ as

$$\text{dist}(\sigma, \Sigma_k) = \min\{|\sigma - \varsigma| : \varsigma \in \Sigma_k\}.$$ 

We choose $\sigma_k$ according to Procedure 2 with the additional restriction that

$$\text{dist}(\sigma_k, \Sigma_k) \geq \pi_k \omega_k/(8n + 4). \quad (5.3)$$

In other words, we require not only

$$\sigma_k \in [0.5(\rho^l + \rho^u_k)\omega_k, \rho^u_k \omega_k] \quad (5.4)$$

but also that $\sigma_k$ be bounded away from the set $\Sigma_k$ by at least the amount $\pi_k \omega_k/(8n + 4)$. Since $\{\pi_k\}$ is bounded away from zero, we see from (5.3) that $\{\text{dist}(\sigma_k, \Sigma_k)\}$ is bounded away from zero when $\{\omega_k\}$ is bounded away from zero. It has been shown in Lemma 8.1 of Zhang and Tapia [18] that the set of $\sigma$ values satisfying (5.3) and (5.4) is nonempty.

Our superlinear convergence theory for Algorithm 2, applied to not only LP, but also to QP and LCP, is the following.

**Theorem 5.2**

Let $(x_*, y_*)$ be a solution of problem (1.1) and $\{(x_k, y_k)\}$ be generated by Algorithm 2 with the restriction (5.3) on the centering parameter $\sigma_k$. Assume

(i) strict complementarity holds at $(x_*, y_*)$,

(ii) $\rho^u$ is sufficiently large, e.g., $\rho^u \geq 24\Gamma$. 
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For LP, QP and LCP, if \( \{(x_k, y_k)\} \) converges to \((x_\ast, y_\ast)\), then the sequence \( \{X_kY_ke\} \), component-wise, converges to zero Q-superlinearly.

**Proof:** Theorem 5.2 is a generalization of Theorem 8.1 in [18], i.e., the superlinear convergence of Algorithm 2 applied to LP. As for the proof of Theorem 8.1 in [18], we need to show \( \sigma_k \to 0 \) and \( \alpha_k \to 1 \).

The proof for \( \sigma_k \to 0 \) is identical to that in [18], because it only requires that \( \{\alpha_k\} \) be bounded below and that \( \{p^N_k\}, \{q^N_k\}, \{p^C_k\} \) and \( \{q^N_k\} \) be bounded above, which are also true for QP and LCP (see Lemmas 3.3 and 4.4).

The proof for \( \alpha_k \to 1 \) is similar to that in [18]. First, the same argument used in [18] gives

\[
\alpha_k \leq \bar{\alpha}_k \to 1.
\]  
(5.5)

When \( \Delta x_k^T \Delta y_k = 0 \), it follows from (3.16) and the proof of Lemma 4.4 that

\[
\alpha_k = \min(1, \alpha_k^\gamma, \alpha_k^\Gamma) \geq \min \left(1, \frac{\rho_k}{12\Gamma}\right).
\]  
(5.6)

From the definition of \( \rho_k \) and the fact \( \omega_k \to 0 \), for \( k \) sufficiently large

\[
\rho_k = \frac{1}{2}(\rho^l + \rho^u_k) \geq \frac{1}{2} \rho^u_k = \frac{1}{2} \rho^u.
\]

Therefore, if \( \rho^u \geq 24\Gamma \), then from (5.6)

\[
\alpha_k \geq 1.
\]  
(5.7)

Now inequalities (5.5) and (5.7) together imply \( \alpha_k \to 1 \).

When \( \Delta x_k^T \Delta y_k > 0 \), in order to prove (5.7) we also need to show that \( \alpha_k^\nu \geq 1 \) for \( k \) sufficiently large (see (3.16)). It follows from \( \Delta x_k^T \Delta y_k \leq 4n\omega_k f_k^{max} \) (see the proof of Lemma 4.3 (ii)), \( f_k^{max}/f_k^{ave} \leq \Gamma \), \( \sigma_k \leq \sigma \) and \( \omega_k \to 0 \) that as \( k \to \infty \)

\[
\alpha_k^\nu \geq \frac{(1 - \sigma_k)x_k^T y_k}{2\Delta x_k^T \Delta y_k} \geq \frac{(1 - \sigma_k)f_k^{ave}}{8\omega_k f_k^{max}} \geq \frac{1 - \sigma}{8\Gamma \omega_k} \to \infty.
\]

Hence, \( \alpha_k = \min(1, \alpha_k^\gamma, \alpha_k^\Gamma, \alpha_k^\nu) \geq 1 \) for \( k \) sufficiently large. This completes the proof.\[\square\]
6 Concluding Remarks

In this paper, we have constructed a primal-dual interior-point method for a general problem which includes linear programming, quadratic programming and linear complementarity problems, and have demonstrated its \(O(nL)\)-iteration polynomial complexity and its \(Q\)-superlinear convergence. We accomplished the above objectives by adopting the rules for choosing step-length in the Zhang-Tapia polynomial and superlinearly convergent algorithm for LP [18] to our general problem, and then extending their theory to our problem.
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