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The research focus for this grant was changed from the original more generic investigation to investigating separation and separation control for Low Pressure Turbine (LPT) blades. Low Pressure Turbine (LPT) stages are important for modern jet engines, and in particular for engines used in Unmanned Aerial Vehicles (UAV). One direction in the development of UAVs is the trend towards smaller vehicles, and therefore smaller jet engines. This leads to relatively low LPT operating Reynolds numbers (Reynolds numbers can drop to values as low as 25,000). In these operating ranges, boundary layers remain essentially laminar over a large downstream extent of the turbine blades, even in the presence of elevated free stream turbulence. This may lead to laminar boundary layer separation, which can cause a significant reduction in turbine and overall engine performance. In fact, increases of the loss coefficient as high as 300% have been reported (Sharma 1998). In an experimental research program at the Air Force Research Laboratory (AFRL) by Rivir and co-workers, the potential advantages of Active Flow Control (AFC) were systematically explored for low-pressure turbines. For example, they showed that the momentum deficit of a PakB cascade at off-design conditions could be reduced by 65% when pulsed Vortex Generator Jets (VGJs) were used. They were also able to demonstrate that the losses encountered when the blade spacing was increased by 50% could be almost completely eliminated with pulsed VGJs.

Although the experiments have convincingly demonstrated the potential benefits of VGJs, the relevant physical mechanisms are far from understood. In collaboration with the experimental effort, we performed numerical investigations of AFC for LPT separation. The objective was to exploit the synergism between the experimental and numerical efforts, in order to increase the chances for a breakthrough in the understanding of the physical mechanisms that are relevant for effective deployment of AFC for controlling LPT separation. Numerical simulations can provide insight into flow details that is not possible in experiments. We chose a two-pronged approach: A computationally less efficient but more versatile finite volume code was employed for simulations of the full geometry. Two- and three-dimensional simulations with and without turbulence models predicted the flow with various degrees of accuracy. Open-loop control strategies were explored in 2-D calculations. Detailed investigations of the VGJ actuation for a flat plate model problem were performed with a very efficient finite difference code. The high-resolution DNS shed light on some of the key physical mechanisms responsible for the effectiveness of VGJs. These simulations are truly of a "landmark" nature since they resolve all scales of motion down to the dissipative length scales.
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1. INTRODUCTION

1.1 Technical background

Low Pressure Turbine (LPT) stages are important components of many modern jet engines. In the recent past, unmanned aerial vehicles (UAVs) are becoming increasingly important for military operations. One direction in the development of UAVs is the trend towards smaller vehicles, and therefore smaller jet engines. This leads to relatively low LPT operating Reynolds numbers (the Reynolds numbers can drop to values as low as 25,000). In these operating ranges, boundary layers remain essentially laminar over a large downstream extent of the turbine blades, even in the presence of elevated free stream turbulence. As a consequence, the laminar boundary layer flow separates from the blades, causing significant losses in turbine and overall engine performance. In fact, increases of the loss coefficient as high as 300% have been reported (Sharma 1998).

It was recognized several years ago that Active Flow Control (AFC) applied to LPT blades can counter such unfavorable conditions, and that AFC could lead to considerable performance improvements as well as to a reduction in component weight. In a broadly based experimental research program at the Air Force Research Laboratory (AFRL) at Wright-Patterson Air Force Base, Rivir and co-workers (Bons et al. 1999, 2000, 2001, Sondergaard et al. 2002) systematically explored the potential advantages of employing AFC for low-pressure turbine stages. Bons et al. (2000) have shown that the momentum deficit of a PakB cascade at off-design conditions could be reduced by 65% when pulsed vortex generator jets (VGJs) were used. Sondergaard et al. (2002) showed that the losses encountered when the blade spacing was increased by 50% could also be successfully eliminated with pulsed VGJs.

Since off-design conditions are unavoidable, conservative design margins have to be adopted in the design of LPT stages to guarantee safe and reliable operation. An on-demand flow control system that would assist during critical off-design operation and that can be deactivated during cruise flight conditions could therefore be very beneficial. A different strategy would be to reduce the blade count (and thus component weight) and avoid separation in all flight conditions, including cruise, by continuously applying active flow control. The experiments at AFRL have shown that even when AFC is implemented into an existing (conventional) blade design (PakB), already significant improvements of LPT performance can be achieved. Therefore, when considering integration of AFC for low pressure turbine (LPT)
blades from the very beginning of engine development, and not just as an add-on or "fix", more aggressive designs can be contemplated which may ultimately result in true breakthroughs in the efficiency and overall performance of jet engines.

Although the experiments at AFRL by Rivir and co-workers have convincingly demonstrated the potential benefits of VGJs the relevant physical mechanisms are far from understood. In other words, the fundamental question, "why are VGJs so effective in preventing separation and stall or reattaching separated boundary layers for LPT blades?" has yet to be answered. The underlying physics are highly complex, as both unsteady separation and transition mechanisms are at work interactively. Each of these areas by itself, transition from laminar to turbulent flow and unsteady separation, belong to the least understood areas of flow physics. The main understanding of transition is based on the so-called linear regime, where the amplitudes of the instability waves are small and, as a consequence, the so-called linear stability theory can be employed for modeling. For LPT applications, as a consequence of the strong streamwise amplification of the disturbance waves, the disturbances quickly reach very large amplitudes. The strong amplification is due to the streamwise adverse pressure gradients, the convex wall curvature (suction side of blade), and the elevated free stream turbulence in turbine operations (when compared to external free flow conditions). Therefore, linear theory is not applicable (in particular for high free stream turbulence levels) and the transition mechanisms are not "linear" (not of Tollmien-Schlichting type). Rather, the transition process is of a "by-pass" nature (Morkovin 1969), that is the linear stages are by-passed. Due to the non-linearity and the non-uniqueness of the by-pass mechanisms, slight changes in "initial" conditions (say, operating conditions) can result in drastically different breakdown-to-turbulence scenarios.

The fundamental understanding of separation is almost as incomplete as that of transition, especially when the separation process is unsteady and three-dimensional as in the application to be investigated here. The unsteadiness is introduced by the pulsing of the VGJs and/or by the naturally present large "coherent" flow structures, which result from the instability of the separated "base flow". The three-dimensionality is caused by the fact that the jets are injected through small holes that are relatively far apart from each other (several hole diameters). For time-dependent, three-dimensional separation, even the definition of unambiguous "separation" criteria is a challenge (see for example the Moore, Rott, Sears (MRS) criterion, Schlichting and Gersten 2000). Again, as for transition, boundary layer separation under such conditions is a highly non-linear, non-unique process that exhibits a strong sensitivity to "initial" conditions.

Clearly, for LPT separation, the two mechanisms interact non-linearly, thereby considerably
expanding the range of non-uniqueness. Separation, in general, strongly accelerates transition, while transition, in general, delays or can even prevent separation. However, to what degree they affect each other depends on the details of the "initial" conditions and is strongly influenced by the geometry (roughness, wall curvature, wall temperature, jet geometry, frequency and amplitudes of forcing, etc.). Thus, when both of these non-linear, non-unique mechanisms are at work at the same time, as is the case for the LPT, surprises are likely, both positive and negative. For example, when frequencies and amplitudes of the pulsed blowing are "just right", the effectiveness of separation control is indeed stunning, requiring a very small energy input. In other instances, although unintentional and often due to a lack of understanding, AFC is not effective in the sense that separation is not prevented/delayed or that an unacceptable energy input is required. Therefore, in light of the complex physics that are at work in AFC for LPTs using vortex generator jets, it is obvious that a better understanding of the most relevant physical mechanisms needs to be achieved before this technology can be transitioned successfully into practice and to ensure safe, reliable and effective operation.

Funded by AFOSR a research program was initiated at the University of Arizona in collaboration with AFRL to numerically investigate AFC using VGJs for LPT applications. The hope was that, with the synergism between the experimental effort and our numerical simulations, the chances for a breakthrough in the understanding of the relevant physical mechanisms would be significantly increased. While narrow parameter ranges may be explored more easily in the experiments, larger changes of the flow parameters (e.g. geometry, locations of the AFC devices, forcing frequencies and amplitudes etc.) can be more easily investigated with numerical simulations. Most importantly, numerical simulations can provide insight into flow details not possible in experiments.

1.2 Vortex Generator Jets (VGJs) for Active Flow Control (AFC)

Extensive experimental investigations of active LPT separation control have been performed by Rivir and co-workers at AFRL (Bons et al. 1999, 2000, 2001, Sondergaard et al. 2002) and at Brigham Young University by Bons and co-workers. These investigations have focused on AFC using Vortex Generator Jets (VGJs), both steady and pulsed. The jets were employed at a skew angle of 90° (the angle formed by the projection of the jet onto the surface and the free stream direction) and a pitch angle of 30° (the angle formed by the jet and the surface). Rivir and co-workers found that, with pulsed VGJs, a drastic reduction in boundary
layer separation on the suction side of a PakB LPT blade at a Reynolds number of 25,000 could be achieved. Various jet velocity amplitudes and duty-cycles (ratio of jet on-time to pulsing period) were investigated. Both steady and pulsed blowing was reported to be effective in reducing separation losses. However, pulsed blowing was shown to be much more efficient, requiring only a small fraction of the mass flow rate compared to the steady VGJs. The major impact of VGJ control was attributed to triggering early boundary layer transition, especially when the jets were employed near the “natural” (uncontrolled) separation location. Bons and Sondergaard et al. also proposed that the underlying physical mechanisms responsible for the effectiveness of the separation control using pulsed jets may be different from using steady jets.

Most of the prior research conducted on VGJs has involved jets issuing into turbulent boundary layers. Johnston and Nishi (1990) considered spanwise arrays of pitched and skewed steady VGJs and reported the formation of streamwise vortices in the boundary layer. Compton and Johnson (1992) investigated the streamwise development of such longitudinal structures and concluded that skew angles of 45° to 90° created the strongest vortices. They also showed that the vortices produced by the steady jets were similar to weak vortices generated by solid vortex generators. Henry and Pearcey (1994) investigated the three-dimensional flow field generated by pitched and skewed VGJs issuing into a turbulent boundary layer using numerical simulations. Their simulations identified the importance of the streamwise pressure gradient as a parameter influencing the development of the observed streamwise vortices. Later, Khan and Johnston (2000) employed three-component laser Doppler velocimetry to further investigate the characteristics of the dominant streamwise vortices created by pitched and skewed VGJs. They found that, for their experimental configuration, a pitch angle of 30° and a skew angle of 60° generated vortices with the highest peak vorticity. They reported that turbulence levels in the boundary layer were enhanced by the presence of the vortices. It is generally believed that this increased turbulent mixing is responsible for the effectiveness of VGJs in turbulent boundary layer separation control.

Pulsed VGJs were first considered by McManus et al. (1994). The jets were reported to successfully prevent separation in an otherwise stalled two-dimensional diffuser. The pulsed VGJs were found to cause the formation of large-scale turbulent structures which promote mixing in the boundary layer region. In comparison to steady VGJs, the pulsed jets improved separation control significantly for a fixed mass flow rate. In an effort to shed light on the physics of pulsed jet separation control, Johari and McManus (1997) investigated the interaction of pulsed VGJs with a zero pressure gradient turbulent boundary layer from the
perspective of vorticity dynamics. They attributed the improved performance of pulsed VGJs (compared to steady VGJs) to the formation, stretching and bending of vortex ring structures.

Due to the limited research conducted on VGJs and their role in active flow control, many of the underlying physical mechanisms are still far from understood. The question arises whether the mechanisms that are reportedly responsible for increased mixing in turbulent boundary layers are equally relevant for laminar (transitional) separation such as for LPT blades.

1.3 Previous investigations of Low-Pressure Turbine (LPT) flows

Several researchers have performed numerical simulations of LPT flows and the related problems of laminar separation on a flat-plate boundary layer subjected to a streamwise pressure gradient or passing wakes. Two-dimensional (2-D) and three-dimensional (3-D) Implicit Large Eddy Simulations (ILES) of the PakB cascade at Reynolds numbers of Re=25,000, 50,000, and 100,000 with and without AFC by VGJs were performed by Rizzetta and Visbal (2003, 2004) with a high-order accurate compressible code. For Re=25,000 the simulations indicated flow transition and flow reattachment close to the trailing edge. The reattachment location was at 0.97C_x in the 2-D computation and at 0.85C_x in the 3-D computation (C_x is the axial chord length). In the experiments by Rivir and co-workers (Bons et al. 1999, 2000, 2001, Sondergaard et al. 2002) the flow reattached at x>0.99C_x. Due to the earlier reattachment in the 3-D ILES the pressure recovery is stronger than in the 2-D computation. Flow separation is predicted at ~0.7C_x for both cases. This compares well to the experimental value of ~0.7C_x. A 2-D computation at Re=25,000 with a higher-order accurate compressible code was also performed by Mutnuri et al. (2003). They predicted flow separation at 0.71C_x and showed a wall pressure distribution that matched experimental results by Huang et al. (2003). The same geometry was also investigated by us using a high-order compressible code (Gross and Fasel 2004). It was shown that the flow can be successfully controlled with pulsed blowing through a slot. Highly resolved three-dimensional simulations were presented for a flat-plate boundary layer subjected to the same streamwise pressure gradient as measured in the experiments of Rivir and co-workers (Postl et al. 2003, 2004). Various parameters associated with VGJ control were explored and insight was gained into the physical mechanisms responsible for the successful separation control.

Raverdy et al. (2003) performed an ILES of the T106 LPT blade in a linear cascade at Re=110,000. The code was second order accurate and based on the compressible Navier-
Stokes equations in the finite volume formulation. The largest computational grid had 2 million grid points. Mean velocity profiles and wall pressure distribution of the experiment were matched. A Large Eddy Simulation (LES) of the same geometry at a Reynolds number of 58,100 with 10.6 million grid points was carried out by Michelassi et al. (2003). The incompressible Navier-Stokes equations were solved with a second order accurate finite volume method and a dynamic subgrid stress model. The transition of the laminar boundary layer on the suction side by periodic upstream wakes and the appearance of longitudinal vortices on the pressure side were studied. The same case, at the higher Reynolds number of 148,000, was also studied by Xiaohua and Durbin (2001). They used a second-order accurate incompressible code with 57 million grid points. The focus of this investigation was on the formation of longitudinal vortices on the pressure side of the blades caused by the passage of the distorted periodic upstream wake. With the same numerical method, Xiaohua et al. (1999) also studied the interaction of periodic passing wakes with a laminar boundary layer on a grid with 52.4 million grid points. Particular focus was on the appearance of turbulent spots and their downstream development into turbulent strips. They found that flow separation can occur between these turbulent strips. Suzen and Huang (2004) developed an intermittency model to more cost effectively study the wake/blade interaction. Results for the PakB cascade at a Reynolds number of 50,000 were obtained from an incompressible second-order accurate code. They studied the effect of the wake passing frequency on the wall pressure distribution. Steady state 2-D RANS calculations of the PakB cascade at Reynolds numbers 25,000, 50,000, and 100,000 with $k-\omega$ turbulence model were performed by Garg (2002). The dimensionless turbulent viscosity at Re=50,000 was of order 1.

Although this brief literature survey is by no means complete, it reflects the strong interest in the problem of LPT blade separation. The simulation of separating/transitioning LPT flows alone challenges existing CFD codes and computer platforms and motivates the development of modeling techniques like LES and URANS. While some understanding of unsteady LPT flows has been obtained (e.g. the generation of streamwise vortices on the LPT pressure side triggered by periodic upstream wakes) the physics of pulsed VGJs for LPT separation control has not yet been fully understood. This report summarizes the AFOSR funded research effort that has been made at the University of Arizona to produce high-fidelity LPT flow simulations and to add to the understanding of AFC by VGJs.
2. NUMERICAL SIMULATIONS OF PAKB LOW-PRESSURE TURBINE (LPT) BLADE INVESTIGATED EXPERIMENTALLY AT AFRL

2.1 Cases studied

For our simulations we chose the Re=25,000 case from the experiments by Rivir and co-workers at AFRL (Bons et al. 1999, 2000, 2001, Sondergaard et al. 2002). The Reynolds number was based on the axial chord length $C_x=0.1778m$ and the inflow velocity, $V_\infty$. Of the many cases studied in the experiments this one was most susceptible to laminar separation. The inflow Mach number in the experiments was 0.0064. The inflow angle was 35°, the outflow angle was fixed to 60°. The design speedup ratio (ratio of turbine outflow and inflow velocity) was 1.64. The experimental cascade had 8 blades and a span of $\sim 5C_x$. In the computations, both the number of blades and the span were assumed to be infinite (periodicity conditions). Simulations were performed for the design blade spacing, $d/C_x=0.88$, and a 25% larger blade spacing, $d/C_x=1.1$.

2.2 Computational method

A CFD code developed in our group was employed for simulations of the experimental cascade. The code solves the compressible Navier-Stokes equations in curvilinear coordinates. For robustness (especially on highly distorted grids) the finite volume method is employed for the convective terms. Since high-order accurate finite volume formulations of the viscous terms are very cumbersome, these terms are computed with finite differences. Low- and high-order discretizations are available: For low-order, the convective terms are discretized with a 2nd-order accurate symmetric Total Variation Diminishing (TVD) scheme (Yee 1987) and the viscous terms are discretized with 2nd-order accurate finite differences. According to Margolin and Rider (2002), this low-order accurate upwind scheme discretization should allow for Implicit Large Eddy Simulations (ILES). For ILES the numerical truncation error of the discretization must exhibit similar diffusion characteristics at the smallest resolved scales as standard sub-grid scale turbulence models used in Large Eddy Simulation (LES). The higher-order discretization of the convective terms is based on 5th, 7th, and 9th-order accurate upwind schemes based on a Weighted Essentially Non-Oscillatory (WENO) extrapolation of the characteristic variables and the Roe scheme (Gross and Fasel 2002). Fourth-order accurate finite differences were used for
the viscous terms. In both cases, an implicit 2\textsuperscript{nd}-order accurate Adams-Moulton method is employed for time integration. The resulting system of equations is solved iteratively by a Newton iteration based on a line Gauss-Seidel algorithm. The convergence of the implicit method is monitored by checking the residuals $R_{m}$ of the governing equations. The global residual, $R$, is defined by summation over all cells $N$ and taking the maximum over all equations $m$,

$$
R = \max_{m} \left( \frac{1}{N} \sum_{N} R_{m}^{2} \right)
$$

All cases were integrated with a non-dimensional time step of $\Delta t=0.001$. This resulted in CFL numbers of about 350–450. When the implicit method was converged until the global residual, $R$, dropped below 1, 15-25 iterations of the implicit method were required per time step. The code was parallelized using the Message Passing Interface (MPI) and scales well on larger number of processors (linear speedup was achieved for up to 32 processors on a SGI Origin 2000. Calculations were performed on 16 processors on a SGI Origin 3400 and on 32 processors on a HP GS 1280.

2.3 Computational grids and boundary conditions

A multi block Poisson grid generator developed in our group was utilized for obtaining grids of sufficient smoothness and quality for the current investigations, i.e. for the design blade spacing, $d/C_{x}=0.88$, and the 25% larger blade spacing, $d/C_{x}=1.1$. A 5 block grid structure was chosen (Fig. 2.1), with an O-block encompassing the blade. Grid points were clustered on the suction side of the blade where the separation bubble was anticipated and in the wake region of the blade for resolving the vortex street. Massive grid stretching was applied at the inflow and outflow boundaries to dampen upstream and downstream traveling waves. The total number of cells was 31600 (coarse grid) and 91300 (fine grid) for the two-dimensional (2-D) grids. Although the majority of the studies were done with the fine grid, some of the preliminary investigations were performed on the coarse grid. For the three-dimensional (3-D) simulations, the fine grid was extended in the spanwise $z$-direction using 64 cells. In accordance with findings by Rizetta and Visbal (2003) the spanwise extent of the computational domain was set to $\Delta z=0.2 C_{x}$. The total number of cells of the 3-D grid was 5.8 million. The grid resolution in wall
units (based on boundary layer conditions on the suction side at 0.5C,) was between 3 and 33 in the streamwise direction, between 0.5 and 1 in the wall normal direction, and 9 in the spanwise direction (for comparison, Rizzetta and Visbal (2003) used 3.1…50.6, 0.4, 6.5).

At the inflow boundary, the velocity components and the temperature were prescribed while the static pressure was extrapolated from the interior. At the outflow boundary, temperature and velocities were extrapolated while the static pressure was prescribed. The walls were treated as adiabatic. All other boundaries were periodic.

The streamwise extent of the computational domain was reduced for the 3-D ILES simulations (Fig. 2.2). Streamwise grid stretching was applied at the inflow and outflow
boundaries. The spanwise extent of the grid was $\Delta z=0.1$ and identical to the hole spacing of the Vortex Generator Jets (VGJs) employed for flow control. 32 cells were used in the spanwise direction. The total number of cells was 92400 for the 2-D grid and 3.0 million for the 3-D grid. A non-reflecting boundary condition based on suggestions by Thompson (1987) and Kim and Lee (2000) was applied at the inflow and outflow boundaries.

2.4 Uncontrolled natural flow

2.4.1 Two-dimensional calculations

Preliminary 2-D investigations with an inflow Mach number of $M=0.25$ on the coarse grid did not agree well with the measurements by Rivir and co-workers at AFRL (Bons et al. 1999, 2000, 2001, Sondergaard et al. 2002). To elucidate possible reasons for the discrepancies, sensitivities of the CFD results with respect to various parameters, namely Reynolds number, $Re$, inflow angle, $\alpha$ (different to the experiments the outflow angle was not specified in the simulations), inflow Mach number, $M$, and blade spacing, $d/C_s$, were investigated (Fig. 2.3). Shown are curves of the time-averaged wall pressure coefficient,

$$c_p=(p-p_\infty)/(0.5\rho_\infty v_\infty^2).$$

For variations in Reynolds number up to 5000 the solution did not change considerably (Fig. 2.3a). Changes of the inflow angle in the order of $1^\circ$ had a very limited impact on the pressure distribution (Fig. 2.3b). However, when the inflow Mach number was lowered the pressure distribution did get significantly closer to the experimental data (Fig. 2.3c). Experience with other flow problems (that did, however, not feature flow acceleration comparable to the LPT flow) and the fact that compressible codes do converge faster for higher Mach numbers lead to the choice of an inflow Mach number of 0.25. It was then later detected that the maximum Mach-number of the flow on the suction side for this inflow Mach number was about 0.7 and well within the compressible regime. From the sensitivity study it became apparent that an inflow Mach-number of 0.1 was sufficiently small. All further calculations were hence performed with an inflow Mach-number of 0.1. (It should be kept in mind that the inflow Mach number in the experiments was 0.0064.) As expected, the blade spacing, $d/C_s$, had a strong impact on the pressure distribution (Fig. 2.3d).
Fig. 2.3: Time-averaged wall pressure coefficient. Sensitivity of flow to variations in a) Reynolds number, $Re$, ($\alpha=35^\circ$, $M=0.25$, $d/C_x=0.88$), b) inflow angle, $\alpha$ ($Re=25000$, $M=0.25$, $d/C_x=0.88$, outflow angle is not fixed), c) inflow Mach number, $M$, ($Re=25000$, $\alpha=35^\circ$, $d/C_x=0.88$) and d) blade spacing, $d/C_x$ ($Re=25000$, $\alpha=35^\circ$, $M=0.1$). Coarse grid results.
Fig. 2.4: Dependence of time-averaged wall pressure coefficient on accuracy of numerical scheme 
\((Re=25000, \alpha=35^\circ, M=0.25, d/C_x=0.88)\). Coarse grid results.

When the accuracy of the discretization of the convective terms was altered the predicted wall 
pressure distribution did not change noticeably (Fig. 2.4).

Fig. 2.5: Iso-contours of time-averaged total velocity and streamlines.

The computed speed-up ratio agrees well with the experimental value of 1.64 (Figs. 2.5 and 
2.6). Cascade inflow and outflow angles were also in close accordance with the experimental 
findings (Fig. 2.6). In the simulations the inflow angle was prescribed while the outflow angle 
was variable and entirely determined by the flow solver. In the experiment, the inflow angle was 
set to 35° and the outflow angle was set to 60°.
Dependence of the numerical result on the grid resolution and the accuracy of the implicit
time stepping method (global residual, R) was studied as well (Fig. 2.7). Included in the same
figure are measurements by Rivir and co-workers and Huang et al. (2003), as well as the wall
pressure distribution from a 3-D ILES by Rizzetta and Visbal (2003). The inflow turbulence level
was about 1% in both experiments. The agreement between the numerical simulations is very
good except in a region near the trailing edge of the blade. The “hump” that appears in the $c_p$-
distributions for the 2-D calculation is not visible in the experiments and in the 3-D calculation.
This “hump” is caused by the formation of strong spanwise coherent structures as shown in Fig.
2.8. The strength of these structures is overpredicted in the 2-D calculation when compared
with the 3-D simulations. The onset of strong turbulent mixing in the 3-D calculation weakens
the coherence of the spanwise structures. The result by Rizzetta and Visbal (2003) shows a significantly stronger pressure recovery close to the trailing edge. This may be the result of turbulent mixing and an earlier reattachment of the turbulent flow. Fine grid results are shown for two iteration convergence criteria, $R=1$ and $R=0.01$. The $R=0.01$ calculations required about 80-90 iterations per time step. The results are sufficiently close to each other to justify the use of $R=1$ for the following calculations. The coarse and fine grid results for $R=0.01$ are close enough to each other for demonstrating grid convergence. For the following investigations, the fine grid was considered to be sufficiently well resolved.

![Fig. 2.8: Instantaneous visualization of spanwise vorticity. Results for design blade spacing, $d/C_x=0.88$. Fine grid results.](image)

Iso-surfaces of instantaneous spanwise vorticity,

$$\omega_z = \frac{\partial \omega}{\partial x} - \frac{\partial u}{\partial y},$$

are shown in Fig. 2.8. The separated shear layer is inviscidly unstable. Small disturbances are exponentially amplified to non-linear amplitudes, leading to the formation of spanwise vortices that are traveling in downstream direction and increase the wall normal momentum exchange. The additional mixing thickens and reattaches the boundary layer. Downstream of the blade the spanwise structures interact with the counter-rotating vorticity originating from the pressure side of the blade. The trailing wake is dominated by the shedding frequencies (and their lower and higher harmonics) associated with the instability of the separated shear layer (low frequencies) and the trailing edge separation (high frequencies).
Fig. 2.9: Time-averaged profiles of total velocity, $v_{tot} = \sqrt{(u^2 + v^2)}$. Left: Instantaneous visualization of spanwise vorticity and locations where velocity profiles were taken. Right: Comparison with measurements by Rivir and co-workers. Results are for design blade spacing, $d/C_s = 0.88$.

In Fig. 2.9, velocity profiles at various streamwise locations obtained from the 2-D calculation are compared with measurements by Rivir and co-workers. At 68% axial chord, the profiles match very well. At all other stations, the measured velocity profiles differ significantly from the computed profiles. The deviation appears to be mainly due to the different separation location in the experiment. Overall, the experimental data indicate a larger separation bubble than the simulations. The $c_p$-curves in Fig. 2.7 show a systematic discrepancy between the numerical simulations and the experimental data. This discrepancy has also been noticed in previous studies (Postl et al. 2003, 2004) and remains disputed until today. In the simulations the wall pressure increase associated with the laminar separation sets in farther downstream and the pressure plateau in the separated region is lower. Based on a detailed discussion with the experimentalists it was conjectured that the slightly different geometry used in the experiment (the blades do not precisely match the PakB design) could be responsible for some of the differences observed between the computations and the experiments at AFRL. Therefore, a 2-D comparison calculation was carried out for a blade with geometry data obtained from precision measurements of a warped blade. Since the result shows no significant effect on the separation location when compared to the original PakB design (Fig. 2.10) it was concluded that minor geometry inaccuracies do not explain the discrepancies between experiment and computations.
Fig. 2.10: Computation of entire cascade at design blade spacing, \( d/C_* = 0.88 \). Comparison of design PakB geometry with slightly warped rapid-prototyped geometry. Left: Comparison of geometries and right: pressure coefficient.

Reasons for the consistently smaller separation region in the simulations may be insufficient grid resolution or numerical accuracy, arguing that added numerical diffusion delays separation. Although it can not be excluded that some systematic error was made when modeling the experimental set-up (e.g. finite number of blades in the experiment, instrumentation not on all blades, manufacturing inaccuracies, blades not being precisely aligned with each other, fixed outflow angle, inflow turbulence levels, surface roughness, etc.) the main objection to the current 2-D simulations stems from the fact that the flow is transitional and hence 3-D. To clarify if turbulent mixing had a significant impact on the separation location two steps were taken: Turbulence modeling was applied in 2-D calculations and the transition process was studied in 3-D simulations.

2.4.2 Unsteady Reynolds-Averaged Navier-Stokes (URANS) calculations and Implicit Large Eddy Simulation (ILES)

Since the LPT flow is transitional the most reliable and also most computationally expensive approach is to perform a well-resolved 3-D Direct Numerical Simulation (DNS). Because this approach requires enormous grid resolutions incurring massive computational cost one may also feel tempted to model the small-scale turbulent motion in Unsteady Reynolds-Averaged Navier-Stokes (URANS) calculations or Implicit Large Eddy Simulations (ILES) at a dramatically lower computational expense. So far three different turbulence modeling approaches have been applied to LPT flows: Reynolds-averaged Navier-Stokes (RANS) (Garg 2002, Chernobrovkin and Lakshminarayana 1999), Large Eddy Simulation (LES) (Michelassi et al.
2003), and ILES (Raverdy et al. 2003, Rizzetta and Visbal 2003, Gross and Fasel 2004), were the diffusion of the numerical discretization acts as turbulence sub-grid stress model (Margolin and Rider 2002).

Here, for URANS, the 1998 $k$-$\omega$ turbulence model by Wilcox (2000), in both the standard and the low Reynolds number formulation, was employed in conjunction with the Boussinesq-assumption or the explicit algebraic Reynolds stress model (EASM) by Gatski (Gatski and Sepziale 1993, Gatski and Jongen 2000, Rumsey and Gatski 2001). Two additional equations, one for the turbulence kinetic energy, $k$, and one for the turbulence dissipation, $\omega$, need to be solved. The $k$-production term,

$$P_k = \frac{1}{Re} \tau_{ij}^T \frac{\partial u_i}{\partial x_j},$$

is computed from the Reynolds stresses, $\tau_{ij}^T$, and the mean flow velocity gradients, $\frac{\partial u_i}{\partial x_j}$. It is subtracted from the energy equation of the Navier-Stokes equations. The eddy viscosity is computed from

$$\mu_T = \rho k \omega,$$

where $\varepsilon=Re \beta k \omega$. For the 1998 $k$-$\omega$ model $\beta$ and $\beta$ are dependent on derivatives of $k$, $\omega$, and the local strain rate and vorticity (Wilcox 2000). In the original formulation the Boussinesq-approximation is employed for computing the Reynolds stresses. When the Explicit Algebraic Stress Model (EASM) is used, the turbulence equations are solved for $k$ and $\omega=0.09 \omega$ and the eddy viscosity is computed as $\mu_T=c_\mu \rho k \omega$ with model-dependent $c_\mu$.

For the current calculations different combinations of the various turbulence modeling elements were explored in 2-D calculations. The convective terms were computed with the 5th-order accurate WENO scheme to assure that turbulence model properties were not obscured by the numerical diffusion of the mean flow discretization. The wall was considered to be hydraulically smooth. The turbulence kinetic energy $k$ was set to zero at the wall. For the wall next cell, $\omega$ was computed from the wall distance $y^+$ (Wilcox 2000). The computed value was then multiplied by 10 and used as $\omega$ wall value. A boundary condition accounting for surface roughness is available but was not employed.

For ILES, the convective terms were discretized with a 2nd-order accurate symmetric TVD scheme (Yee 1987). Margolin and Rider (2002) argue that 2nd-order upwind schemes in the finite volume formulation have diffusion characteristics akin to the subgrid-stress provided by
standard LES models. The viscous terms were computed with 2nd-order accurate finite differences.

Fig. 2.11: Computation of entire cascade at design blade spacing, d/Cₚ=0.88. URANS computation with combination of 1988 Wilcox k-ω turbulence model and Rumsey and Gatski EASM model. Iso-contours of left: spanwise vorticity and right: eddy viscosity (0..µₑ=µₑ=0.5). No transition model was used.

Earlier results with 1988 k-ω model and extremely laminar inflow (lᵢ=6.3⋅10⁻⁶Cₓ, Tuᵢ=0.0058%) were somewhat discouraging (Fig. 2.11). Eddy-viscosity, µₑ, built up in the separation region close to the trailing edge and in the structures downstream. However, the eddy viscosity level was of the same order as the laminar viscosity. It was decided that more research was needed to identify turbulence models appropriate for transitional LPT flows.
a) Low Reynolds number $k-\omega$ model, Boussinesq assumption, $l_T=10^{-4}C_x$

b) $k-\omega$ model, EASM, $l_T=10^{-4}C_x$

c) $k-\omega$ model, EASM, $l_T=10^{-3}C_x$

d) Low Reynolds number $k-\omega$ model, EASM, $l_T=10^{-4}C_x$

e) no turbulence modeling (laminar flow)

Fig. 2.12: Computation of entire cascade at design blade spacing, $d/C_x=0.88$. Iso-contours of left: spanwise vorticity, $\omega_z$ and right: eddy viscosity, $\mu_f/\mu$.

Much higher levels of eddy viscosity were found to be predicted when the turbulence intensity, $Tu_\infty$, was raised to 1% and the turbulence length scale, $l_T$, was set to 0.1% or 0.01% of the axial chord, $C_x$. Four cases were computed with 1998 $k-\omega$ turbulence model and one was
computed with the standard $k-\varepsilon$ turbulence model (Wilcox 2000). Except for one case, where the Boussinesq-assumption was used in conjunction with the low Reynolds number terms, the EASM was employed.

Instantaneous visualizations of spanwise vorticity and eddy viscosity are shown in Fig. 2.12. Eddy-viscosity builds up in the recirculation region and in the wake. The low Reynolds number terms effectively lower the eddy-viscosity level. The largest separation bubble was predicted for case c. A somewhat smaller separation bubble was obtained for cases a and b. The model contribution was very small for all other cases and the flow appeared to be almost laminar. Obviously, the result is very dependent on the inflow turbulence quantities and on the model. The combination of Low Reynolds number $k-\omega$ model with EASM predicts zero eddy viscosity, and can therefore be discarded. When EASM is employed more eddy viscosity is predicted in the separated flow region when compared to the result obtained with Boussinesq-assumption and low Reynolds number terms.

![Fig. 2.13: Time-averaged wall pressure coefficient as measured by Rivir and co-workers and Huang et al. and computed by Rizzetta and Visbal. URANS results with different turbulence modeling approaches and varying inflow turbulence conditions compared with laminar results (TVD and WENO scheme). Figure on right-hand-side is for $Tl=10^3C_{x}$](image)

The time-averaged wall pressure coefficient allows for a more qualitative comparison of the various cases (Fig. 2.13). The "hump" close to the trailing edge, which is the consequence of strong spanwise coherent structures present in the 2-D calculation, does not appear in the experimental data and was diminished when a more diffusive numerical scheme (the 2nd-order accurate symmetric TVD scheme) was employed. The addition of eddy viscosity by the various models (most noticeable for case c) lead to earlier separation and an increased pressure plateau in the separated region. The pressure distribution closest to the experimental data was
obtained with 1998 $k-\omega$ turbulence model with EASM and an inflow turbulence length scale of $l_r=10^{-4}C_x$ with $Tu=1\%$.

Wall normal profiles of total velocity are shown in Fig. 2.14. The size of the separation bubble was underpredicted in laminar computations with the less diffusive WENO scheme. When the more diffusive TVD scheme was employed a larger bubble and stronger recirculation were predicted. At the later stations of 0.77 and 0.84$C_x$ the best results were achieved with an inflow turbulence length scale of $l_r=10^{-3}C_x$ and EASM. The boundary layer upstream of the separation at 0.68$C_x$ was only predicted correctly when no turbulence model was used. As expected, numerical diffusion or eddy viscosity introduced by the model thickens the boundary layer upstream of the separation. With the TVD scheme a slightly better match could be achieved. One may wonder if the assumption of a hydraulically smooth wall was justified and if the combination of surface roughness and inflow turbulence could sufficiently explain the differences between experiment and simulations. As the inflow turbulence length scale, $l_r$, was increased the boundary layer thickened. For $l_r=10^{-3}C_x$, the prediction was still in reasonable agreement with the experiment. However, additional numerical diffusion (additional diffusion can also be introduced by insufficient grid resolution) or turbulent mixing in the separated flow region also appear to strengthen the recirculation and increase the size of the separation bubble. One may conclude that the additional diffusion introduced by the model weakened the growth rate of the spanwise structures and thus weakened the wall normal mixing leading to a larger separation bubble and later reattachment. It appears likely that a similar mechanism
occurs in 3-D simulations where a secondary instability can set in and break up or weaken the intensity of the spanwise structures.

2.4.3 Three-dimensional simulations

For 3-D simulations the 2-D grid was extended in the spanwise direction by 64 cells. Following investigations by Rizzetta and Visbal (2003) the spanwise width of the computational domain was set to \( \Delta z=0.2 \).

![Instantaneous visualization of spanwise vorticity. Left: 2-D result and right: 3-D simulation (spanwise average). Results are for design blade spacing, \( d/C_x=0.88 \). The onset of 3-D turbulent motion close to the trailing edge weakens the spanwise coherent structures.](image)

Instantaneous visualizations of spanwise vorticity obtained from the 2-D and 3-D computations are shown in Fig. 2.15. In the 3-D simulation the separated boundary layer transitions before reattaching to the blade. The turbulent mixing significantly weakens the spanwise coherent structures (especially in the wake region of the blade). The length and thickness of the separation bubble does, however, appear to be almost unaltered. It should be noted that due to the extensive computational requirements of 3-D simulations, rigorous grid resolution studies have not been carried out yet. An instantaneous visualization of the flow structures using the Q-criterion (Hunt et al. 1988),

\[
Q=0.5(W_y W_{yi} - S_y S_{yi}),
\]

where \( W_y = 0.5 (\partial v/\partial x_j - \partial v/\partial x_i) \) is the rotation rate and \( S_y = 0.5 (\partial v/\partial x_j + \partial v/\partial x_i) \) is the strain rate, is shown in Fig. 2.16. A positive Q-criterion indicates areas where rotation dominates strain. The 2-D spanwise structures that periodically develop as a consequence of the shear layer
instability become unstable with respect to three dimensional perturbations. These disturbances initially cause a 3-D modulation of the 2-D structures, and eventually lead to a rapid breakdown to turbulence close to the trailing edge. (The question if the bubble is absolutely or convectively unstable is not being discussed here.) Although the wake is turbulent, the unsteady “footprints” of the two-dimensional shear layer instability can still be recognized. However, their strength is diminished due to the turbulent mixing. The predominant two-dimensionality of the flow over most of the blade explains why the $c_p$-curves for the 2-D and the 3-D cases shown in Fig. 2.16 are almost similar. The additional diffusion caused by the turbulent mixing weakens the spanwise structures. The “hump” near the trailing edge in the $c_p$-curve is diminished somewhat and shifted in downstream direction. A similar trend could be observed in the 2-D calculations when additional numerical diffusion was introduced by computing on a coarser grid (Fig. 2.7).

Fig. 2.16: Instantaneous visualization of $Q$-criterion ($Q=1000$, domain was multiplied once in the spanwise direction and $c_p$-distribution. Results are for design blade spacing, $d/C_s=0.88$.

Visualizations of the trailing edge region of the blades are shown in Fig. 2.17. Clearly, the spanwise structures are broken up and become three-dimensional. The flow transitions very shortly before reattaching. Since the difference between the 2-D and 3-D result was small and since 3-D simulations are almost prohibitively expensive it was decided to perform most of the Active Flow Control (AFC) investigations in sections 2.5 and 2.6 using 2-D calculations only.
Fig. 2.17: Simulation of entire cascade at design blade spacing, $d/C_z=0.88$ (the computational domain was extended 3 times in the spanwise direction). Close-ups at trailing edge. Left: Iso-surface of axial velocity ($u=0.3$) and right: iso-surface of Q-vortex criterion ($Q=100$).

To reduce the computational expense a 3-D ILES based on the more diffusive 2nd-order accurate upwind scheme was performed on a computational grid with a spanwise extent of $\Delta z=0.1$ and 32 cells in the spanwise direction. The spanwise width of the domain was chosen to coincide with the VGJ hole spacing of a later AFC investigation. The 2nd-order accurate TVD scheme was chosen for the 3-D ILES because of its numerical diffusion properties (Margolin and Rider 2002) and because it gave reasonable 2-D results (Fig. 2.13).

Fig. 2.18: 3-D ILES. Iso-surface of Q-criterion ($Q=100$, the computational domain was extended 3 times in the spanwise direction). Uncontrolled natural flow.

An instantaneous visualization of the Q-criterion for the uncontrolled natural flow obtained...
from the 3-D ILES is shown in Fig. 2.18. The flow looks very similar to the earlier 3-D result obtained with the more accurate WENO scheme (Figs. 2.16 & 2.17). However, as a consequence of the larger numerical diffusion of the discretization, the structures are less fine-grain. Small scale turbulence motion is modeled implicitly. To get additional insight into the flow dynamics a Proper Orthogonal Decomposition (POD) of the time-dependent flow data was performed.

![Fig. 2.18: POD of 2-D flow data. Instantaneous visualization of spanwise vorticity, time-coefficients, $a_k$, eigenvalues, $\lambda_k$, and eigenmodes (iso-contours of spanwise vorticity).](image)

POD decomposes time dependent flow data, $v(t)$, into time-coefficients, $a_k(t)$, and eigenfunctions, $q_k(x)$,

$$\tilde{v}(\tilde{x}, t) = \sum_k a_k(t) \tilde{q}_k(\tilde{x}).$$

The POD eigenvalues, $\lambda_k$, are a measure of the total kinetic flow energy contained in the respective POD mode.
POD is the modal decomposition that captures most of the kinetic energy of a flow with the least number of modes. POD modes that appear in pairs of equal eigenvalue size with eigenmodes and time-coefficients that show waves of similar wavelength with a phase difference of $\pi/2$ describe traveling waves. As an example a POD of the time-dependent 2-D flow data is shown in Fig. 2.19. Mode 0 is the time-average of the data. Modes 1 & 2, 3 & 4, 5 & 6 form pairs and describe traveling waves. The time-coefficients describe almost harmonic functions indicating a very periodic vortex shedding. Modes 1 & 2 describe the primary vortex shedding. Modes 3 & 4 are higher harmonics of modes 1 & 2.

Fig. 2.20: 3-D ILES. POD of uncontrolled natural flow. Left to Right: POD eigenfunctions 0, 1, 2, and time-coefficients.

Fig. 2.21: 3-D ILES. POD of uncontrolled natural flow. POD eigenvalues.

The POD result of the time-dependent 3-D ILES data is shown in Figs. 2.20 & 2.21. Due to the limited amount of data available for the POD the eigenfunctions are not smooth and the time-coefficients are not well resolved in time. POD reveals the uncontrolled flow to be dominated by strong spanwise coherent structures. Three times more energy is contained in
modes 1 and 2 than in the higher modes (Fig. 2.21). The flow on the suction side of the blade is essentially 2-D. The oscillation frequency of the POD time-coefficients of modes 1 & 2 is relatively low, indicating slow moving and large spanwise coherent structures.

2.4.4 Larger blade spacing

The blade spacing was increased by 25% \((d/C_x=1.1)\) to increase the size of the separation bubble, resulting in higher performance losses. The differences between the 2-D and 3-D results are dramatic (Fig. 2.22). The strong spanwise coherent structures present in the 2-D simulation are not visible in the 3-D simulation. These spanwise structures appear to immediately break up into small scale turbulent motion. This is in stark contrast to the 3-D simulation for the design blade spacing (Fig. 2.15), where the flow transitions very close to the trailing edge.

![Instantaneous visualization of spanwise vorticity. Left: 2-D result and right: 3-D simulation (spanwise average). Results are for 25% larger blade spacing, \(d/C_x=1.1)\.

A different visualization of the 3-D result and a comparison of the wall pressure distribution with the 2-D calculation are shown in Fig. 2.23. As for the URANS calculations in the previous chapter, weakening of the spanwise coherent structures leads to a larger separation bubble with earlier separation and a higher pressure plateau. The strength of the "hump" close to the trailing edge, which can be associated with strong spanwise coherent structures, is reduced considerably. From these results one may conclude that spanwise structures are a very efficient means for separation control. Excitation and/or strengthening of these structures by AFC may significantly reduce the amount of flow separation and improve performance.
2.4.5 Periodic passing wake

Finally, preliminary results are shown from simulations where the LPT cascade was subjected to periodic upstream wakes by prescribing a time-periodic wake profile at the inflow boundary (Xiaohua et al. 1999). The wake spacing was chosen to match the original LPT blade spacing. The lateral velocity of the wakes was chosen to be 1.2 the inflow velocity. The wake half-width was $0.05C_x$.

Fig. 2.24: Iso-contours of spanwise vorticity. Left: without passing wakes and right: with passing wakes. Results are for 25% larger blade spacing $d/C_x=1.1$. 
Fig. 2.25: Calculations with and without passing wakes. Left: time-averaged pressure coefficient and right: frequency spectra of aerodynamic coefficients for design blade spacing \(d/C_s=0.88\).

A comparison of the cascade flow with and without wake is given in Fig. 2.24. The passing wakes periodically excite the boundary layers on the suction and the pressure side. In the temporal average, the passing wakes lower the free stream velocity. The length of the separation region is shortened (Fig. 2.25) and a larger pressure recovery is achieved, indicating an earlier boundary layer reattachment. The passing wakes have a similar effect on the flow separation as AFC by pulsed blowing (see section 2.5). However, in contrast to pulsed blowing by AFC the passing wakes excite two frequencies simultaneously and act on both sides of the blade. The results are indeed preliminary and extensive computations are required to assess the effect of passing wakes and in particular the effect of AFC.

2.5 Open-loop control

2.5.1 Set-up of 2-D flow actuation

![Forcing slot for 2-D calculations.](image)

For 2-D calculations with Active Flow Control (AFC) a 3 cell wide forcing slot was positioned upstream of the separation (at \(0.645 \leq x/C_s \leq 0.655\) (for the design blade spacing) and \(0.573 \leq x/C_s \leq 0.575\) (for the curved blade spacing)).
\( x/C_x \leq 0.583 \) (for the 25% increased blade spacing). The slot width was \( b = 0.01 C_x \). Blowing with an amplitude \( B v_j f(t) \) was applied in wall normal direction (Fig. 2.24), where \( B = v_j / V_\infty \) is the blowing ratio. The blowing amplitude was constant over the slot width. The forcing frequency, \( F^* \), was non-dimensionalized with free stream velocity, \( V_\infty \), and chord, \( C_x \). The non-dimensional period, \( T \), is defined as the inverse of \( F^* \). The duty cycle, \( \tau \), is defined as the ratio of jet on-time to off-time. A square forcing function

\[
\begin{align*}
f(t) &= 1 \text{ if } 0 \leq t < \tau T \\
f(t) &= 0 \text{ if } \tau T \leq t < \tau T \\
f(t + T) &= f(t)
\end{align*}
\]

was used (Fig. 2.25).

![Square forcing function](image1)

**Fig. 2.25:** Left: Square forcing function \( f(t) \) with period \( T = 0.2 \) \((F^* = 5)\) and duty cycle \( \tau = 0.1 \) and right: frequency spectra of forcing function for \( F^* = 5 \) and various duty cycles.

Frequency spectra of the forcing function for different duty cycles, \( \tau \), are shown in Fig. 2.25. As the duty cycle approaches very small values the amplitude drop-off toward higher frequencies (or alternatively shorter periods) becomes smaller, meaning that for smaller duty cycles higher frequencies are forced at comparatively larger amplitudes (the frequency spectra become flatter). Also noteworthy is that for a duty cycle of \( \tau = 0.5 \) only uneven multiples of \( F^* \) are forced. For \( \tau = 0.1 \) modes \( n = 10, 20, \ldots \) are zero. Arguably, a perfect square forcing function can never be achieved in the experiment. However, the square forcing function used in the experiments by Rivir and co-workers at AFRL should exhibit similar properties. For the controlled cases presented in this section, a blowing ratio of \( B = 1 \) and a duty cycle of \( \tau = 0.1 \) were chosen. The momentum coefficient, \( \mathbf{c}_m = b/C_x \tau B^2 \), was \( 10^{-3} \).
2.5.2 Results for design blade spacing

Fig. 2.26: Left: Time-averaged wall pressure coefficient and right: wall vorticity. Results are for design blade spacing, \( d/C_x = 0.88 \). Included are measurements by Huang et al. and data for the natural uncontrolled flow.

In the uncontrolled case, the flow separated at \( x = 0.73C_x \) and reattached at \( x = 0.95C_x \) (Fig. 2.26). A small secondary separation bubble was located at \( 0.86 \leq x/C_x \leq 0.89 \). The flow was then controlled by pulsed blowing through a slot. Four different non-dimensional forcing frequencies, \( F^* \), were explored. When the flow was forced, separation was delayed (Fig. 2.26) and the wall pressure distribution approached the inviscid solution (Huang et al. 2003), indicating very little or no flow separation. The smallest separation was obtained for \( F^* = 5 \). One should keep in mind that, with the square forcing function chosen, higher harmonics were forced as well.
Fig. 2.27: Instantaneous visualization of spanwise vorticity for the design blade spacing, $d/C_s=0.88$.

Instantaneous visualizations of the different cases are shown in Fig. 2.27. As a consequence of the forcing spanwise structures emerge farther upstream and appear to be more organized. For higher forcing frequencies the spacing of the structures is reduced. Also, vortex merging is visible in all instances. To more quantitatively assess the dynamics of the flow, wall vorticity was Fourier-decomposed in time.

Fig. 2.28 shows the time evolution of wall vorticity for the uncontrolled case and the controlled case with $F^+=5$. Light shaded areas represent regions of low wall shear stress. In the uncontrolled case, spanwise structures form in a very regular fashion downstream of $0.87C_x$. When the wall vorticity is Fourier transformed in time the regularity of these spanwise structures becomes visible as a pronounced amplitude peak at $F^+=3.3$.

The controlled flow displays a very regular vortex shedding at the forcing frequency. The flow "locks in" to the forcing. Both the forcing signal and its higher harmonic are amplified. The higher harmonic reaches its maximum amplitude before the fundamental. This agrees well with stability theory. The oscillation period of disturbances that experience maximum amplification is proportional to the shear layer thickness. With forcing, the frequency spectrum becomes very regular.
Fig. 2.28: Design blade spacing, $d/C_\alpha=0.88$. Wall vorticity on suction side of blade. Left: Time-evolution ($\omega=1200...1200$) and right: Fourier transform ($A(\omega)=0...400$).

It should be noted that each forcing pulse also generates an upstream traveling acoustic wave (visible in the x-t graphs in Fig. 2.28). Pulsed forcing with a square forcing function does not only simultaneously excite a large number of frequencies (which is practical from an engineering point of view because it makes forcing at the "right" frequency more likely) but also generates strong acoustic waves and thereby transports the disturbance signal upstream of the forcing slot. From a scientific point of view, it would rather be desirable to force one frequency only (harmonic forcing) to obtain a clearer understanding of the relationship between the forcing frequency and the flow response.
The aerodynamic coefficients in x- and y-direction were obtained by non-dimensionalizing the aerodynamic forces, $F_x$ and $F_y$, by the free stream dynamic pressure, the chord, $C_x$, and the unit span,

$$c_{x,y} = \frac{F_{x,y}}{(C_x 0.5 p_o v^2)}.$$

$F_x$ and $F_y$ were calculated by integrating the pressure and friction forces over the entire blade surface. Fourier transforms of the aerodynamic coefficients in time are shown in Fig. 2.29. The frequency spectra of the forced cases are more discrete than the frequency spectrum of the uncontrolled case. The uncontrolled case shows a frequency peak at $F^*=3.3$. When the flow was forced at $F^*=10$ the separated shear layer was first dominated by $F^*=10$. Close to the leading edge the subharmonic $F^*=3.3$ became stronger than the fundamental. This process can be interpreted as vortex merging. When the flow was forced at $F^*=3.3$, the higher harmonic $F^*=6.7$ was most amplified; When the flow was forced at $F^*=2.5$, the higher harmonic $F^*=7.5$ was most amplified. The frequency the controlled flow appeared to be most unstable to was close to $F^*=7.5$. If the flow had been forced with this forcing frequency, the disturbances would possibly have been most amplified, leading to a very effective flow control. This frequency is noticeably higher than the predominant frequency of the uncontrolled flow, $F^*=3.3$. As one might expect, the frequency that the flow is most unstable to is related to the inverse of the separation bubble length. The mean bubble size is smaller in the controlled case. On the other hand, forcing at the frequency the flow is most unstable to may yield very high dynamic aerodynamic loads.
Fig. 2.30: Time averaged aerodynamic coefficients $c_x$ and $c_p$. Results are for design blade spacing, $d/C_x=0.88$.

Time-averages of the aerodynamic coefficients are shown in Fig. 2.30. The 3-D result was not included since the computed time period was too small for obtaining reasonable time-averages. For all forced cases a gain in $c_p/c_x$ was obtained. The largest gain (almost 7.7%) was achieved for $F^*=5$.

2.5.3 Results for 25% larger blade spacing

When the blade spacing is increased by 25% the area enclosed by the $c_p$-curve (Fig. 2.31) is larger than at the design blade spacing since each individual blade has to exert a larger
aerodynamic force on the flow. As mentioned earlier, 3-D simulations are currently too expensive for AFC parameter studies. For the sake of comparability with the results presented for the design blade spacing, the feasibility of AFC by pulsed blowing was again demonstrated in 2-D calculations. Since 2-D calculations do not permit small scale turbulent motion, the strength of the spanwise structures is over-predicted and the following results should therefore be considered to be of a qualitative nature only. For all forced cases, the mean separation could be reduced considerably. The shortest separation bubble was obtained when the flow was forced at $F^+=6.7$. Visualizations of spanwise vorticity are shown in Fig. 2.32. Except for forcing with $F^+=2.5$ and 10, the size of the structures is reduced in the mean when compared with the uncontrolled case, indicating a thinner time-averaged separation bubble and shear layer.

Fig. 2.32: Instantaneous visualizations of spanwise vorticity. Results are for 25% larger blade spacing, $d/C_s=1.1$. 
Fig. 2.33: Wall vorticity on suction side of blade. Left: Time-evolution ($\omega_2=$1200...1200) and right: Fourier transform ($\Lambda(\omega)=0...400$). Results are for 25% larger blade spacing, $d/C_x=1.1$. 
The frequency spectrum of the natural, uncontrolled case (Fig. 2.33) is very broad when compared with the result for the design blade spacing (Fig. 2.28). The wall vorticity x-t diagram shows little regularity. More energy is contained in the lower frequency range of the spectrum than for the design blade spacing. The separation bubble and the associated length scales are larger. When the forcing frequency was chosen "properly", the flow "locked in" to the forcing frequency. The wall vorticity x-t diagrams show a periodic response which is confirmed by distinct peaks in the frequency spectra. When the flow was forced at $F^*=6.7$ or its subharmonic $F^*=3.3$, the peak in the frequency spectrum at $F^*=6.7$ became very pronounced (Fig. 2.34). The forcing frequency $F^*=2.5$ was too low for the flow to fully "lock in" to it, again resulting in a broad frequency spectrum. The higher harmonics, e.g. $F^*=5$, were amplified less than when being forced separately.

The response of the flow to forcing at $F^*=6.7$ or its subharmonic $F^*=3.3$ is very pronounced (Fig. 2.34). This may be of importance when considering later practical application. Large unsteady aerodynamic forces on the blade may be undesirable. Temporal averages of total velocity are shown in Fig. 2.35. The large separation bubble of the uncontrolled flow seems totally removed when the flow was forced with $F^*=6.7$. For forcing with $F^*=2.5$ the size of the separation bubble was considerably reduced.
Again, as measure for the increase in aerodynamic efficiency the ratio of the aerodynamic forces in y- and x-direction was studied (Fig. 2.36). This ratio is also a measure for the total flow turning angle.

The largest gain in aerodynamic performance (about 19.4%) was achieved for $F^* = 6.7$. However, for that forcing frequency, the dynamic aerodynamic loads on the blade reached very high levels. When the flow was forced at $F^* = 5$, the fundamental and its higher harmonic were both close to the most amplified frequency of the controlled flow. Both were amplified, but not as much as when the flow was forced at the frequency for which it was most unstable. The loss in aerodynamic gain that was incurred by not forcing at the optimum frequency was very small. In fact, the gain in aerodynamic performance was still 18.7%. However, the dynamic loads were reduced considerably.
Finally, the blowing ratio, $B$, for forcing with $F^*=6.7$ was reduced by a factor of 10 (Fig. 2.37), leading to an immediate loss of control effectiveness and hence reduction of aerodynamic efficiency, $c_y/c_x$, from 19.4% ($B=1$) to 10.2% ($B=0.1$). The pressure distribution approached the shape of the uncontrolled flow.

### 2.5.4 Pulsed Vortex Generator Jets (VGJs)

Pulsed vortex generator jets for open-loop separation control were explored in 3-D ILES simulations. A higher-order accurate simulation of pulsed VGJs for LPT blades was previously performed by Rizzetta and Visbal (2004). Jet pitch and skew angle were chosen as in the experiments by Rivir and co-workers (Fig. 2.38).
Simulations were performed with small holes (5 cells long and 4 wide) and large holes (7 by 6 cells) located at 65% axial chord. The hole spacing was $\Delta z=0.1$ and identical to the spanwise width of the computational domain. The ratio of hole spacing to diameter was about 8 for the small holes and 5.3 for the large holes. Parabolic velocity profiles were prescribed at the jet exit holes. The flow was forced at a preset frequency, $F^+=5$, and blowing ratio (defined as maximum jet exit velocity to inflow velocity), $B=2$, with a square forcing function and 10% duty cycle. The corresponding momentum coefficients, $c_{\mu}$, were $8.9 \times 10^{-4}$ for the small holes and $1.9 \times 10^{-3}$ for the large holes.

![Fig. 2.39: 3-D ILES. Iso-surface of Q-criterion (Q=100). Controlled flow. Left: Small holes and right: large holes.](image)

The controlled flow is shown in Fig. 2.39 (compare to uncontrolled flow, Fig. 2.18). Qualitatively, results for small and large holes look very similar. In the controlled case, both streamwise and spanwise disturbances are introduced at non-linear amplitudes by the pulsed VGJ actuation. The flow transitions shortly downstream of the jet exit holes. A POD of the data was performed to further substantiate these statements.
In the controlled case, less energy is contained in the unsteady POD modes (and slightly more energy is in the temporal mean) when compared with the uncontrolled case (Fig. 2.42) (PODs of the controlled cases were performed for $t>5.05$ to exclude the initial flow adjustment to the control.) Also, the energy distribution of the unsteady POD modes is flatter, indicating less dominant coherent structures. Accordingly, the oscillation amplitudes of the aerodynamic coefficients are reduced as the control becomes effective (Figs. 2.40 & 2.41). The oscillation
frequency of POD modes 1 & 2 corresponds to the VGJ pulsing frequency. For the large jet exit holes, modes 1 & 2 do in fact show some spanwise coherence close to the trailing edge (Fig. 2.41) which can be associated with a larger 2-D mode energy contents (larger eigenvalues $\lambda_1$ & $\lambda_2$, Fig. 2.42).

![Graph showing time-averaged wall pressure coefficient and aerodynamic coefficients](image)

**Fig. 2.43: 3-D ILES. Left: Time-averaged wall pressure coefficient and right: aerodynamic coefficients.**

The controlled flow separates only insignificantly later than the uncontrolled flow. The "hump" close to the trailing edge disappears (Fig. 2.43). As a measure of the improvement in aerodynamic performance, the ratio of the aerodynamic coefficients, $c_l/c_x$, was estimated from their time-averages. This ratio was 1.771 in the uncontrolled natural case. With pulsed VGJs and small holes it could be raised to 1.875 (which corresponds to a 5.9% gain relative to the uncontrolled case) and 1.887 (6.6% gain) for the large holes. The maximum gain obtained in the 2-D calculations with pulsed forcing through a slot was 7.7% (section 2.5.2).

![Diagram showing total velocity](image)

**Fig. 2.44: 3-D ILES. Time and spanwise averages of total velocity.**

Time-averages of total velocity are shown in Fig. 2.44. The separation bubble does not disappear as a consequence of the forcing. Instead it becomes narrower, indicating smaller structures in the shear layer. It should be kept in mind that for the current simulations a low-
order accurate numerical discretization was deliberately chosen to model unresolved small scale turbulent motion. When compared to highly resolved and detailed simulations (Postl et al. 2004) the relevant fluid dynamics in the vicinity of the jet exit holes appear not to be captured in the current 3-D ILES simulations. In the better resolved simulations it was found that this particular kind of forcing triggered the generation of hair pin vortices, thereby "by-pass" transitioning the flow (Morkovin 1969). However, despite the resolution and accuracy limitations the net result of the pulsed VGJ actuation, namely the early transitioning of the flow, is reproduced in the current ILES results (Fig. 2.39).
In this second approach, we focused our investigations on a simpler flow, namely laminar separation bubbles on a flat plate. By simulating this prototypical model geometry, we were able to perform more detailed investigations of the fundamental physical mechanisms associated with laminar boundary layer separation and its control. Available computational resources could be concentrated in the regions of primary interest. As a consequence, the increased resolution (compared to the simulations of the “full” turbine cascade) allowed us to extract the physics associated with low Reynolds number separation control using vortex generator jets.

Section 2.1 briefly describes the Navier-Stokes code that was used for the present investigations. In addition, we summarize the progress that we made in the past three years regarding code development. In sections 2.2 and 2.3, results are presented from a series of preliminary investigations involving generic laminar separation bubbles. The understanding gained from these simulations helped us in interpreting the results obtained from our highly resolved direct numerical simulations presented in section 2.4.

### 3.1 Numerical method and code development

For the simulations presented in this chapter, we used a high-order accurate research code which has been developed by our CFD group at the University of Arizona over many years. This code is based on an incompressible Navier-Stokes solver developed for investigating transitional and turbulent boundary layer flows (Meitz & Fasel 2000) and has been successfully applied to a wide range problems including flows with both passive and active flow control. The extensive experience with this code gives us great confidence in its accuracy and reliability. While the code was originally written for Cartesian grids, it has since been adapted to orthogonal curvilinear grids. The current version of the code employs fourth-order accurate compact finite differences in combination with a fourth-order accurate explicit Runge-Kutta time integration for the solution of the three-dimensional Navier-Stokes equations in vorticity-velocity formulation. The spanwise direction is treated with a pseudo-spectral approach, which results in very high accuracy. The large linear systems that result from the high-order compact discretization of the equations are solved iteratively using a zebra-alternating-line Gauss-Seidel (ZALGS) algorithm with multigrid acceleration. Given that supercomputers such as the new
Cray X1 can only be utilized to their full potential if a code is fully vectorized, the ZALGS, despite its slightly inferior smoothing properties (when compared with some other iteration schemes), was chosen because it lends itself to highly efficient vectorization. We have spent a significant amount of time optimizing the code for the new Cray X1. The parallelization in the code is performed by using the message passing interface (MPI) and the domain is “decomposed” with respect to the spanwise Fourier modes. The efficiency of this algorithm on the Cray X1 is very high. Results of typical parallel performance for our simulations are shown in Fig. 3.1. These three-dimensional benchmark calculations were performed on the 128 CPU Cray X1 at the AHPCRC. The problem size was increased along with the number of CPUs and ranged from ~2.1 million points (513x513x8) on 1 CPU to ~135 million points (513x513x512) on 64 CPUs. The speed-up is shown on the left, the parallel efficiency, $\eta = (\text{ideal CPU time})/(\text{actual CPU time})$ is shown on the right. As can be seen in Fig. 3.1, the code scales well, especially when considering the amount of data communication that is required for such big simulations. For 64 CPUs, the speed-up is 43, which corresponds to a parallel efficiency of approximately 67%.

![Fig. 3.1: Parallel scaling of typical 3D simulations with the number of grid points ranging from 2.1·10^6 to 135·10^6. The simulations were performed on the Cray X1 at the AHPCRC. Shown are the speed-up (left) and the parallel efficiency (right).](image)

3.2 Hydrodynamic instabilities in laminar separation bubbles

In the present section, results are presented for a prototypical laminar separation bubble on a flat plate. We performed these simulations in an effort to shed light on the complicated interaction of separation and transition in boundary layers. The importance of hydrodynamic instability mechanisms in understanding separation and reattachment in laminar separation
bubbles was already recognized by Gaster in his Ph.D. thesis 50 years ago (see Gaster, 1963). A profound understanding of the key physical mechanisms associated with the interaction of separation and transition is particularly relevant when passive and active flow control techniques are being considered, as is the case in the current research effort. The insight that we obtained from these preliminary investigations provided a good foundation on which to build our understanding of the relevant mechanisms that are present in active control of laminar boundary layer separation (see sections 3.3 and 3.4).

![Fig. 3.2: Schematic of the computational setup.](image)

In the simulations discussed below, the separation bubbles were generated by a volume force field such that the boundary layer was first accelerated and then decelerated in such a way that generic separation bubbles developed (see Fig. 3.2). In principle, the separation bubble could also have been generated by imposing a pressure gradient at the free stream boundary. However, using volume force fields facilitated the tailoring of the separation bubbles such that certain properties could be exposed. Depending on the strength of the volume force field, i.e. the magnitude of the acceleration or deceleration of the boundary layer, the simulations yielded separation bubbles that were either steady or unsteady.

3.2.1 Case 1: Steady separation bubble

For this simulation, the force field was gradually imposed on an attached, zero pressure gradient boundary layer (see Fig. 3.2). The final, maximum acceleration/deceleration was chosen such that the flow reached a steady state behavior (as shown in Fig. 3.3), albeit by a small margin. A slight increase in the maximum acceleration/deceleration would no longer have yielded a steady-state flow.
The temporal development of the separated region can be observed clearly from the instantaneous wall shear, as shown in Fig. 3.4. It is obvious that the separated region increases with time until a final, steady state is reached. The velocity profile at the location of maximum negative wall shear stress is given in Fig. 3.5, indicating that a reverse flow of approximately 13% of the free stream velocity is reached.

This is mentioned here since in several other research efforts, it was observed that the intensity of the reverse flow is one of the parameters that determines whether the flow is convectively or absolutely (globally) unstable. In our investigation, we tried to determine if the flow is convectively or absolutely unstable by using a numerical simulation tool similar to the one proposed by Brancher and Chomaz (1997). For this, we set up a separate simulation with a parallel base flow and periodic inflow/outflow boundary conditions. The base flow was constructed by using the velocity profile (from the spatial simulation) that was to be examined.
with respect to its convective or absolute instability (Fig. 3.6).

![Diagram of parallel flow and pulse](image)

**Fig. 3.6:** Computational setup for the convective/absolute instability investigations.

Then, at a sufficient distance from the inflow and outflow boundaries, a very small pulse disturbance was introduced through a blowing and suction slot. The pulse generates a wave packet that grows in time and in space (if the profile is unstable), as shown schematically in Fig. 3.7. If the trailing edge of the wave packet propagates downstream (see left-hand-side of Fig. 3.7), the profile is classified as convectively unstable. If the trailing edge propagates upstream (see right-hand-side of Fig. 3.7), the profile is absolutely unstable. The calculation becomes meaningless once the perturbations reach the inflow and/or the outflow boundaries. Therefore, it is essential that the computational domain is sufficiently large so that a clear trend is established before the perturbations reach these boundaries.

![Diagram of convective and absolute instability](image)

**Fig. 3.7:** Schematic of convective and absolute instability. Left: convective instability; right: absolute instability (Huerre and Monkewitz, 1990).

Applying this tool for the velocity profile of Fig. 3.5 yielded the response given in Fig. 3.8. To construct the $t/x$ diagram of Fig. 3.8, the spanwise vorticity perturbations at the wall were used. It is obvious that these perturbations grow, but remain contained in a wedge. The trailing edge
of the wave packet propagates downstream, thus confirming that this profile is convectively unstable, but absolutely stable. This is consistent with the fact that our spatial simulation of this bubble lead to a steady behavior without unsteady perturbations.

The fact that this profile is convectively unstable can be clearly observed from Fig. 3.9, where the Fourier amplitude of the spanwise disturbance vorticity at the wall is plotted versus the downstream direction. The increase in amplitude by approximately seven orders of magnitude is an indication of the very strong (convective) instability which is caused by the inviscid (inflection point) instability mechanism.

However, as seen in Fig. 3.9, the amplitudes never reach levels large enough to observe a "visible" unsteadiness as "confirmed" by Fig. 3.3. Fig. 3.9 clearly points to the difficulty and dilemma when using numerical simulations and/or experiments for determining if a flow is convectively or absolutely (globally) unstable based on observations of "natural" (unforced) perturbation waves or vortex shedding. Due to the enormous amplification rates of the instability
waves (see Fig. 3.9), extremely small background disturbances (for example due to round-off error in simulations or free stream turbulence in experiments) can lead to visible, large disturbance waves and vortices without additional "controlled" forcing. To demonstrate this, we used the steady flow field of the previous simulation (see Fig. 3.3) as initial condition and introduced small, controlled perturbations (with an amplitude of 0.1\% of the free stream velocity) by periodic blowing and suction through a slot located upstream of the separation location (see Fig. 3.10). The perturbations quickly grow to very large amplitudes, not surprising considering the very high growth rates observed in Fig. 3.9, so that large amplitude waves develop (typically described in the literature as "vortex shedding"). The large amplitude waves or "vortices" ("rollers") enhance the exchange of momentum between the inner and outer fluid.

To answer the question of whether this phenomenon is only an artifact of the periodic forcing, we performed a simulation where random forcing was used instead of periodic forcing (everything else being the same). This is a better model of the effects of "uncontrollable" environmental disturbances that arise in experiments (free stream turbulence, vibrations, noise, etc.) or in numerical simulations (discretization and round-off errors). The response to the random forcing, as shown in Fig. 3.11, illustrates how disturbance amplification caused by the convective instability mechanism once again quickly leads to large perturbation waves (or vortices). However, since the flow is unstable with regard to a band of frequencies, a wide spectrum of frequencies (and wavelengths) can be observed. It is important to note that, in both simulations, the bubble returned to a steady state when the forcing was turned off.

\[\text{Fig. 3.10: Case 1: Instantaneous vorticity contours for periodic forcing.}\]

\[\text{Fig. 3.11: Case 1: Instantaneous vorticity contours for random forcing.}\]
3.2.2 Case 2: Marginally unsteady separation bubble

In the next sequence of simulations (case 2), the acceleration/deceleration in the force field was chosen such that large amplitude instability waves or "vortex shedding" occurred "naturally" (see Fig. 3.12), that is without adding "controlled" forcing, either periodic or random, as for the previous case 1.

As before, the simulation was started with an attached boundary layer flow as initial condition, and then the volume force field was gradually imposed. It is noteworthy that the intensity of the force field was increased only by approximately 5% compared to case 1, indicating the strong sensitivity of the flow field to the increased acceleration/deceleration. The question arose whether the observed unsteadiness was caused by convective or absolute instability mechanisms. As observed from the previous case 1, the growth rates of the convective instability are very strong. Now, with the stronger acceleration/deceleration and, associated with this, the stronger separation, the amplification rates of the convective instability would also be accordingly larger. Therefore, the finite amplitudes that are reached (as a result of convective growth) may be such that "visible" vortex shedding can be observed. However, the unsteadiness or vortex shedding could, of course, also result from an absolute/global instability. To answer the question of whether an absolute instability is at play, we examined the profile with the maximum reverse velocity (approximately 25%), as shown in figure Fig. 3.13.
This profile is only reached momentarily just before the shedding sets in. In order to establish a $t/x$ diagram, we used the same numerical tool as discussed previously. The result of this analysis is presented in Fig. 3.14. As before, the wave packet-type disturbances grow in time and in space, and are contained in a wedge region. Contrary to the previous case, the left boundary of the wedge is now practically vertical, indicating that the trailing edge of the wave packet is stationary. Thus, disturbances never really convect entirely out of the field. Therefore, we classify this profile as "marginally" absolutely unstable. However, it is not possible to unequivocally attribute the observed vortex shedding to an absolute/global instability mechanism, because, as discussed previously, the strong convective instability is present at the same time.

What happens now if we additionally introduce external perturbations as for the previous case? The response to upstream periodic blowing and suction with the same small amplitude as in case1 is presented in Fig. 3.15. Comparing with Fig. 3.10 for the weaker separation (convective instability only), the responses are practically indistinguishable. This is an additional indication that judging convective versus absolute instability based on observed vortex shedding is misleading, at best. It should be noted that the bubble returned to the self-sustained
shedding when the additional external forcing was discontinued.

Fig. 3.15: Case 2: Instantaneous vorticity contours for periodic forcing.

3.2.3 Case 3: Highly unsteady separation bubble

In this case, the force field was such that it generated velocity profiles with considerably larger reverse velocities than in all the previous simulations. The instantaneous flow field shown in Fig. 3.16 illustrates the development of highly energetic structures.

Fig. 3.16: Case 3: Instantaneous spanwise vorticity contours.

The entrainment and exchange of momentum caused by these structures is so strong that the extent of the separation is drastically reduced. Shortly before vortex shedding set in, the maximum reverse velocity for this case was approximately 55% (see Fig. 3.17). The t/x diagram of Fig. 3.18 now reveals a "true" absolute instability. In contrast to before, the perturbations now indeed travel upstream. For the full spatial simulation, at the location where this velocity profile arises, the disturbances grow in an absolutely unstable manner. In other words, a continuous "oscillator" is present that generates perturbations of increasing amplitude until a non-linear, finite equilibrium is attained. The streamwise extent of this absolutely unstable behavior is, of course, limited by the fact that sufficiently far away from the location where the maximum reverse flow is reached, the local profiles become absolutely stable. This is essentially the mechanism that leads to "global" modes (Couairon and Chomaz, 1996).
All the simulations presented so far were two-dimensional, thus all three-dimensional effects were (deliberately) neglected. As a consequence, secondary (3-D) instability mechanisms were excluded and, in particular, the breakdown to turbulence could not occur. The only mechanisms allowed were viscous (Tollmien-Schlichting) and inviscid (Kelvin-Helmholtz) instability mechanisms. Thus, the question arose what contributions would arise from 3-D effects, and, in particular, from allowing the flow to transition? A simulation of the last case was performed for which the 2-D simulation was used as an initial condition for a 3-D simulation, thus allowing breakdown to turbulence. As can be observed from Fig. 3.19, compared to the 2-D simulation, the strong 2-D structures are considerably weakened, although shedding of 2-D coherent structures ("rollers") can still be observed. The weaker structures provide less exchange of momentum between outer and inner regions, and, as a consequence, the extent of the separation is greatly increased.
Finally, for the same case (pressure gradient), the simulation was started up immediately in 3-D instead of first establishing a 2-D simulation as before. As in the 2-D simulation, large laminar (2-D) structures initially developed before the flow eventually transitioned (not shown). In other words, the 3-D simulation looked exactly like the 2-D simulation for quite some time. This observation provides additional evidence of the fact that the flow is initially absolutely unstable with respect to two-dimensional disturbances and that the growth of 3-D perturbations is the consequence of a secondary instability mechanism. The precise nature of this secondary instability mechanism is not fully understood, as the breakdown of the flow could either be due to a convective secondary instability (with very large growth rates) or due to an absolute secondary instability (as suggested by Maucher et al., 1997 and Marxen et al., 2004).

The examples discussed in this section demonstrate the intricate interplay of separation, hydrodynamic instability waves, and transition, where several complicated physical mechanisms are at play. The same (and possibly additional) mechanisms are likely to be relevant for the more complex situations found in low-pressure turbine flows, especially in the context of active separation control. Therefore, we are in the process of continuing similar model investigations as part of our current research efforts.
3.3 Active control of a generic separation bubble using Vortex Generator Jets (VGJs)

The results presented in this section were obtained from simulations of a boundary layer on a flat plate. The investigations were aimed at providing insight into the fundamental mechanisms associated with active separation control at low Reynolds numbers using steady and pulsed VGJs. A laminar boundary layer was subjected to a strong adverse pressure gradient such that separation occurred. The flow transitioned to turbulence in the separated region and eventually reattached to the surface. The Reynolds number at the separation point was $Re_{\infty, s}=375$ and was of the same order as in the experiments by Rivir and co-workers at AFRL (Bons et al. 1999, 2000, 2001, Sondergaard et al. 2002). At this Reynolds number, the boundary layer upstream of the separation point is sub-critical (recall that the Blasius boundary layer becomes unstable at $Re_{\infty}=520$). This is important because the stability characteristics of the flow directly affect the effectiveness of any given control device. If the flow were super-critical, minute disturbances to the boundary layer, placed far enough upstream of the separation point, would likely suffice to initiate the transition process and to possibly prevent separation altogether. For a sub-critical flow, on the other hand, a significant disturbance input is required in order to achieve by-pass transition upstream of the separation region. If a successful control strategy is defined as one that is both effective and efficient (from an energy point of view), the by-pass transition scenario in an otherwise stable boundary layer does not seem to represent the most economical approach. Typical results from our simulations of the uncontrolled, separated boundary layer are shown in Fig. 3.21.
In the mean, the flow separates at about $x=6.5$ and reattaches at about $x=11.8$. The length of the unforced separation bubble is approximately $63 \delta$, s. The setup of the VGJ actuation is shown schematically in Fig. 3.22. The pitch angle is the angle formed by the jet velocity vector and its projection onto the surface, the skew angle is the angle formed by projection of the jet velocity vector onto the surface and the $x$-axis (streamwise direction).

Two different VGJ configurations were investigated: (1) jets issued vertically into the boundary layer and (2) jets that are pitched and skewed to the free stream direction. For both configurations, steady and pulsed actuation was considered. The parameters used in the VGJ simulations are summarized in Table 2.1.
In cases F1 and F2, the jets were issued continuously. In cases F3 and F4, the jets were pulsed with a non-dimensional frequency $F^* = 2$ and a duty cycle of $\tau = 10\%$. The pulsed jet actuation involves blowing only. $F^*$ is based on the time-averaged length of the unforced separation bubble and the local free stream velocity at the jet injection location. With the blowing amplitudes being identical for both steady and pulsed blowing, the required mass flux for the pulsed blowing is one tenth of that required for the steady blowing. The values for the momentum coefficient, $c_m$, listed in Table 2.1 are based on a spatially averaged value of the jet-exit velocity. Typical results from simulations with pulsed, vertical VGJs and steady, vertical VGJs are shown in Fig. 3.23 and Fig. 3.24, respectively.

![Fig. 3.23: Instantaneous vorticity contours for pulsed, vertical VGJs (in the plane of the jets)](image1)

![Fig. 3.24: Instantaneous vorticity contours for steady, vertical VGJs (in the plane of the jets)](image2)
The effect of the forcing on the separation behavior for all four cases is summarized in Fig. 3.25, where the time-averaged reduction of the separation (compared to the uncontrolled case) is plotted for cases F1 – F4.

Fig. 3.25: Reduction of the extent of boundary layer separation.

Fig. 3.25 clearly reveals that, for the generic separation bubble considered in this investigation, pulsed blowing was significantly more effective (and more efficient) than steady blowing. A comparison of cases F1 and F2 shows that for steady blowing, vertical jet injection is less effective than pitched and skewed injection. For pulsed blowing, on the other hand, the opposite seems to be the case. In regard to the amount of literature published on the effectiveness of pitched and skewed VGJs versus vertical VGJs, this observation initially seemed surprising. The following questions arose as a result of the conclusions drawn from Fig. 3.25: What is the role of the longitudinal structures for cases F1 and F2? What are the mechanisms that make pulsed blowing more effective than steady blowing? In the remainder of this section, we attempt to provide some answers to these questions. Fig. 3.26 shows time-averaged streamwise velocity profiles in the plane of the jet exit hole at x=7. This location corresponds to a position approximately eight diameters downstream of the VGJ injection location. The deformation of the streamwise velocity profiles visible for steady VGJ blowing (cases F1 and F2) clearly indicates the presence of longitudinal vortices. In cases F3 and F4, on the other hand, where the VGJs are pulsed with a duty cycle of $r=10\%$, no deformation is visible in the velocity profiles. This fact suggests that the dominant mechanism responsible for the high effectiveness of pulsed VGJs may not be related to the entrainment of free-stream momentum due to the presence of streamwise vortices.
3.3.1 Steady VGJs

A comparison of the cases involving steady blowing (F1 and F2) is presented in Fig. 3.27. Shown are time-averaged contour plots of streamwise vorticity in the y-z plane at three positions downstream of the forcing location.

- **F1 (steady, vertical)**
- **F2 (steady, angled)**

In case F1 (top), symmetric vortices are generated by the jets issuing vertically into the boundary layer. The symmetric nature of this vortex pair remains intact while its strength slowly decays as it develops downstream. The vortices move away from the wall, but are embedded in the separating boundary layer.
In case F2 (bottom), the generating process and the development of the longitudinal structures is far more complex. At $x=6.45$, three diameters downstream of the jet hole, two distinct vortical structures with counter-clockwise rotation seem to form, with most of the positive vorticity (clockwise rotation) confined to a region near the wall. The non-symmetric jet injection results in a significant interaction between the vortices, causing the formation of a clockwise-rotating structure that seems to gradually increase in strength as it develops in the streamwise direction ($x=6.85$ and $x=7.15$). A comparison of the structures shown in Fig. 3.27 reveals that the strength of the longitudinal vortices in both cases is approximately equal. This seems to contradict reports on the increased strength of streamwise vortices associated with pitched and skewed jet injection. In addition, the nature of the structures created by the angled jets in case F2 differs from those seen in experiments on VGJs in turbulent, zero pressure gradient boundary layers (see Khan and Johnston, 2000), where dominant vortical structures of one sign were observed downstream of the jets. Due to the fact that these dominant streamwise vortices were not observed in case F2, a simulation was performed where pitched and skewed jets (with the same parameters as in case F2) were injected into a laminar, zero pressure gradient boundary layer. Streamwise vorticity contours obtained from this simulation are shown in Fig. 3.28. The dominant, counter-clockwise-rotating structure that develops downstream of the jet is now clearly visible, and it is in excellent qualitative agreement with observations made by Khan and Johnston, 2000. In accordance with the results of Henry and Pearcey, 1994, Fig. 3.28 confirms that an adverse pressure gradient has a significant effect on the development of the longitudinal structures created by angled VGJs.

![Streamwise vorticity contours for steady, angled jets in a zero pressure gradient boundary layer.](image)

*Fig. 3.28: Streamwise vorticity contours for steady, angled jets in a zero pressure gradient boundary layer.*
The significant increase in performance of VGJ control associated with the introduction of pulsing is considered next.

3.3.2 Pulsed VGJs

Fig. 3.29 shows instantaneous 3D contour surfaces of spanwise vorticity ($\omega_z=3$) for case F3 (pulsed, vertical VGJs). Two main observations can be made: First, boundary layer transition occurs at a much earlier stage (compared to the steady VGJs), contributing to the increased effectiveness of pulsed blowing. Second, in addition to the apparent three-dimensionality of the structures visible in Fig. 3.29, distinct two-dimensional wave fronts (spanwise coherent structures) can be observed in the transitional region. The two-dimensionality of these structures is believed to be due to the strong inviscid instability of the inflectional free shear layer-type profile with respect to 2D disturbances. Despite the inherent three-dimensionality of VGJ control, a 2D unsteady disturbance component is always introduced as a result of the actuation. In other words, if the jets are pulsed with the proper frequencies (as is done here), it appears as though this natural instability mechanism can be exploited. A side-by-side comparison of the spanwise vorticity contours for pulsed, vertical VGJs and pulsed, angled VGJs (Fig. 3.30) reveals that similar observations can be made for case F4 as discussed above for case F3.

Fig. 3.29: Instantaneous iso-surfaces of $\omega_z$ for case F3 (pulsed, vertical VGJs).
In an effort to further investigate the nature of the structures that are present in the case of pulsed VGJ control, the flow fields associated with cases F3 and F4 were analyzed using Proper Orthogonal Decomposition (POD). In Fig. 3.31, the first mode obtained from the POD of case F3 is shown. This mode contains the most energetic unsteady structures (mode 0 generally represents the mean flow). Shown are wall-normal velocity contours ($|v|=0.01$) and the time signal associated with this mode. The coherent structures present in the flow field can now clearly be identified as predominantly two-dimensional. The time signal associated with mode 1 is also shown in Fig. 3.31. Comparison of this time signal with that of the VGJ input (shown in red) reveals that the structures are synchronized with the forcing and develop as a
Fig. 3.32: Iso-surfaces of wall-normal velocity from the POD. 
Comparison of case F3 (left) and case F4 (right).

direct consequence of the actuation. The side-by-side comparison of the POD results for cases F3 and F4 (see Fig. 3.32) reveals that similar, (predominantly) two-dimensional coherent structures are also present in the case with pulsed, angled VGJ injection.

The wall-normal velocity contours confirm that the separated shear layer profile is most unstable with respect to 2D disturbances that develop into large-scale, spanwise coherent structures. The amplification of the 2D component of the instability modes in case F3 and case F4 is illustrated in Fig. 3.33. Shown is the development of the Fourier amplitudes for the spanwise disturbance wall vorticity. In spite of the relatively large amplitudes at the forcing holes, the disturbances grow exponentially (linear in the log-plot) downstream of an adjustment region. This exponential growth is another (strong) indication that linear instability mechanisms are present. Note that, in the case of steady blowing, the natural instability of the flow with respect to 2D disturbances is not exploited by the control device.
The results obtained from the present investigation of generic separation bubbles indicate that the spanwise structures likely play a key role in the increased effectiveness of pulsed versus steady jet actuation. It appears as though these 2D structures act in two ways. For one, the presence of a large-amplitude 2D disturbance accelerates the three-dimensional breakdown process. In addition, the 2D structures appear to enhance the momentum transfer between the free stream and the boundary layer.

Although we were able to gain valuable insight into the physical mechanisms associated with active flow control of generic laminar separation bubbles, the question arose as to whether or not these findings would still be relevant in a scenario that more closely matches the experiments conducted by Rivir and co-workers at AFRL.

3.4 Direct Numerical Simulations (DNS) of Active Flow Control (AFC) for a boundary layer subjected to Low-Pressure Turbine (LPT) blade conditions

The computational setup for the present flat-plate simulations is schematically depicted in Fig. 3.34. The goal of these investigations was to simulate the flow on the suction side of a LPT blade as in the experiments by Rivir and co-workers at AFRL. The effects of curvature were deliberately not taken into account, and they will be investigated after the flat-plate case is reasonably well understood.
The flow was subjected to the same streamwise pressure gradient as measured in the experiments at a Reynolds number of 25,000 (based on chord length, $C_x$). The wall-pressure coefficient versus suction surface length (SSL) for the uncontrolled case is shown in Fig. 3.35 in comparison to the experiments. The pressure plateau downstream of 62% SSL can be associated with the "dead-air" region in the separation bubble. Velocity profiles at various streamwise locations are also shown in Fig. 3.35.

The reason that the experimental profiles do not show negative velocities is an artifact of the hot-wire measurements. While the experimental profile at 92% $C_x$ may indicate attached flow, the boundary layer is in fact separated. Overall, the careful setup of the numerical simulations resulted in good agreement with the experimental data for the base flow. Typical results from a simulation of the uncontrolled, separated boundary layer are shown in Fig. 3.36. In the mean, the boundary layer separates at approximately $x=5.7$ and reattaches at approximately $x=15.8$. Note that the trailing edge of the hypothetical LPT suction surface is located at $x=10.18$,
indicating that the flow for an actual LPT cascade would, for this case, not reattach to the blade
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**Fig. 3.36:** Top: Instantaneous contours of spanwise vorticity for the uncontrolled boundary layer; bottom: Time- and spanwise-averaged streamlines.

surface.

For the simulations of active flow control, both steady and pulsed VGJs were employed for various forcing parameters. For the results presented here, the momentum coefficient, $c_m$, was $7.9 \times 10^{-7}$ for both the steady and the pulsed VGJ investigations (this corresponds to a blowing ratio of $B=0.32$ and $B=1$ for the steady and pulsed jets, respectively). The duty cycle, $\tau$, (ratio of jet on-time to forcing period) was 10% for the pulsed cases, and the non-dimensional forcing frequency $F^+$ was 4.2.

Time- and spanwise-averaged streamlines for the uncontrolled case in comparison to selected forced cases are shown in Fig. 3.37. For the cases with VGJ control, the extent of the separation region is reduced significantly, especially for the cases with pulsed VGJs. In other words, the same trend observed in the investigations involving generic laminar separation bubbles is also visible in the present cases: pulsed VGJs are considerably more effective in reducing boundary layer separation than steady VGJs (for fixed $c_m$). In addition, analogous to the findings reported in section 3.3, pulsed, vertical VGJs appear to be slightly more effective than pulsed, angled VGJs. This conjecture is based on the fact that the streamlines indicate a smaller separation bubble for the case where the jets are issued vertically (see Fig. 3.37). Spanwise vorticity contours are presented in a top view towards the surface in Fig. 3.38. In addition to the cases shown in Fig. 3.37, a two-dimensional simulation was included for reference. In this simulation, disturbances were introduced by means of periodic blowing and suction through a slot (with the same frequency and momentum coefficient as used for the
Fig. 3.37: Time- and spanwise-averaged streamlines for selected forced cases. From top to bottom: Unforced case; steady, angled VGJs; pulsed, vertical VGJs; pulsed, angled VGJs.

Fig. 3.38: Time-averaged contours of the spanwise vorticity component for selected forced cases. Top view towards the surface. Red areas represent attached flow, blue areas represent separated flow.
Fig. 3.39: Wall pressure coefficients for the forced cases compared to the unforced case.

Pulsed VGJs). In the 2D simulation, the breakdown of the flow to turbulence is prevented, thus excluding one of the potential flow control mechanisms. As can be seen from Fig. 3.38, the 2D simulation is (at least) as effective in reducing boundary layer separation as the cases with pulsed VGJs. This corroborates the conclusion drawn in section 2.3 that the 2D structures, "laminar" or "coherent", play an important role in the context of active flow control.

Fig. 3.39 shows the wall-pressure coefficients obtained from these simulations with active flow control in comparison to the unforced case. Also included is the curve obtained from a simulation where the boundary layer was tripped to turbulence upstream of the separation location, resulting in attached flow along the entire surface. This curve represents a good reference case for the present AFC investigations where a fixed pressure gradient was imposed on the flow. For each of the forced cases shown in Fig. 3.39, the location of the pressure minimum moved downstream compared to the unforced case, especially for the pulsed VGJ cases and for the case with two-dimensional forcing. Steady, angled VGJ actuation was the least effective of the cases shown, while the curve obtained from the 2-D simulation was practically identical to that of the fully attached flow between 30% and 65% SSL. The differences in the effectiveness of the various strategies (for fixed $c_p$) seem to be strongly related to the fundamentally different physical mechanisms that are at work for forcing using steady versus pulsed VGJs.
3.4.1 Steady VGJs

Since, in all our previous simulations with steady VGJs, we did not find the strong streamwise vortices that have been reported in the literature, we performed a series of additional simulations in an effort to gain insight into the nature of the structures that develop downstream of the forcing location. Fig. 3.40 shows contour plots of the streamwise vorticity component as well as velocity profiles at $x=7$ for increasing values of the jet blowing ratio $B$ (ratio of maximum jet velocity to free stream velocity). In the vorticity plots, blue areas represent clockwise rotation, red areas represent counter-clockwise rotation.

![Figure 3.40](image)

**Fig. 3.40:** Streamwise vorticity contours at selected downstream locations for various jet blowing ratios.

![Figure 3.41](image)

**Fig. 3.41:** Flow visualization for steady, angled VGJs ($B=2$). Yellow: VGJs; red: streamlines; blue: streamwise velocity profiles; purple and green: $\lambda_2$ iso-surfaces.
The contour levels are identical for all three cases. As the jet velocity was increased, dominant streamwise structures developed, as was observed in numerous experimental studies of turbulent VGJ control (Johnston and Nishi 1990, Compton and Johnston 1992, Khan and Johnston 2000). These structures have great potential for enhancing the momentum exchange between the near-wall and outer regions of the flow. This is illustrated in Fig. 3.41 for the case with $B=2$ in a perspective view of the flow field. Shown are the VGJs (yellow), streamlines (red), streamwise velocity profiles (blue), as well as iso-surfaces of the $\lambda_2$ vortex identification criterion (Jeong and Hussain 1995) (purple and green). The longitudinal vortices become so strong that the streamlines actually "wrap around" the $\lambda_2$ iso-surfaces. As a result, enough high-momentum fluid is transported to the near-wall region to generate a "new" boundary layer that is energetic enough to overcome the pressure gradient without separating. Therefore, we conjecture that for high enough jet velocities, the dominant physical mechanism for the effectiveness of steady, angled VGJs is the momentum exchange caused by the formation of strong streamwise vortices.

3.4.2 Pulsed VGJs

For the pulsed VGJs, the reattachment of the flow appeared to be at least partially due to the momentum exchange as a result of an accelerated boundary layer transition. The transition process can be clearly observed in Fig. 3.42 and Fig. 3.43. Here, the $\lambda_2$ vortex identification criterion (Jeong and Hussain 1995) was used to highlight the nature of the structures created by the pulsed jets (for both vertical and angled injection). $\Lambda$-structures, along with the subsequent development of ring-like or hairpin vortices, were found to appear only a short distance downstream of the forcing location. These structures closely resemble the late stages of classical Klebanoff-type transition scenarios (Rist and Fasel 1995, Bake et al. 2002). Thus, it appears as though the pulsed VGJs are very effective in triggering a by-Pass mechanism leading to a relatively quick breakdown to turbulence. However, as was already shown in section 3.3, another mechanism appears to be present. In addition to accelerating transition, the pulsed jets, once again, seem to exploit the two-dimensional instability of the underlying base flow. When the pulsing frequency was chosen according to the natural instability of the separated shear layer, strong spanwise coherent structures could be observed both in the transitional region as well as in the turbulent region downstream of the reattachment location. Due to the natural instability of the separated shear layer with respect to two-dimensional
disturbances, these structures are amplified in the downstream direction, as was already shown in Fig. 3.33 for the generic separation bubble. The amplification of the two-dimensional instability modes for the present cases is illustrated in Fig. 3.44. Results are once again shown for both vertical and angled VGJs.

Fig. 3.42: Vortex Visualization for pulsed, vertical VGJs. Shown are iso-surfaces of negative $\lambda_2$.

Fig. 3.43: Vortex Visualization for pulsed, angled VGJs. Shown are iso-surfaces of negative $\lambda_2$. 
In Fig. 3.45, the development of the spanwise disturbance wall-vorticity from the 2D simulation is presented for comparison. Shown are the Fourier amplitudes for the fundamental frequency as well as for several higher harmonics. The development of the fundamental in the 2D simulation exhibits similar growth as the curves in Fig. 3.44, which serves as additional "evidence" for the presence of 2D instability mechanisms in the cases with pulsed VGJ control.
4. SUMMARY AND CONCLUSION

In collaboration with the experimental effort at AFRL, we performed numerical investigations of AFC for LPT separation. We chose a two-pronged approach: A computationally less efficient but more versatile finite volume code was employed for simulations of the full geometry. Detailed investigations of the VGJ actuation for a flat plate model problem were performed with a very efficient finite difference code.

In the first approach (chapter 2), the transitional flow in a Low Pressure Turbine (LPT) cascade at a Reynolds number (based on inflow velocity and axial chord) of 25,000 was studied. The same cascade was investigated experimentally by Rivir and co-workers at the AFRL (Bons et al. 1999, 2000, 2001, Sondergaard et al. 2002). In initial two-dimensional (2-D) simulations with a higher-order accurate numerical scheme, the size of the separated flow region and the intensity of the reverse flow in the bubble were underpredicted. When the inflow Mach number was lowered, the agreement with the experimental results was considerably improved. Since 3-D motion and turbulence are suppressed in 2-D calculations and since the flow is transitional, we decided to investigate the capability of URANS and to perform 3-D DNS and ILES simulations. URANS calculations were performed with different turbulence models and inflow turbulence intensities. In general, turbulent viscosity and 3-D motion were found to weaken the spanwise coherent structures in the separated flow region, thus reducing wall normal mixing which resulted in a larger flow separation. A 2-D calculation with a 2nd-order accurate upwind scheme and without turbulence model showed a similar trend. Results were found to be strongly dependent on the inflow turbulence level and the turbulence modeling approach. For a certain combination of turbulence model and inflow turbulence quantities, very good agreement with the experimental data was achieved. The complexity of the flow (laminar separation and transition) makes for a very challenging test case for turbulence modeling. A 3-D simulation for the design blade spacing confirmed that the spanwise coherent structures that dominate the separated shear layer and the wake in the 2-D calculations were still present in the 3-D flow. The flow was shown to transition to turbulence upstream of the trailing edge. Similar results were obtained from a 3-D ILES simulation based on a diffusive 2nd-order accurate upwind scheme. In general, the extent of flow separation predicted in the simulations was slightly smaller than in the experiment.

It was shown in the experiments that separation control for LPT blades can noticeably increase performance at off-design conditions. Active Flow Control (AFC) by pulsed blowing
through a slot upstream of the separation location was explored in 2-D calculations. In the calculations presented here the blowing ratio and duty cycle were left constant. It was shown that forcing with a duty cycle of 10% excited higher harmonics at relatively large amplitudes. From an application point of view, it may be advantageous to force a large number of frequencies simultaneously since the optimum frequency may be unknown or varying, depending on the free stream conditions. It was shown that the efficiency of the forcing depended on the forcing frequency. When the forcing frequency was chosen such that the shear layer instability was exploited the disturbances became amplified and the control became more efficient. A 7.7% increase in lift over drag could be achieved. The optimum frequency of the controlled flow was shown to be slightly larger than the dominant frequency of the uncontrolled flow.

Pulsed Vortex Generator Jets (VGJs) were studied in 3-D ILES simulations. Although the flow dynamics near the jet exit holes were not accurately captured, the pulsed VGJs were shown to trigger early flow transition. A Proper Orthogonal Decomposition (POD) of the flow revealed that the time signal of the most energetic unsteady modes was directly linked to the forcing frequency of the jets, indicating that the forcing also left a “footprint” on the flow in the form of spanwise coherent structures. In a 3-D simulation at a 25% larger blade spacing, the flow transitioned well upstream of the trailing edge. The additional mixing associated with the turbulent small scale motion significantly weakened the spanwise coherent structures and delayed separation. In a preliminary 2-D simulation it was shown that periodically passing upstream wakes have a significant impact on the flow, generating spanwise flow structures and delaying flow separation.

AFC by pulsed blowing was also explored in 2-D calculations for a 25% larger blade spacing. Again, the efficiency of the pulsed blowing was shown to be dependent on the forcing frequency. When the forcing frequency was chosen “properly”, a 19.4% gain in lift over drag could be accomplished. However, forcing at this optimal frequency also resulted in high dynamic loads. When the forcing frequency was chosen slightly different from the optimal frequency, comparable gains could be obtained without incurring high dynamic loads. However, 3-D simulations are required to obtain confidence in the effectiveness of AFC by pulsed blowing at larger blade spacings. However, since 3-D simulations of the entire cascade are very expensive, broad parameter studies would still have to be conducted with 2-D calculations. Although 2-D simulations do not quantitatively capture all relevant aspects of the flow control, they do seem to qualitatively predict the correct trends and dependencies.
In the second approach (chapter 3), the fundamental mechanisms associated with steady and pulsed VGJ control were investigated using Direct Numerical Simulations. Significant progress was made in our understanding of the complicated interaction of boundary layer transition and separation in the presence of localized flow control actuators such as VGJs. Strong streamwise vortices were found to develop for high-amplitude, steady jets when they were employed at an angle with respect to the free stream direction. Pulsed jets, on the other hand, were found to reduce/prevent separation by a combination of two mechanisms: (1) accelerated (by-pass) boundary layer transition and (2) development of strong, spanwise coherent structures as a consequence of the natural hydrodynamic instability of the underlying flow. At the present stage of our research effort, we conjecture that the higher efficiency of pulsed VGJs versus steady VGJs (for a fixed "energy input") is a direct consequence of exploiting this underlying instability mechanisms by pulsing with the proper frequencies. However, although we have made considerable progress, many questions remain. First of all, we need to unequivocally establish the differences in the relevant mechanisms for steady versus pulsed VGJ actuation for other flow conditions (Reynolds numbers and geometries) to explore the validity and "universality" of the preliminary explanations that we have come up with so far. For the pulsed jets, in particular, it is unclear whether boundary layer reattachment is achieved primarily due to transition to turbulence or due to the excitation of large, spanwise coherent structures. Second, the deliberate neglect of convex surface curvature in our simulations to date requires that we consider these effects in future investigations.
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