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Current electrical systems are faced with the limitation in performance by the electrical interconnect technology determining overall processing speed. In addition, the electrical interconnects containing many long distance interconnects require high power to drive. One of the best methods to overcome these bottlenecks is through the use of optical interconnect to limit interconnect latency and power. This report describes development of Computer Aided Design (CAD) tools for optimizing a new approach to high performance System-on-Chip (SoC) utilizing free-space optical interconnects technology. Two approaches to design and optimization of the optoelectronic systems using optical interconnections are presented.
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1. Introduction

Current electrical systems are faced with the limitation in performance by the electrical interconnect technology determining overall processing speed. In addition, the electrical interconnects containing many long distance interconnects require high power to drive. One of the best ways to overcome these bottlenecks is through the use of optical interconnect to limit interconnect latency and power.

The 2002 Semiconductor Industry Association (SIA) roadmap update shows the substantial problems associated with electrical interconnects on silicon chips. Off-chip long distance interconnections suffer in performance [1]. It is proposed to replace such interconnections with optical interconnect to mitigate specific interconnect performance issues.

In 2000, D. A. B. Miller codified the physical advantages of optical interconnect over electrical interconnect [2]. Some possible practical advantages of optical interconnects are described in below.

- Design simplification:
  - No electromagnetic wave phenomena.
  - No distance dependence.
  - No frequency dependence.

- Architecture:
  - Large numbers of long high-speed connections.
  - 2D interconnect architecture.
  - No requirement of interconnect hierarchy.

- Timing:
  - Predictable signal timing.
  - No timing skew.

- Other physical advantages:
  - Power savings.
  - High interconnect density.
Because of the above advantages, optical interconnects could increase overall performance of electrical packages, and reduce the crosstalk, power consumption and signal latency. Due to the lack of computer-aided design (CAD) tools in optics, it necessitates the development of new CAD tools for emerging technologies such as optical interconnect.

2. Overview of Existing Work

In this section, the existing works about optical interconnect are presented. For a special case, the brief history of optical clock distribution is also presented.

2.1. Optical Interconnection

During 1960s, the semiconductor diode laser had been developed. This was the starting point that tried to use optics in digital computation. As the conclusion of the first demonstration, optical devices could not substitute for transistors in general computing machines because they consumed too much power [3]. However, the ideas of optics for communication were conceived at that time. From the mid 1970s to the late 1980s, the optical switching was paid attention because optical switch could be much faster than any electrical transistor [4]. This is still valid because nonlinear optics can make logic devices much faster than any electrical devices. In the early 1980s, quantum well structures were enhanced and this led to further interest in semiconductor optical switching devices.

In 1984, J. W. Goodman proposed ideas of optical interconnection of very large scale integration (VLSI) electronics: intra-chip data communications and inter-chip data communications. They were the actual start of the field of optical interconnects [5]. The quantum-confined Stark effect was discovered in III-V semiconductor quantum wells in 1984 [6]. This effect was important for optical computing and optical interconnects because of the allowance of low energy devices, the possibility of 2D interconnected modulator or switch and the capability of large arrays of devices. The very important devices, vertical cavity surface-emitting lasers (VCSELs), were developed [7] and demonstrated [8] in the late 1980s. The first demonstration which VCSEL was electrically pumped was successfully made at room temperature. VCSELs became very interested practical devices, especially for low-cost optical fiber connections. Moreover, they are candidate devices for optical interconnects to silicon chips.
An optomechanical configuration has been conceived [9] that is far less complex than any current approach in 1994. Implementing a Fourier-plane-based interconnect with an arbitrary degree of space variance, it comprises only two component aggregates requiring mutual alignment in free space. Connections among such free-space interconnected modules (FSIMs) are effected over waveguide ribbons in a natural fashion obeying the principles of hierarchical interconnections: all signals leave chips on the same physical transport medium, in this case through the optical array input and output (I/O) apertures to free-space modes. Use of a mechanically compliant medium (ribbons) decouples system scaling from free-space alignment requirements.

A prototype 3D optoelectronic neural network was implemented in 1994 [10]. It was composed of a 16-node input, 4-neuron hidden, and a single-neuron output layer. The prototype used high-speed optical interconnects for fan-out and mixed-signal VLSI circuits for fan-in. In 1997, S. P. Levitan, et al, developed “Chatoyant”, a mixed-signal CAD tool for performing end-to-end system simulations of free space interconnection systems [11]. Chatoyant was able to analyze optical, electrical, and mechanical trade-offs. The prototype system for intra multi-chip module (MCM) interconnects was built in 1999 [12]. This system supported 48 independent free-space optical interconnect (FSOI) channels using 8 lasers and detectors. All chips were integrated on a ceramic substrate with three silicon chips.

M. Forbes, et al, presented three different types of approaches for optoelectronic interconnects between VLSI chips [13]: fibre-ribbons, planar waveguides and free-space optics. This paper pointed out the limitations of electrical interconnect and the advantages of optical interconnect.

Optical connections between individual computer systems are now available. N. Savage anticipated that optical interconnection would be introduced in the computer to connect circuit boards within 2-5 years [14] and connect chips within 5-10 years. Optical interconnects will be feasible in 15 years for on-chip interconnects.

2.2. Optical Clock Distribution

Claude Chappe invented optical telegraph in 1790s and it is the starting point of optical communication systems. In 1870, John Tyndall demonstrated that light was guided in a water jet.
However, the idea of a communication system based on the propagation of light through circular dielectric waveguides was considered from the mid-1960s, albeit some theoretical studies were performed in the early years of the present century [15, 16].

In 1984, J. W. Goodman suggested three optical clock distribution approaches [5]: index-guided, unfocused free-space and focused free-space optical interconnect. In index-guided optical interconnect, two types of waveguides, optical fibers and optical waveguides integrated on a suitable substrate, can be used. The two optical interconnect technologies provide a compact and planar packaging of the global optical clock distribution without diffractive components. In unfocused free-space optical interconnect, the optical signals carrying the clock signals broadcast to the entire electronic chip. Because detectors are located in the same distance at the focal point of the lens, there is no clock skew. A focused free-space optical clock distribution uses a holographic optical element. The holographic optical element acts as a complex grating.

In 1988, B. D. Clymer and J. W. Goodman presented the skew properties of an array of optical transimpedance receivers associated with a hologram-based focused free-space optical clock distribution [17]. The test circuit used 3 \( \mu \)m Metal Oxide Semiconductor Implementation System (MOSIS) technology with 18 optical receivers.

P. J. Delfyett, \textit{et al.}, introduced the mode-locked operation of a semiconductor laser system as a jitterless timing source [18]. They demonstrated the optical clock distribution of 1024 separate ports utilizing optical fibers. The total accumulated timing jitter was less than 12ps.

A board-level free-space optical clock distribution system implemented with substrate mode hologram was presented by J. H. Yeh, \textit{et al.} in 1995 [19]. The system used an H-tree clock distribution to avoid clock skews. With 622MHz clock signal, 36ps of timing jitter and less than 10ps of clock skew were achieved.

In 1998, Y. Li, \textit{et al.}, reported board-level large bandwidth optical clock distributions with fanout of 128 on a printed circuit board using silica and polymer optical fibers [20]. The result showed the multi Gbps bandwidth capability.

A multi-GHz optical clock distribution on a Cray T-90 supercomputer multi-processor board is presented in 1999 [21]. The optical clock signal is distributed to 48 fanout points on
printed wiring board through a polyimide optical waveguide organized as an H-tree structure.

Optical clock distribution technology eliminates the disadvantages of electrical clock distribution such as clock skew, timing jitter, etc. Moreover, it allows no limitations on the maximum frequency of modulation of an optical signal.

3. The CAD Tools for Optoelectronic Systems

3.1. GOETHE (Generic Opto-Electronic system design THEurgist)

A CAD tool, GOETHE (Generic Opto-Electronic system design THEurgist), was developed for optimizing System-on-Chip (SoC) placement and routing of electrical and optical interconnects simultaneously utilizing free-space optical interconnect technology. GOETHE determines which of the interconnects are routed electrically and which are routed optically without exceeding the routing capacity of the optical interconnect while minimizing total electrical interconnect length. Free-space optical interconnect technology is suitable for routing on-chip interconnects using an optical interconnect layer [5]. Data throughput between modules could be enhanced through the use of free-space optical interconnect by a factor of a thousand [14].

This research discusses the design of the circuit on silicon substrate and its interaction with the optical substrate in Figure 1.
The integration configuration for optoelectronic substrate modules is shown in Figure 2. On the silicon substrate, VCSEL and photodetector array is bonded based upon flip-chip technology. On the optical substrate, there is a microoptical substrate which carries focal-plane diffractive elements.
3.1.1. Assumption

All module shapes are assumed to be rectangular-shaped. Pins are assigned into module periphery. A set of netlists are generated randomly for a specified number of modules. It is also assumed that the SoC operations are pipelined and that all module data transfers are buffered.

In this research, three arrangements of optical sensors are considered (see Figure 3). The gray circles represent emitters and the white circles represent detectors.

![Figure 3. Three different sensor arrangements](image)

In the horizontal and vertical directions, the patterns of Figure 3 are repeated up to the size of a SoC. However, any regular sensor arrangements of emitter-detector configurations can be specified as an input to the CAD tool. Therefore, it is possible to experiment with different sensor arrangements of emitter-detector configurations so that determines which gives the best performance.

3.1.2. Optimization Algorithms

The optimization goals are as follows:

- **Given**: The preliminary locations of all modules and netlists and the arrangements of optical sensors in the VCSEL array.
- **Determine**: The optimal placement of all modules.
- **Such that (optimization criteria)**: (a) total electrical interconnect length is minimized and (b) the utilization of the optical routing capacity is maximized.

The optimization algorithm consists of a placement and routing and a module compaction step. These are described in Section 3.2.1 and 3.2.3.
3.1.2.1. Placement and Routing

*Genetic Algorithm* is employed in order to optimize placement of modules and routing of electrical and optical interconnects simultaneously. There are three steps to find the best placement of modules which gives minimum routing cost.

First of all, *population* is generated as a group of many random orders of modules. The number of populations is one of the inputs to the CAD tool. These orders are stored as a sequence of numbers. Second, two better groups which are called parents in the population and combine them to create two new solutions which are called children using *Crossover*. During crossover, a random point is picked in the parents’ sequences and switched every number in the sequence after that point. When the placement of modules is changed, the sequence of the longest interconnects is also changed.

However, the crossover sometimes may not work because the population is represented by a sequence of numbers. An example is shown below [22].

![Table](image)

*Figure 4. An example that crossover operation does not work*

To resolve this phenomenon, *partially matched crossover* is employed which is shown in Figure 5.

![Table](image)

*Figure 5. Partially matched crossover*
Finally, modules are rotated to randomly chosen direction during *Mutation*.

The above operations may not reproduce good parents to better children. Therefore, if the children are not better than their parents, the children should be then discarded in the population. This decision is made by total routing cost (see Figure 9).

The algorithm attempts to replace long electrical interconnects with optical interconnects in the sequence of interconnect length. However, the breakpoint which electrical interconnect can be replaced with optical interconnect should be determined because electrical interconnects is still dominant over optical interconnects for very short distance interconnect. It is described in Section 3.1.2.5 and 3.1.2.6.

The following operations are the overall goals of the optimization.

- **Maximization of the utilization of the optical routing capacity.**
- **Minimization of the length of the critical (longest) electrical interconnects.**
- **Minimization of the total electrical interconnect length.**

If an input port of one module is to be routed to an output port of another module optically, then the input port and the output port must first be routed electrically to the nearest detector and emitter respectively. The cost of routings electrically from I/O ports to the sensors is included in the total cost of the electrical interconnect routing.

Figure 6 shows the CAD tool layout after the optimization with 16 modules.

![Figure 6. The CAD tool layout with optimization](image)
3.1.2.2. Optical Routing Capacity

The physical length of optical interconnect does not matter. This is different from electrical interconnects. The optical routing capacity is determined by the number of optical directions in which signals have to be routed [9]. It turns out that due to the manner in which the diffraction grating of Figure 2 is fabricated, the optical routing capacity depends upon the number of optical directions rather than upon the number of physical routings of optical interconnects. Thereby, the number of optical directions that the optical substrate can support is one of the inputs to the optimization tool.

Figure 7(a) shows the physical routing of signals in the optical substrate. The gray circles represent emitters and the white circles represent detectors. Figure 7(b) shows optical vectors that the routing configuration of Figure 7(a) reduces to. All parallel optical directions in Figure 7(a) trim down to a single optical vector in Figure 7(b).

![Figure 7. Optical vectors in Fourier plane](image)

3.1.2.3. Module Compaction

The regions between modules are called channels. At the beginning of the optimization process, the CAD tool places modules with distance of wiring capacity. Then, virtual vertical direction lines are placed in the channels. The number of horizontal electrical interconnects crossing the vertical direction line for each channel is calculated. From this calculation, a difference between the wiring capacity and the wiring density, which we call Ridge is formed. The Compression-Ridge method is applied to delete the Ridge region [23]. This method is consecutively introduced in the horizontal direction.
3.1.2.4. Cost Function

The cost function for the optimization is described in Figure 9. It is composed of the electrical interconnect cost and the optical interconnect cost. The first term includes the electrical interconnect length due to all the electrical interconnect plus the interconnect length contributions due to the electrical interconnects to all emitters and detectors which are occupied by optical interconnects. *Manhattan distance* is employed to calculate the electrical interconnect length.

\[
Cost = \sum (\text{Electrical interconnect length}) + w \left( \frac{v}{D} \right)
\]

where

\[
\begin{align*}
w &= \text{Weight factor for optical cost} \\
v &= \text{The number of optical vectors in current layout} \\
D &= \text{The maximum number of optical directions that the optical substrate can accommodate}
\end{align*}
\]

Figure 9. The cost function

The second term represents the optical interconnect cost. It attempts to maximize utilization of the optical routing capacity without exceeding it – note that at each step of the algorithm the longest interconnects are replaced with optical interconnect. \( w \) is the weight factor for the optical
cost and is set to be 100 in this research. It turns out that the optical cost is the percentage of the utilization of the optical routing capacity.

3.1.2.5. Speed Regression Model

In 1998, G. I. Yayla presented comparison of electrical interconnects and optical interconnects from the viewpoint of speed and energy consumption [24]. The results interested in this research is the comparison of off-chip electrical interconnect and free-space optical interconnect. The polynomial regressions are performed as functions of interconnect length on the extracted data from [24].

The speed regression models for the electrical interconnect and the optical interconnect are shown in Figure 10. The unit of interconnect length is cm and the unit of speed is MHz.

![Figure 10. Speed regression models for the electrical interconnect and the optical interconnect](image)

Equation (1) and (2) represent the speed of electrical interconnect and the speed of optical interconnect respectively, where \( x \) is interconnect length (cm).

\[
Electrical = ax^4 - bx^3 + cx^2 - dx + e \quad (1)
\]

\[
Optical = ax^4 - bx^3 + cx^2 - dx + e \quad (2)
\]
The coefficients of the speed regression models are shown in Table 1.

### Table 1. Coefficients for speed regression models

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical</td>
<td>0.002</td>
<td>0.139</td>
<td>4.463</td>
<td>78.005</td>
<td>1098.28</td>
</tr>
<tr>
<td>Optical</td>
<td>0.022</td>
<td>1.255</td>
<td>28.649</td>
<td>341.929</td>
<td>2554.27</td>
</tr>
</tbody>
</table>

From the speed point of view, the optical interconnect is always dominant over the electrical interconnect.

### 3.1.2.6. Energy Consumption Regression Model

Figure 11 shows energy consumption regression models for the electrical interconnect and the optical interconnect. From the graph, the breakpoint which optical interconnect is dominant over electrical interconnect in terms of energy consumption is obtained. It is about 2.7cm. Therefore, the tool could replace electrical interconnects with optical interconnects when the interconnect length exceeds 2.7cm without exceeding the optical routing capacity.

![Figure 11. Energy consumption regression models for the electrical interconnect and the optical interconnect](image)
The unit of interconnect length is cm and the unit of energy consumption is pJ. The polynomial regression models for the electrical interconnect and the optical interconnect are written by,

\[
\begin{align*}
\text{Electrical} &= -ax^4 + bx^3 - cx^2 + dx - e \\
\text{Optical} &= a \times (10^{-7} x)^4 - bx^3 + cx^2 + dx + e
\end{align*}
\]

where \( x \) is interconnect length (cm).

Table 2 shows the coefficients of the regression models for energy consumption.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical</td>
<td>0.001</td>
<td>0.092</td>
<td>2.114</td>
<td>26.974</td>
<td>32.845</td>
</tr>
<tr>
<td>Optical</td>
<td>1.212</td>
<td>0.004</td>
<td>0.037</td>
<td>1.424</td>
<td>22.369</td>
</tr>
</tbody>
</table>

At the beginning and the end of optimization, the speed and the energy consumption are calculated with above analytical regression models to analyze the overall SoC performance.

3.1.2.7. Pseudo Code for Genetic Optimizer

The pseudo code for a genetic algorithm [25] with the objective of minimizing the total routing cost in a SoC is as follows:
Genetic Algorithm Objective( )
1. Generate modules and netlists;
2. Generate population; // Section 3.1.2.1
3. Set the generation number;
4. for (each generation) {
5.   Partially matched crossover; // Section 3.1.2.1 – Swap modules
6.   Module compaction; // Section 3.1.2.3 - Find the optimal module placement
7.   Mutation; // Section 3.1.2.1 - Rotate modules
8.   Module compaction; // Section 3.1.2.3 - Find the optimal module placement
9.   Evolution; // Section 3.1.2.4 - Optimize the total routing cost
10. }
11. Calculate speed improvement; // Section 3.1.2.5
12. Calculate energy saving; // Section 3.1.2.6
13. Save result files;

Figure 12. Pseudo code for genetic optimizer

During evolution, the algorithm makes total cost minimal.

3.1.3. Results and Analysis

In this section, we present experimental results of the optimization achieved by using the CAD tool. All algorithms are implemented in C++.

3.1.3.1. Simulation Results

As mentioned in Section 3.1.1, a set of netlists was generated randomly for a specified number of modules. For comparison of overall SoC performance, cases with 9, 16, 25, 36 and 49 modules were simulated and a case of 36 modules is shown in this section. For the all simulations, the dimension of SoCs is set to be 10×10cm².

Figure 13 shows the graph for the cost reduction versus the number of generations of the genetic optimizer with 36 modules and 1000 netlists. In this simulation, the optical routing capacity was 300.
The result shows about 20% saving in the electrical cost which is given in Figure 9. About 99.7% of optical routing capacity is occupied.

Table 3 shows reductions in interconnect length for the different sensor distributions of Figure 3 with 36 modules and 1000 netlists. For the simulations, optical routing capacity was 500.

**Table 3. Comparison with different sensor distributions**

<table>
<thead>
<tr>
<th>Arrangement</th>
<th>% of wires converted to optical links</th>
<th>% reduction in longest wire length</th>
<th>% reduction of total cost</th>
<th>No. of optical directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>50</td>
<td>60</td>
<td>69</td>
<td>495</td>
</tr>
<tr>
<td>(b)</td>
<td>48</td>
<td>52</td>
<td>65</td>
<td>475</td>
</tr>
<tr>
<td>(c)</td>
<td>43</td>
<td>47</td>
<td>62</td>
<td>428</td>
</tr>
</tbody>
</table>

Figure 14, Figure 15 and Figure 16 show an example of the optimization performed by the CAD tool. The blue lines represent electrical interconnects and the red lines represent optical interconnects. Figure 14 shows a layout and description of all the interconnects at the beginning of the optimization process.
Figure 14. Routing without optimization

Figure 15 shows only the optical interconnects in the left side and only the electrical interconnects in the right side at the end of the optimization.

Figure 15. Optical routing and electrical routing with optimization
Another result for ARM core is shown in Figure 16. The first figure shows the routing result before optimization and the second figure shows only the optical interconnects and the third figure shoes only the electrical interconnects.

3.1.3.2. Speed and Energy Issues

In this section, we evaluate the SoC speed improvement and energy saving with 9, 16, 25, 36 and 49 modules. The graph for the percentage improvement of overall SoC speed versus the number of optical vectors with various numbers of modules is shown in Figure 17.
The results are very encouraging and show that more than 54% improvement in chip speed can be obtained through the use of optical interconnects.

Figure 18 shows the graph for the percentage saving of energy consumption versus the number of optical vectors with 9, 16, 25, 36 and 49 modules.

![Figure 18. The graph for energy saving versus optical directions with various numbers of modules](image)

In cases of 9 and 16 modules, the best results are with 235 and 200 optical interconnects respectively.

Table 4 shows results for optimization performed with 9, 16, 25, 36 and 49 modules against different number of optical directions supported by optical substrate. The table entries show the number of optimized optical vectors which must be less than the number of optical directions, the percentage saving in total energy consumption and the percentage improvement in overall SoC speed.
Table 4. The percentage improvement of energy consumption and speed with the different number of optical directions

<table>
<thead>
<tr>
<th>Optical direction</th>
<th>No. of module</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical vector</td>
<td>9</td>
<td>10</td>
<td>50</td>
<td>96</td>
<td>180</td>
<td>235</td>
<td>260</td>
<td>268</td>
</tr>
<tr>
<td>Energy (%)</td>
<td></td>
<td>22</td>
<td>19</td>
<td>23</td>
<td>25</td>
<td>26</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>Speed (%)</td>
<td></td>
<td>58</td>
<td>61</td>
<td>63</td>
<td>65</td>
<td>67</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>Optical vector</td>
<td>16</td>
<td>9</td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>286</td>
<td>375</td>
<td>436</td>
</tr>
<tr>
<td>Energy (%)</td>
<td></td>
<td>15</td>
<td>18</td>
<td>27</td>
<td>34</td>
<td>33</td>
<td>31</td>
<td>26</td>
</tr>
<tr>
<td>Speed (%)</td>
<td></td>
<td>57</td>
<td>60</td>
<td>62</td>
<td>65</td>
<td>67</td>
<td>69</td>
<td>70</td>
</tr>
<tr>
<td>Optical vector</td>
<td>25</td>
<td>9</td>
<td>49</td>
<td>100</td>
<td>199</td>
<td>300</td>
<td>396</td>
<td>489</td>
</tr>
<tr>
<td>Energy (%)</td>
<td></td>
<td>11</td>
<td>21</td>
<td>24</td>
<td>31</td>
<td>36</td>
<td>37</td>
<td>38</td>
</tr>
<tr>
<td>Speed (%)</td>
<td></td>
<td>55</td>
<td>59</td>
<td>60</td>
<td>64</td>
<td>67</td>
<td>68</td>
<td>70</td>
</tr>
<tr>
<td>Optical vector</td>
<td>36</td>
<td>9</td>
<td>49</td>
<td>99</td>
<td>200</td>
<td>299</td>
<td>399</td>
<td>495</td>
</tr>
<tr>
<td>Energy (%)</td>
<td></td>
<td>15</td>
<td>21</td>
<td>27</td>
<td>32</td>
<td>37</td>
<td>42</td>
<td>45</td>
</tr>
<tr>
<td>Speed (%)</td>
<td></td>
<td>54</td>
<td>57</td>
<td>60</td>
<td>64</td>
<td>66</td>
<td>69</td>
<td>71</td>
</tr>
<tr>
<td>Optical vector</td>
<td>49</td>
<td>10</td>
<td>50</td>
<td>99</td>
<td>199</td>
<td>300</td>
<td>399</td>
<td>497</td>
</tr>
<tr>
<td>Energy (%)</td>
<td></td>
<td>18</td>
<td>23</td>
<td>30</td>
<td>34</td>
<td>36</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td>Speed (%)</td>
<td></td>
<td>54</td>
<td>61</td>
<td>63</td>
<td>64</td>
<td>66</td>
<td>70</td>
<td>73</td>
</tr>
</tbody>
</table>

3.1.4. Summary

In this research, a new approach to high performance SoC utilizing free-space optical interconnect was described. The results show that more than 55% improvement in overall SoC speed and more than 16% saving in total energy consumption are obtained on the average through the optimization process with the use of free-space optical interconnects. This translates to improve the overall SoC performance by a factor of more than 1.5.
3.2. BOSS (Board-level Optical clock Synthesis and Simulation tool)

Due to increasing levels of integration and sophistication in packaging technologies, the problem of routing electrical control and synchronization signals to the various subsystems of the package has assumed great significance. These control and synchronization signal networks, such as the clock distribution networks discussed in this paper, have to be designed very carefully in order to maximize the performance of the assembled electronic package while minimizing manufacturing costs. Specifically, for clock distribution, the skew of the clock signal from the source to the various destination points must be minimized very carefully in order to maximize the electrical performance of the package. In addition, overall power consumption must be minimized. These stringent design requirements necessitate the development of new CAD tools for emerging technologies such as optical interconnect.

In this research, we develop “BOSS” (Board-level Optical clock Synthesis and Simulator tool), a CAD tool that finds an optimal clock routing network and a best optical data input location for the network utilizing optical waveguide technology. Figure 19 shows the integration configuration of an optical clock routing on system-on-a-package (SOP) substrate.

![Figure 19. Integration configuration for high-speed optical clock distribution using embedded optoelectronics](image)

The physical design of the optical clock distribution network is composed of three steps: partitioning, rough routing and calibration for clock skew. The three steps are described in detail in Section 3.2.2.1, 3.2.2.2 and 3.2.2.7.
3.2.1. Assumption

It is assumed that different combinations of L-shaped waveguides (90° bent L-shape) are used to construct the optimal optical routing network. This provides flexibility of design as opposed to the use of a rigid H-tree structure. The optical waveguide is assumed to be Transverse Electric (TE) field polarized with single mode operation. It is also assumed that there is an isolation layer between electrical and optical substrate to avoid signal-absorption. The final layout is a 1-to-2^x fanout structure where x>1. This means that the system is a single clock system and the number of detectors on board is 2^x where x>1.

From the latency point of view, optical interconnection has three types of latencies: transmitter latency, the time of flight and receiver latency. In this paper, the latencies in the optical transmitter and the optical receiver are not considered. However, it is reported that they are less than 100psec respectively in recent publication [30].

3.2.2. Optimization Algorithms

The optimization goals are as follows:

- **Given**: The locations of all the terminal points (detectors) to which the clock signal is to be routed optically.
- **Determine**: (a) The location of the clock signal transmitter on the printed wiring board and (b) the optimal layout of the optical waveguides from the transmitter to each of the detectors.
- **Such that (optimization criteria)**: (a) clock signal skew is minimized and (b) bending and propagation losses due to the optical waveguides are minimized.

The optimization algorithm consists of a layout partitioning, a waveguide routing and a local routing heuristic step. These are described next.

3.2.2.1. Layout Partitioning

The X-Y partition algorithm is used [26]. The board B is partitioned into two subregions, B_L and B_R with equal number of detectors. The subregions B_L and B_R are then partitioned in the orthogonal direction. Alternating x- and y-direction partitioning is recursively performed until there are two detectors in each subregion. The algorithm is illustrated in Figure 20.
3.2.2.2. Waveguide Routing

For optical clock distribution, an algorithm which we call the Method of Optical Centroid Searching (MOCS) is used. The basic idea of the MOCS algorithm is to minimize the path length difference from the transmitter to any of the detectors by finding “optical centroid” based upon Manhattan Geometry. These optical centroids represent points in the layout grid that are equidistant from all other points in the same layout partition at each step of the recursive layout partitioning process. Hence, there are as many optical centroids as there are recursive calls in the layout partitioning algorithm. In order to feed all the detectors corresponding to a layout partition, the signal feeding the detectors is fanned out to the detectors or other optical centroids at the optical centroid corresponding to the partition. The MOCS algorithm is illustrated in Figure 21.

![Figure 21. The method of optical centroid searching](image)
Let $C$ be a set of 4 optical centroids. It is assumed that 4 detectors are initially set as the first optical centroids.

$$C(x) = \{c_x(i) \mid c(i) \text{ is centroid sorted in x-direction} \} \quad (5)$$

$$C(y) = \{c_y(i) \mid c_y(i) \text{ is centroid sorted in y-direction} \} \quad (6)$$

where $i = (1,2,3,4)$.

The next optical centroids of $C$ are located in region $R_C$.

$$R_C = \{x, y \mid (c_x(2) \leq x \leq c_x(3)) \cap (c_y(2) \leq y \leq c_y(3)) \} \quad (7)$$

Let $C_L$, $C_R$, $C_T$ and $C_B$ be initial optical centroids and $C_M$ be the next optical centroid which is a yellow dot in Figure 21. Let $PL_L$, $PL_R$, $PL_T$ and $PL_B$ be path lengths from the left, right, top and bottom optical centroid to the detectors on the left, right, top and bottom side.

The pseudo code for recursive MOCS is given in Figure 22. This MOCS are recursively introduced until there is only one optical centroid after searching.

```
Find_optical_centroid( )
1. for (all the segments by X-Y partitioning ) {
2.     decide waveguide proceeding direction;
3.     if (waveguide proceeding direction is up or down) {
4.         abs_height = abs($C_L(y)$ – $C_R(y)$);
5.         difference = abs($PL_L$–$PL_R$);
6.         PL1 = $PL_L$; PL2 = $PL_R$; C1 = $C_L(y)$; C2 = $C_R(y)$;
7.     }
8.     else {
9.         abs_height = abs($C_T(x)$–$C_B(x)$);
10.        difference = abs($PL_T$–$PL_B$);
11.        PL1 = $PL_T$; PL2 = $PL_B$; C1 = $C_T(x)$; C2 = $C_B(x)$;
12.    }
13.    if ($PL_1 < PL_2$) {
14.        if ((down and $C_1 < C_2$) or (up and $C_1 > C_2$)) {
15.            d1 = $C_1$ – abs_height; d2 = $C_2$–difference;
16.        } else if ((down and $C_1 < C_2$) or (up and $C_1 > C_2$)) {
17.            d1 = $C_1$; d2 = $C_2$–difference+ abs_height;
```
For routing, any optical waveguide cannot cross any other optical waveguide or any detector to avoid inducing significant power loss caused by a discontinuity at the intersection.
3.2.2.3. Input Location

As mentioned earlier, the system designed in this paper is a single clock system. BOSS provides layouts of 1-to-2\(^x\) fanout (x>1). The optical data input location is determined at the end of routing through the MOCS (Method of Optical Centroid Searching) algorithm. The x coordinate is same as the last optical centroid and the y coordinate is the bottom of the board.

3.2.2.4. Bending Radius

Figure 23 shows a fundamental guided mode wavefront is traveling in an optical waveguide.

![Figure 23. Bending loss derivation](image)

When the mode passes through the bent optical waveguide, tangential velocity of the mode in a cladding layer, \(v_{tan} = R(d\theta/dt)\) will exceed the velocity of light. Thus, the portion of the evanescent field tail \(x_R\) cannot stay in phase and splits away from the guided mode and radiates into a cladding layer.

The rate of total power loss along \(z\) can be described by,

\[
\frac{dP_m(z)}{dz} = \alpha_m P_m(z) \quad (8)
\]

where \(\alpha_m\) is the proportionality constant.

From Equation (8), the guided power for \(m^{th}\) mode can be written by,

\[
P_m(z) = P_{0,m}e^{-2\alpha_m z} \quad (9)
\]
where $P_{0,m}$ is the incident power for $m^{th}$ mode and $z=\pi R/2$.

The $\alpha_m$ can be easily derived by calculating radiating aperture [27].

$$\alpha_m = C_1 e^{-2C_2 R}$$ (10)

where $C_1$ and $C_2$ are constants.

Therefore, Equation (9) is a function of bending radius of optical waveguide.

In order to minimize clock skew, BOSS finds the maximum bending radius with the assumptions that are made in Section 3.2.1. It means that path lengths are minimized and clock skews are also minimized with a given partitions and routing.

### 3.2.2.5. Loss Calculation

Two major loss terms in an index-guided optical interconnect are considered to evaluate layouts from BOSS simulation. The bending loss of optical waveguide is derived in the section 3.2.2.4. In order to specify to BOSS, the result of bending loss with specific parameters is curve-fitted with Boltzmann function. The parameters which are used in this paper are taken from a real fabrication condition [28]. They are 1µm Benzocyclobutene (BCB) as a core layer, SiO₂ as a cladding layer, 1µm waveguide thickness and a wavelength of 1.3µm. The analytical regression model for the bending loss of optical waveguide is shown in Equation (11).

$$BL = \left[1.0508/(1+e^{(radius-4\times10^{-3})/10^{-3}})\right] + 9.9\times10^{-4}$$ (11)

Equation (11) tells that the result is saturated over 240µm bending radius of optical waveguide. It translates that the bending loss is negligible over 240µm bending radius. For the simulations, the minimum bending radius of optical waveguide is assumed to be 100µm.

The propagation loss caused by a scattering loss, material absorption and structural imperfection of optical waveguide can be estimated by using a fiber scanning method [28]. The measured propagation loss is 0.36dB/cm at a wavelength of 1.3µm.

In this paper, the splitting loss of optical waveguide is assumed to be negligible.
3.2.2.6. Delay Calculation

The effective refractive index of TE\textsubscript{0} mode in the dielectric waveguide is about 1.4927. \(c\) is the speed of light in free-space. \(n_{\text{eff}}\) is effective refractive index. \(v\) is the phase velocity of the guided mode in the material.

\[
v = \frac{c}{n_{\text{eff}}} \quad 2 \times 10^8 \text{ (m/s)} \quad \text{(12)}
\]

Thus, delay \(d\) is

\[
d = \frac{x}{v} = \frac{x}{2 \times 10^8} \text{ (sec)} \quad \text{(13)}
\]

where \(x = \text{(a path length – the shortest path length)}\).

However, the delay \(d_{\text{electrical}}\) in electrical interconnection is

\[
d_{\text{electrical}} = \frac{x}{c/5} = \frac{x}{0.6 \times 10^8} \text{ (sec)} \quad \text{(14)}
\]

because the signal propagation speed for repeatered global electrical interconnections can be assumed to be approximately \(c/5\) [29].

In order to minimize clock skew, the CAD algorithm finds the maximum bending radius with the assumptions that are made in Section 3.2.1. It means that path lengths are minimized and clock skews are also minimized with a given partitions and routing.

3.2.2.7. Local Routing Heuristic

For each optical centroid, the maximum bending radius is different. Examples of the local routing stage are shown in Figure 24.
Different bending radius causes a length difference between optical data input and detector. This results in signal timing skew. Thereby, bending radii of all waveguides corresponding to the \(n^{th}\) stage of recursion are all identical to avoid signal timing skew. The \(n^{th}\) stage of recursion in Figure 22 corresponds to a local layout of the optical waveguides from a centroid (local centroid) to other centroids (sub-centroids) or a set of detectors. For routing from a local centroid to a sub-centroid, the ideal choice is to pick a waveguide layout with the largest bending radius. This minimizes bending losses. However, use of interconnect with different bending radius (see Figure 24) can cause timing skews between the various signal paths. Thus, all waveguides are routed using the smallest bending radius (of the largest for each interconnect) over all the interconnects from the local centroid to all the sub-centroids. This is called the local routing heuristic.

The pseudo code for local routing heuristic is as follows:
Local_routing_heuristic( )
1. X-Y partitioning (Section 3.2.2.1);
2. Find_optical_centroid( ) (Figure 21);
3. for (each partition) {
4.   Find the optimal bending radius for the optical centroids at each partition;
5.   bending radius = the smallest bending radius among the optimal bending radii of each stage;
6. }
7. Calculate total loss (Section 3.2.2.5);
8. Calculate delay (Section 3.2.2.6);

Figure 25. Pseudo code for local routing heuristic

3.2.3. Results and Analysis

3.2.3.1. Preliminary Result

The preliminary result for a 4-fanout structure is shown in Figure 26.

Figure 26. 1-to-4 H-tree structure layout with two enlarged microphotographs of fabrication

This design was designed using BOSS and fabricated. Two microphotographs corresponding to the fabricated Inverted-Metal Semiconductor Metal (I-MSM) photodetectors embedded in the BCB (Benzocyclobutene) polymer waveguide on the SiO₂/Si substrate are also shown in Figure
26. The dimension of the board is 5×5cm$^2$. The bending radii of the optical waveguides are respectively 1 mm.

### 3.2.3.2. Symmetric Structure

An H-tree system with fanout of 256 has been designed. Figure 27 shows the unoptimized layout.

![Figure 27. Symmetric clock routing of fanout 256 without optimization](image_url)

The dimension of the board is 10×10cm$^2$ and the bending radius is 1.5mm. The length between detectors is 6mm in the x- and y-directions.

The optimized layout of Figure 27 is shown in Figure 28 through the use of waveguides with different bending radii.
This was carefully designed to avoid waveguide-crossing. The bending radii of each stage from a detector to an optical data input are 1.5, 1.5, 3, 3, 6, 6, 7 and 7mm. The total loss of the longest path from an optical data input to a detector due to changing bending radius is calculated and shown in Figure 29.

The total loss includes the bending loss of optical waveguide, the propagation loss and the splitting loss described in Section 3.2.2.5. The maximum power saving after optimization is about 15%.
3.2.3.3. Asymmetric Structure

With the new L-shaped optical waveguide, BOSS can design asymmetric structures while finding the best location of the optical data input.

Figure 30 shows an asymmetric clock routing of fanout 64 utilizing the proposed MOCS algorithm (see Section 3.2.2.2) with L-shape optical waveguide.

![Figure 30. Asymmetric clock routing of fanout 64 without optimization](image)

The dimension of the board is $5\times5\text{cm}^2$. Each bending radius is $200\mu\text{m}$.

Through the use of different bending radii, the layout of Figure 30 is optimized and results in the layout of Figure 31.
The bending radii of each stage from a detector to an optical data input are 0.2, 0.2, 1.5, 1.8, 4.2, and 5.0mm.

An asymmetric clock routing of fanout 256 is designed in Figure 32. The layout is very similar to the H-tree structure.

The dimension of the board is $10 \times 10 \text{cm}^2$. Each bending radius is $400 \mu\text{m}$. 

Figure 33 is an optimized version of Figure 32 with different bending radii - note that no additional timing skew is introduced in Figure 33 as opposed to Figure 32.

![Figure 33. Asymmetric clock routing of fanout 256 with optimization](image)

The bending radii of each stage from a detector to an optical data input are 0.4, 0.4, 1.5, 1.5, 4.8, 5.4, 10.8 and 11.6mm.

Table 5 shows the total power loss along the longest path for each bending stage. As described earlier, the bending loss exceeded 240µm bending is negligible. That is the reason the results don’t seem to be affected by the bending loss.

<table>
<thead>
<tr>
<th>Stage Structure</th>
<th>Stage</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric</td>
<td>16</td>
<td>3.82</td>
<td>7.12</td>
<td>10.3</td>
<td>13.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>3.84</td>
<td>7.12</td>
<td>10.3</td>
<td>13.4</td>
<td>16.5</td>
<td>20.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>4.58</td>
<td>8.34</td>
<td>11.7</td>
<td>15.0</td>
<td>18.2</td>
<td>21.4</td>
<td>24.4</td>
<td>28.9</td>
</tr>
<tr>
<td>Asymmetric</td>
<td>64</td>
<td>3.99</td>
<td>7.90</td>
<td>11.2</td>
<td>14.3</td>
<td>17.4</td>
<td>21.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>4.61</td>
<td>8.39</td>
<td>11.9</td>
<td>15.2</td>
<td>18.5</td>
<td>21.6</td>
<td>24.6</td>
<td>27.8</td>
</tr>
</tbody>
</table>
Table 6 shows minimum, maximum, average signal timing skew and the maximum time of flight along the longest path for different structures.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Skew</th>
<th>Minimum (psec)</th>
<th>Maximum (psec)</th>
<th>Average (psec)</th>
<th>Time of flight (psec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>163.91</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>240.16</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>599.89</td>
</tr>
<tr>
<td>Asymmetric</td>
<td>64</td>
<td>7.5</td>
<td>7.5</td>
<td>1.28</td>
<td>255.82</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>23.9</td>
<td>26.1</td>
<td>3.48</td>
<td>614.38</td>
</tr>
</tbody>
</table>

The maximum signal timing skew is about 26.1 psec when the time of flight is 614.38 psec. This result implicates that signal timing skew in the simulation structures is negligible (< 4%). For the same structure with electrical interconnections based on Equation (14), the signal timing skew is about 87.43 psec.

3.2.4. Summary

A new approach to optimized clock routing using optical waveguide is presented. The results are very encouraging and show that less than 26.1 psec in signal timing skew is obtained for a signal flight time of 614.38 psec. About 15% reduction in power consumption is also obtained over clock nets routed with existing (optical) methods.

4. Conclusion

We have presented two new approaches to design and optimization of optoelectronic systems using optical interconnections. The first approach is for data path routing on SoC utilizing free-space optical interconnect technology. The second approach is for clock routing between modules using optical waveguide interconnect. By taking into account various parameters, we have modeled optical interconnections. Using the models, data path routing and clock routing are
optimized by our new optimization algorithms. Experimental results show that our approaches can improve the overall performance of optoelectronic systems compared to conventional electrical systems in terms of system speed and energy consumption.
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