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5% for $\varepsilon'$, while air was with in 10% below 8.92 GHz. The 0.0165 inch thick Teflon sample was not within 10%, but exhibited a trend towards 10% as the frequency increased.

10.0 Conclusion

A method and procedure for calibrating to the coaxial flanged probes, over 2 to 18 GHz, using the full 2-port method has been generated. This method deletes the subjective delay based on wrapping around a point on the Smith chart, known as probe extension, for a short or open. This method is expandable over the entire useable frequency range of the network analyzer used for material measurements. The method does use the modified calibration data set [31].

A method and set of example, readily made coaxial probes have been described and used in the HP 8510C network analyzer testing environment. The developed probe technique uses commercially available off the shelf connectors that can cover the entire frequency measurement range of the network analyzer. The frequency measurement range of the probes is only limited by the operational frequency range of the type of connector installed in the coaxial probe flange.

A limitation, to the only dual coaxial probe analysis, known to date, was discovered. This discovery, impacts the calculation, for the forward problem, where the S-parameters are determined. The limitation was that the material boundary condition, between the flanges was set to infinity, as well as the probes. The practical use for this analysis uses finite flanges that require additional formulation for the discontinuity at the flange edges. This limitation implies that the measured data presented in this dissertation is closer to the theoretical than stated on the comparison data plots.

A finite element model was developed, using the High Frequency Circuit Simulator (HFSS) analytic code. Several problems were discovered in the materials and S-parameter calculations of this analytic code. The model generated worked over the full 2 to 18 GHz frequency range for the air material measurement between the dual coaxial probes. The model aided in the discovery of how the dual coaxial probes should really need to be modeled. The predicted data matched, within 20%, the location of the measured resonances in the measured data.

The comparison between the HFSS and the measured data provided the discovery of how the dual coaxial probe materials measurement technique is actually working. The measurement technique is actually behaving as a lossy resonator. Calculations do show that the material to free space edge acts like a total reflection point and behaves like a metallic wall of a cylindrical cavity. The
Research community to date, has not looked at this materials measurement
technique as a cavity resonator.

The determination that the dual coaxial probe technique is actually a
cavity resonator was verified with measured field probe data for the 0.25 inch
thick air space measurement. The data is provided in the dissertation for the radial
electric field from the feed point to the outer edge of the probe flanges. This data
shows, with measured data, that the electric field is approximately zero at the
outer flange edges. This supports the premise that the electric field is not radiated
out of the coaxial flange assembly, but is reflected back into the coaxial assembly.
This enables the assembly to act as a lossy cavity resonator with material walls by
the impedance mismatch at the flange edges.

The measured data is compared to the TportFor analytic model with
results illustrating the adequacy of the measurement technique for use from a
minimum of 2 to 12 GHz for various thicknesses of Teflon and Rexolite, that is, low loss materials. The predicted versus measured S-parameters exhibit errors, in
this frequency range, of less than 10%. All measured material results show that
the measured data closely matches the low frequency end predicted data,
suggesting that the analytic model is accurate at the lower frequencies. It also
shows that the measured data is accurate at the lower frequencies as compared to
TportFor S-parameter data.

A transmission line model was derived for this dual coaxial flanged probe
assembly. The assembly approximates a radial line transmission line once it is
recognized that only the electric field in the z-direction and the magnetic field in
the axial direction exist due to the circumferential symmetry of the problem. The
equations derived illustrate the complexity of the problem due to the need for
Hankel functions of order 2 with complex arguments. The method follows power
conservation, and knowing the input and output power of the probes, the power
absorbed in the material can be calculated. This then allows the forward problem
to be analyzed for the complex dielectric constant, but not easily.

11.0 References


253


A Broadband Materials Measurements Technique Using the Full Frequency Extent of the Network Analyzer

Tim Holzheimer, Ph.D., P.E.
Raytheon
Legacy C3I, National Systems
Garland, Texas 75042

Abstract

A Technique is presented that allows for broadband nondestructive material electrical parameter measurements. Electrical parameters of materials are not readily available over extremely broad bandwidths (multiple octaves as an example) for input into analytical models for microwave circuits and antennas. These parameters consist of complex permittivity and complex permeability which cause attenuation due to the types and thickness of materials to be used. A Method is required that allows for fast, accurate and low cost measurements of the materials under test.

The technique of using dual coaxial probes provides a solution that can be applied to numerous materials including thin films. It takes advantage of the full frequency extent of the network analyzer. This measurement uses dual coaxial probes, as compared to the implementation of cavity resonators, coaxial lines, waveguides and free space measurements, and performs the measurement in a 2-port calibration procedure. The Coaxial probes are described and can be easily made with available components where the only limitation is the valid component frequency bandwidth. Several materials examples show the expected accuracy versus frequency range of this measurement technique.
1.0 Introduction

Broadband, nondestructive, material electrical parameter measurement techniques include free space, open ended rectangular waveguides, coaxial monopoles, flush coaxial transmission lines, single coaxial probes, embedded single coaxial probes and dual coaxial probes all with and without flanges. Waveguide and coaxial line measurements are considered to be narrowband measurements that are not used over multiple octaves. Additionally the line measurements are considered destructive measurements since the materials must be cut to fit inside the lines, minimizing the gap capacitances, for measurements to occur. The method of calibration for each of these measurements is critical and limits the accuracy and use of these techniques.

Calibration using automatic network analyzers (ANA) has been addressed by Nicholson and others [1-2]. This provided the basic method of backing out the complex permittivity and complex permeability of measured materials. The method was based on a, air to material to air, system in a coaxial waveguide. Using the $S_{11}$ and $S_{21}$ parameters the reflection and transmission coefficients can be extracted and then in turn the appropriate electrical parameters can be derived using the thicknesses of the materials measured. More recently Munk and Dominic evaluated the open, short and load versus the same using a sliding load for calibration accuracy [3-4]. Others have looked at time domain versus frequency domain for the measurements and recommended the frequency domain for obtaining increased accuracy measurements. Another technique uses the port extension of the ANA, but this does not take into account the differences of the probes being used for the measurement [5]. The ANA is recognized as the best means of performing the measurement. The number of data points can be adjusted by changing the delimiting start and stop frequency bandwidths. The random measurement errors can be reduced by using averaging in the ANA. This coupled with the ability to read the data directly into present day personal computer spreadsheets makes the use of ANA measurements extremely desirable.

Present techniques have varying degrees of construction difficulty in implementing the probes to be used for the materials measurements. All have limitations in the accuracy of the broadband measurement based on how they are calibrated. Full 2-port measurements have been reported and generally accepted as the most accurate method of measurement. The best accuracy is obtained with calibration based on the smallest number of known standards that are used [6]. Another technique called Thru-reflection-transmission line is postulated as being even more accurate because it does not rely on a standard load for a constant load impedance. A broadband load for placement on the end of the probes has proven to be the real problem in calibration of the measurements. Others have investigated the use of a liquid with well known dielectric properties for use in
place of the load [7]. Calibration using present day network analyzers such as the Hewlett Packard 8510 provide a fast means of measurement. The key to accurate measurements is in the implementations of the standards required for calibration. A secondary point is that higher order evanescent modes need to be included since they can influence the measurements of the reflection [8].

A coaxial line with a material sample used as a discontinuity has been investigated over the full frequency range of the ANA (45 MHz to 18 GHz) [9]. The higher order modes were accounted for due to the discontinuity. The problem is that the material has been destructively placed inside the coaxial line. This is not feasible with the newer more costly and limited availability materials.

Another method whereby the material is placed at the shorted wall of a rectangular or cylindrical waveguide has been investigated [10]. Again this is a destructive measurement to the materials to be measured and is frequency limited in that multiple waveguides and different sample thicknesses are required in order to obtain electrical parameters over frequency. This can become quite time consuming in obtaining the data.

Cavity resonant techniques could be used, but many cavities and higher order modes would be required in order to make electrical parameter measurements over broad frequency bands. A technique was investigated for the measurement of dielectric rods [11]. This is a resonant technique which takes advantage of a commonly available sample shape providing excellent results for the measurement of low loss tangent materials.

Free space techniques consist of radiating and receiving both in front of the material and in back of the material. When both are in front of the material this yields a reflection measurement. When the receive antenna is behind the material this is a transmission measurement. The distances from the antennas to the material under test are $2D^2/\lambda$. Problems typically occur with the dimensions of the test sample driving the distance for far field to extremely large distances in addition to the test sample having to be large, on the order of multiple wavelengths. This is not possible with some of the newer limited availability and more costly materials. This measurement is typically performed in an anechoic chamber or in a naval research laboratory (NRL) arch.

The open ended waveguides have been investigated both with and without flanges for measurement of electrical parameters of many different material types including anisotropic materials [12]. Others have used circular waveguides with choke flanges in order to prevent energy leakage in the measurement [13]. It was determined that construction was difficult when a flange was added, which is required for collocation in using a dual waveguide measurement. Bandwidth is limited to the size of the particular waveguide used for the probe. Calibration is typically performed as a 1-port using an open and a short where the short is a plate placed across the end of the exposed waveguide end. These type of probes
are not typically used in the dual configuration. The material to be measured is generally backed by free space or a perfect electrical conductor (PEC) or ground plane.

Coaxial monopoles were investigated, but they require the addition of a hole in the material to be measured for insertion of the monopole into a solid [14]. Others used the monopole for measurement of the electrical properties of liquids by comparing the before and after insertion antenna impedance [15]. The height of the monopole must be smaller than the thickness of the material to be measured that can limit its use for measurement of thin films. The technique was investigated for both a single probe for reflection and a dual set of probes for transmission on the same surface. Several materials were investigated as well as thickness limitations on the materials to be measured.

Flush coaxial transmission lines have been investigated by several groups both at room temperature and at extremely high temperatures [16]. These probes are easily made using presently available transmission lines, generally cylindrical, but the capability of dual probes imposes a potential alignment problem when flanges are not included. When flanges are included the probes then become coaxial probes. Bandwidth of the measurement is limited by the transmission line implemented. Problems can occur if the transmission line that is used is not large enough in diameter to allow enough energy to radiate into the material to be measured.

Resonators of specific type have also been investigated which includes open ended coaxial line and shielded open circuit sample holders [17]. The open ended coaxial resonator incorporates a quarter wavelength resonator at its end surface. Complexity of building is a potential problem that must be considered. The shielded open circuit sample holders have been investigated both in rectangular and cylindrical configuration. These are typically used for the measurements of powders and liquids.

Another technique is to use coaxial probes and flush coaxial probes embedded in materials. This is typical for measurements of tissue [18]. This method has been looked at both in a 1-port and 2-port method. The use of two probes both on the top and bottom of the material or tissue to be measured has not occurred.

The preferred method uses either single coaxial probes with or without the material backed by a conductive ground plane or dual coaxial probes [19]. The problem encountered is both aperture area exposed to the material and the method of calibration. The limitations on transmission line diameters are reported where the flange diameter must be a minimum of four times the outer diameter of the transmission line. The method employed by some groups calibrates to the end of the coaxial cables and then uses a port extension, phase length addition, adjustment in order to move the reference plane for the measurement to the probe.
face. This can cause large errors, due to the differences that are encountered in the quasi-identical probes, which are not accounted for in the calibration whether it is a 1-port or full 2-port measurement. There is disagreement over valid bandwidth for these measurements using this calibration technique [20]. Hewlett Packard advertises their coaxial probe as working up to 26.5 GHz, while others use the probe only up to 3 GHz.

The single and dual coaxial probe techniques use the TEM incident fields of the coaxial feed applied to a axially symmetric infinite parallel plate waveguide which only supports TM modes with higher order TM modes being evanescent. Higher order TM modes must be accounted for in order to maintain accuracy of the measurement technique. Reported findings have not included air gaps in the calculations and measurements for the use of dual coaxial probes. Air gaps have been investigated and reported for single coaxial probes leading to the required solution of transcendental equations [21].

Analytical probe analysis has occurred for all probes using method of moments (MOM) [22]. FDTD modeling of the probes has occurred and limited FEM analysis has also occurred [23]. Hybrid modeling has also occurred using both MOM and FEM combined [24]. Other analysis includes different probe admittance models, scattering methods, spectral domain method, optimization methods, frequency-varying technique, and numerous others.

Numerous other techniques exist for the measurement and determination of material electric and magnetic parameters [25]. These include time domain techniques, optical techniques, modified antennas and probes, propagation calculations, amplitude only calculations, and techniques for measuring multiple layers [26].

The following four charts, shown in figures 1 through 4, summarize the different techniques available at the time of this writing.

![Diagram](image)

Figure 1. The Main areas of material measurement techniques.
Figure 2. The Main areas of free space material measurement techniques.
Figure 3. The Main areas of transmission line material measurement techniques.
1.0 Theory of Coaxial Probes

The theoretical analysis of coaxial probes and in particular dual coaxial probes is complicated. Dual coaxial probes have been investigated with limited models using transverse magnetic (TM) modal analysis [27]. Only a few have looked at this problem as a complete theoretical measurement system. The dual coaxial probe, is shown in figure 5. It is recognized that the dual coaxial probe assembly looks like a radial transmission line (radial parallel plate waveguide)
and also like a cavity resonator. As a transmission line (TRL), the assembly can be analyzed with transverse electromagnetic mode (TEM) theory. As a cavity resonator, the assembly can be analyzed as a lossy dielectric filled cavity resonator. The theoretical models must include losses. The desired parameters are the dielectric constant and S-parameters of materials to be measured.

The data that was measured, after controlled calibration, exhibited what looked to be resonances in the S-parameter measurements. This data illustrated a lossy cavity resonator. It is recognized that two problem types are required for solution of the material parameters that are the forward and inverse solutions. The forward solution requires input dielectric constant information and provides results that are the S-parameters of the material being measured. The inverse problem uses the measured S-parameter data taken, on the measured material, and provides the resultant complex dielectric constant for the material.

Materials for measurement can span the entire range from solids to liquids. These materials can be dielectric with electric and magnetic properties. The materials can be poor conductors, not perfect, such as high temperature superconductor, that is a dielectric at room temperature and a superconductor at 77°K.

Figure 5. The Dual coaxial probe model used in this research.

The relative complex dielectric constant in terms of electric loss, is the relative permittivity. It is defined as:

\[ \varepsilon_r = \varepsilon_r' - j\varepsilon_r'' = \varepsilon_r - j\varepsilon_r \tan(\delta_e) \quad \text{or} \quad = \varepsilon_r - j\sigma / \omega\varepsilon_0 \]  
(1)

where
\[
\tan (\delta) = \left( \frac{\varepsilon'}{\varepsilon_r} \right) = \sqrt{\frac{\sigma}{\omega \varepsilon_0 \varepsilon_r}} = \sqrt{\frac{\sigma}{\omega \varepsilon}}
\]  

(2)

The relative complex dielectric constant in terms of magnetic loss, is relative permeability. It is defined as:

\[
\mu = \mu_r - j \mu_i = \mu_r \left( 1 - j \tan (\delta_m) \right) \quad \text{and} \quad \tan (\delta_m) = \left( \frac{\mu_i}{\mu_r} \right)
\]

(3)

The literature defines the various tangent functions, electric loss tangent for dielectrics and magnetic loss tangent for magnetic materials. The real part of the complex dielectric constant is equated with energy storage and the imaginary part is equated to energy loss. The complex dielectric constant varies with frequency, typically decreasing with increasing frequency. The comparison of the loss tangent to 1 determines whether or not the material is a good insulator or a good conductor. A good conductor will have loss tangent much less than 1 and the opposite for a good conductor.

The component consisting of the radial waveguide or radial transmission line has been derived, for the air case, without loss [28]. Ramo and Whinnery provided a derivation for the radial transmission line with a voltage source applied at the center of the circular (radial) waveguide plates and for a source applied at the edges of the plates [29]. This problem is axially symmetric in the \( \phi \)-direction or circumferentially resulting in only \( E_z \) and \( H_\phi \) due to no field components in the \( r \)-direction (radial propagation direction). This is where the simplification to the problem is made, as to the mode fields that can be propagated. This limits the problem to propagating only TM modes. It is from this point that the theory of deriving this assembly as a transmission line results. At the same time the TRL or TEM mode theory can be applied to a cavity resonator.

A dual coaxial probe model has been derived using only TM modes [27] and does account for the coaxial feedpin and outer shield discontinuity on each coaxial probe. The problem, that was discovered, is that the boundary conditions, on the inserted material of the model, is assumed to be infinite. This by itself is appropriate, but the flanges are also defined to be infinite. Figure 5, where \( \rho \) is the radial direction instead of \( r \) illustrates the problem with this model, that must
be modified. This model still provides adequate results at the lower frequencies (less than 2 GHz). The practical flanges have defined edges and are not infinite, requiring an additional boundary condition and a method to handle the edge discontinuity at the edge of the flanges. The model, investigated in this analysis, shown in figure 5, approximates the air gaps to zero.

The measured data, from the HP 8510C network analyzer showed periodic resonances that are characteristic of a cavity resonator. The dual coaxial probe assembly was modeled with HFSS, using equivalent parameters, exhibiting the similar resonance structure. As a potential cavity resonator the fields needed to be probed in order to determine the type of resonator, such as half-wave. This prompted the measurement of the radial fields, in the dual coaxial probe assembly, in order to determine if the fields actually went to zero at the extents of the probe flanges.

The radial power in the z-direction was measured as the probe was moved from the center of the dual coaxial probe assembly to the outer edge. A comparable HFSS prediction verifies the measurement and it also shows the expected double discontinuity at the coaxial feed to flange interface. The peak locations, in the HFSS predicted data, are the exact locations for the center pin and outer shield of the SMA connector that was used in the coaxial probes. These peaks should exist and are due to the coaxial feed discontinuity.

A theoretical calculation, based on TRL theory [30], is made in order to verify this is indeed a lossy resonator system. The resonator is open to free space and therefore the impedance of freespace is the load applied to the radial TRL. The inductance and a capacitance for the radial transmission line is defined to be as follows:

\[
L_{\text{line}} = \frac{\mu d}{2\pi r} \quad \text{and} \quad C_{\text{line}} = \frac{\varepsilon 2\pi r}{d}
\]

\[d = \text{spacing between coaxial probes} \]
\[r = \text{radial distance from center towards outer edge of coaxial probe flange}\]

The radial field data shows differences in the peak values where the discontinuity, due to the coaxial feed pin is located. This calculation shows that very little energy is coupled into the radial waveguide at the lower frequencies explaining why the peaks at the feed pin are at different levels versus frequency.
The impedance of the radial TRL is calculated in order for the reflection coefficient to be derived at the radial TRL to free space boundary interface. The diameter of the coaxial probe flanges is 2.5 inches and the radius is 1.25 inches. The spacing between the coaxial probes is 0.25 inches. The impedance of the radial transmission line or impedance between the dual coaxial probe plates is 8.48 ohms at the outer edge of the flanges. The Impedance of freespace is 377 ohms, the load in this case, and the reflection coefficient can be determined as follows:

\[
\Gamma_{\text{edge}} = \frac{Z_{\text{load}} - Z_{\text{line}}}{Z_{\text{load}} + Z_{\text{line}}}
\]  

(5)

Substituting the above impedance values into equation 3.9, results in a reflection coefficient of \( \Gamma_{\text{edge}} = 0.956 \), that says almost all of the energy is reflected directly back into the dual coaxial probe assembly or resonator. This matches the radial power measurements that show no energy being radiated from the edges of the dual coaxial probe assembly.

2.0 Transmission Line Analysis

The Transmission line analysis looks at solving the problem as if it were a transverse electromagnetic (TEM) transmission line (TRL) as described by several authors. The basic transmission line equations, which can become the wave equations for both voltage and current, utilize the cylindrical field quantities and loss in order to end up with a method of performing the inverse problem based on the input of measured S-parameters. The transmission line model is used outside of the discontinuity region of the coaxial feed, as compared to TportFor that does use the discontinuity by accounting for at least six of the TM modes. The TRL analysis allows the use of the voltage and current relations and uses the dominant TEM mode for solution. A calculation is derived to show that the approximation by excluding the discontinuity is very small compared to the rest of the calculation for the problem.

The basic transmission line equations are analogous to the electromagnetic field theory equations and for cylindrical geometry and are of the following form:
\[
\frac{dV}{dr} + (R + j\omega L)I = 0 \quad \text{and} \quad \frac{dI}{dr} + (G + j\omega C = 0)
\]

The second derivative of the voltage equation with respect to \( r \) and the second derivative of the current equation with respect to \( r \), will result in the wave equations for voltage and current. The probes act as a radial transmission line and this provides axial symmetry. The symmetry provides no field variation circumferentially resulting in only \( H_\phi \) and \( E_z \). The axial symmetry also says that only TM modes will propagate and as a result then \( H_z = 0 \). The model for the radial transmission line is shown in figure 6.

The Transmission Line model of 6 has \( r_i = \) radius at the inner and \( r_o = \) radius at the outer position of the flanges. \( Z_i \) is the load which is assumed to be purely real 377 ohms to start with. \( V_s \) and \( Z_s \) are the source voltage and source impedance. We also know that the variation in the z-direction is constant so that \( V = E_z s \), where \( s = \) spacing between the dual coaxial probe flanges. The current in the radial direction is \( I = 2\pi r H_\phi \). The inductance and capacitance along the radial transmission line can be defined as follows:

\[
L = \frac{\mu_s}{2\pi r} \quad \text{from} \quad L = \frac{n\Phi}{I} \quad \text{and} \quad C = \frac{2\pi r e}{s} \quad \text{from} \quad C = \frac{\varepsilon \times \text{area}}{s}
\]

The radial TRL plates or coaxial probe flanges exhibit radial current flow in opposite directions, on the top versus lower plate, as you would see on a transmission line, with decreasing amplitude from the feedpoint due to the spreading of the radial (or cylindrical) propagated waves. The propagating fields are radial cylindrical waves from inside the dual coaxial probe flange plates making the transmission line model relevant.
The basic transmission line equation can be used with inductance and capacitance, and setting resistance to zero. The resistance is set to zero by assuming that the conductivity of the plates is high. The complex permittivity is still retained through $\varepsilon$. The complex permeability can also be maintained, but for this analysis $\mu_r = 1.0$. The first test will be air.

Implementing the standard TRL procedure of solving for current (I), and then substituting the result allows the solution for the voltage (V). This is now purely a voltage equation in the form of a Bessel equation of zeroth order and argument $\omega^2 \sqrt{\mu_0 \varepsilon_0 (\varepsilon_r' - j \varepsilon_r') r}$. It is more recognizable when the $r$ is divided through as follows:
\[
\frac{d^2V}{dr^2} + \frac{1}{r} \frac{dV}{dr} + \omega^2 \mu_0 \varepsilon_0 \left( \varepsilon_r - j \varepsilon'_r \right) V = 0
\]  

(8)

In the assumed solution, Hankel functions are used, since they represent cylindrical traveling waves for the radial transmission line. The solution to this first Bessel equation provides us with voltage on the transmission line. It is as follows:

\[
V = A H_0^1 \left( \omega \sqrt{\mu_0 \varepsilon_0} \sqrt{\varepsilon_r - j \varepsilon'_r} r \right) + B H_0^2 \left( \omega \sqrt{\mu_0 \varepsilon_0} \sqrt{\varepsilon_r - j \varepsilon'_r} r \right)
\]  

(9)

where A and B are constants still to be determined.

The traveling waves can be seen by considering the asymptotic forms of the Hankel functions.

The z-direction is the radial direction in the model and is equivalent to \((\alpha + j\beta) r\) which is attenuation for lossy material. There is a propagating input wave traveling to the load, assumed to be free space, where it is completely reflected and returns to the input with some attenuation. The assumption of no radiated fields out of the flange edges, follows from the radial field measurements where the field was verified as zero at the flange edges. The impedance mismatch makes the material installed in the cavity resonator look like a perfect short or conducting wall between the radial transmission line plates at the flange edges. The radial line data shows that the waves on the transmission line are traveling waves exhibiting the \(1/R\) electric field rolloff. This is seen by the decaying low level ripple where the forward traveling wave moves to the load and then continues back, reflected, and is still falling off, as on the forward traveling wave.

Continuing with the solution for the current, the Bessel equation solution, equation 9 is substituted into the current equation. After taking the derivative with respect to \(r\), the Hankel functions of first order are obtained. The equation is as follows:
\[
I = -\frac{1}{j\omega\mu_o} \frac{1}{s} \left( \frac{1}{2\pi r} \right) \frac{\mathrm{d}}{\mathrm{d}r} \left( A H_0^1 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_r - j\varepsilon'_t} r \right) + B H_0^2 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_t - j\varepsilon'_r} r \right) \right)
\]

and
\[
I = -\frac{\sqrt{\varepsilon'_t - j\varepsilon'_r}}{\sqrt{\varepsilon'_o}} \left( A H_1^1 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_r - j\varepsilon'_t} r \right) + B H_1^2 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_t - j\varepsilon'_r} r \right) \right)
\]

This equation provides the current on the radial transmission line once the constants A and B are determined. The next equation needed is the voltage from the generator on the radial transmission line. It is as follows at the inner radius \(r_i\):

\[
V_x = -j \frac{R_g}{\sqrt{\varepsilon'_o}} \frac{\sqrt{\varepsilon'_t - j\varepsilon'_r}}{\sqrt{\mu_o \frac{s}{2\pi r}}} \left[ A H_0^1 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_r - j\varepsilon'_t} r_i \right) + B H_0^2 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_t - j\varepsilon'_r} r_i \right) \right]
\]

and at the outer radius or flange edge \(r_o\):

\[
A H_0^1 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_t - j\varepsilon'_r} r_0 \right) + B H_0^2 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_r - j\varepsilon'_t} r_0 \right) =
\]

\[
-Z \frac{\sqrt{\varepsilon'_t - j\varepsilon'_r}}{\sqrt{\mu_o \frac{s}{2\pi r_o}}} \left[ A H_1^1 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_r - j\varepsilon'_t} r_0 \right) + B H_1^2 \left( \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon'_t - j\varepsilon'_r} r_0 \right) \right]
\]

The result is two equations with two unknowns, where the argument is complex and the functions are transcendental.
The roots are in the form of the classic solutions. These solutions allow the breaking up of the Hankel function arguments into the form of \( a + jb \), in order for numerical values to be determined for the Hankel functions. The, \( a \) and \( b \) derived above, equations are exactly like those for the cavity resonator [163]. The \( A \) and \( B \) constants, are determined, by solving the second voltage equation for \( A \) and then substituting its result into the first voltage equation, in order to solve for \( B \). The \( A \) and \( B \) constants are now determined. The voltage and the current are now known anywhere along the radial transmission line. The result that is desired is a power calculation based on conservation of energy.

\[
A = -B \left[ \frac{(C) H_0^2(\text{arg}1) + H_0^2(\text{arg}1)}{H_0^1(\text{arg}1) + (C) H_1^1(\text{arg}1)} \right]
\]

(14)

where

\[
C = \frac{jZ_i \sqrt{\varepsilon_r - j\varepsilon_t}}{\mu_0 s \sqrt{\varepsilon_o 2\pi r_o}} \quad \text{and} \quad \text{arg}1 = \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon_t - j\varepsilon_r r_o}
\]

(15)

\[
B = \frac{V_g}{(D) \left[ \frac{CH_0^2(\text{arg}) + H_0^2(\text{arg})}{H_0^1(\text{arg}) + H_1^1(\text{arg})} \left( H_1^1(\text{arg} 2) \right) - H_0^1(\text{arg} 2) \right]}
\]

(16)

where

\[
\text{arg}2 = \omega \sqrt{\mu_o \varepsilon_o} \sqrt{\varepsilon_t - j\varepsilon_r r_i} \quad \text{and} \quad D = j \frac{R_e \sqrt{\varepsilon_t - j\varepsilon_r}}{\mu_0 s \sqrt{\varepsilon_o 2\pi r_i}}
\]

(17)

\[
1 = (D) \left[ A_1 H_1^1(\text{arg} 2) + B_1 H_1^2(\text{arg} 2) \right] + \left[ A_1 H_0^1(\text{arg} 2) + B_1 H_0^2(\text{arg} 2) \right]
\]

(18)

where \( A_1 \) and \( B_1 \) all have \( V_g \) divided out resulting in the complex argument transcendental equation.
The transcendental equation, with Hankel functions of complex argument, results when A and B are substituted into the voltage and current equations. The normal solution to a transcendental equation can occur with minimal effort, but this equation has complex argument and is complicated for arriving at an acceptable solution. The Hankel functions can be replaced with the asymptotic expressions, but the result is again a transcendental equation, but with sinusoids, hyperbolics and exponentials in the overall resultant equations. The above equations can be modeled with appropriate numerical modeling codes such as Mathematica] which will be accomplished in another research effort.

The conservation of energy (power) is now addressed. The input power to the first port must equal the power that comes out of the second port, except for the power that is reflected back to the source, at port one. The difference is the power absorbed by the material being measured. This quantity can then be input into the determined power equation, based on the above derived voltage and current equations, and the complex dielectric constant will result as a solution. The power that is being dealt with here is complex power which has an amplitude and a phase angle.

The $S_{11}$ and $S_{21}$ that are measured with the network analyzer are used in the normalized (to 1.0) complex voltage format. This now allows the calculation of the power absorbed by the material because all of the required information is available in complex form.

\[
P_{\text{material}} = P_{\text{input}} - P_{\text{output}}
\]

\[
P_{\text{material}} = \frac{1}{Z} \begin{bmatrix} 1 - |S_{11}|^2 + S_{11} - S_{11}^* \end{bmatrix} - S_{21}S_{21}^*
\]

The calculated power in the material allows the use of the derived voltage and current equations. The prevention of blowing up, due to the feed discontinuity, in the equations is accomplished by looking at the volume ratio of the feed point versus the volume left in the radial transmission line. This is as follows:
Volume ratio = \frac{\pi r_{\text{feedpoint}}^2 d}{\pi r_{\text{flange}}^2 d - \pi r_{\text{feedpoint}}^2 d} \quad (21)

The volume ratio, for the dual coaxial probes in this research, is 0.004217 or 0.422%. This says that the feedpoint area can be eliminated from the calculations with almost no impact on the calculation of the complex dielectric constant.

3.0 Information for Models

The TportFor code is used in the forward problem solution as a reference for the measured S-parameter values. The reference S-parameter data is shown in figures 7 and 8 [31]. Data illustrates $S_{11}$ and $S_{21}$ for both the real and imaginary parts over the 2 to 18 GHz frequency range. This code solves the forward problem, whereby, complex dielectric constant is the input and the output is the S-parameters.

The formulation for TportFor exhibits the limitation that both the flanges and the material to be measured are infinite. This is approximately true for this measurement system due to the fact that the flanges used are finite. This requires a reformulation that should include the discontinuity of the flange edge and the edge of the material sample not at infinity. However, this analytical model can provide a comparison of the measured S-parameter data with the realization that the errors shown are actually worse than they really are due to the model limitations. This formulation works well at 2 GHz and below and the measured data are very close on all measurements.
Figure 7. The Theoretical real and imaginary parts of S-parameters for 0.0625 inch thick Rexolite 1422.
Figure 8. The Theoretical real and imaginary parts of S-parameters for 0.0165 inch thick Teflon.

The HFSS model is a finite element modeling code, where both the structure and the space between the structure and $\frac{1}{4}\lambda$ from the structure are meshed up in tetrahedrons. This calculation uses on the order of 28,000 tetrahedrons. The HFSS model is only used for air where the flange spacing is 0.25 inches. The complex magnitude of the electric field is plotted out. The poynting vector was also investigated and backed up the assumption that no power is radiated out of the dual coaxial probe assembly. Figures 9 and 10 illustrate the finite element models that were generated in order to produce the analytical results of this research.
Figure 9. The Finite element model with material between the flanges with absorbing boundary encasing the model.

Figure 10. The Rendered finite element model with material between the flanges.

5.0 Full 2-port Measurement of Materials

The measurement technique used to obtain the material electrical parameters is a full 2-port measurement using the HP 8510C network analyzer. The technique uses dual coaxial probes that are calibrated to the probe faces. This necessitated the use of new calibration standards for short, open and load. The short consists of Brass and foil, the open is the probes facing air, and the load is a modified extension with either a sliding load or a broadband load. The sliding load is required for measurements above 2 GHz while the broadband load can be used below 2 GHz. The sliding load is used in all measurements providing the highest accuracy possible. These standards are implemented through a modification of the HP 8510C calibration coefficients [32]. The calibration is performed at the probe faces and the implemented standards required the offset open capacitances and offset short inductances to be set to zero. In standard calibrations using the HP 8510C deliverable calibration kit the capacitance of the open and the inductance of the short are input as functions of capacitance and inductance versus frequency.
The measurement implemented did not assume that the fringing capacitance at the probe face is zero for the open standard. The value used was determined to be zero based on a measurement of the open faced probe using a 1-port measurement. The resultant phase was constant and when the $C_{\text{effective}}$ was calculated, the value was approximately zero. The sliding load required a modification due to the short length of line added to insure calibration at the probe face.

The load was adjusted by the length of 0.71 inches which resulted in an additional load offset delay of 0.87173 nanoseconds. The load offset impedance was modified to a value of 48.64 ohms. The load offset loss was maintained at 1.3 gigaohms per second. Figure 11 shows the calibration standards that are implemented in the reported measurements of this research.

![Image of calibration standards](image)

Figure 11. The Calibration standards used in this research.

Others have used port extension in the calibration process whereby the standards from the manufacturer can still be used. In this case, the Smith Chart display is invoked on the HP 8510C and then the delay function is activated. The delay is increased or decreased in order to move all the measurement frequency points to a dot on the real axis of the Smith Chart. In the case for using the sliding
load the focusing point is at the center of the Smith Chart. The open requires focusing of all points on the right side of the real axis while a short would focus on the left side of the real axis of the Smith Chart. The problem that occurs is a subjective decision as to where the points all focus on the real axis. Another researcher may come up with another point that then complicates calibration repeatability.

6.0 Coaxial Probes

The measurements were accomplished with readily constructed coaxial probes. These probes are made using available microwave connectors. The choice of connector depends on the frequency range over which the measurements are to be performed. The measurements were performed over the 2 to 18 GHz frequency range and used the SMA connector. The flanges used are stainless steel and are flat to within 0.3 tenths of 1 mil. The probes were all polished in order to achieve this flatness tolerance. The dimensions of the probe used in the 2 to 18 GHz measurements have flange diameter = 2.49 inches, outer transmission line radius = 0.81 inches and Inner transmission line radius = 0.025 inches.

7.0 Calibration to Coaxial Probe Flanges

The measurement is developed as a nondestructive measurement. A method of collocation of the probe face center pins is required and could be, as shown with rings, infinite sheet extensions with co-locating pins on the perimeter. In order to negate air gap problems clamps were used to make sure the coaxial probes were flat against the material to be measured.

The first step that must be taken prior to any measurements is calibration of the system. In this case, the calibration was made at the coaxial probe flange faces where the material to be measured will be placed, as shown in figure 12. This includes any coaxial cable and adapter connections connected to the HP 8510C network analyzer. The calibration coefficients must be modified in order to reflect the newly developed standards. Once the modified calibration has been input into the analyzer then the full 2-port calibration can be started. The full 2-port calibration performs a forward as well as a reverse calibration. This is determined when asked to place open, short and sliding load on each port of the 2-port system. The sliding load is measured a minimum of six times with the load location adjusted to a different location in each load measurement. The short is performed with a brass sheet with pressure sensitive conductive tape in order to insure a complete short across the center pin to the flange on the probe face. This can be verified after the measurement by checking the conductive tape after completion of the short measurement. The open is the probes open to the air.
The thru measurement is accomplished with the two probe faces pressed against each other. This measurement will show how flat the probes are by looking at the return loss (in dB) seen by each port of the measurement.

8.0 Comparison to Available Data

It was recognized very early in this effort that the practical operator, of this technique, in the field, is going to be looking at the network analyzer and that a lot of information can be gained from knowledge of the materials S-parameters. It was also recognized that typical purchased material is not specified with tolerances, on relative dielectric constant, less than ±5%. Error plots in the S-parameters are presented in figures 13 through 15. Each figure plots the delta, in percent, between the measured and predicted values of the NIST TportFor code. This does not mean that the TportFor analytic code is taken as the correct. However, this comparison does provide a mean of bounding the practical use of this technique over thickness of material, frequency range of measurement and types of materials that are to be measured.

The Rexolite 1422 measurement comparison to measured data, shown in figure 13, exhibited ≤ 10% error up to approximately 12 GHz. This is over two and one-half octaves. This material is typically used as a standard and with the extremely low loss tangent this measurement technique is stressed.

The Rexolite 1422 measurement comparison to measured data, shown in figure 14, exhibited ≤ 10% error up to approximately 11.75 GHz. This is also
close to two and one-half octaves of useable measurement frequency range. This measurement did show some differences due to thickness as this material sample was one-quarter inch thick.

The Teflon comparison to measured data, shown in figure 15, exhibited $\leq 10\%$ error up to approximately 11 GHz. This is the thinnest piece of Teflon measured, 0.0165 inch, where wild variations do appear above 11 GHz. The real and imaginary parts of $S_{11}$ and $S_{21}$ seem to be clustered around the 5% error line for approximately 90% of the 2 to 11 GHz frequency range. This technique appears to work for not only Rexolite, but also for Teflon.
Figure 13. Error in percent for the comparison of NIST theory for S11 and S21 to measurements of S11 and S21 of 0.125 inch thick Rexolite 1422.
Figure 14. Error in percent for the comparison of NIST theory for S11 and S21 to measurements of S11 and S21 of 0.25 inch Thick Rexolite 1422.
Error (NIST Theory - Measured) Teflon - 0.0165" Thick

![Graph showing error in percent for comparison of NIST theory for S11 and S21 to measurements of S11 and S21 of 0.0165 inch thick teflon.]

Figure 15. Error in percent for the comparison of NIST theory for S11 and S21 to measurements of S11 and S21 of 0.0165 inch thick teflon.
9.0 Limitations in Novel Measurement Technique

The limitations in this measurement technique must be balanced against the accuracy of the analytic codes, the models and the parameters input into the models when determining the error bounds. The variance of relative dielectric constant with frequency must be accounted for.

The practical limit of error allowance, of 10% maximum, is well within the constraints of what is presently available from material manufacturers. This is not the case if the manufacturer uses cavity measurements to determine the relative dielectric constant, but the limitation due to the cavity is over a limited (not octave) frequency range. This measurement technique does provide adequate measurement accuracy on relatively low loss materials over approximately two and one-half octaves. In fact it is strongly believed, that this measurement technique, with the developed readily made coaxial probes, can provide accurate measurements over the range of 45 MHz to 12 GHz using the correctly calibrated HP 8510C network analyzer. This is readily seen in all the data collected and the comparisons made since all the data was less than 1% error at 2 GHz.

The problem with high loss materials and the thin substrates is primarily air gap driven. It is known that 0.056 picofarad of capacitance can drive the value of the real part of $S_{11}$ down by between 0.1 and 0.2. This in itself can cause at least 20% error in the measurement of the relative dielectric constant.

The coaxial probes are easily, cheaply, and readily made using available and appropriate frequency range connectors. Attention needs to be paid to the type of connector used versus the frequency band that the measurements are to be made. All waveguide have a lower cutoff frequency just as connectors have a maximum useable frequency. The probes developed are quite easy to change out connectors, on the order of 10 minutes. In order to perform cold measurements a real cryogenic connector should be used. The room temperature range can easily use available connectors as long as one checks probe flatness across the coaxial probe interface before every measurement.

The inaccurate measurement of the thin substrates is still of extreme value in terms of diagnostics. Making the material measurement over the 2 to 18 GHz frequency range provides the full 2-port data that can be inspected in order to determine which side of the substrate the thin film is located. This can be determined by looking at the reflection coefficient (Return Loss on the network analyzer). This can be determined both at room temperature and at other temperatures.

The dual flanged coaxial probes exhibit resonances, that do follow integer multiples, as seen in both measured and predicted data. The cavity method was modified for calculation of $\varepsilon'_r$, for the inverse problem where sample thickness did not match the cavity size. The 0.25 inch thick Rexolite 1422 was well within
5% for ε', while air was within 10% below 8.92 GHz. The 0.0165 inch thick Teflon sample was not within 10%, but exhibited a trend towards 10% as the frequency increased.

10.0 Conclusion

A method and procedure for calibrating to the coaxial flanged probes, over 2 to 18 GHz, using the full 2-port method has been generated. This method deletes the subjective delay based on wrapping around a point on the Smith chart, known as probe extension, for a short or open. This method is expandable over the entire usable frequency range of the network analyzer used for material measurements. The method does use the modified calibration data set [31].

A method and set of example, readily made coaxial probes have been described and used in the HP 8510C network analyzer testing environment. The developed probe technique uses commercially available off the shelf connectors that can cover the entire frequency measurement range of the network analyzer. The frequency measurement range of the probes is only limited by the operational frequency range of the type of connector installed in the coaxial probe flange.

A limitation, to the only dual coaxial probe analysis, known to date, was discovered. This discovery impacts the calculation, for the forward problem, where the S-parameters are determined. The limitation was that the material boundary condition, between the flanges was set to infinity, as well as the probes. The practical use for this analysis uses finite flanges that require additional formulation for the discontinuity at the flange edges. This limitation implies that the measured data presented in this dissertation is closer to the theoretical than stated on the comparison data plots.

A finite element model was developed, using the High Frequency Circuit Simulator (HFSS) analytic code. Several problems were discovered in the materials and S-parameter calculations of this analytic code. The model generated worked over the full 2 to 18 GHz frequency range for the air material measurement between the dual coaxial probes. The model aided in the discovery of how the dual coaxial probes should really need to be modeled. The predicted data matched, within 20%, the location of the measured resonances in the measured data.

The comparison between the HFSS and the measured data provided the discovery of how the dual coaxial probe materials measurement technique is actually working. The measurement technique is actually behaving as a lossy resonator. Calculations do show that the material to free space edge acts like a total reflection point and behaves like a metallic wall of a cylindrical cavity. The
Research community to date, has not looked at this materials measurement technique as a cavity resonator.

The determination that the dual coaxial probe technique is actually a cavity resonator was verified with measured field probe data for the 0.25 inch thick air space measurement. The data is provided in the dissertation for the radial electric field from the feed point to the outer edge of the probe flanges. This data shows, with measured data, that the electric field is approximately zero at the outer flange edges. This supports the premise that the electric field is not radiated out of the coaxial flange assembly, but is reflected back into the coaxial assembly. This enables the assembly to act as a lossy cavity resonator with material walls by the impedance mismatch at the flange edges.

The measured data is compared to the TportFor analytic model with results illustrating the adequacy of the measurement technique for use from a minimum of 2 to 12 GHz for various thicknesses of Teflon and Rexolite, that is, low loss materials. The predicted versus measured S-parameters exhibit errors, in this frequency range, of less than 10%. All measured material results show that the measured data closely matches the low frequency end predicted data, suggesting that the analytic model is accurate at the lower frequencies. It also shows that the measured data is accurate at the lower frequencies as compared to TportFor S-parameter data.

A transmission line model was derived for this dual coaxial flanged probe assembly. The assembly approximates a radial line transmission line once it is recognized that only the electric field in the z-direction and the magnetic field in the axial direction exist due to the circumferential symmetry of the problem. The equations derived illustrate the complexity of the problem due to the need for Hankel functions of order 2 with complex arguments. The method follows power conservation, and knowing the input and output power of the probes, the power absorbed in the material can be calculated. This then allows the forward problem to be analyzed for the complex dielectric constant, but not easily.
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Abstract: The miniaturization of antennas always meets limitations on bandwidth and/or efficiency. However, there appears to be room for performance enhancement for antennas that are only moderately small in electrical size. The first self-resonance of a thin linear dipole occurs when the tip-to-tip length is approximately equal to one-half of the operating wavelength. Shorter dipoles can be made resonant by adding an inductor at the feed point. An alternative structure that also produces linearly polarized omnidirectional radiation is a biconical antenna. A cone defined by polar angle near ninety degrees has small vertical dimension, but resonates when the radius is approximately one-quarter wavelength. The radial dimension at (parallel) resonance can be reduced, without altering the pattern appreciably, by placing inductors around the periphery of the wide-angle cone.

This paper discusses the published theoretical limits on the bandwidth performance of electrically small antennas and shows theoretical and experimental evaluation of the performance of some small dipole, monopole and wide-angle conical antennas.

1. Introduction

The dramatic reduction in size of electronic components in recent years has led to an increasing demand for smaller antennas. However, there are both theoretical and practical limitations to reducing antenna size to a small fraction of the operating wavelength. Within these limitations there is room for enhancing the performance of electrically small antennas.

The literature on electrically small antennas extends from about 1947 to the present. The classical works are by Wheeler [1,2] and Chu [3]. They introduce the concept of relating the bandwidth to the volume of a sphere that encloses the antenna. Taking the radius of the sphere to be \( a \), the enclosed
antenna is said to be electrically small whenever $ka=2\pi\alpha/\lambda<1$. Wheeler [4] suggested a measurement technique for efficiency that has been adopted by Newman, et al, [5] and widely used since. The theoretical results of Chu have been extended and simplified by succeeding authors, especially Collin/Rothschild [6], Hansen [7] and McLean [8]. The similarity between the impedance of an electrically small antenna and a resonant circuit have led to the extension of the concept of quality factor, $Q$. Hansen’s review paper suggests that increases in bandwidth should be possible by making better use of the spherical volume, but his formula for $Q$ (which has been used extensively by later authors) was shown by McLean to be in error, particularly for $ka$ near unity.

The procedure for determining a lower bound on the $Q$ of an electrically small antenna (introduced by Chu and later used by several other authors) examines the fields outside the spherical volume that contains the antenna. Various means have been used to separate the radiated power from the energy stored in the region outside the sphere. The minimum $Q$ is given by

$$Q = \frac{2\omega W}{P_{rad}}$$  \hspace{1cm} (1.1)

where $\omega$ is the radian frequency, $W$ is the larger of the electric or magnetic stored energy, and $P_{rad}$ is the radiated power. Putting expressions for stored energy and radiated power into this formula gives a lower bound on $Q$ since the radiated power is independent of the size of the sphere and any energy stored inside the sphere can only increase the value of $Q$. A value of the minimum $Q$ can be associated with each modal field, the lowest order ($TM_{01}$) mode being dominant in electrically small antennas. Hansen reduced Chu’s result for the $TM_{01}$ mode to

$$Q_H = \frac{1+3k^2a^2}{k^3a^3(1+k^2a^2)}$$  \hspace{1cm} (1.2)

However, McLean asserts that Hansen’s equation should have the form

$$Q_M = \frac{1+2k^2a^2}{k^3a^3(1+k^2a^2)}$$  \hspace{1cm} (1.3)

Collin and Rothschild replaced Chu’s approximations with exact fields and found the minimum value of $Q$ for the $TM_{01}$ mode to be given by
\[ Q_{cr} = \frac{1}{k^3 a^3} + \frac{1}{k a} \]  

(1.4)

The same result was later derived by McLean in a more direct manner [9].

All of the plots of minimum \( Q \) shown in Figure 1 display a dramatic increase in \( Q \) for small values of \( ka \). However, there is a region below the value of \( ka = 1 \) where the increase in \( Q \) with decreasing \( ka \) is relatively small. Utilization of antennas that fall in this region would seem to be possible with little deleterious effect.

Chu, and others after him, based his calculation of \( Q \) upon the similarity between the frequency dependence of the impedance of a small antenna near a (tuned) resonance and that of a series RLC circuit. For the circuit case, where the resistance is fixed and the inductive reactance is proportional to frequency, the \( Q \) is given by the ratio of inductive reactance at resonance to the resistance. The fractional bandwidth FBW (between half-power points) is the reciprocal of \( Q \). At the half-power points of an antenna attached to matched load, the magnitude of the reflection coefficient is 0.707 and the SWR is 5.8. Although such a high value of \( SWR \) is not likely to be acceptable in many antenna systems, it has nevertheless become a widely used definition for band limits for electrically small antennas.

2. Theoretical determination of \( Q \) for short resonant dipoles

When the antenna input impedance is known, theoretically or experimentally, the FBW can be determined directly without invoking circuit approximations. For example, the input impedance \( Z_{in} \) of an electrically short dipole of length \( 2H < \lambda/4 \) is approximately given by [10]

\[ Z_{in} = 20k^2 H^2 - jZ_{0d} \text{ctn}(kH) \]  

(2.1)

where

\[ Z_{0d} = 120(\ln \frac{2H}{d} - 1) = 60\Omega - 203.2 \]  

(2.2)

and \( d \) is the diameter of the dipole and \( \Omega = 2 \ln(H/d) \) is the dipole thickness parameter [11]. For resonance, a series inductor may be added at the input. The expression for the impedance of the antenna and tuning inductor can be normalized to the resistance at resonance (\( k = k_0 \)) and an algebraic approximation used for the transcendental function of small argument.
\[ Z_{\text{inor}} = \left( \frac{kH}{k_0 H} \right)^2 + j \frac{Z_{0d}}{20(k_0 H)^3} \left( 1 - \frac{k_0 H}{kH} \right) \]  \hspace{1cm} (2.3)

Some simplifying definitions lead to a short expression for the normalized input impedance. Let \( x = \frac{kH}{k_0 H} \), \( K = \frac{Z_{0d}}{20(k_0 H)^3} \), then

\[ Z_{\text{inor}} = x^2 + jK \left( \frac{x-1}{x} \right) = R_{\text{inor}} + jX_{\text{inor}} \]  \hspace{1cm} (2.4)

Writing the magnitude squared of the reflection coefficient \( |\Gamma|^2 \) in terms of the real and imaginary parts of the normalized input impedance leads to a polynomial equation that must be satisfied for a given degree of mismatch. When \( |\Gamma|^2 = \frac{1}{2} \), the real roots \((x_1, x_2)\) of

\[ x^4 - 6x^4 + (1 + K^2)x^2 - 2K^2x + K^2 = 0 \]  \hspace{1cm} (2.5)

define the half-power points for the case of a loaded (matched) antenna. Since the roots are proportional to frequency, the loaded FBW can be computed directly.

\[ \text{FBW} = \frac{x_2 - x_1}{\sqrt{x_1 x_2}} \]  \hspace{1cm} (2.6)

The computation of loaded \( Q \), wherein the power dissipated in the generator or load impedance is included, yields half the unloaded value. Thus, when the theoretical results for minimum \( Q \) are converted to maximum fractional bandwidth, the values of FBW for a matched antenna are twice those for an unloaded antenna. In Figure 2, values of unloaded \( Q \) computed for \( \Omega = 8 \) and \( \Omega = 20 \) have been added to the plot for minimum unloaded \( Q \) from Figure 1. This plot shows that, even for “fat” \( (\Omega = 8) \) dipoles, the \( Q \) is significantly greater than the theoretical minimum.

Some confidence in the theoretical results of Figure 2 has been established by making comparison with independent data. Figure 3 is a sketch of a physical monopole antenna that has been both analyzed and measured [??]. This antenna is self supported tower insulated from the ground and fed at its base. The tower is 91.44 meters in height but the transverse dimensions are unknown at this writing. The antenna has been analyzed across the 100 to 400 KHz band by V. Trainotti [??] using the WIPL code developed at Syracuse University [??]. His computed
values are plotted in Figure 4 along with the results from the theory of Section 2. The agreement with a linear antenna of \( Q = 20 \) are seen to be very good. The measured impedance of this antenna has been reported by C. Smith and E. Johnson. The values of \( Q \) obtained from their measurements are plotted in Figure 5 along with those computed for a lossless antenna and the theoretical minimum for a lossless antenna. The effect of the increasing ground loss at the lower frequencies is evident in the growing discrepancy between the values of \( Q \) obtained from the measurements and those that were computed for an antenna with no losses. This is corroborating evidence for the broadened bandwidths that result when losses are included in the determination.

3. Efficiency and bandwidth

For a meaningful comparison of bandwidths of various electrically small antennas, it is necessary to have reasonably accurate values for the efficiency of each antenna. The effect of antenna losses upon the \( Q \) of the antenna is easy to obtain. For a lossless antenna

\[
Q_1 = \frac{2\omega W}{P_{rad}}
\]  

(3.1)

where \( P_{rad} \) is the power radiated. For a lossy antenna

\[
Q_2 = \frac{2\omega W}{P_{rad} + P_{loss}}
\]  

(3.2)

where \( P_{loss} \) is the power dissipated in the antenna. Hence, the efficiency, \( e \), is given by

\[
e = \frac{P_{rad}}{P_{rad} + P_{loss}} = \frac{Q_2}{Q_1} = \frac{FBW_1}{FBW_2}
\]  

(3.2)

Since the power dissipated in the generator or load impedance is included, the computation of loaded \( Q \) yields half the unloaded value. Thus, when the theoretical results for minimum \( Q \) are converted to maximum fractional bandwidth, the values of FBW for a matched antenna are twice those for an
unloaded antenna. Since the condition $|I|^2 = 1/2$ implies a matched source, the values of loaded $Q$ are plotted for small antennas in Figure 2.

Two moment method codes have been used for the computations in this paper. The first code is the Finite Element Radiation Model (FERM) developed at the Lincoln Laboratories of Massachusetts Institute of Technology [12]. However, it was discovered that FERM had limited capability to handle patch geometries with wide variations in patch sizes. While this was no problem with simple antennas, such as the blade dipole, it proved to restrict the accuracy with which detailed geometry of feed regions could be modeled in more complex antennas. A new code (LFMOM) was recently developed by W. C. Chew and J. Zhao at the Center for Computational Electromagnetics, Electromagnetics Laboratory, University of Illinois at Urbana-Champaign [13]. This new code extended the range of available basis functions from the conventional RWG (Rao, Wilton, Glisson) [14] to the loop-tree [15]. This feature of the new code makes it possible to use a very wide range of patch sizes in the analysis of antennas, even electrically small ones. The procedure utilizes the capability of extensions of FERM to generate files that describe the physical structure of an antenna. These files are then converted to input files for the Low-Frequency Method of Moments (LFMOM) code which provides fast methods for solution of the MoM integral equation.

Two procedures have been used to compute the approximate efficiency. In one, the input impedance is first calculated for a lossless antenna in order to find the radiation resistance. Then, loss is added to the antenna and the input impedance is recalculated. The efficiency is obtained from

$$e = \frac{P_{r1}}{P_{r2}} = \frac{I_{in1}^2 R_r}{I_{in2}^2 (R_r + R_{loss})} \approx \frac{R_r}{R_{in}}$$

where $I_{in1}$ is the input current for the lossless case and $I_{in2}$ is the input current when losses are present. To the degree that the addition of losses changes the input current only slightly, these two input currents will be approximately equal. The assumption inherent in this procedure is that the current distribution is not affected by the difference in the impedances of the lossless and lossy cases.

The second procedure has been incorporated into the LFMOM code and gives the efficiency at each frequency considered by the code. The approximations involved include: the usual ones associated with replacing the integral equation with a set of linear equations, the computation of far-zone fields.
from a discretized representation of the antenna current, the numerical integration of the far-zone fields to find the power radiated. The efficiency is obtained from

\[ e = \frac{\text{power radiated}}{\text{power delivered}} = \frac{\iiint \sigma P_d \, dS}{P_{in}} \]

where \( P_d \) is the power density on the closed surface \( \Sigma \) in the far zone.

4. Example: a short blade dipole

To serve as a benchmark for other electrically small antennas, the FBW and efficiency have been computed for some small blade dipole antennas. Figure 6 shows the patch geometry used in the analysis of a base-loaded blade dipole. The dipole was positioned with its axis coincident with the z-axis of a Cartesian coordinate system. Twenty subsections were used along the length, between \( z=H \) and \( z=+H \). The blade was located in the \( xz \)-plane between \( x=-w/2 \) and \( x=+w/2 \). Only one subsection was used in \( x \). The dipole was excited by a delta-gap generator located at \( z=0 \). Lumped inductors at the feedpoint were simulated by specifying a surface impedance for the patches adjacent to the source.

Figure 7 shows the real and (absolute value of) the imaginary parts of the input impedance of a 14.6-cm long dipole that is base-loaded to achieve resonance at 400 MHz (\( \lambda = 75 \text{ cm} \)). The value of \( ka \) for this antenna is 0.61, moderately small electrically. The unloaded FBW from Figure 7 is seen to be

\[ FBW = \frac{403.4 - 397.0}{\sqrt{(403.4)(397.0)}} = 0.016 \]

In any practical situation losses will be present in the antenna and in the tuning inductor. The effect of loss in the inductor are illustrated by the computed results of Figure 8. The ratio of reactance to resistance of the inductor (quality factor, \( Q \)) was chosen to be equal to 100 at the resonant frequency of 400 MHz. From the computed input resistance and reactance shown in Figure 8 it is seen that the unloaded \( FBW \) is increased to 0.024.

Figure 9 illustrates that the results from the two methods for computing the efficiency of the blade dipole are in good agreement. Note that the ratio of \( FBW_1 \), for the lossless case, and \( FBW_2 \), for the lossy case, is 0.625, also in fair agreement with the data of Figure 9. Also shown in Figure 10 is the efficiency
computed using LFMOM after adding copper loss to the blade dipole. It is apparent that the tuning inductor is dominant in determining the efficiency.

Assessment of the change in performance of the short blade dipole with frequency is facilitated with the LFMOM code. The directive gain (DG) is computed by integrating the far-zone power density. The power gain (PG) is computed by comparing the power radiated to the input power. The working gain (WG) is computed by finding the mismatch loss from the solution for the input impedance. These quantities are plotted for the short blade dipole (with no copper loss) in Figure 11. Since the pattern of the short antenna changes very little with frequency, the directive gain is essentially constant over the small band near resonance. The change in efficiency from 0.64 to about 0.666 makes very little difference in the power gain over the same band. Hence, the frequency dependence in the performance of this small antenna is almost all caused by the variation in the input impedance. Note that limiting this variation to 3 dB produces band limits in Figure 11 of 391 and 410 MHz, a FBW of 0.47, corresponding to the loaded case, approximately twice that of the unloaded case with efficiency of 0.65.

6. Another example: wide-angle conical radiating resonator

Some applications requiring vertically polarized omnidirectional radiation also have restrictions on height. The wide-angle conical radiating resonator (CRR) [16] has been studied as a low-profile alternative to shortened dipoles or monopoles. The vertical height of a CRR is adjustable to quite low values by choosing the polar angle of the cone(s) to be near ninety degrees. The height, as well as the radius, is also reduced by using inductive loading between the rims of the cones that form the upper and lower walls of the resonator. Inductive loads spaced at ninety-degree intervals have been found to adequately preserve the omnidirectional characteristic of the radiation.

Figure 12 is a side view of an edge-loaded wide-angle CRR as represented for moment method analysis. This model uses planar triangular patches to approximate all conducting surfaces of the antenna. The edge inductors are simulated by patches with a specified surface impedance. The real part of the surface impedance can be adjusted to represent the loss in a coil with a specific value of $Q$. The resonator is excited by a ring of delta-gap voltage sources which encircles the mid-plane of a central polygonal conducting column. The radius of this feed column is meant to correspond to the dimension of the center conductor of a coaxial cable that would be used to excite a physical antenna. Accurate modeling of the feed proved to be impossible with FERM and led to the
development of the LFMOM code for antennas.

Computed results for a CRR with polar angle of 80 degrees and radius of 7.3 cm are shown in Figure 13. The resonator is terminated with four strips having surface reactance of 7.9 ohm/sq at 100 MHz, which translates into an inductance of approximately 12 nH. In the results of Figure 13, no losses are considered. Since the lowest frequency of resonance for the CRR resembles that of a parallel RLC circuit (inductive below resonance; capacitive above), the computed results are shown as conductance and susceptance versus frequency. As before, the intersections of the conductance and absolute susceptance curves define the half-power points. Although there is some uncertainty caused by the numerical noise in the susceptance plot, the band limits can be estimated rather accurately and the FBW is approximately 0.0033. The plot labeled “DGNOR” was obtained by doubling the values of normalized conductance. This provides means for approximating the loaded FBW in the same manner as for the unloaded FBW.

The computations were repeated for terminations with $Q=100$ at 400 MHz. This choice leads to a value of 0.316 ohms for the resistance of the inductors. Figure 14 shows the values of normalized conductance and absolute susceptance as computed with LFMOM. The fractional bandwidth of the unloaded antenna is now equal to 0.0085. Based upon the results shown in Figures 13 and 14, the efficiency of the CRR would be 0.388. The efficiencies computed with LFMOM for the cases where lossy inductors ($Q = 100$ at 400 MHz) are added to a perfect conducting CRR and to a copper CRR are shown in Figure 15. The efficiency at 400 MHz is found to be 0.377 with pec and 0.363 with copper.

7. Comparison on the basis of equal height

The comparison of antennas of equal radian spheres is somewhat academic. In practice, an antenna is rarely allocated the space of a spherical volume. Likely, there will be reasons (economic, aerodynamic, esthetic, camouflage, or other) to constrain the shape of the designated space to be quite different from a sphere. Hence, there are pragmatic reasons to compare the performance of wide-angle CRR’s to other antennas having low profile.

The 80-degree cone of radius 7.3 cm considered above has a maximum height (at the rim of the cone) of 1.29 cm. A dipole with half-length of 1.29 cm ($kH=0.11$) would require a high value of inductance to tune to 400 MHz. The reduced radiation resistance and increased losses in the base coil would greatly affect the efficiency. Repeating the analysis of Section 3, maintaining the height-to-width ratio of 7.3, it was determined that a base inductor of approximately
μH would be required. Using this value as a starting point, repeated analysis with LFMOM found that an inductance of 1.018 μH produced resonance at 400 MHz. Figure 16 shows the input impedance of the tuned dipole without losses as computed with LFMOM. The FBW determined from this figure is 0.0001, a value of \(Q\) equal to 10,000. The value of \(\Omega\) for this antenna is 5.36. If this data point is compared to Figure 2, it falls between the curves for \(\Omega = 8\) and \(\Omega = 20\), illustrating the sensitivity to error of computations in this area of the plot.

When the above computations are repeated, first with a lossy inductor, with a \(Q\) of 100 at 400 MHz, and then with copper loss added, the resulting efficiencies are both 0.0436. Comparing all of these data to those for the conical radiating resonator of Section 6, the CRR shows superiority in all cases. Although the argument can be made that a vertical monopole is simpler than a CRR, it is debatable whether the CRR requires more horizontal space when the ground screen for the monopole is taken into account.

8. Multiple resonators

When the bandwidth obtained within a height restriction is not adequate, techniques for increasing the bandwidth without unduly increasing the height are desirable. A possible procedure involving nested CRR’s connected in series has been previously suggested [13]. Figure 17 shows the patch model of two such resonators. Either the impedance bandwidth or the degree of mismatch of such a structure can be adjusted by controlling the separation between the resonances of the two resonators. Figure 18 shows a Smith chart plot of the input impedances calculated for a given structure with various external (series) inductors. The loci are approximately circles that can be approximately centered on the Smith chart by adding an ideal transformer. For example, adding a lossless 5.57 nH inductor and a 0.235:1 transformer produces the impedance locus of Figure 19. Allowing the transformed locus to essentially coincide with the \(|\Gamma| = 0.707\text{ circle}\) on the chart gives the largest attainable half-power bandwidth.

Two aspects of the performance of this antenna require further study. The position of the circular impedance locus on the chart is greatly influenced by the details of the feed region. Essential to evaluation of the overall performance of any electrically small antenna is accurate data for the efficiency. The tools for performing these studies are now available in the LFMOM code. Figure 20 indicates for the example of Figures 18 and 19, it is the efficiency, not impedance match, which limits the useful bandwidth.
10. Conclusions and future plans

Several techniques for evaluating the impedance bandwidth and efficiency of electrically small antennas have been shown to be in good agreement. The efficacy of a new code, LFMOM, has been shown, particularly in treating the details in the small region around the feed point of electrically small antennas. Preliminary results from applying LFMOM to edge-loaded conical radiating resonator (CRR) antennas have been presented. The results from LFMOM continue to validate the capability of extending the impedance bandwidth of CRR antennas by using multiple resonators. More complete study of the effect of varying the numerous parameters of these antennas is needed and is currently underway.
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Comparison of Collin-Rothschild (QCR), Hansen (QH) and MacLean (QM) Formulas for the Minimum $Q$ of Antennas Radiating the TM$_{01}$ Mode

Figure 1. Plots of minimum $Q$ values versus $ka$ for antennas radiating the TM$_{01}$ mode, computed from three different formulas.

QCRM - Collin/Rothschild/McLean formula for minimum $Q$
Q8U - Computed unloaded $Q$, short dipole, $\Omega=8$
Q20U - Computed unloaded $Q$, short dipole, $\Omega=20$

Figure 2. Values of unloaded $Q$ for short dipoles ($\Omega = 8$ and 20) compared with the values computed for the minimum unloaded $Q$ as a function of antenna size.
Figure 3. Sketch of short broadcast monopole of type used for the measurements and computations of Figures 4 and 5. The value of $\Omega$ for this antenna is unknown.

Figure 4. Comparison of the values of $Q$ computed for the antenna of Figure 3 with the WIPL code* and those computed from Equation (1.10) for $\Omega = 8$ and 20. *Kolundzija, Ognjanovic, Sarkar and Harrington, Syracuse University (V. Trainotti, private communication).
Figure 5. Comparison of the values of $Q$ measured* and calculated** for the antenna of Figure 3 and the minimum unloaded $Q$ as given by Equation (1.4). *C. Smith and E. Johnson, PIRE, Oct. 1947. **V. Trainotti, private communication.

Figure 6. Patch geometry for analysis of a blade dipole by the method of moments.
Figure 7. Normalized resistance (RNOR) and absolute value of normalized reactance (XNORAB) computed for a lossless blade dipole using LFMOM code. The short ($k_\alpha=0.61$) dipole is tuned to 400 MHz with a base inductor of 180 nH. The unloaded FWB is 0.016.
Figure 8. Normalized resistance (RNOR) and absolute value of normalized reactance (XNORAB) computed for a base-loaded blade dipole using LFMOM code. The short (\(ka=0.67\)) dipole is tuned to 400 MHz with a base inductor of 180 nH having \(Q = 100\) at 400 MHz. The unloaded FWB is 0.024.
Figure 9. Efficiency computed for a base-loaded blade dipole using LFMOM code in two ways. The short ($ka=0.61$) dipole is tuned to 400 MHz with a base inductor of 180 nH having $Q = 100$ at 400 MHz. EFF1 is computed using Equation (1.15); EFF2, with Equation (1.16).
Figure 10. The results from computing the efficiency of a base-loaded dipole antenna. In the upper curves the loss was confined to the inductor. In one case the loss was computed by comparing data for lossless and lossy cases. The center curve gives the results obtained directly from the LFMOM code. In the lower curve the loss in the copper conductor of the antenna was included.
Figure 11. Directive (DGDB), power (PGDB), and working (WGDB) gains computed for a base-loaded blade dipole using LFMOM code. The short ($ka=0.61$) dipole is tuned to 400 MHz with a base inductor of 180 nH having $Q = 100$ at 400 MHz. Note that the loaded FWB determined by the 3-dB decrease from maximum of the working gain is $(410 - 391)/400 = 0.047$. 

275
Figure 12. Single conical radiating resonator with inductive surface impedances on narrow strips connected around the periphery. Sketch shows the boundaries of patches used in the moment method analysis.

Figure 13. Normalized conductance (GNOR) and absolute value of normalized susceptance (BNORAB) computed for a single CRR using LFMOM code. The small \((ka=0.61)\) radiating resonator is tuned to 400 MHz with four lossless rim inductors of 12.7 nH. The unloaded FWB is approximately 0.0035.
Single Conical Resonator, $\Theta_1=90$, $\Theta_2=80$ deg, Radii: Outer=7.3, Inner=0.0635 cm
Four Inductive Loads, $R_{surf}=0.316$, $X_{surf}=7.9$ ohms/sq (100 MHz)

Figure 14. Normalized conductance (GNOR) and absolute value of normalized susceptance (BNORAB) computed for a single CRR using LFMOM code. The small ($ka=0.6I$) radiating resonator is tuned to 400 MHz with four rim inductors of 12.7 nH with $Q = 100$ at 400 MHz. The unloaded FWB is approximately 0.0085.
Figure 15. Efficiencies computed for a single CRR loaded with inductors having $Q=100$ at 100 MHz. The upper curve is computed assuming all conductors are perfect; the lower, conductors are copper.
Base-Loaded Blade Dipole, Half Length (H)=1.29 cm, Width=0.177 cm
Inductive Load, Rsurf=0.0, Xsurf=438.6 ohms/sq (100 MHz), L=1,018 nH

Figure 16. Normalized resistance (RNOR) and absolute value of normalized reactance (XNORAB) computed for a base-loaded blade dipole using LFMOM code. This very short (ka=0.1I) dipole is tuned to 400 MHz with a lossless base inductor of 1 μH. The unloaded FWB is approximately 0.0001.
Figure 17. Nested set of two conical radiating resonators with feed region arranged for series connection, four inductive straps arranged symmetrically around the periphery of each resonator.

\begin{align*}
\text{Theta1} = 90, \text{Theta2} = 80, \text{Theta3} = 70^\circ \\
\text{Radii: Outer} = 18.75, \text{Inner1,3} = 0.2, \text{Inner2} = 0.3 \text{ cm} \\
\text{Xs1} = 12.6, \text{Xs2} = 9.0 \text{ ohms$/\text{sq}$, Q1,2 = 100 @ 100 MHz}
\end{align*}

Frequency, 89 - 100 MHz in 0.5 MHz steps

Figure 18. Computed impedance loci for double resonator (DR) antenna (XNOR), DR antenna plus a 2.4 nH inductor (XINOR1), and DR antenna plus a 6.37 nH inductor (XINOR3).
Theta1=90, Theta2=80, Theta3=70 deg
Radii: Outer=18.75, Inner1,3=0.2, Inner2=0.3 cm
Xs1=12.6, Xs2=9.0 ohms/sq, Q1,2=100 @ 100 MHz

Frequency, 89 - 100 MHz in 0.5 MHz steps
Series Reactance = 0.035 Frequency (MHz)
Transformer Ratio = 0.236:1

Figure 19. Computed impedance loci for double resonator (DR) antenna plus a 5.57 nH inductor and a 0.236:1 transformer.
Figure 20. Magnitude squared of reflection coefficient for double resonator antenna with a 5.57 nH inductor and an ideal 0.236:1 transformer. Efficiency values are for antenna only, no losses have been included for the inductor and transformer. When determined on the basis of impedance match alone, the FBW for this antenna is 0.0425. At 100 MHz, $ka=0.42$. 

Theta1=90, Theta2=80, Theta3=70 deg
Radii: Outer=18.75, Inner1,3=0.2, Inner2=0.3 cm
Xs1=12.6, Xs2=9.0 ohms/sq. Q1,2=100 @ 100 MHz
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Abstract: The radiation properties of several small non-Euclidean wire monopole antennas are considered. The antennas discussed here include the normal mode helix, the meander line antenna, and several arbitrarily shaped monopole antennas. The radiation properties of these antennas are compared as a function of their total wire length and geometry. The effective volume of these antennas is determined and compared. It is demonstrated that the radiation properties of these antennas are directly a function of the antenna’s effective height and effective volume, which are established as a function of both total wire length and geometry. It is shown that these antennas are resonant at the frequency where they exhibit the greatest effective volume. Additionally, it is shown that when the total wire length and geometry of these antennas are configured such that they exhibit the same effective height and volume, their radiation properties are essentially identical, independent of any differences in their total wire length and geometry. Finally, it demonstrated that antennas with greater effective volume exhibit the lowest $Q$.

1. Introduction

Antenna geometry has become a topic of considerable interest in the optimization of the performance properties of electrically small antennas [1] – [3]. In some instances, it has been presumed that certain antenna geometries may be useful in enhancing or optimizing the performance of electrically small monopole antennas. While this has been specifically suggested in the case of fractal monopole antennas [1], it has been shown that these fractal shaped monopole antennas offer no inherent advantages over other small antennas of similar size and total wire length [4], [5].
The electromagnetic behavior of a linear wire monopole antenna is a function of all its physical properties, which include its overall height, total wire length, geometry and wire diameter. With any antenna geometry, it is inherently obvious that increasing the antenna’s total wire length, while maintaining a fixed overall height, lowers the antenna’s resonant frequency. Presuming that the antenna’s overall height and wire diameter are fixed, the question to consider is whether its possible to optimize the antenna’s performance properties by adjusting the antenna’s total wire length and geometry. To maintain a standard of reference for comparison of the antenna’s performance properties, the antenna’s resonant frequency must remain fixed as the total wire length and geometry are adjusted.

In the study presented here, the relative performance characteristics of several small non-Euclidean monopole antennas are considered. These geometries include the normal mode helix, the meander line antenna and several arbitrarily shaped antennas. The performance characteristics of these antennas are considered as a function of their total wire length and geometry where both their overall height and wire diameter remain fixed. The performance properties considered are the antenna’s resonant impedance and $Q$, which provides a measure of the antenna’s resonant bandwidth. Additionally, the effective volume of these antennas is determined and compared, providing a better understanding of how the antenna’s physical properties translate into its electromagnetic behavior.

Initially, the performance properties of several antennas are compared where they have the same height, wire diameter, and total wire length. In this case, the antennas exhibit different resonant frequencies as a function of differences in their geometry. Next, the total wire length and geometry of several antennas are adjusted such that they are resonant at the same frequency. In this case, their performance properties are compared where their overall height relative to the resonant wavelength remains fixed.

In analyzing the relative performance properties of different antennas, it is demonstrated that when their total wire length and geometry are adjusted such that they are resonant at the same frequency, they exhibit similar effective height and volume, and therefore similar radiation properties. Their resonant performance properties are essentially independent of the differences in total wire length and geometry, indicating that the overall height of the antenna relative to the resonant wavelength is the primary factor in determining the antenna’s performance characteristics. It is also demonstrated that the antennas’ are resonant at a frequency where they exhibit the greatest effective volume and that their resonant $Q$ decreases with increasing effective volume.
2. The Small Antenna Limit and Effective Antenna Volume

In defining an antenna to be electrically small, the antenna is considered to have certain electrical performance characteristics that can essentially be characterized as a function of the antenna's size with respect to the operating wavelength. Typically, the electrical performance characteristics considered are the antenna's impedance (radiation resistance and input reactance) and $Q$ or bandwidth properties. Electrically small antennas have a maximum physical dimension that is very small with respect to the operating wavelength and they generally have impedance properties where the radiation resistance is very low and the input reactance is very high [6] - [12].

One of the most ambiguous topics in the discussion of electrically small antennas is the small antenna limit (SAL), which is defined as the upper frequency boundary at which an antenna can be considered electrically small. In many instances, this boundary is determined from the frequency at which $ka = 1$, where $k$ is $2\pi/\lambda$ and $a$ is the radius of a sphere encompassing the maximum physical dimension of the antenna [1], [13], [14]. A sphere of radius $a = 1/k = \lambda/2\pi$, is defined as the radiansphere and is typically the boundary of the transition between the near-field and far-field for a small antenna [9], [15]. The question that remains however, is the boundary limit for an electrically small antenna determined by the frequency at which the antenna's maximum dimension can be encompassed within the radiansphere? In the case of a short dipole antenna, this would define the SAL boundary to occur at a frequency where the dipole's overall length, $l$, is equal to $\lambda/\pi$ ($ka = 1$). This limit translates into an overall dipole length of approximately 0.318 $\lambda$, or 64% of the dipole's resonant length.

Numerous approximations for the boundary at which an antenna can be considered electrically small have been stated in the literature. These boundary approximations range from the obvious statement that the antenna size must be very much smaller than the operating wavelength, to more specific boundaries such as the antenna must be smaller than $1/10^{th} \lambda$ [15], [16]; $1/8^{th} \lambda$ [17]; or $1/4^{th} \lambda$ [18]. In his early work on the fundamental limitations of antennas, Wheeler stated that "the small antenna to be considered is one whose maximum dimension is less than the radianlength," [6] where the radianlength is defined as a dimension of $\lambda/2\pi$. A dler, Chu and Fano [19], in discussing the theory of the short dipole, also defined the short dipole to be one whose overall length, $l$, is less than $\lambda/2\pi$. A short monopole is therefore defined to be one whose overall height, $h$, is less than $\lambda/4\pi$. This boundary limit is significant in that it establishes a small antenna boundary or limit determined from $ka = 0.5$, resulting in a small antenna frequency limit of $\frac{\lambda}{2}$ of that which would be determined from $ka = 1$. The
significance of the small antenna frequency limit being determined from \( ka = 0.5 \) has been demonstrated in comparing the radiation resistance properties of the Koch fractal monopole, normal mode helix and meander line antennas [20]. When these antennas are self-resonant above this small antenna limit, their radiation resistance converges near this limit, to that of a Euclidean monopole having the same total height, independent of the difference in the antenna’s total wire length and geometry.

Wheeler [6]-[7] and Chu [19], [21] essentially equated the electrically small antenna to a simple lumped capacitor or inductor. In doing so, Wheeler equated the electrically small antenna to a cylindrical volume capacitor of an effective height, \( d \), and an effective area, \( A \). In this case, \textit{the effective area is the area of an idealized parallel-plate condenser, with plates separated by the effective height, which would have the same capacitance as the antenna.} As discussed by Wheeler and Chu, the radiation resistance of the electrically small antenna is primarily determined by the antenna’s effective height. At the same time, Wheeler demonstrated that the electrically small antenna’s reactance (its capacitance) is a function of both the antenna’s effective area and its effective height through a general relationship given by

\[
C = \varepsilon \frac{A}{d} \tag{1}
\]

where \( \varepsilon \) is the electric permittivity of air. Additionally, the equivalent capacitance of the antenna can be written as a function of the antenna’s effective volume, \( V_e = Ad \), and its effective height as follows

\[
C = \varepsilon \frac{V_e}{d^2} \tag{2}
\]

If several electrically small antennas have the same radiation resistance and therefore the same effective height, then any differences in their input reactance properties can be attributed to differences in their overall effective volumes, which, when considering the cylindrical volume capacitor model, indicates that these antennas have different effective cylindrical areas.
Wheeler also went on to discuss that the antenna’s effective volume, $V_e$, can be written in terms of an effective spherical radius, $r$, given as a function of the antenna’s power factor, $p$, as follows [10]:

$$r = \frac{\lambda}{2\pi} \left(\frac{9}{2}p\right)^{1/3}$$

(3)

The antenna’s power factor, $p$, is defined to be equivalent to $1/Q$. Using equation (3), the spherical radius of the effective volume can be determined from the antenna’s power factor thus allowing for a comparison of the relative effective volume of the different antenna geometries considered here. Additionally, the effective height of these antennas is compared as a function of both total wire length and geometry.

3. The Normal Mode Helix and Meander Line Antennas

In the case of thin diameter normal mode helix and meander line antennas, it has been demonstrated that they exhibit essentially identical radiation impedance properties when they are made to be resonant at the same frequency [4], [5]. This behavior is independent of the differences in the antennas’ total wire length and geometry. Here, the effective height and volume of several wide diameter normal mode helix and meander line configurations are considered and discussed in terms of their relation to the radiation properties of these antennas. The objective here is to determine if adjusting the total wire length and geometry of the antenna can lead to an optimization of the antenna’s resonant performance characteristics. Optimization of the antenna’s performance properties includes increasing the antenna’s resonant radiation resistance and decreasing the resonant $Q$ (increasing bandwidth).

The geometries of the normal mode helix antennas, designated NMH1, NMH2, and NMH3, are depicted in Figure 1. In each case, their overall height is 6 cm and their wire diameter is fixed at 0.5 mm. The overall diameter of these antennas is 1 cm. The other physical properties of these antennas are detailed in Table 1. Having a height of 6 cm, the small antenna limit for these antennas, as determined from $ka = 0.5$, is approximately 400 MHz. In evaluating the relative resonant behavior of these antennas a resonant frequency near this small antenna limit is chosen.
Figure 1. Geometry of the Normal Mode Helix Antennas.

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Height (cm)</th>
<th>Total Wire Length (cm)</th>
<th>No. of Turns</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMH1</td>
<td>6</td>
<td>29.25</td>
<td>9</td>
</tr>
<tr>
<td>NMH2</td>
<td>6</td>
<td>38.42</td>
<td>12</td>
</tr>
<tr>
<td>NMH3</td>
<td>6</td>
<td>47.65</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 1. Physical Properties of the Normal Mode Helix Antennas.

The impedance properties of these antennas were determined over a frequency range of 50 through 500 MHz and are presented in Figure 2. The NEC 4.1 engine of EZNEC Pro [22] was used to model the performance properties of these antennas. In each case, the antenna was modeled as being lossless so that the radiation resistance could be directly determined. The lossless $Q$ of these antennas was determined using the following expression [1], [23].

$$Q = \frac{\omega}{2 R_{lw}} \left( \frac{\partial X_{lw}}{\partial \omega} + \left| \frac{X_{lw}}{\omega} \right| \right)$$

(6)
and is presented in Figure 3 as a function frequency. Using equation (3), the spherical radius of the effective volume of each antenna was determined and is presented in Figure 4.

![Graphs showing radiation resistance and reactance vs. frequency for different antennas.](image)

**Figure 2. Impedance Properties of the Normal Mode Helix Antennas.**

Examining the impedance properties of these antennas as presented in Figure 2, it is evident that as the total wire length increases, the antenna’s resonant frequency and resonant radiation resistance decrease. Additionally, at frequencies below the small antenna limit, the radiation resistance of these antennas converges indicating that their effective height converges at low frequencies. However, at
these low frequencies, the input reactance of the antenna does not converge to the same extent. From the relationships described in equations (1) and (2), this implies that the antenna's total effective volume does not converge to the same extent.

Figure 3. $Q$ of the Normal Mode Helix Antennas.

Figure 4. Radius of Effective Spherical Volume for the Normal Mode Helix Antennas.
Examining the $Q$ of these antennas, which is depicted in Figure 3, it is evident that the antenna having the longest total wire length and lowest resonant frequency exhibits the lowest $Q$ at very low frequencies. This relative behavior is maintained until the operating frequency approaches each antenna's resonant frequency. At resonance, the $Q$ of these antennas “breaks” in that it no longer continues to asymptotically decrease. At frequencies above an antenna’s resonance, the antenna having the least total wire length and higher resonant frequency exhibits the lowest $Q$. From the $Q$ data presented in Figure 3, it is also evident that at any given frequency, the self-resonant antenna exhibits the lowest $Q$.

When the effective volume of these antennas is examined as a function of frequency, the relative differences in their performance properties can be explained in relation to their physical properties. Figure 4 presents the equivalent spherical radius of the antenna's effective volume, $r$, normalized to the antenna's physical height, $h$. In each case, the antenna is resonant at the frequency where it exhibits the greatest effective volume. With these normal mode helix antennas, the effective volume increases and the resonant frequency decreases with increasing total wire length. However, with increasing total wire length, the resonant resistance decreases and the resonant $Q$ increases because the effective height and volume of the antenna are smaller with respect to the resonant wavelength. The relative resonant properties of these antennas are summarized in Table 2.

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Resonant Frequency (MHz)</th>
<th>Radiation Resistance (Ohms)</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMH1</td>
<td>408.2</td>
<td>5.1</td>
<td>66</td>
</tr>
<tr>
<td>NMH2</td>
<td>331.4</td>
<td>3.5</td>
<td>115</td>
</tr>
<tr>
<td>NMH3</td>
<td>278.4</td>
<td>2.6</td>
<td>184</td>
</tr>
</tbody>
</table>

**Table 2. Resonant Properties of the Normal Mode Helix Antennas.**

To optimize the performance properties of the electrically small monopole antenna at any given frequency, it is first necessary to maximize its effective volume at that frequency, thus causing it to become self-resonant. Further optimization of the antenna's performance properties require that both the effective height and the effective volume be increased, which increases the radiation resistance and decreases the antenna $Q$, respectively.
The objective of further study at this point is to determine if altering the monopole antenna’s total wire length and geometry can be an effective method to optimize the antenna’s effective height and volume and hence its resonant performance properties. In all cases, the antenna height and wire diameter remain fixed. For a first reference comparison of performance, the simple meander line monopole is compared with the normal mode helix.

The meander line monopole antennas considered here are depicted in Figure 5 and are designated M1, M2, M3, M4 and M5. These antennas have an overall height of 6 cm and a wire diameter of 0.5 mm. The other physical properties of these antennas are detailed in Table 3.

![Figure 5. Geometry of the Meander Line Antennas.](image)

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Height (cm)</th>
<th>Total Wire Length (cm)</th>
<th>Meander Width (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>6</td>
<td>29.25</td>
<td>0.97</td>
</tr>
<tr>
<td>M2</td>
<td>6</td>
<td>38.42</td>
<td>0.95</td>
</tr>
<tr>
<td>M3</td>
<td>6</td>
<td>29.25</td>
<td>1.66</td>
</tr>
<tr>
<td>M4</td>
<td>6</td>
<td>29.25</td>
<td>3.87</td>
</tr>
<tr>
<td>M5</td>
<td>6</td>
<td>28.16</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Table 3. Physical Properties of the Meander Line Antennas.
The physical properties of M1 and M2 meander line configurations were chosen to essentially match those of the NMH1 and NMH2 normal mode helix configurations, respectively. Using EZNEC, the resonant frequencies of meander line M1 and M2 were determined to be 567.5 and 528.7 MHz, respectively, indicating that their maximum effective volume occurs at a higher frequency. A comparison of their effective volumes is presented in Figure 6. It is evident that the normal mode helix geometry is more effective in terms of exhibiting a lower resonant frequency as a function of total wire length.

![Graph showing the effective spherical volume radius of meander line and normal mode helix antennas.](image)

**Figure 6. Effective Spherical Volume Radius of the Meander Line and Normal Mode Helix Antennas.**

To lower the resonant frequency of the meander line configurations to match that of the normal mode helix antenna, specifically that of the NMH1 configuration, which is self-resonant at 408.2 MHz, the physical volume of the meander line antenna can be increased while maintaining the same total wire length. The physical volume of the meander line antenna is increased by increasing the meander line diameter as done in the M3, M4 and M5 configurations. The M3 meander line configuration has a width of 1.66 cm lowering its resonant frequency to 497.1 MHz. The meander line M4 configuration has a width of 3.87 cm lowering its resonant frequency to 395.0 MHz. Since the M4 configuration has a lower resonant frequency than that of the NMH1 configuration, its total wire length and diameter can be decreased until its resonant frequency matches that of the NMH1 helix. When the total wire length is reduced to 28.16 cm and the
meander width is reduced to 3.7 cm, the meander line antenna has a resonant frequency of 408.2 MHz. This is the M5 meander line configuration.

A similar process can be undertaken with the normal mode helix antenna. The total wire length in the NMH1 configuration can be reduced simultaneously with an increase in the helix diameter while maintaining the same resonant frequency. In this case, a fourth normal mode helix configuration was implemented, NMH4, having a total wire length of 21.99 cm and a diameter of 3.7 cm. The NMH4 helix configuration has approximately 1-2/3 turns. A visual comparison of the NMH1 and NMH4 configurations is presented in Figure 7. Both of these antennas are resonant at 408.2 MHz.

![NMH1 and NMH4 Normal Mode Helix Configurations](image)

**Figure 7. The NMH1 and NMH4 Normal Mode Helix Configurations.**

To examine the significance of geometry in relation to the resonant antenna performance, the impedance properties of the NMH1, the M5 and the NMH4 antennas were determined and are compared in Figure 8. The $Q$ and the spherical radius of the effective volume of these antennas were determined and are compared in Figures 9 and 10, respectively. A summary of the resonant radiation properties of these antennas is presented in Table 4. From the performance data presented in Figures 8, 9 and 10 and Table 4, it is evident that these antennas
exhibit remarkably similar behavior considering the significant differences in their physical properties. One of the differences in performance is the radiation resistance, which is higher in the NMH1 configuration, indicating that the narrower, longer wire structure exhibits a slightly greater effective height. The other performance difference is the antenna $Q$ which is lower in the M5 and the NMH4 configurations, which can be attributed to their slightly greater total effective volume, which results from their increased physical diameter.

Figure 8. Impedance Properties of the NMH1, M5 and NMH4 antenna configurations.
Figure 9. $Q$ Properties of the NMH1, M5 and NMH4 Antenna Configurations.

Figure 10. Effective Spherical Volume Radius of the NMH1, M5 and NMH4 Antennas.
<table>
<thead>
<tr>
<th>Antenna</th>
<th>Height (cm)</th>
<th>Total Wire Length (cm)</th>
<th>Width (cm)</th>
<th>Resonant Frequency (MHz)</th>
<th>Radiation Resistance (Ohms)</th>
<th>Q</th>
<th>r/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMH1</td>
<td>6</td>
<td>29.25</td>
<td>1.0</td>
<td>408.2</td>
<td>5.1</td>
<td>66</td>
<td>.80</td>
</tr>
<tr>
<td>M5</td>
<td>6</td>
<td>28.16</td>
<td>3.7</td>
<td>408.2</td>
<td>4.4</td>
<td>61</td>
<td>.82</td>
</tr>
<tr>
<td>NMH4</td>
<td>6</td>
<td>21.99</td>
<td>3.7</td>
<td>408.2</td>
<td>4.2</td>
<td>61</td>
<td>.82</td>
</tr>
</tbody>
</table>

Table 4. Radiation Properties of the NMH1, M5 and NMH4 Antennas.

4. The Arbitrary Geometry Monopole Antennas

To further consider the significance of the antenna's total wire length and geometry in determining the resonant performance properties of small monopole antennas, several arbitrarily shaped monopoles are considered. These antennas have the same height and similar occupied physical volume. In each case, the antennas have a total height of 6 cm and are enclosed within a cube having a width and length of 6 cm. The wire diameter of these antennas is 0.5 mm. The total wire length and geometry of each antenna is adjusted such that their resonant frequency is approximately 408.2 MHz, matching that of the NMH1 configuration discussed in the previous section. Five arbitrarily shaped monopole antennas were designed and are designated A1, A2, A3, A4 and A5. Depictions of these antennas are presented in Figure 11.

The performance properties of these antennas were determined using the NEC engine in EZNEC pro. The impedance and Q properties of these antennas are presented in Figure 12 and 13, respectively. The radius of the effective spherical volume of these antennas is presented in Figure 14. A summary of the resonant performance properties of these antennas is presented in Table 5. Examining the performance characteristics of these antennas it is again evident that their resonant properties are remarkably similar given the significant difference in their physical properties. As with the physically wider meander line and normal mode helix antennas, these antennas exhibit a lesser radiation resistance than the NMH1 normal mode helix antenna. Differences in their radiation resistance can be attributed to the difference in the antenna's effective height. Additionally, the antennas having the greatest effective volume exhibit the lowest Q.
Figure 11. The Arbitrarily Shaped Monopole Antennas.
Figure 12.  Impedance Properties of the Arbitrarily Shaped Monopole Antennas.
Figure 13. $Q$ Properties of the Arbitrarily Shaped Monopole Antennas.

Figure 14. Radius of the Effective Spherical Volume of the Arbitrarily Shaped Antennas.
<table>
<thead>
<tr>
<th>Antenna</th>
<th>Height (cm)</th>
<th>Total Wire Length (cm)</th>
<th>Maximum Width (cm)</th>
<th>Resonant Frequency (MHz)</th>
<th>Radiation Resistance (Ohms)</th>
<th>Q</th>
<th>r/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMH1</td>
<td>6</td>
<td>29.25</td>
<td>1.0</td>
<td>408.2</td>
<td>5.1</td>
<td>66</td>
<td>.80</td>
</tr>
<tr>
<td>A1</td>
<td>6</td>
<td>23.85</td>
<td>6 x 6</td>
<td>408.3</td>
<td>3.5</td>
<td>68</td>
<td>.79</td>
</tr>
<tr>
<td>A2</td>
<td>6</td>
<td>23.96</td>
<td>6 x 6</td>
<td>408.1</td>
<td>4.1</td>
<td>58</td>
<td>.83</td>
</tr>
<tr>
<td>A3</td>
<td>6</td>
<td>25.95</td>
<td>6 x 6</td>
<td>408.1</td>
<td>3.8</td>
<td>63</td>
<td>.81</td>
</tr>
<tr>
<td>A4</td>
<td>6</td>
<td>24.13</td>
<td>6 x 6</td>
<td>408.2</td>
<td>4.1</td>
<td>61</td>
<td>.82</td>
</tr>
<tr>
<td>A5</td>
<td>6</td>
<td>24.61</td>
<td>6 x 6</td>
<td>408.1</td>
<td>4.3</td>
<td>58</td>
<td>.83</td>
</tr>
</tbody>
</table>

**Table 5. Radiation Properties of the Arbitrarily Shaped Antennas.**

5. The Modified Normal Mode Helix Antennas

The final group of antennas considered as part of this study consists of several normal mode helix antennas. These antennas have a height of 6 cm and a wire diameter of 0.5 mm. These antennas have differing total wire lengths and diameters but are made to be resonant at the same frequency as the NMH1 normal mode helix antenna. The diameter of these antennas was made to increase gradually from 1 cm to 3.2 cm to illustrate the relationship between the antenna's physical properties and its resonant performance characteristics. The physical properties of these normal mode helices, designated H1 through H6 are detailed in Table 6.

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Height (cm)</th>
<th>Total Wire Length (cm)</th>
<th>Diameter (cm)</th>
<th>No. of Turns</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>6</td>
<td>29.25</td>
<td>1.0</td>
<td>9</td>
</tr>
<tr>
<td>H2</td>
<td>6</td>
<td>27.45</td>
<td>1.24</td>
<td>6 ¾</td>
</tr>
<tr>
<td>H3</td>
<td>6</td>
<td>26.05</td>
<td>1.50</td>
<td>5 ¼</td>
</tr>
<tr>
<td>H4</td>
<td>6</td>
<td>25.09</td>
<td>1.77</td>
<td>4 ¾</td>
</tr>
<tr>
<td>H5</td>
<td>6</td>
<td>23.63</td>
<td>2.31</td>
<td>3</td>
</tr>
<tr>
<td>H6</td>
<td>6</td>
<td>22.36</td>
<td>3.18</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 6. Physical Properties of the Normal Mode Helix Antennas.**

The impedance, Q and radius of the effective spherical volume of these antennas are presented in Figures 15, 16 and 17 respectively. A summary of their
performance characteristics is presented in Table 7. As with the antennas discussed in the previous section, increasing the physical diameter of the antenna reduces its effective height and radiation resistance but increases the antenna’s overall effective volume, thus reducing the antenna $Q$. Again, however, the resonant properties of these antennas are not notably different considering the difference in their physical properties.

![Figure 15. Impedance Properties of the Normal Mode Helix Antennas.](image)
Figure 16. $Q$ Properties of the Normal Mode Helix Antennas.

Figure 17. Radius of the Effective Spherical Volume of the Normal Mode Helix Antennas.
<table>
<thead>
<tr>
<th>Antenna</th>
<th>Resonant Frequency (MHz)</th>
<th>Radiation Resistance (Ohms)</th>
<th>Q</th>
<th>r/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>408.2</td>
<td>5.13</td>
<td>66</td>
<td>.80</td>
</tr>
<tr>
<td>H2</td>
<td>408</td>
<td>5.18</td>
<td>63</td>
<td>.81</td>
</tr>
<tr>
<td>H3</td>
<td>408.3</td>
<td>5.11</td>
<td>61</td>
<td>.82</td>
</tr>
<tr>
<td>H4</td>
<td>408.2</td>
<td>5.03</td>
<td>59</td>
<td>.82</td>
</tr>
<tr>
<td>H5</td>
<td>408.3</td>
<td>4.85</td>
<td>57</td>
<td>.83</td>
</tr>
<tr>
<td>H6</td>
<td>408.2</td>
<td>4.55</td>
<td>57</td>
<td>.84</td>
</tr>
</tbody>
</table>

Table 7. Resonant Properties of the Normal Mode Helix Antennas.

6. Discussion

In the previous sections, the radiation properties of several small self-resonant monopole antennas were considered. In each case, the total wire length and geometry of the antennas were adjusted such that all of the antennas were made to be resonant at the same frequency. Remarkably, the radiation properties of these antennas were essentially the same independent of the significant differences in their physical properties. Optimization of the antenna’s radiation resistance and Q properties requires that both the antenna’s effective height and volume be increased to the greatest extent.

Although this work may not represent a sufficiently comprehensive study, it is evident that the narrower diameter monopole structures require significantly more total wire length to achieve resonance than their wider diameter counterparts. Additionally, the narrower diameter monopole structures exhibit a greater effective height and therefore a greater resonant radiation resistance. The wider diameter structures require less wire length to achieve resonance and they exhibit a greater effective volume and therefore a lower value of resonant Q. However, the resonant performance properties were not significantly different for any of the monopole configurations.

From these results, it appears that for a fixed height monopole, the antenna’s total wire length and geometry together establish the antenna’s resonant frequency and that for a given resonant frequency, the antenna’s radiation properties are essentially the same independent of any differences in total wire length and geometry. This indicates that the primary factor determining the antenna’s resonant properties is its overall height relative to the resonant wavelength.
This being the case, the value in optimizing the antenna geometry becomes a function of how much total wire length is required to achieve self-resonance. Geometries requiring less total wire length to achieve resonance will be more efficient as the total loss in the structure will be minimized.

These results are considered to be valid for simple linear monopole structures similar to that described here. Other monopole structures such as top loaded monopoles and folded monopoles will exhibit different performance characteristics and would likely provide better solutions as they typically have greater radiation resistance as a function of height.
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Abstract: This paper investigates the application of serrations to the ground plane of a diagonal fed and dual fed microstrip patch antenna. Polarization characteristics as well as port isolation for the dual fed case are examined. Previous studies on polarization purity enhancements with serrated ground planes have shown as much as a 10dB reduction in cross polarization radiation for a probe fed linearly polarized microstrip antennas on finite ground planes. Along with greater polarization purity, moderate increases in the 3dB beamwidth and tunability also arise from the use of serrations along the ground plane in the single fed linearly polarized case. With this in mind, serrations are applied to similar patch geometries with different feeding schemes to attain dual orthogonal linear polarization as well as circular polarization. Measurements of both cases highlight effects of serrations on radiation parameters, impedance, and port isolation in the dual fed case.

1. Introduction

Poor polarization purity and port isolation in microstrip patch antennas can cause spurious coupling and interference, resulting high error rates in received or transmitted data. In many cases, a finite ground plane may exaggerate these problems. Along with the effects of cross-polarization coupling, the action of circulating edge currents may also act to deteriorate the radiated fields of the antenna by means of diffraction from the surface along the edge boundaries of the finite ground plane. This diffraction can cause interference that decreases the radiation pattern beamwidth and can also affect the impedance of the structure.

To partially remedy this phenomenon, ground plane serrations have been proposed in [1] as a ground plane edge treatment for the reduction of spurious
radiation caused by the diffraction of circulating edge currents. In addition to this, serrations can also provide a pseudo-polarizing effect for currents on the ground plane, giving as much as a 9 dB reduction in cross polarization signal levels in the single fed square microstrip antenna. Serrations, originally considered as an edge treatment for compact range reflectors [2-7], are now studied for the enhancement of dual linearly and circularly polarized microstrip patch antennas in an effort to decrease undesired coupling between ports and thereby increase the polarization purity, boosting the antenna’s performance.

2. Background

The use of serrations has been thoroughly investigated [2-7] and is usually considered as a cost-efficient solution in the design of compact reflector ranges as well as other range designs to eliminate the undesired effects from diffraction around the reflector, as well as the test fixture and other components for other antenna measurements (such as the Gregorian sub-reflector in [8]). For the compact range reflector specifically, the use of serrations has been implemented as an edge treatment that acts to reduce the error generated from the diffracted fields along the edges of the reflector. In doing so, the overall quality of the reflector for antenna and scattering measurements is improved through an increase the quiet zone, supporting a larger and more uniform plane wave with an improved constant phase front. Other edge treatments such as blended, or rolled, edges have also been well examined and compared to serrations [9]. Rolled edges tend to be more effective; however the fabrication of such edge treatments is considerably more expensive than the planar serrations technique.

Very little has been studied concerning the direct application of serrations to other antennas, planar geometries or otherwise. In the case of the linearly polarized microstrip patch antenna, serrations have been studied in [1], in which the most significant effect is the considerable decrease in cross-polar radiation as the length of the serration is increased. This phenomenon may be due to the fact that the serrations along the edges of the ground plane act to diminish the circulating action of the currents along the outer boundary of the ground plane. Their presence creates a pseudo-polarizing effect that translates into a significant decrease in cross-polar radiation. The energy previously in the cross-polar component appears to be distributed to both the forward- and back-plane directions as co-polar radiation, decreasing the front-to-back ratio and decreasing the maximum gain slightly.
3. Antenna Geometry

To investigate the effects of serrating the ground plane of a microstrip patch antenna, three identical square \((L = W = 40.23 \text{ mm})\) antennas are designed for operation at 2.44 GHz and fabricated. The square geometry is chosen to represent microstrip antenna design most conducive to cross polarization effects. Figure 1 shows the geometries for the three antenna structures. For this set of antennas, a single diagonal feed for dual orthogonal linear polarizations as well as dual feeds for circular polarization are considered, with all three antennas for each feed configuration residing on equal sized square dielectric slabs (Duroid® 5880 substrate, \(\varepsilon_r = 2.2, h = 1.52 \text{ mm}\)) with the patch elements centered over their respective ground planes and SMA probe feeds \((D_{\text{Probe}} = 1.23 \text{ mm})\) identically positioned. The feed location for the diagonally fed antenna is at \(X_f = Y_f = 13.4\ \text{mm}\) from the corner of the patch. To extend this treatment to the circularly polarized case, the feed locations are \((X_f, Y_f) = (W/2, 13.4)\) and \((13.4, L/2)\) for the dual fed case. The extension of the ground plane in all planar dimensions from the patch edges was fixed at a distance of \(7h \approx \lambda_{\text{eff}}/10\) allowing the serrations to become comparable to a wavelength. For two of the antennas, triangular serrations are then removed from the edges of the ground plane inward to create the three cases. The only dimension altered during the course of the experiment was the depth of the serration \(\Delta_{\text{serr}}\) (measured from the outer edge of the ground plane toward the patch).

4. Experimental Results

4.1 Diagonally Fed Antenna for Dual Orthogonal Linear Polarizations

Measurements of the input impedance, VSWR, and radiation patterns for the diagonally fed antenna can be seen in Figures 2-5. Figure 2 shows the input impedance for the three cases. For the two serrated antennas a slight frequency shift is introduced with the new geometry of the ground plane, which is created by the variation of the serration depth and the resulting effects on the current distribution on the antenna. For these antennas, there exists a slight decrease in beamwidth in the E-plane (xz-plane) and a slight increase in beam width in the H-plane (yz-plane). Since the antenna is dual linearly polarized and symmetric, similar polarization characteristics are seen in the E- and H-planes of the antenna, and are in good agreement with the results in [1].

4.2 Dual Fed Antenna for Circular Polarization

Measurements of the input impedance, VSWR, and radiation patterns for the dual
fed antenna can be seen in Figures 7-9. For the dual fed antennas, the behavior is quit similar to the diagonally fed case, and is in good agreement with the results in [1]. In Figure 7, symmetric placement of the two ports (see Figure 1) on the individual antennas achieves a near-identical impedance match for each probe position, with the exception of the moderately serrated antenna’s port 2. For this probe feed, a slight fabrication tolerance error occurred, which accounts for the slight variation in port impedance. Although there are slight impedance variations, the 2:1 VSWR bandwidths for each port on the respective antennas remain very close to each other.

Also for the dual fed case, the individual radiation measurements of port 1 and port 2 are similar to [1], and exhibit radiation characteristics similar to the E- and H-plane behavior seen in the diagonally fed case previously discussed. Therefore, only the circularly polarized measurements are presented. To measure the circular polarization characteristics, a 90° hybrid coupler was used to obtain an equal power split and the needed phase difference between the two ports. The sense of circular polarization was chosen to be left hand (LHCP), and the standard gain horn was set up in a similar manner to measure LHCP and RHCP of the antennas. In the LHCP configuration the antenna experiences little deviation in the pattern characteristics across the serration cases. For RHCP, the antenna experiences a 2-3 dB reduction in “cross polarization” at boresight, and begins to exhibit higher levels of cross-polarization as the serration length is increased. In the fully serrated case, this dramatic increase in cross-polar radiation is greatest, and can be attributed to a combination of two factors. The first is the higher back-plane radiation that arises from increasing the serration penetration depth, which can be seen in the diagonally fed antennas (Figures 4-6). The second is that when the antenna under test is facing away from the standard gain horn, where the back-plane radiation appears to be RHCP.

4.3 Port Isolation in Dual Fed Antenna

The final aspect of the serrated ground plane to be discussed is the port isolation in the dual fed case. Figure 10 shows the isolation characteristics between port 1 and 2 (S_{21}). From this plot, which is only representative of the overlapping of 2:1 VSWR bandwidth of all three antennas where a legitimate comparison can be made, it can be seen that the application of serrations yields encouraging results. At the center of this bandwidth there is a 3.01 and 8.24 dB reduction in coupling between ports for the moderately and fully serrated antenna respectively. In the moderately serrated antenna, this reduction is not maintained over the entire bandwidth considered, however for the fully serrated antenna a significant reduction is seen across the entire bandwidth.
An application with possible improvements arising from the use of serrated ground planes is the active reflect-array element discussed in [10]. In such an application, polarization purity, which is tied directly to port isolation, is essential for proper operation of the device. The design specifics and geometry for the antenna are similar to the dual fed circularly polarized antenna discussed below, with the exception of a square portion of conductor, which is removed with the diagonals diametrically opposed and located on the normal feeding positions, shown in Figure 11. Within this area of removed conductor, an amplifier can be inserted to receive one polarization (at port 1 for example), amplify and transmit in the other polarization (continuing the example, port 2). For the integrated amplifier application previously discussed, such a decrease in coupling between ports can represent a significant increase in the polarization purity and achievable gain of the amplified signal.

5. Conclusions

In this paper, the application of serrations to the ground plane of a square microstrip patch antenna for both dual linear and circular polarization has been studied. In the Diagonal fed configuration, the pattern symmetry in each plane is in good agreement with previous work on the serration of the microstrip antenna ground planes. For the dual fed (two port) scenario, the effects of serrations have differing effects depending on the application being considered. For circular polarization, the effects of serrations decrease the ‘cross polarization’ at boresight, but increase quickly from there on and degrade the predicted performance of the antenna. However, in the context of application to an active reflectarray, the effect of the pseudo-polarizing effect of the serrated ground plane acts to significantly decrease the coupling between ports and shows promise for future applications and investigation. In general, the effect of serrations on the impedance of the antenna is minimal, where as the effect on radiation is significant, and is under investigation for other types of antenna designs.
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Figure 1: Antenna geometry and feed locations for the antennas considered.
Figure 2: Measured input impedance for the diagonally fed (dual linear) antenna over the range of 2–3 GHz.

Figure 3: Measured 2:1 VSWR for the diagonally fed (dual linear) antenna.
Figure 4: Measured E-plane (left) and H-plane (right) elevation radiation patterns for the diagonally fed unserrated ground plane at 2.43 GHz.

Figure 5: Measured E-plane (left) and H-plane (right) elevation radiation patterns for the diagonal fed moderately serrated ground plane at 2.43 GHz.
Figure 6: Measured E-plane (left) and H-plane (right) elevation radiation patterns for the diagonally fed fully serrated ground plane at 2.43 GHz.

<table>
<thead>
<tr>
<th></th>
<th>3dB</th>
<th>8dB</th>
<th>10dB</th>
<th>Front to Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unserr. $E_\theta$</td>
<td>82.67°</td>
<td>155.83°</td>
<td>180.8°</td>
<td>18.71 dB</td>
</tr>
<tr>
<td>Unserr. $E_\phi$</td>
<td>78.86°</td>
<td>134.69°</td>
<td>163.43°</td>
<td>22.06 dB</td>
</tr>
<tr>
<td>Mod. Serr. $E_\theta$</td>
<td>90.76°</td>
<td>178.12°</td>
<td>194.99°</td>
<td>21.29 dB</td>
</tr>
<tr>
<td>Mod. Serr. $E_\phi$</td>
<td>83.09°</td>
<td>139.49°</td>
<td>156.91°</td>
<td>18.6 dB</td>
</tr>
<tr>
<td>Fully Serr. $E_\theta$</td>
<td>95.8°</td>
<td>199.84°</td>
<td>226.51°</td>
<td>14.46 dB</td>
</tr>
<tr>
<td>Fully Serr. $E_\phi$</td>
<td>79.86°</td>
<td>133.78°</td>
<td>148.48°</td>
<td>12.92 dB</td>
</tr>
</tbody>
</table>

Table 1. Beamwidth analysis at 2.43 GHz for all three cases of the diagonally fed antenna.
Figure 7: Measured input impedance for the dual fed antennas (for circular polarization) over the range approximately 2–3 GHz.

Figure 8: Measured VSWR of the dual fed antennas (for circular polarization), port 1 in black and port 2 in gray.
Figure 9: Measured LHCP ('co-polar' - left) and RHCP ('cross-polar' - right) for the three antennas at 2.41 GHz.

<table>
<thead>
<tr>
<th>Serration and Polarization</th>
<th>3dB &amp; (%Diff)</th>
<th>8dB &amp; (%Diff)</th>
<th>10dB &amp; (%Diff)</th>
<th>Front to Back [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unserr. LHCP</td>
<td>84.93°</td>
<td>144.06°</td>
<td>165.12°</td>
<td>26.3</td>
</tr>
<tr>
<td>Mod. Serr. LHCP</td>
<td>88.46° (+1.78 %)</td>
<td>154.67° (+7.10 %)</td>
<td>177.85° (+7.42 %)</td>
<td>29.18</td>
</tr>
<tr>
<td>Fully Serr. LHCP</td>
<td>95.9° (+12.13 %)</td>
<td>169.17° (+16.03 %)</td>
<td>190.9° (+14.48 %)</td>
<td>28.39</td>
</tr>
</tbody>
</table>

Table 2: Beamwidth analysis at 2.41 GHz for all three cases of the dual fed antenna (for circular polarization).
Figure 10: Port isolation in the dual fed case. Markers represent center of overlapping 2:1 VSWR bandwidth (see Figure 8), 2.413 GHz, for all three antennas.

Figure 11: Active reflectarray element as designed in [10].
ON THE PERFORMANCE PROPERTIES OF A MULTIBAND CONICAL MONOPOLE ANTENNA
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Abstract: The multiband behavior of the self-similar Sierpinski Gasket monopole has been extensively considered in the literature. While the Sierpinski Gasket monopole exhibits a certain degree of multiband behavior in terms of its impedance characteristics, its overall performance properties are less than desirable. Specifically, the Sierpinski Gasket monopole exhibits relatively narrow bandwidths in each of its operating bands and its radiation patterns exhibit poor omnidirectionality because of its asymmetrical 2-dimensional bow-tie shape. Here, a multiband conical monopole antenna is presented that is designed to operate in the same frequency bands as the Sierpinski Gasket. The conical monopole antenna, being a three-dimensional design, offers increased impedance bandwidths and an improvement in radiation pattern performance.

1. Introduction

The multiband behavior of the self-similar Sierpinski Gasket monopole antenna has been described in the literature and has been shown to be a direct function of its gap structure [1]–[3]. Specifically, it has been demonstrated that its multiband behavior is a direct function of the four gaps located along the central axis of the antenna [4], [5]. While the Sierpinski Gasket exhibits a certain degree of multiband behavior, its bandwidths are relatively narrow and its radiation patterns are less than ideal. Typically, the Sierpinski Gasket exhibits a multi-lobe pattern in the elevation sweep plane and it exhibits a high degree of bi-directionality in the azimuth sweep plane.

To improve the radiation characteristics of the Sierpinski Gasket antenna, a three-dimensional conical monopole antenna is derived from the details of the Sierpinski Gasket's gap structure that primarily defines its multiband behavior. This three-dimensional conical monopole exhibits broader impedance bandwidths and improved radiation pattern performance.
2. The Sierpinski Gasket Monopole

The Sierpinski Gasket monopole antenna is comprised of four self-similar sub gaskets, as illustrated in Figure 1. The Sierpinski Gasket considered here has an overall height of 15.24 cm. The extent and height of each self-similar sub gasket are also illustrated in Figure 1. The measured multiband behavior of this Sierpinski Gasket monopole is illustrated in Figure 2, which depicts the return loss characteristics of the antenna relative to 50 ohms characteristic impedance. The return loss characteristics of this antenna were measured over a frequency range of 50 MHz to 12 GHz. The Sierpinski Gasket was mounted directly over a 120 cm by 120 cm conducting ground plane and was base fed using an SMA connector. There are five primary operating bands exhibited by the Sierpinski Gasket. The first is created by the basic structure of the bow-tie monopole itself. The second is created by both the basic bow-tie structure and the largest gap introduced by the first fractal iteration. The remaining three operating bands are created by the second, third and fourth fractal iterations.

![Diagram of the Sierpinski Gasket Monopole Antenna](attachment:image)

**Figure 1. The Sierpinski Gasket Monopole Antenna.**

However, the full gap structure introduced by each fractal iteration is not required to create the operating bands. It has been demonstrated that the multiband behavior of the Sierpinski Gasket is primarily a function of the four main gaps located along the central vertical axis of the structure [4], [5]. Additionally, these gaps can be significantly truncated as illustrated in Figure 3, and the operating
bands of the Sierpinski Gasket will essentially be maintained [6]. The measured return loss characteristics of this modified Gasket are compared with those of the Sierpinski Gasket in Figure 4. From these return loss characteristics, it is evident that the modified Gasket exhibits essentially identical or improved operating band characteristics.

![Graph of S11 Log Mag (dB) vs Frequency (MHz)](image)

**Figure 2. Input Return Loss of the Sierpinski Gasket Monopole.**

Two of the performance disadvantages associated with the Sierpinski Gasket include its relatively narrow bandwidths in its lower operating bands and its asymmetrical radiation patterns, which are depicted in Figure 5. To measure the radiation patterns of the Sierpinski Gasket monopole, it was base fed and mounted over a 60 cm diameter circular ground plane. While the finite edge of the ground plane impacts the radiation pattern characteristics of the monopole antenna, it does not contribute to the pattern asymmetry occurring between the $\phi = 0^\circ$ and $\phi = 90^\circ$ sweep planes. This asymmetry is a direct function of the 2-dimensional nature of the Sierpinski Gasket's structure. Additionally, the radiation patterns in the $\phi = 0^\circ$ sweep plane exhibit a high degree of lobing with increasing operating frequency due the array factor associated with the fact that the current is primary concentrated along the two edges of the gasket structure [6].
Figure 3. Modified Gasket Monopole Antenna.

Figure 4. Return Loss Comparison between the Sierpinski Gasket and the Modified Gasket.
Figure 5. Radiation Patterns of the Sierpinski Gasket Monopole Antenna.

To improve the radiation characteristics of the Sierpinski Gasket, the modified Gasket depicted in Figure 3, is converted into a 3-dimensional structure.
3. The Multiband Conical Monopole Antenna

To improve the radiation pattern symmetry of the Sierpinski Gasket, the 2-dimensional nature of its bow-tie structure must be made more symmetrical, which requires that it be made into a 3-dimensional conical shape. This will improve the omnidirectionality of its radiation patterns and should also increase the operating bandwidth because of the increase in the overall width of the structure. Given the complexity of the Sierpinski Gasket's fractal gap structure, conversion to a 3-dimensional conical shape would be difficult. Fortunately, conversion of the modified Sierpinski Gasket to a 3-dimensional conical shape is relatively simple. The 3-dimensional implementation of the modified Sierpinski Gasket is depicted in Figure 6.

![3-Dimensional Conical Monopole Antenna](image)

Figure 6. 3-Dimensional Conical Monopole Antenna.

This conical monopole antenna has the same height as the Sierpinski Gasket and the same gap placement. A comparison of the measured return loss of this conical monopole and the Sierpinski Gasket is presented in Figure 7. The conical
monopole antenna was base fed and mounted over the same 120 cm by 120 cm ground plane. Examining the return loss characteristics of this antenna, it is evident that it exhibits multiband behavior similar to that of the Sierpinski Gasket. While there is some upward shift in the operating bands at higher frequencies, this antenna exhibits a significant improvement in terms of both the impedance match and operating bandwidth in each band. In fact, the SWR of this antenna is better than 2:1 over most of the entire frequency band from 300 MHz through 12 GHz.

![Comparison of the Return Loss Characteristics of the Conical Monopole and the Sierpinski Gasket.](image)

The radiation patterns of the conical monopole antenna were also measured on the 60 cm circular ground plane. Radiation patterns for this antenna, in the $\phi = 0^\circ$ sweep plane are presented in Figure 8. These patterns were measured at the points of minimum return loss. There is a significant improvement in the pattern lobe structure and symmetry as these patterns are duplicated in the $\phi = 90^\circ$ sweep plane. It is also significant to note that these radiation patterns exhibit a greater degree of similarity between operating bands than those of the Sierpinski Gasket.

While, these preliminary results demonstrate that this 3-dimensional conical monopole offers significant performance improvement over the 2-dimensional Sierpinski gasket, further study is required. Further pattern measurements are required to study the full pattern omnidirectionality and lobe structure over the full extent of each operating band. Additionally, a dipole version of this antenna

326
is to be constructed and compared with the dipole version of the Sierpinski Gasket. Finally, modification of the gap structure is to be implemented to see if the broadband impedance characteristics of this antenna can be further improved.

(a) 1125 MHz  (b) 2650 MHz

(c) 5500 MHz

Figure 8. Radiation Patterns of the Multiband Conical Monopole Antenna.

4. Discussion

A 3-dimensional conical monopole antenna was derived from the gap structure of the Sierpinski Gasket that primarily defines it multiband behavior. This conical monopole offers improved impedance matching and operating bandwidths.
Additionally, preliminary results demonstrate that it offers improved radiation pattern performance. Further study is required to investigate the full radiation properties of this antenna in each of its operating bands in both the monopole and dipole configurations.
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Kiyun Han¹,², Frances J. Harackiewicz¹ and Seokchoo Han¹
Department of Electrical & Computer Engineering, Southern Illinois University Carbondale¹
Carbondale, IL 62901
Vector Fields Inc.²
1700 N. Farnsworth Ave.
Aurora, IL 60505

Abstract: Fractal geometries have been applied to antenna design to make multiband and broadband antennas. In addition, fractal geometries have been used to miniaturize the size of antennas. However, miniaturization has been mostly limited to the wire (dipole and loop) antennas. In this paper, microstrip patch antennas are miniaturized using a modified Sierpinski carpet fractal geometry and are compared with the conventional rectangular patch antenna.

Second and third iteration Sierpinski carpet apertures are made on a square patch. The Sierpinski geometry is modified by leaving a thin strip-shape conductor at the middle of the center aperture. This modification allows the probe position to be shifted to obtain 50 ohms. As a result, a 2.184 GHz square Sierpinski patch is about 17.43 % smaller than the conventional 2.184 GHz square patch with the same material. In addition, in this design, which uses probe feeding, the overall antenna volume is smaller than other microstripline-fed fractal antennas, found in the market. Finally, measurement results are compared to FDTD simulation results.

1. Introduction

Fractal antennas have received much attention from antenna designers since Nathan Cohen introduced the fractal antenna in 1988 [1]. After that many fractal geometries have been applied to antenna design. Self-similarity, in which the same geometry repeats with different size, makes fractal antennas a good
candidate for multiband antennas. The single triangle Sierpinski gasket with different iterations has been used to make multiband monopole and dipole antennas [2]. Stacked triangle and carpet Sierpinski gaskets have been used for broadband antennas [3, 4]. Fractal geometries have also been used to miniaturize the size of antennas. Koch curve and Minkowski geometries are used for monopole, dipole and loop antennas to make them smaller [5, 6]. However, miniaturization is mostly limited to the wire antennas and relatively small attempts were made to the microstrip patch. In [6], a torn-square fractal patch is fabricated and compared with a rectangular patch. The Koch curve is applied to the length of the resonant rectangular patch for 5 GHz to reduce the length. As a result, 38% shorter length is achieved but bandwidth is also decreased to 0.4%. Another new technique to reduce the size of a microstrip antenna with a partially filled high permittivity substrate is proposed in [7]. With that proposed technique, over 50% antenna dimension reduction is achieved compared to the conventional antenna with an air layer placed into the whole volume under the patch.

In this paper, a modified Sierpinski fractal microstrip patch antenna is proposed to reduce the size of the antenna compared to conventional square microstrip patch antenna. The design procedure will be explained and measurement results will be compared with Finite Difference Time Domain (FDTD) simulation results.

2. Design and Results

2.1 Design

Modified second and third iteration Sierpinski carpet geometries are applied to a 2.4 GHz square microstrip patch as follows. First, a single square microstrip patch is designed around 2.4GHz, using 31-mil thickness Rogers RT/Duroid 5870 ($\varepsilon_r = 2.33$) for the substrate. A program ‘PATCHD’ in [8] is used to decide the patch size. Second, the width and length of the patch is divided by 3 equal lengths. The center square is removed but leave the strip at the center for matching purpose. To make the second iteration Sierpinski carpet apertures, divide the width and length of the patch by 9 equal lengths and remove the center squares from 8 sub-squares. To make the third iteration Sierpinski carpet apertures, divide the width and length of the patch by 27 equal lengths and remove the center squares from 64 sub-squares. The final shapes of the second and third iteration fractal patches are in Figure 1 (a) and (b) respectively.

Several fractal patches are made with different iterations and different center strip widths to observe the frequency shift. Three second iteration fractal patches are fabricated with 4.47 mm, 3.48 mm, and 1.45 mm widths of the center strip and one third iteration fractal patch is fabricated with 1.45 mm width of the
center strip. All patch antennas are fabricated in the Antenna and Propagation Lab at Southern Illinois University Carbondale. The antennas are carefully printed using printed-circuit technology on copper clad substrate. The size of all antennas is $4.02 \times 4.02$ cm and all antennas are made with $\varepsilon_r = 2.33$ and 31-mil thickness substrate with probe feed to reduce the overall volume compared to the transmission feed. The pictures of the fractal antennas and 2.4GHz square patch antenna are shown in Figure 2. Later, a 2.2 GHz square microstrip patch was made to compare the size and SWR with the antenna (b) in Figure 2.

2.2 Results

Simulations are generated with Vector Fields’ Concerto software. The measured and simulated return loss versus frequency are compared for the solid square patch and iteration 2 with 1.45 mm wide center strip fractal patch in Figure 3. To obtain 50 ohms, for the second iteration fractal patch antenna, the feed point is shifted from 1.426 cm to 1.633 cm from the edge of the patch. The results between measurement and simulation show about 2.2% and 1.4% differences for the antenna (b) and (d) respectively. As we can see from the Figure 3, the measured resonant frequency is shifted by 7.4% from 2.38 GHz to 2.204 GHz. The size of 2.204 GHz patch is $4.383 \times 4.383$ cm with the same material. Thus with this proposed design, a 15.88% smaller size is achieved compared to the conventional design. Next, iteration 3 with 1.45 mm wide center strip fractal patch is tested. In that case, the resonant frequency is shifted by 8.4% from 2.384 GHz to 2.184 GHz and a 17.4% smaller size is achieved compared to the conventional design. The sizes of two antennas are compared in Figure 4. Measured return losses for various fractal antennas and square patch antenna are shown in Figure 5.

It is found that if more area is removed, the input impedance increases. As a result, the feed point is shifted from 1.426 cm to 1.652 cm from edge of the patch for antenna (e) to (a) to obtain 50 ohms. The typical input resistance values at the edge of the patch are in the range of 150 – 300 ohms. However in the Sierpinski fractal patch, the values are increased as higher iteration and thinner center strip are used. Thus the input resistance changes rapidly with the position of the feed point. To find an accurate feed point, many simulations were needed. The relation between the resonant frequencies and the amount of removed area from the solid patch and feed points are summarized in Table 1.
<table>
<thead>
<tr>
<th>Area removed</th>
<th>Frequency shifted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cm²</td>
</tr>
<tr>
<td>Antenna (c)</td>
<td>0</td>
</tr>
<tr>
<td>Antenna (d)</td>
<td>2.9624</td>
</tr>
<tr>
<td>Antenna (c)</td>
<td>3.0992</td>
</tr>
<tr>
<td>Antenna (b)</td>
<td>3.3698</td>
</tr>
<tr>
<td>Antenna (a)</td>
<td>4.7528</td>
</tr>
</tbody>
</table>

Table 1. Area removed and frequency shifted.

Measured bandwidths (SWR < 2) for each antenna are shown in Table 2. Antenna (d) maintains 15 MHz of the same bandwidth with the square patch antenna (e). However, as more area is removed from the patch, the bandwidth is decreased. The rest of the fractal antennas show 12MHz bandwidth. In Figure 6, the SWR of antenna (b) is compared with a 2.2GHz square patch antenna. Antenna (b) shows a little narrower bandwidth than the 2.2 GHz square patch antenna. All bandwidths of the fractal antennas (0.6% - 0.7%) are slightly larger than that (0.4%) in [6].

<table>
<thead>
<tr>
<th>f(,GHz)</th>
<th>Bandwidth (SWR&lt;2)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna (a)</td>
<td>2.184</td>
<td>12.0 MHz (2.178 GHz – 2.190 GHz)</td>
</tr>
<tr>
<td>Antenna (b)</td>
<td>2.204</td>
<td>12.0 MHz (2.197 GHz – 2.209 GHz)</td>
</tr>
<tr>
<td>Antenna (c)</td>
<td>2.248</td>
<td>12.0 MHz (2.242 GHz – 2.254 GHz)</td>
</tr>
<tr>
<td>Antenna (d)</td>
<td>2.260</td>
<td>15.0 MHz (2.253 GHz – 2.268 GHz)</td>
</tr>
<tr>
<td>Antenna (e)</td>
<td>2.384</td>
<td>15.0 MHz (2.374 GHz – 2.389 GHz)</td>
</tr>
</tbody>
</table>

Table 2. Bandwidth of the antennas.

The far-field patterns are simulated with Vector Fields’ Concerto for the antenna (b) and square antenna (e). The results are shown in Figure 7 (a) and (b). Figure 7 (a) shows the E Plane pattern of the antenna (b) and (e) at 2.156 GHz and 2.38 GHz respectively and Figure 7 (b) shows the H Plane pattern of the antenna (b) and (e) at 2.156 GHz and 2.38 GHz respectively. Both the E and H Planes show very similar patterns between the two antennas.
3. Conclusion

The modified Sierpinski fractal geometries have been applied to square patch antennas. It is shown that making the Sierpinski carpet shape apertures on the square patch leads to a lower resonant frequency. As a result, a 17.34% smaller 2.184 GHz fractal patch antenna is made compared to the conventional 2.184 GHz square patch antenna without losing the characteristics. The bandwidth was a little narrower but the simulated pattern was very similar to the square patch. Since this proposed technique uses only a single layer and probe feed, the overall volume is smaller than that of the miniaturization technique using a partially filled high permittivity substrate [7]. In the future, other fractal geometries (Koch curve) will be studied for more size reduction and broadband or multiband patch antennas.
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Figure 1. Modified fractal patch after second and third iteration. (a) After second iteration. (b) After third iteration.
Figure 2. Pictures of fractal patch antennas and square patch antenna.
Figure 3. Simulated and measured return losses of antenna (b) and antenna (d).
Figure 4. Comparison of the size between antenna (a) and 2.184 GHz square patch. Both antennas have the same resonant frequency but antenna (a) has 17.4% smaller size than square patch antenna.
Figure 5. Measured return losses of fractal patch antennas and square patch antenna.
Figure 6. Measured SWR of fractal antenna (b) and 2.2 GHz square patch antenna (e).
Figure 7 (a). E Plane patten of the antenna (b) and (e) at 2.156 GHz and 2.38 GHz respectively. (b). H Plane patten of the antenna (b) and (e) at 2.156 GHz and 2.38 GHz respectively.
Ultra Wide-Band Radiating Element for Cellular Wireless Applications
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¹Andrew Corporation, Orland Park, Illinois IL 60462

Abstract

Concept designs for a wide-band radiating element are presented together with results from theoretical models and practical realizations of the element. The element is designed to cover the frequency range: 860 MHz to 2.17 GHz. The element is vertically polarized, with wide azimuth beam width and input VSWR of 2:1. The maximum dimension of the element is approximately 4 inch for operation at frequencies down to 860 MHz.

1. Introduction

Ever increasing usage of the RF radio spectrum for cellular and micro-cellular wireless applications creates the need for multi-band/wide band radiating elements and antennas. For micro-cellular applications, the antenna typically comprises a single radiating element. For cellular base station applications sector antennas comprising a linear array with single or dual polarity are usually considered.

The present contribution summarizes efforts to develop a wide band vertically polarized element. Ideal requirements for such an element are constant azimuth beamwidth over the frequency band of operation, compact size for use in a wide-band array and a good input match.

In this contribution a wide-band element covering the frequency range of 860 MHz to 2.17 GHz is presented. The concept design is developed as an evolution and modification of the planar log periodic element, the zig-zag element and the sinuous log element and by consideration of self-similarity and frequency scaling.

Theoretical results are presented on the element from electromagnetic modeling tools and measured results are presented from a practical realization. These results show the element to be capable of achieving input VSWR of better than 2:1 with wide azimuth beamwidth. The element is compact with dimensions of approximately 4 inch for operation down to a frequency of 860 MHz.
2. Concept design

In order to achieve wide-band performance, it is important to consider self-similarity and frequency scaling. The concept of self-similarity has received increasing attention over the past few years as a result of perceived future antenna requirements for operation over multiple frequency bands and wide bandwidth. Log-periodic elements are an important subset of self-similar antennas. A wide variety of log-periodic antenna designs are available. The generalized log periodic element is a compound or multi-dimensional element. It can be described in terms of several degrees of freedom. These degrees of freedom are often represented by “sector” angles. Designs for the various types of log periodic antennas generally follow ad hoc rules of thumb, which define ranges for the sector angles in order to achieve required values of input impedance and radiated pattern. With increasing computational power, log periodic antennas are nowadays more amenable to analysis through electromagnetic modeling. It is important however to consider the principle of operation of the element from a conceptual point of view.

Figure 1 below outlines the concept design of the element. This shows a twin armed radiating element. Each arm of the element consists of radial sections of an arc. Each section is joined at its end to the next radiating section giving a sequence. Two sector angles define this geometry $\alpha$ and $\beta$. The width and spacing of individual sections of the radiating element may be related to each other by a constant scale factor to give a log periodic sequence or alternatively the radius and spacing between the elements may be a constant linear factor.

The two arms of the element are rotationally symmetric through 180°. They may lie in the same plane or alternatively the angle between the two planes of the arms may be varied. In order to realize a vertically polarized element suitable for use as a sector antenna, the arms are rotated by 90 degrees to the x-y plane so as to lie parallel to each other and at a height $h$ above a reflecting ground plane (Figure 2).

These parameters give several degrees of freedom to allow optimization of beamwidth and input impedance. Higher frequency resonant sections of the element are closer to the ground plane compared to lower frequency sections, which reduces variation in azimuth beamwidth with frequency. The height of the element, scale factor and sector angles $\alpha, \beta$ maybe changed to optimize maximum extent of element for given frequency of operation, input impedance and azimuth beamwidth. The present contribution considers radial arc sections for the element. Radial arms with a sinuous variation may also be considered.
Figure 1. Concept Design for Wide Band Radiating Element
Figure 2. Side view of element at height $h$ above ground.
3.0 Practical realization of the element

An example element was considered based on the above concept. The geometry of the element was modeled using electromagnetic modeling software tools and practically realized on PCB material. The element was modeled for input reflection better than 10 dB down to an operating frequency of 860 MHz and wide azimuth beamwidth.

The element was realized on Taconic RF30-60 printed circuit board material with the two arms of the element etched on either side of the printed circuit board. The element had a maximum extent of approximately 4 inch for operation down to 860 MHz and a height above reflector of approximately 1.5 inch. The height of element above ground is varied in order to optimize the quality factor of the individual resonant sections in the element.

The element was fed using a tapered balun transformer. The transformer consisted of two sections. The first section of the transformer consisted of a triangular taper. This was terminated onto a micro-strip tapered feed line and ground. The input impedance was transformed using this arrangement from a balanced 100-150 Ω down to unbalanced 50 Ω micro-strip feed line.

Figure 3 details the geometry considered for element.
Figure 3. Side and end view of element above reflector ground (10 cm wide). 

$h=3.5$ cm. $\alpha=33$ degree, $\beta=120$ degree. Radius of outer-most arc=6 cm.
4.0 Results of measurements on the element

The following section summarizes measured results on the element shown in Figure 3.

Return loss: Return loss of approximately 10 dB was achieved down to an operating frequency of 860 MHz.

Measured patterns: Co-polar and cross-polar patterns for the low frequency band: 860 MHz to 960 MHz and the high frequency band: 1710 MHz to 2170 MHz were measured in an anechoic test facility. These are shown in Figures 4 and 5 respectively.
Azimuth beamwidth Co- and Cross-polar in Low Band

Figure 4. Co- and Cross-Polar Patterns in the frequency band: 860-960 MHz
Azimuth beamwidth Co- and Cross-polar in High Band

Figure 5. Co- and Cross-Polar Patterns in the frequency band: 1710-2170 MHz
Computed 3 dB beamwidth from the above patterns is tabulated in Table 1 below.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Azimuth beam width (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>860 MHz</td>
<td>135</td>
</tr>
<tr>
<td>960 MHz</td>
<td>145</td>
</tr>
<tr>
<td>1710 MHz</td>
<td>150</td>
</tr>
<tr>
<td>2040 MHz</td>
<td>230</td>
</tr>
<tr>
<td>2170 MHz</td>
<td>225</td>
</tr>
</tbody>
</table>

Table 1. Measured 3 dB beamwidth for the element.

It should be noted that while a constant beamwidth is measured in the lower operating frequency range, dispersion in azimuth beamwidth is recorded towards the upper end of the frequency band. This may be corrected by varying the height, h, of element above ground or by introducing side-walls in the reflector geometry in order to influence beamwidth in the higher frequency band of operation.

Gain: Gain of the element was measured in the 1710-2170 MHz in the anechoic chamber by gain substitution against a known gain standard. Results from the measurement, indicate a gain for the element in the range of 3-4 dBi.

5.0 Results from EM models

The geometry of Figure 3 was also modeled using electromagnetic modeling tools and the following results obtained:

Return Loss: Better than 10 dB.

Measured patterns: Computed beam width is tabulated in Table 2 below

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Azimuth beam width (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>860 MHz</td>
<td>170</td>
</tr>
<tr>
<td>960 MHz</td>
<td>171</td>
</tr>
<tr>
<td>1710 MHz</td>
<td>205</td>
</tr>
<tr>
<td>2040 MHz</td>
<td>210</td>
</tr>
<tr>
<td>2170 MHz</td>
<td>210</td>
</tr>
</tbody>
</table>

Table 2. Computed 3 dB beam width for a simulation model of the element
Directive Gain: Directive gain was computed for the element based on the computed patterns. Table 3 below gives the computed directivity.

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>Directivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>860 MHz</td>
<td>5.5</td>
</tr>
<tr>
<td>960 MHz</td>
<td>5.4</td>
</tr>
<tr>
<td>1710 MHz</td>
<td>4.67</td>
</tr>
<tr>
<td>2040 MHz</td>
<td>4.43</td>
</tr>
<tr>
<td>2170 MHz</td>
<td>4.46</td>
</tr>
</tbody>
</table>

Table 3. Computed Directivity of the element

Comparing directive gain from model results with measured gain for the actual element, it can be seen in general that measured gain is some 1-1.5 dB below directive gain. This is consistent with the overall loss budget of the antenna when we consider Input reflection of -10 dB and loss in the micro-strip feed line section.

**Conclusions**

General concept design, measured and modeled results are presented for a compact wide band element. The element has a maximum extent of approximately 4 inch for operation down to a frequency range of 860 MHz with wide azimuth beamwidth and return loss better or equal to 10 dB.

Although this contribution presents a design for a vertically polarized configuration with wide azimuth beamwidth, the concept design can be modified for alternative configurations of dual polar or vertically polarized with narrow azimuth beamwidth.
IMPROVED IMPEDANCE BANDWIDTH PREDICTION
OF STACKED RECONFIGURABLE BOWTIE
ANTENNAS

J. Hazen and J. T. Bernhard
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University of Illinois at Urbana-Champaign
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Abstract: This paper presents continuing work on the stacked reconfigurable bowtie antenna, following presented data at Antenna Applications Symposium 2001. Previous work introduced a stacked, dual-polarized microstrip bowtie using a mixed dielectric substrate and ground-plane isolated switches, with a potential impedance bandwidth of 36% for a single band. Previously simulated data modeling has now been updated using finite difference time domain methods with perfectly-matched layer boundaries to gain increased accuracy between simulated and measured results. Additionally, a transmission-line model has been developed to provide insight into the antenna’s behavior. Particular attention has been devoted to probe-feed modeling. The new models provide improved agreement with measured data and heightened understanding of the antenna operation. Measured impedance bandwidth derived from the new computational models is presented.

1. Introduction

Preliminary results for a Stacked Reconfigurable Bowtie (SRB) antenna were presented at the 2001 Antenna Applications Symposium [1]. The present work extends our analysis of the SRB using the Finite Difference Time Domain (FDTD) method and transmission-line modeling of antenna components.

The SRB antenna consists of a stacked bowtie antenna in quadrature formation, with layered substrates. The current version of the antenna was designed to operate in the S-band for the lower elements and the X-band for the upper elements. Figure 1 depicts the single element geometry of the SRB and Figure 2 shows a single linear bowtie element of the SRB antenna.
This paper is organized as follows: Section 2 presents the FDTD impedance simulations of the SRB antenna and compares them to updated IE3D [2] simulations of the same antenna and measured S-parameters. Section 3 describes transmission-line modeling of the linear bowtie antenna, particularly the balanced feed. Finally, Section 4 discusses the results and provides directions for future work.

2. Finite Difference Time Domain Simulation with XFDTD

The finite difference time domain (FDTD) method has several advantages over IE3D’s 2D-Planar Method of Moments code for simulating the SRB antenna. XFDTD is a FDTD simulation package that was used to model the SRB antenna [3]. A finite ground plane and substrate, which mimics the fabricated antennas, adds no computational complexity to XFDTD as it does for IE3D. IE3D uses an infinite ground plane for its simulation by default, so a finite ground plane must be drawn separately and requires considerable resources for a convergent solution. Also, whereas an S-band linear stacked bowtie antenna approaches the maximum limitation for the number of unknowns in IE3D, the full SRB can be simulated in XFDTD since FDTD complexity is based on the size of the simulation space and material properties rather than on a maximum number of...
unknowns. Therefore, for the stacked antenna, XFDTD becomes the simulation tool of choice.

2.1 Linear S-Band Bowtie

In the present work, the Linear S-Band Bowtie that was fabricated and presented in [1] was measured again with port extension calibration to account for the coaxial feed length. IE3D simulations were re-run with 0.9 mm diameter square feeds. The measurements were then compared to the IE3D and XFDTD simulated data, with the results shown in Figures 3 and 4.

Figure 3: Smith chart $S_{11}$ data for the S-band linear Bowtie.
In general, XFDTD better models the measured data than IE3D, except for a negative frequency shift. Differences between the simulated and measured results could be due to the necessity to stack multiple layers of dielectric to achieve the desired thickness for the measured prototype. This stacking creates small airgaps between layers that can lower the effective permittivity of the substrate. Other fabrication discrepancies, particularly at the ground-plane junction, that are not accounted for by port-extension measurement could also account for a portion of the disparity.

2.2 Linear X-Band Bowtie

The Linear X-Band bowtie has been newly designed and fabricated to produce the Version 2 simulated and measured results presented in Figures 5 and 6. Version 2 of the Linear X-Band bowtie is similar to Version 1, which was presented in [1]; however, it uses 0.3 mm diameter feeds with 1.2 mm spacing between the feeds and LCP substrate rather than PTFE substrate. The measured $S_{11}$ is well predicted using XFDTD, as displayed in Figures 5 and 6.
Figure 5: $S_{11}$, simulated and measured for the Linear X-band Bowtie, Version 2.

Figure 6: Log-magnitude simulated and measured $S_{11}$ data of the Linear X-band Bowtie, Version 2.

Again, the simulated data has a negative frequency shift from the measured data. Discrepancies between simulated and measured results are probably due to fabrication tolerances.
2.3 Quadrature S-Band Bowtie

![Figure 7: Log-magnitude simulated and measured $S_{11}$ data of the Quadrature S-band Bowtie.](image)

Figure 7 shows the simulated and measured data for the Quadrature S-band bowtie. For the Quadrature bowtie, the XFDTD simulation again better matches the measured data, this time with $|S_{11}|$ minimums closer using XFDTD than IE3D.

2.4 Stacked antenna with no X-Band feeds

Simulation and measurement of the SRB antenna, without X-Band feeds, is given in Figure 8. Again, XFDTD simulates the antenna much better than IE3D does.

![Figure 8: Log-magnitude simulated and measured $S_{11}$ data of the SRB, without X-Band feeds.](image)
3. Transmission line modeling of the Linear S-band antenna feeds

To gain a better understanding of how the antenna feeds affect the overall impedance bandwidth of the SRB antenna, we studied the S-band linear bowtie feeds using transmission line theory. The input impedance of a balanced fed linear S-band bowtie was compared to the simulation and measured results of the same structure over several S-band frequencies.

3.1 Transmission Line Model

Lumped element modeling of feeds has been described in [4] and elsewhere. Since \( h \), for \( h = h_1 + h_2 \) as shown in Figure 9 below, is on the order of \( \lambda/10 \) for both frequency bands of interest, we investigated whether the feeds of the antenna could be modeled as a balanced transmission line. The following diagram illustrates this transmission line modeling, assuming that the two ports are fed with signals of equal magnitude and opposite phase.

![Figure 9: Transmission line model for the linear bowtie antenna.](image)

\( Z_A \), the input impedance of the linear bowtie antenna without its feeds, is acquired using XFDTD with one feed at the center of the bowtie. \( Z_{in1} \) is the input impedance of the feed transmission line, looking towards the antenna, at the junction between the substrate and air. \( Z_{in2} \) is the input impedance at the ground-plane junction.
In reference to the diagram in Figure 9, the well-known twin-wire transmission line equations are given as follows:

\[
Z_0 = \sqrt{\frac{L}{C}} = \frac{377 \Omega}{\pi \sqrt{\varepsilon_r}} \cosh^{-1}\left(\frac{s}{d}\right)
\]  

(1)

\[
Z_{in1} = Z_0 \frac{Z_A + jZ_0 \tan(\beta h_1)}{Z_0 + jZ_A \tan(\beta h_1)}
\]

(2)

\[
Z_{in2} = Z_0 \frac{Z_{in1} + jZ_0 \tan(\beta h_2)}{Z_0 + jZ_{in1} \tan(\beta h_2)}
\]

(3)

where \( \beta = \frac{\omega \sqrt{\varepsilon_r}}{c} \)

3.2 Model Comparison to Simulated and Measured Results.

The circuit model in Figure 10 was used to compare the simulated and measured S-parameters to the transmission line model data. Each feed is a port in XFDTD and for the fabricated and measured antenna; however, in a balanced and differential antenna mode, two feeds would be considered a single port with input impedance \( Z_{in2} \). The basic form of this model comes from [5]. Knowing that the voltages at port 1 and 2 are equal and opposite in phase, that \( Z_{11} = Z_{22} \) due to antenna symmetry, and \( Z_{12} = Z_{21} \) due to passive components and reciprocity, \( |I_1| = |I_2| \) and \( Z_{in2} = 2(Z_{11} - Z_{21}) \).

![Figure 10: Port description in Z-Parameters of the balanced twin-wire feed.](image)
Figure 11: Transmission line model with equivalent XFDTD and measured $Z_{in2}$.

Figure 11 shows the transmission line model of the S-band linear bowtie antenna along with the same model in XFDTD and the derived data from measurements in balanced mode. The XFDTD plot uses measured $S_{21}$ data in its computation of $Z_{in2}$, rather than XFDTD simulated $S_{21}$ data. Some low-frequency discrepancies can be accounted for due to $x$-directional dispersion from the XFDTD calculation of $Z_A$. Other discrepancies could be due to coupling between the feeds and the bowtie, which is not present in $Z_A$, scattering and radiation from the feeds, and small variations between the FDTD simulation and fabricated geometries.

4. Conclusions and Future Work

The FDTD simulation better models the linear bowtie antennas and some quadrature and stacked antennas than does a 2.5D, Method of Moments code. Transmission line modeling of the twin-wire feed gives increased understanding to how the feed geometry affects the impedance bandwidth by allowing analysis of variations of feed diameter and spacing.

Future work on the SRB includes modeling the SRB with X-band feeds and analyzing radiation pattern data. Further FDTD simulation and transmission line modeling of the linear bowties will characterize the effect of critical antenna
design parameters (especially the feed dimensions) on impedance bandwidth and radiation characteristics.

5. References
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ABSTRACT

This paper describes the development, design, manufacturing and testing of a patch element for airborne applications in the X-band. The advantage of this design was that the radiating element has to fulfill the electrical requirements as well as the mechanical requirements.

On modern fighter or mission aircrafts more and more antennas have to be integrated. But the proposed antenna locations are limited due to restrictions on the aircraft surface. These constraints require the design and development of antennas, which can be integrated in the aircraft structure.

From our point of view a structure integrated antenna is also a conformal antenna, but a conformal antenna is not always structure integrated. A conformal antenna solution does not fulfill the mechanical requirements of the aircraft structure. These type of antenna leads to a weakness of the aircraft structure which must be compensated by additional measures. An increasing mass for structural parts is inevitable.

The used materials for the antenna layers were a mixture of microwave substrates and typical aircraft materials. This was the reason that there must be a trade of within the design process between the electrical and structural requirements.

Because of the layout structure an antenna design with a stacked patch element has been preferred. These type of radiation element allows an integration in a planar antenna array with an electrical beam steering over a wide frequency range.

The requirements for the patch elements has been derived from an antenna system which is used in a commercial data link system.

For the electromagnetic design an in-house software has been used. The electrical and mechanical requirements has been verified with an representative engineering model. The first test results will be shown in this paper.
1. Requirements

In commercial state of the art data link systems for X-band applications center fed reflector antennas were used as standard components. This antennas require a very large radome which is hard to be integrated in the aircraft structure. These radomes have also great disadvantage for the aerodynamic performance of the aircraft.

The requirements for the patch element has been derived from an data link antenna system. The following design parameters have been specified:

- Frequency Range: 9.0 to 10.0 GHz
- VSWR: better 2.0:1 within defined frequency range
- Gain of patch Element: better 4.0 dBi
- Polarization: LHCP or RHCP
- Axial Ratio: better 3.0 dB
- Impedance: 50 Ohms

Additional to the electrical requirements the structural performance of the aircraft surface has to be fulfilled. The design parameters were derived from the surface structure of the center fuselage of the Typhoon fighter aircraft.

2. Description of Patch Layers

Based on the requirement that the radiating element should be integrated in the outer aircraft structure a patch antenna solution has been preferred. The elements should be easy integrated in a planar antenna array.

The electrical performance of the patch element is restricted due to the material limitations. The structural materials, e.g. quartz glass does not fulfill the strong requirements of typical microwave substrates. This was the reason that a compromise between electrical and mechanical performance has to be accepted.
Under these restrictions the applicable materials has to be chosen very carefully. Up to the final design many analysis and pretest has been performed to find the right structural stack up. For the design process the following layer structure has been defined:

<table>
<thead>
<tr>
<th>Material</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU-Caapcoat</td>
<td>Rain erosion protection layer</td>
</tr>
<tr>
<td>Espanex Foil</td>
<td>carrier for the upper patch element</td>
</tr>
<tr>
<td>Quartz-Glass</td>
<td>Impact protection</td>
</tr>
<tr>
<td>RO4003</td>
<td>Microwave substrate containing the lower patch</td>
</tr>
<tr>
<td>RO4003</td>
<td>Microwave substrate containing the coupling slots and feeding network</td>
</tr>
<tr>
<td>Syncore</td>
<td>Structural material</td>
</tr>
<tr>
<td>CFK</td>
<td>Aircraft structure</td>
</tr>
</tbody>
</table>

Tab. 1 Dielectric Layers and there Function

The layers have been bonded with an adhesive, which will be used in a modern aircraft manufacturing process. The microwave substrates has been laminated with an applicable prepreg. The layer definition has to be considered that the integration process fits to the aircraft integration process.

3. Electromagnetic Design

The electromagnetic parameters could be now deviated from the layer design and the applicable materials. These were important parameters for the electromagnetic modeling and optimization process. Each layer must be defined by

- Material
- Dielectric constant
- Material losses
- Thickness

Within the electromagnetic design the following topics have to be considered:

- planar construction
- applicable for single radiating element or within an array
- aperture coupling caused by lightning constraints
- realization within standard manufacturing process
Having taken all these requirements into account within the design phase the following patch design has been chosen:

**Fig. 3-1 Proposed Patch Design**

This layout combines many advantages. The patch could be left hand or right hand circular polarized. The stacked patch guarantees a well matched patch element over wide frequency range. And the requirements could be fulfilled under the application of structural materials.

This design has been taken into account for the optimization process.

The patch geometry has been optimized with respect to gain and return loss within the defined frequency range. If you can use microwave materials for stacked patch applications the VSWR is better than 2.0:1 over a bandwidth 20%. But this
requires on the one hand a thick substrate relative to the wavelength and a material with a low dielectric constant, nearly 1.0. Both requirements are not available. Because the quartz glass is required for impact protection and has a dielectric constant of about 3 and the thickness is limited due to mass requirements. From these constraints results a limited bandwidth of 10%.

The size of the patch element, and therefore the gain of the element depends also on the applicable materials, respectively the dielectric constant. Materials with low dielectric constants leads to a larger patch element with higher gain values than materials with an higher dielectric constant. The outer dimensions of the radiating elements are smaller than typical patch elements and therefore the gain will be the typically achieved values.

The performance could be achieved by varying the dimension of the patches, slots and stripline width.

4. Design of the Antenna Demonstrator

The electrical and mechanical requirements have to be verified with an antenna demonstrator. This demonstrator should be designed and built in accordance with the final antenna manufacturing process. The production is derived from the standard integration process the Typhoon fighter aircraft program.

Several patch elements should be integrated in the demonstrator model. With the prototype the following parameters should be verified

- manufacturing process
- positioning accuracy
- variation of material thickness
- electromechanical requirements
- mechanical requirements

The overall dimensions of the demonstrator were 340 x 250 mm.
The antenna demonstrator is shown in the following figure:

![Antenna Demonstrator Model](image)

**Fig. 4-1 Antenna Demonstrator Model**

The demonstrator contains four areas. At the upper and lower edge there is the probe area. These probes were prepared for bending tests and measurement of the layer thickness. In the center area there are 30 radiating element for electromagnetic performance verification. In this area also the positioning accuracy should be measured with X-ray testing.

The two radiating elements on the right side are right hand circular and left hand circular polarized. Additional to return loss measurement of these elements the decoupling of each one should be verified.

All patches were fed via a SMP type coaxial connector. This connector is applicable over a wide frequency range up to 18.0 GHz. Each elements in the center have his own dedicated port. With this feeding technique the array properties could be verified in the first step. Because of manufacturing technique in this realization phase only side mounted connectors could be integrated. Other
requires on the one hand a thick substrate relative to the wavelength and a material with a low dielectric constant, nearly 1.0. Both requirements are not available. Because the quartz glass is required for impact protection and has a dielectric constant of about 3 and the thickness is limited due to mass requirements. From these constraints results a limited bandwidth of 10%.

The size of the patch element, and therefore the gain of the element depends also on the applicable materials, respectively the dielectric constant. Materials with low dielectric constants leads to a larger patch element with higher gain values than materials with an higher dielectric constant. The outer dimensions of the radiating elements are smaller than typical patch elements and therefore the gain will be the typically achieved values.

The performance could be achieved by varying the dimension of the patches, slots and stripline width.

4. Design of the Antenna Demonstrator

The electrical and mechanical requirements have to be verified with an antenna demonstrator. This demonstrator should be designed and built in accordance with the final antenna manufacturing process. The production is derived from the standard integration process the Typhoon fighter aircraft program.

Several patch elements should be integrated in the demonstrator model. With the prototype the following parameters should be verified

- manufacturing process
- positioning accuracy
- variation of material thickness
- electromechanical requirements
- mechanical requirements

The overall dimensions of the demonstrator were 340 x 250 mm.
Fig. 5-1 Antenna demonstrator after integration process
The antenna model with some integrated connectors and rain erosion protection coating is shown in the following figure.

Fig. 5-2 Antenna demonstrator final version
6. Structural and Electrical Verification

Within the verification process the following results should be documented:

- Manufacturing Tolerances
- Structural Requirements
- Electromagnetic Requirements

The manufacturing tolerances would be verified with the probes taken from the edge of the antenna demonstrator. Special grinding probes has been prepared in our laboratories. The results after the evaluation shows that the requirements for positioning accuracy has been fulfilled. Depending from the material layers deviations from the nominal thickness occur up to 60 %. But this problem could be closed with an optimization in the manufacturing process. A horizontal positioning accuracy of less than 5% could be achieved with our tooling concept. But for future designs a better positioning accuracy should be achieved.

The structural requirements has been also verified with a complex test program. Special probes have been manufactured, tested and verified. The structural requirements, which has been foreseen for this antenna applications, has been fulfilled.

For the electrical aspects the return loss has been still measured. Within the required frequency range from 9.0 to 10.0 GHz the return loss was better than –10 dB. The electromagnetic verification program will be closed with a detailed pattern, gain and axial ratio measurement program.

7. Summary

The demonstrator model described in this paper has shown that a structural integrated antenna can be realized. Due to material restrictions an acceptable electrical performance can be achieved. Also the mechanical requirements has been verified within a new integration process.

The results of this demonstrator model will be a good basis for the ongoing work. This will be realized in a structure integrated antenna with a curved surface and probably an integrated beam forming network with passive components.
Infinite Arrays of Tapered Slot Antennas
With and Without Dielectric Substrate
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Abstract: The impedance of Tapered Slot Antennas in an infinite array have been calculated by using full-wave method of moments techniques to assess the effects of key design parameters, including dielectric substrate permittivity. The slotline cavity is found to be extremely important to the operation of the antenna, and dielectric loading is seen to improve the resistance. For a fixed overall depth of the antenna, adjustment of the exponential opening rate and the slotline cavity size provide substantial control over the resistance and reactance of the antenna. The observed trends can be used to create a new design or to improve an existing design.

1. Introduction

Tapered Slot Antennas (TSA), also known as Vivaldi and notch antennas, are the primary contender for ultrawide bandwidth antenna arrays. The wide bandwidth potential of notch antenna arrays was identified thirty years ago [1], but the realization of that potential required nearly twenty years of experimental and analytical development. The advent of modern techniques for computational electromagnetics and of affordable, high-performance computing have hastened the development and understanding of these antenna arrays over the past decade [2,3,4].

Despite many recent successful developments of ultrawide bandwidth TSA arrays, many aspects of their design and performance remain largely unexplored. Most of the analyses that have been used to date employ the infinite array approximation whereby only a single unit cell of the array must be modeled in the computational domain. However, some recent work to analyze finite arrays of TSA has yielded interesting results [5,6]. As of now, the effects of truncation remain largely unexplored for these ultrawide bandwidth arrays. Also, although many of the designs that have been implemented employ stripline feed circuits, the effects of varying the dielectric permittivity have not been published, nor have comparisons of dielectric-free antennas to similar geometries employing stripline
feeds. This paper begins to illuminate the effects of substrate permittivity by presenting the results of a parameter study involving 27 variations of a reasonably good TSA array. The parameter study was conducted by using the infinite-array analyses [3,7,8,9] that have been developed at UMass and verified by comparison to waveguide simulator experiments and to other computational methods. Furthermore, all 27 variations were analyzed as dielectric-free antennas and as stripline-fed antennas with $\varepsilon_r = 4$. Stripline-fed antennas with $\varepsilon_r = 2.2$ have been analyzed also, but those results are not presented here.

The two cases that were selected, dielectric-free and stripline-fed with $\varepsilon_r = 4$ (Figure 1), yield sufficiently different results to indicate the impact of $\varepsilon_r$ on array performance and they span the range of substrates that are often considered for TSA array fabrication. The dielectric-free cases are of considerable interest because the cost and weight of microwave substrates used in stripline-fed arrays are too high for many applications. Dielectric-free antennas are comprised of a metal fin and fed by a balanced circuit or by microstripline on a small piece of substrate covering only a small portion of the antenna near the narrowest part of the slotline.

Figure 1. (a) Single-polarized TSA array without dielectric. (b) Single-polarized TSA array with dielectric.

Achieving good ultrawide bandwidth and scanning characteristics requires optimization of several parameters that define the TSA array. Previous studies
[10,11,12] have shown, nonetheless, that TSA array performance is particularly impacted by three geometrical parameters (see Fig. 2); exponential opening rate (Ra), slotline cavity size (Dsl), and antenna depth or length (D or L). The wideband input impedance of arrays are compared for three values of each of these parameters, 27 cases for dielectric-free and for $\varepsilon_r = 4$. Some of the trends that were observed for $\varepsilon_r = 2.2$ studies in the past are evident in the results here. However, the new results show that changing the dielectric substrate adds flexibility to control certain aspects of these trends. For example, the average value of input resistance of most of the geometries increases with frequency for the dielectric-free antennas, whereas it is more constant for $\varepsilon_r = 4$. In some cases, trends that were noted for the $\varepsilon_r = 2.2$ cases in [10] are altered for other values of $\varepsilon_r$.

The next section describes the antenna geometry and the way the study was performed. Presentation of the parameter study results and discussion follows.

2. Important Design Parameters and Method of Analysis

a) Design Parameters:

The design parameters involved in the geometry of the Vivaldi antenna element for both configurations (with and without dielectric) are shown in Figures 1 through 4. Figure 1 depicts the overall antenna array geometry. The geometry of the metal layers in the case of dielectric antenna is defined by the same parameters as that of the metal element in the dielectric-free antenna, as shown in Figure 2. The stripline feed geometry is shown in Figure 3.

The design parameters can be classified into element parameters, array parameters, and substrate parameters. Element parameters are further classified into metal layer parameters and feed-subt parameters. In this paper, a discussion of the array's performance with variation of the most important element parameters, viz., exponential opening rate (Ra), element depth (D) and cavity size (Dsl) is presented. Previous studies have used the tapered slot length (L) as a parameter. This may be a more fundamental parameter controlling array performance than the depth D. However, there is a one-to-one correspondence between D and L, and they are completely equivalent if Lg, Dsl and Lt are fixed. Furthermore, design requirements often specify the total available depth for the array. Therefore, in this paper we selected the depth D as the length parameter. The rest of the parameters are fixed according to guidelines obtained from earlier work [10,11]. The H-plane and E-plane array spacings (a and b) are 8 cm, which is half the wavelength at 1.875GHz.
Figure 2. Vivaldi antenna element geometry.

Figure 3. Feed geometry for dielectric antenna.

Figure 4. Exploded view of dielectric antenna element.
The specifications for the antenna parameters are:

Element parameters:

_Metal layer parameters:_

- $b = 8.00$ cm: width of the antenna
- $D = \text{variable (24, 32, 40 cm)}$: overall depth of the antenna element
- $Ha = 7.00$ cm: height of antenna aperture
- $Ra = \text{variable (0.1, 0.2, 0.3 cm}^{-1})$: exponential opening rate
- $Ls = 1.5$ cm: length of linear slot
- $Ws = 0.2$ cm: width of the linear slot
- $Dsl = \text{variable (1.5, 2, 2.5 cm)}$: length and width of the square slotline cavity
- $Lg = 1.5$ cm: backwall offset

_Feed-stub parameters:_

- $Fw=0.2$ cm: width of stripline feed
- $Rs=1.5$ cm: radius of radial stripline stub
- $\alpha_{left}=30^\circ$: left angle of radial stripline stub sector
- $\alpha_{right}=78^\circ$: right angle of radial stripline stub sector

Array parameters:

- $a = 8.00$ cm: H-plane spacing
- $b = 8.00$ cm: E-plane spacing

Substrate parameters:

- $\varepsilon_r = 4$: dielectric constant
- $t = 0.32$ cm: substrate thickness

b) Analysis Tools.

Two MoM codes are used for the analysis of the dielectric-free and dielectric antenna arrays. The MoM formulation for dielectric-free cases employs rectangular and parallelogram meshing over the metal surface to calculate the electric current distribution, using the Green's function-method of moments formulation [7]. The analysis for dielectric cases employs triangular meshing in the slot region to calculate magnetic currents using the Green’s function-MoM formulation for stripline-fed geometries [3]. These codes analyze the unit cell and
hence are applicable for infinite arrays. Both codes calculate the input impedance of the corresponding antenna over the required frequency range.

For the dielectric-free antenna, the input impedance is calculated at the center of the linear slotline of length $L_t$, where a delta-gap voltage generator is applied as shown in Figure 5. For the dielectric antenna however, the input impedance is calculated at the port point (at the start of the stripline feed) as shown in Figure 6.

![Figure 5. Feed mode on dielectric-free antenna element.](image)

For comparison of the two different antenna configurations, the impedance of only the metal fins that compromise the radiating portion of the dielectric antenna is obtained by:

a) Moving the reference point along the transmission line from the feed point in Figure 6 to the stripline-slotline transition, which is located at the feed point for the comparable dielectric-free antenna;

b) Subtracting the reactance of the radial stub from the active impedance at the stripline-slotline transition, according to the equivalent circuit shown in Figure 7.

![Figure 6. Feed mode for dielectric antenna element.](image)
Figure 7. Equivalent circuit.

3. Results and Discussion

A total of 27 geometries have been analyzed, with and without dielectric. Only the broadside beam position is considered in this paper. Based on previous work, these results are indicative of characteristics for other scan angles. The parameters are varied through the following values:

Opening rate $R_a$: 0.1, 0.2, 0.3 cm$^{-1}$
Depth of the element $D$: 24, 32, 40 cm
Size of cavity $D_{sl}$: 1.5, 2, 2.5 cm

The impedances and VSWR, along with inferences drawn from them are presented below. The data are plotted according to the following criteria:

- The dielectric antenna impedance has been obtained as described above. Characteristic impedance of the stripline is 45$\Omega$.
- The reactance of the radial stub is calculated using the MoM code for dielectric antennas but using modes only on the feedline and stub. This corresponds to analyzing a non-radiating stripline circuit. Previous work has shown that the stub reactance obtained from such an analysis yields good results when combined with the equivalent circuit of Figure 7 and full-wave analysis of the complete antenna structure.
- For the dielectric-free case, the VSWR is calculated with respect to a normalizing impedance of 80$\Omega$, which yields the best wide-band VSWR possible for most of the geometries.
- For the dielectric case, the VSWR is calculated by normalizing to the impedance value that yields the best VSWR through the whole band. It was found that this normalizing impedance
usually varies around 50Ω, +/-10Ω. The characteristic impedance of the stripline is in the same range, 45Ω.

- In the dielectric case, the impedance used to calculate the VSWR includes the radial stub reactance, since the capacitance of the stub is an integral part of the actual antenna and it usually improves the wideband VSWR.

**Opening rate (Ra):**

For all variations in depth of the antenna element and cavity size, the effects of changing opening rate were observed. Representative cases are shown in figures 8-11 for dielectric and dielectric-free cases.

![Graphs](image)

Figure 8. Variation of opening rate (Ra) 0.1, 0.2, 0.3 in dielectric antenna. Dsl = 1.5 cm, D= 24 cm, ε_r = 4, broadside beam.
Figure 9. Variation of opening rate (Ra) 0.1, 0.2, 0.3 in dielectric-free antenna. Dsl = 1.5 cm, D = 24 cm, broadside beam.

Figure 10. Variation of opening rate (Ra) 0.1, 0.2, 0.3 in dielectric antenna. Dsl = 2 cm, D = 32 cm, $\varepsilon_r = 4$, broadside beam.
Figure 11. Variation of opening rate (Ra) 0.1, 0.2, 0.3 in dielectric-free antenna. Dsl = 2 cm, D = 32 cm, broadside beam.

Salient trends in dielectric case:

- The amplitude of the variation in resistance (and reactance) increases with opening rate. These excursions from the mean value lead to prominent excursions in the VSWR profile, which limit the usable frequency range.

- At low frequencies, the resistance for different opening rates rises to more or less the same level (+/- 10Ω), but with different slopes. The smallest opening rate rises slowest, while the largest Ra rises fastest. This reduces the lowest operating frequency for the largest opening rate.

- The resistance at frequencies above the first peak falls rapidly for large opening rates. The minimum value of resistance for larger opening rates is low enough to cause a large hump in the VSWR plot, which exceeds operational limits.

Salient trends in dielectric-free case:

- The average resistance increases continually over the frequency range. This reduces the usable frequency range because it is not possible to select a normalizing impedance for which the VSWR is within acceptable limits. This trend (R
increasing with frequency) will be shown below to depend on cavity size, $D_{sl}$, and dielectric permittivity.

- The amplitude of resistance and reactance variation increases with opening rate, as seen in the dielectric case.

**Depth of the antenna element ($D$):**

The effects of changing the depth of the antenna element are shown for a few cases in figures 12 through 15, and the following inferences can be made from these results plus other comparisons not shown here.

![Figure 12. Variation of depth of the antenna element ($D$) 24, 32, 40 cm in dielectric case. $D_{sl}$= 1.5 cm, $R_{a}$= 0.2, $\varepsilon_{r}$= 4, broadside beam.](image)

![Figure 13. Variation of depth of the antenna element ($D$) 24, 32, 40 cm in dielectric-free case. $D_{sl}$= 1.5 cm, $R_{a}$= 0.2, broadside beam.](image)
Figure 14. Variation of depth of the antenna element (D) 24, 32, 40 cm in dielectric case. Dsl= 2 cm, Ra= 0.1, $\varepsilon_r = 4$, broadside beam.

Figure 15. Variation of depth of the antenna element (D) 24, 32, 40 cm in dielectric-free case. Dsl= 2 cm, Ra= 0.1, broadside beam.

**Salient trends in dielectric case:**
- The resistance for different lengths rises to different levels, at almost the same slope, with the longest antenna reaching its
peak first and attaining the lowest value. The shortest antenna reaches its peak last and attains the highest value. Furthermore, at frequencies above the first resistance peak, a trough in the resistance can lead to a poor impedance match in this frequency range. If the long antenna reaches its peak too fast (and hence too low), a good match is not obtained. The lower is the peak that is attained, the lower is the first trough. If a long antenna attains a high enough resistance to give a good match, we obtain the lowest operating frequency, since it rises soonest.

- The number of resonances (oscillations) increases with length, and there appears to be a scaling: an increase in length of half-wavelength (at highest frequency-1.875GHz) leads to the addition of one resonant peak in the resistance plot.

**Salient trends in dielectric-free case:**

- As in the dielectric case, the resistance increases to different levels at almost the same slope. The value of the first resistive peak is a little lower for the dielectric-free antennas than for the dielectric antennas, and fewer peaks occur for a given antenna depth than for the dielectric antenna.

- The number of resonances increases with length, scaling similar to that in the dielectric case.

**Cavity size ($D_{sl}$):**

Figures 16 through 19 show the effects of different sizes of the slotline cavity on the input impedance of dielectric and dielectric-free cases, respectively.
Figure 16. Variation of cavity size ($D_s$) 1.5, 2, 2.5 cm in dielectric case. $D=40$ cm, $Ra=0.1$, $\varepsilon_r=4$, broadside beam.

Figure 17. Variation of cavity size ($D_s$) 1.5, 2, 2.5 in dielectric-free case. $D=40$ cm, $Ra=0.1$, broadside beam.
Figure 18. Variation of cavity size (Dsl) 1.5, 2, 2.5 cm in dielectric case. D= 24 cm, Ra= 0.3, \( \varepsilon_r = 4 \), broadside beam.

Figure 19. Variation of cavity size (Dsl) 1.5, 2, 2.5 cm in dielectric-free case. D= 24 cm, Ra= 0.3, broadside beam.
Salient trends in dielectric case:

- All resonances (peaks of the resistance) occur at nearly the same frequencies for all sizes of the cavity. However, with increase in size, the lower frequency peaks (especially the first peak) increase. Unlike the opening rate data in Figures 8 and 10, a higher peak doesn’t result in a lower trough, so the VSWR remains good throughout the low frequency range.

- The resistance increases with Dsl up to mid band; above midband, the resistance decreases when Dsl increases.

- A larger cavity results in more low-frequency inductance being added, as seen in the reactance plots. However, this effect is seen only until a certain value of cavity size, beyond which the total reactance becomes capacitive at low frequencies.

Salient trends in dielectric-free case:

- All resonances occur at nearly the same frequencies for all sizes of the cavity.

- A larger cavity adds to the inductance at the lower frequencies.

- A larger cavity increases the resistance throughout most of the band. However, as can be seen from Figure 20, cavity sizes of 3 cm and higher reveal the high frequency reversal observed for dielectric antennas.

Figure 20. Variation of cavity size (Dsl) 1.5, 3, 4in dielectric-free case. D=24 cm, Ra=0.2, broadside beam.
4. Summary

Considering the data from dielectric and dielectric-free cases, some common trends are observed such as:

- The reactance of the antenna starts out inductive at low frequencies, and gradually approaches the capacitive region towards high frequencies.
- The curvature of the “average” resistance is strongly affected by Ds1 and less affected by D, Ra and εr. The average resistance of the smallest cavity size antenna continually increases throughout the band, while the average resistance of the largest cavity size antenna peaks just beyond midband and then decreases.
- Dielectric loading usually improves the lower end performance as is seen when a dielectric and dielectric-free case are compared.

Guidelines for design improvement can be inferred from the trends seen, and are similar for dielectric and dielectric-free antennas:

a) Increasing opening rate results in a lower minimum operating frequency, but with larger VSWR oscillations. Reducing the antenna depth or increasing the cavity size can reduce the magnitude of the oscillations.

b) Increasing antenna depth improves low-frequency performance, but also leads to VSWR humps, which can be countered by smaller opening rates or larger cavity size.

c) Large cavity size improves low-frequency performance considerably.

d) The presence of the capacitive stub in the dielectric antennas improves the wideband performance of the array by offsetting some of the low-frequency inductance of the antenna. This effect can be created in a dielectric-free antenna by including a series capacitor at the feed point.

e) The average value of the resistance attains higher values at low frequencies for dielectric antennas than for dielectric-free antennas. Also, the average resistance of dielectric-free antennas tends to increase over the entire operating band, whereas the resistance of dielectric antennas moves gradually up then down around a median value.
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Abstract: An electronic scanning antenna (ESA) that uses a beamformer for scanning the beam has the advantage of being able to form multiple beams for multimode, shared-aperture applications. This scanning approach is achieved at a reduced parts count for the antenna subassembly and therefore at a lower cost than approaches that use phase-shifting elements for controlling the beam. The beamforming technology used in this effort is the Rotman lens. The desirable feature of this beamformer is that it can be produced (either on a dielectric or in a cavity) for low-loss, planar operation at frequencies designated for current and future Army weapons platforms (i.e., $K_u$ and $K_a$ bands). Since beam formation is accomplished through true time delay, the antenna is wideband and will accommodate multiple operational modes.

The objective of this effort is to generate simultaneous multiple beams through the lens. We will address the use of low-loss $M \times N$ switching networks (e.g., PIN-diode, and photonic actuated switches) to meet the requirements of a shared multibeam aperture. Eventually, the lens will be coupled and matched to a broadband low-sidelobe aperture array to focus and scan the beams in elevation. For this paper, however, the open-ended waveguide outputs of the Rotman lens assembly will be used as the array element.

Ultimately, we would like to reduce the size, weight, and cost of vehicle-mounted sensors by combining multiple sensor functions into one ESA. In the current design, the antenna scans 45 degrees horizontally. A beam-switching network at the input ports of the Rotman lens selects two beams to be used at any given time, thereby providing electronic scanning for two simultaneous channels. The system bandwidth is 36 to 40 GHz. We will describe the design and fabrication of the Rotman lens assembly and present the results of measurements of its performance.
1. INTRODUCTION

The U.S. Army Research Laboratory (ARL) is currently pursuing key technologies for low-cost, advanced battlefield sensors for multimode radar and communication platforms. These radar and communication functions include active/passive target acquisition, combat identification, weapons guidance, secure point-to-point communications, active protection, networks for situational awareness, and signal intercept. Typically, each of these functions is performed by a separate piece of equipment specifically designed for that purpose, with its own electronics package and antenna. As more of these functions are added to a vehicle, the available space suitable for antennas is quickly depleted, and costs and weight increase rapidly. Incorporating multiple-use components into these systems can considerably reduce total system size, weight, and cost. By sharing a single antenna aperture, one can time- and/or frequency-multiplex both radar and communications functions, or, in the case of multiple-beam antennas, perform them simultaneously. One such approach, described herein, uses one Ka-band, multipurpose, electronic scanning antenna (ESA) to perform the functions required by several systems.

2. SYSTEM DESCRIPTION

In the Ka-band ESA being developed, we achieve the simultaneous performance of multiple functions by combining a multiple-beam antenna array with a PIN-diode or photonic switching network while maintaining a broad overall system bandwidth of better than 36 to 40 GHz. The complete antenna system consists of a 16 (vertical) x 32 (horizontal) array of slot-fed microstrip patch radiators fed by the Rotman lens. The lens has 19 input ports, with the port on each end intended to be terminated to provide a symmetric environment for the remaining ports. The center 17 ports correspond to azimuth beam-scanning positions covering ±22.5 degrees from broadside. A dual-channel beam-switching network (BSN) is used to select one of the beams for each channel. Ultimately, amplifiers will be inserted between the lens and the patch array to increase the gain.

3. ESA OPERATION

Operation in an electronically scanned mode involves remotely controlling the BSN to switch either of the signal source inputs to any of the 17 beam ports of the Rotman lens, in a sequential or random scan, as desired. Adding time-multiplexed functions requires only that the appropriate beam selection be made at the same time as the input signal is switched. A fixed-beam communication channel can be added by coupling to the appropriate beam port. In a similar
manner, incorporating additional functions merely adds to the complexity of the BSN, not of the antenna itself.

4. ROTMAN LENS

The key to achieving a low-cost, compact, multibeam antenna is the use of a Rotman lens to provide the appropriate phasing to each element of the array. The lens has 19 beam ports (shown on the left in figure 1) that couple the signal into the broad parallel-plate region of the lens. The lens' geometry is chosen so that each beam port, by virtue of its position, produces the desired array phasing for its associated beam angle at the output ports. The direction of the beam radiating from the antenna can therefore be controlled by selection of an appropriate beam port. In addition, the amplitudes at the outputs are somewhat greater in the center, aiding sidelobe suppression.

The Rotman lens design differs from that of other lenses in that it has three perfect focal points on the beam feed, with the other sources approximated on a circular focal arc. In other words, when a source is turned on at one of these foci, a linear phase taper appears across the linear array of output ports. The small phase errors at the intermediate positions do not significantly degrade antenna performance. The Rotman lens is an inherently wide-bandwidth device, because the path lengths to the output ports correspond to a true time delay, rather than just providing the desired phase. Therefore, the correct phasing is achieved independently of frequency. The medium used for this lens is waveguide, with the E field oriented parallel to the broad walls of the lens to reduce reflections at the input and output ports. In this orientation, the wavelength of the signal

Figure 1. Rotman lens - Shaded areas show signal paths
traveling through the lens is a function of the wall spacing. The corresponding variation of the velocity of propagation of the signal in the lens causes a shift in beam angle with frequency for angles off broadside. Using an E field oriented perpendicular to the broad walls of the lens could eliminate this effect, but over the limited frequency range used here, the beam shift is small, about ±4%. The Rotman lens design is based on one provided to ARL by the Georgia Tech Research Institute shown in figure 2. The Georgia Tech antenna assembly consisted of a beam-port manifold mounted on top, connected to the Rotman lens by 19 U-shaped waveguides, which was in turn connected to another manifold below the lens by 34 U-shaped waveguides, which provided the desired output spacing to feed a 34-element sectoral horn. This arrangement makes a compact package for scanning a beam horizontally.

In the application addressed here, vertical scanning capability was needed as well. To add that capability, the sectoral horn was replaced with a patch array that provides scanning in elevation, which is described in detail in a separate report [1]. Two lenses were needed, one for transmit and the other for receive. Other factors considered in adapting the Georgia Tech design to the MFRF requirements were reducing size, cost, and weight, and improving manufacturability. To achieve these goals, the lens, the input and output manifolds, and the U-shaped waveguide phase adjustment were incorporated into a single package as shown in figure 1. In addition, replacing the Magic T’s with E-plane T’s and eliminating the aperture tapering attenuators simplified the design. Finally, careful reduction in manufacturing tolerances improved manufacturability with a minimal impact on performance.

Figure 2. Georgia Tech Rotman lens antenna
5. COMBINED LENS, PHASE ADJUSTMENT, AND MANIFOLDS

The Rotman lens configuration was changed to a planar design to reduce the size of the overall system. The input and output interfaces of the separate manifolds were duplicated at each end of the planar package with the array phase adjustment incorporated into the internal waveguide interconnects. Beam port phase adjustment was not included, but could be added with an adapter, if needed. The planar design could be mounted to a vehicle’s exterior surface, as is often preferred, by attaching a patch array to its broad face and routing its array ports to that array. For this application, however, transmit and receive lens assemblies are used as the top and bottom of the MFRF system package with the patch arrays mounted in between as shown in figure 3 to reduce overall system size.

6. FOLDED E-PLANE T DESIGN

The magic T’s of the original design were simplified to folded E-plane T’s for this one to save the cost of machining the waveguide ports for the terminations and the cost of the 53 terminations, themselves. The split ports of an E-plane T are not matched, with an $S_{22}$ and $S_{33}$ of about 6 dB, which would seem to be a prohibitive mismatch. However, as used in the Rotman lens, the split ports are always fed with similar amplitudes and phases. The phase difference is greatest at an end

![Figure 3. MFRF antenna configuration](image-url)
array port when fed from an end beam port, estimated to be 58 degrees. Figure 4 shows the mismatch as a function of this phase difference. It shows how the mismatch increases from 0 dB at the center of scan to about 6 dB for the edge array ports at the scan extremes. The consequence of the mismatch would be to reflect signal back into the lens, which could increase the sidelobe level at the scan extremes. This degradation was expected to be minimal.

![Folded E-plane T](image)

**Figure 4.** Mismatch due to folded-T junction

7. **ELIMINATING APERTURE TAPERING ATTENUATORS**

A Taylor distribution was applied to the array ports in the original design to reduce sidelobes by adding an attenuator in line with each port. The attenuators vary in phase shift requiring compensation in the waveguide interconnect path lengths. This cost and the cost of the attenuators themselves were saved by eliminating the attenuators. The resulting aperture distribution is nearly uniform, and a corresponding increase in the first sidelobes to about 13 dB would, therefore, be expected.

8. **MECHANICAL DESIGN & FABRICATION**

The parameters carrying the greatest importance in the fabrication of the Rotman lens were cost, weight, manufacturability, and electrical performance. Other parameters that impacted the configuration were overall size, port mating
constraints, and dimensional stability (with temperature and loading). In the case of the lens, cost and manufacturability are strongly tied. Tradeoffs between these parameters led to material selection, geometric design details (e.g. minimizing I/O waveguide lengths), tolerance specifications, limits on minimum feature sizes, and exclusion/modification of certain electrical design features. As an example of the last point, the original design contained matched T-junctions at the waveguide-to-cavity transitions; however, the electrical performance gained by incorporating these features was not sufficient to justify the large increase in fabrication cost, and the design was modified to exclude them.

Figure 5. MFRF Rotman lens - one half shown, with absorber

The lens was fabricated from rectangular blocks in symmetric halves as shown in figure 5 with absorber installed. This splits the waveguides in the center of the broad wall, where the current is at a minimum, and also reduces vertical cutting depth for the dimensionally sensitive features. The thickness of the lens was made substantially greater than the waveguide height (7X) for structural rigidity (bending stiffness is increased by nearly 300X). The penalty is increased mass. However, pocketing the non-lens side of the blocks reduced the weight. For fabrication tolerances, it was determined that critical side-to-side dimensions should be held to +/- .003", but that the tolerance for the depth should be limited to +/- .0005". Of particular concern was flatness and alignment of the mating surfaces of the two halves. To address the alignment, pins were incorporated; and
to ensure contact of mating surfaces, fourteen ¼-20 bolts were used – together producing a nominal contact pressure of 250 psi. The material chosen was aluminum (alloy 6061-T6). This material is easy to machine, light, corrosion resistant, and not costly. To reduce out-of-plane warping, the use of other aluminum alloys and adding an annealing step to the fabrication process after the primary machining run were considered (due to residual stress), but were found to be unnecessary.

The lens input and output ports had to be designed to mate with the planar switch array output and the planar input of the T/R modules/antenna array, both Ka-band waveguide. This is nontrivial because the waveguide transitions to the lens cavity are of necessity along concave surfaces; and in addition, on the antenna side, all waveguides must have identical electrical lengths. To reduce the cost and complications of constructing one of a kind, independent waveguides, which were used in the previous design, the waveguide was cut directly into the block of the cavity. The overall size of the lens was reduced by parametrically minimizing the lengths of these waveguides.

Two 1x16 port switch assemblies, one for each channel

Ten 1x4 port switch modules, five for each channel

Sixteen 1x2 port switches to connect the active channel ports to the corresponding lens beam ports

Figure 6. Trex Enterprises 2x16 PIN diode switch
9. BEAM-SWITCHING NETWORK

Two different approaches are being pursued to develop a 2x16 BSN that operates from 36 to 40 GHz. They are PIN-diode (Trex Enterprises) and photonic-actuated silicon-tab [2] (JJW Consulting) based designs. The PIN-diode design is shown in figure 6. Both designs use SPDT switch elements in four successive stages to achieve 1x16 switching. To achieve 2x16 switching, each of these 1x16 switches is followed by an array of sixteen SPDT switches to connect the selected output of

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna gain</td>
<td>19-22 dBi (Open-end waveguide elements)</td>
</tr>
<tr>
<td>Azimuth beamwidth</td>
<td>2.6° nominal at 38 GHz</td>
</tr>
<tr>
<td>Azimuth sidelobes</td>
<td>15 dB peak</td>
</tr>
<tr>
<td>Polarization</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Beam scan</td>
<td>±22.5° azimuth (17 beams)</td>
</tr>
<tr>
<td>Size</td>
<td>18 x 15 x 2 in.</td>
</tr>
<tr>
<td>Weight</td>
<td>14 lb.</td>
</tr>
</tbody>
</table>

Table 1. Rotman lens beamformer performance

![Graph](image)

Figure 7. Radiation Pattern of GA Tech Rotman Lens Antenna
Sectoral Horn Output
each to the corresponding lens beam port. In addition, additional switching is provided to terminate unused ports. Since the signal passes through six stages of

\[ \begin{align*}
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**Figure 8.** Radiation pattern of ARL Integrated Rotman Lens

Open-end Waveguide Output

switching in the 2x16 configuration, it is important that the loss of each stage be minimized. Even with a loss of only 1 dB per stage, additional losses due to transitions and interconnects in a microstrip package will bring the total insertion loss to about 10 dB.

Since both this loss and the maximum input power are marginal for many applications, other technologies are being investigated. Overall lower losses and the ability to handle higher input power would correspond to improved system specifications with regard to receiver noise figure and increased transmitted power.

10. ANECHOIC CHAMBER MEASUREMENTS

The antenna was tested in an anechoic chamber at ARL. The system was operated in a receive mode, and beam scanning in azimuth was measured to be greater than $\pm22^\circ$. The radiation pattern at 38 GHz of a center beam port is given in figure 8, compared to our measurements of the Georgia Tech antenna in figure 7. The superimposed measured patterns of all 19 beam positions are shown in figure 9. The measured performance is summarized in table 1.
11. FUTURE PLANS

Ongoing efforts related to this work include reducing the size, weight, and loss of the Rotman lens and creating switch technologies that are reliable, compact, and low loss. Architectures under evaluation include cavity-based designs and stripline configurations using various dielectrics. In the area of BSN development, we are continuing our work in PIN-diode arrays, using a traditional 2 x 16 architecture. In the future, we will pursue crossbar or tapped-line designs as well as continuing to address the photonic-actuated silicon-tab switch matrix.

12. CONCLUSION

An electronically scanned antenna system has been described that has the potential to meet the needs of one or more radar or communications systems residing on a single platform. Sharing the antenna aperture in this way makes it unnecessary to have separate antennas for each system. The advantages of this
technique include smaller total size, less weight, and lower cost. With further enhancements in Rotman lens architectures, BSNs, and wideband apertures; multimode and multibeam affordable ESA's will surely have a great impact on future combat systems.
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Abstract: The electrical and mechanical design, top-level array calibration, and the measured scan performance of a 38 GHz 16-element proof-of-concept two-dimensional space fed phased array lens is described. A unique feature of the lens is the use of phase shifters developed at the Rockwell Scientific Company (RSC) that utilize tunable Photonic Band Gap (PBG) waveguide sidewalls to generate a 360° analog phase shifter at each radiating element to realize electronic beam scanning within a few microseconds. The waveguide phase shifter insertion loss performance is detailed and plans for further improving insertion loss are discussed. It is anticipated that the average insertion loss will be improved to be less than 2.0 dB at an operating frequency of 38 GHz for a GaAs substrate based PBG structure with planar Schottky diode tuning elements.

1. Introduction

Photonic Band Gap structures are well known devices that can function as a high impedance surface [1]. It has been shown that these “Electro-Magnetic Crystals” (EMXTs) can support a TEM mode when used as sidewalls in a rectangular waveguide. With the addition of active varactors, these tunable TEM waveguides can be used as 360° analog phase shifters [2]. By constructing a matrix of such devices, a waveguide phased array is realized. The array is excited by a simple space feed consisting of a single feed horn that illuminates the waveguide lens. The combination of the EMXT waveguide phase shifters and the space fed architecture results in a low cost, simple phased array.
This work presents a proof-of-concept 4x4 array demonstration. The size of the array was chosen to be large enough to demonstrate beam steering, yet small enough to design, build, and test a unit in a time efficient and cost effective manner. The eventual move to a larger, more practical aperture is anticipated in this paper and the projected consequences are noted.

1.1 Array Architecture

The architecture consists of a space fed constrained 4x4 (16 element) Transverse Electro-Magnetic (TEM) waveguide phased array lens. Each TEM waveguide utilizes the Rockwell Scientific Company’s (RSC) unique and innovative tunable Photonic Band Gap EMXT (Electro-Magnetic Crystal) technology as waveguide sidewalls. The surface impedance of the EMXT sidewalls varies with DC bias. Variable, analog phase shift through each waveguide radiating element is possible by modulating the sidewall surface impedance which in turn modulates the waveguide propagation constant (β, or k) for the waveguide at a fixed frequency. The change in β initiates the variable insertion phase through the waveguide [2]. The phase shifters collimate the beam and add the required phase gradients across the array to activate two-dimensional electronic beam scanning.

A conceptual sketch of the array is shown in Figure 1.1-1 below.
The array architecture using the EMXT phase shifters has several advantages, as delineated below:

- 360° analog phase shift is possible
- High Digital to Analog Converter (DAC) resolution provides a high effective phase shifter bit count.
- Real-time phase-based pattern synthesis is possible:
  - Fan beam
  - Agile pattern null forming
  - Possible to approximate one-dimensional $\csc^2(\theta)$ radiation pattern for imaging modes
- Amplitude based pattern synthesis is feasible by “turning off” selected elements (at the cost of reduced array efficiency)
- No quantization side lobes or minimum steering increment normally associated with digital phase shifters
- Very fast phase shifter switching speeds
  - On the order of a few $\mu$sec is feasible
  - Limited by beam steering controller (BSC) hardware and control software
- Space feed significantly cuts down the array RF distribution network complexity
- BSC and DAC design approach simplifies bias interconnect scheme

1.2 EMXT Phase Shifter Technology

Figure 1.2-1 shows a waveguide element with high impedance EMXT sidewalls. The top and bottom surfaces of the waveguide are metallic conduction surfaces while the sidewalls are made up of high impedance surfaces, as shown. Tuning elements are incorporated within the EMXT to realize similar behavior at a constant center frequency.

Indium Phosphide (InP) was chosen for the initial device substrate because of the mature InP processes already in place at the Rockwell Scientific Company (RSC). A current effort is underway to migrate the design to a Gallium Arsenide (GaAs) substrate that will provide a higher performance, lower loss device.
Figure 1.2-1. TEM waveguide sidewall is a high impedance surface exhibiting a $+1$ reflection coefficient over the band of interest around a center resonance frequency.

Figure 1.2-2. Phase shifter showing (a) physical implementation and (b) equivalent resonant LC circuit.
The periodic arrangement of stripes on the EMXT forms a resonant structure, which can be thought of as an effective LC circuit, as shown in Figure 1.2-2 (b). The capacitance is created by the gap between the stripes as well as tunable InP varactor diodes placed across the gap. The substrate can be thought of as a transmission line, shorted out by the ground plane. An electrically short, grounded transmission line approximates an inductive reactance. The blind vias in the substrate are designed to prevent the propagation of undesired higher ordered modes within the EMXT substrate. The LC equivalent circuit exhibits a bandstop response and behaves as a high impedance surface for a range of frequencies. By adjusting the bias on the varactors, the overall capacitance changes, thus shifting the resonant frequency. For a fixed frequency, the impedance of the surface is a function of bias voltage. This causes a variable phase velocity for the wave traveling through the waveguide, which in turn realizes an analog variable waveguide phase shifter.

![Figure 1.2-3. Representative InP Total Element Phase Shift Phase and Insertion Loss as a Function of Bias Voltage](image)

Phase shift as a function of the varactor bias voltage for InP sidewalls is shown in Figure 1.2-3. The loss of the initial InP EMXT structure is quite high and varies as a function of bias voltage. The high insertion loss is attributed to two factors: a parasitic resonance within the EMXT structure, and the series resistance (Rs) of the InP varactor diodes. The next generation GaAs EMXT design is in process to remove the parasitic resonance and lower the diode series resistance.
2. Antenna Electrical Design

2.1 Lens Design

The lens is the component of the antenna that collimates the beam into a plane wave and scans the beam to the desired position. See Figure 2.1-1 for images of the final prototype 4x4 lens. The elements are spaced uniformly at $\lambda_d/2$. A slight rectangularity of the aperture produces an impedance of approximately 440\(\Omega\), resulting in theoretical mismatch loss of 0.7 dB relative to free space.

![Lens Front Surface Absorber in non-active cells](image1)

![Lens with Bias Interconnect. Front absorber cover removed for clarity](image2)

**Figure 2.1-1.** Egg-Crate Lens Construction

2.2 Horn Design

The amplitude distribution of the horn was designed for a 10 dB taper, as this would provide low sidelobes and minimal spillover past the edges of the lens. The initial feed position was set to create an f/d ratio of ½. For ease in construction, the horn was designed as an E-Plane sectoral horn. A first order design was completed, assuming a 10dB taper in the far field at 45 degrees, which is the angle between the phase center of the horn and the edge of the lens for the given f/d ratio. Standard far field equations were used, along with PCAAD (Personal Computer Antenna Analysis and Design) [3], a general-purpose antenna design software package. This analysis was only approximate, as the far field behavior does not ensure such a pattern in the near field. This design was then modeled in Ansoft HFSS (High Frequency Structure Simulator) [4], which was used to calculate the antenna’s near field response.
Comparison of contour cuts of the near field at varying distances away from the horn verified the proper amplitude illumination over the equivalent lens area.

Once the horn design and placement were set, the phase of the pattern incident onto the lens was analyzed in HFSS. Phase shift commands could then be given to the lens that would remove the natural spherical spreading of the signal, and therefore collimate the beam.

2.3 Feed Box Design

A self-contained feed box assembly lined inside and out with absorbing foam was designed to emulate a free space environment so that would energy flow between the feed and the lens without spurious reflections. A separate cavity was designed for the bias lines to pass through and remain fully shielded and unobtrusive to the radiated field of the antenna, see Figure 2.3-1. The box’s dimensions were chosen to maximize the performance of the absorber in terms of the incident angle of the fields impinging on the absorber. A coax-to-waveguide transition was used to excite the horn. The feed horn was mounted to a precision linear positioning table, with a micrometer dial, which allowed precise adjustment of the horn placement (f/d ratio).

![Feed Horn Assembly & Bias Connectors](image1)

![F/D Adjustment Assembly](image2)

![Feed Input](image3)

![Top-Level Assembly](image4)

**Figure 2.3-1.** Feed Box Construction

2.4 Feed/Lens Interaction

Several factors that contribute to loss in the antenna are discussed below. The general performance of a space feed is expected to improve with an electrically larger array,
and the phase shifter insertion loss should dramatically reduce with the next generation EMXT design.

- **Spillover from the feed.** The absorber lining within the box absorbs energy that is not incident on the lens. HFSS analysis predicted approximately 1.5 dB of loss.

- **Reflection off of the face of the lens.** Some of the incident energy hits the sidewalls end on and is not transmitted optimally. The metal edge reflections and a slight reactive mismatch between the impedance of the TEM mode waveguide and free space also causes reflections. From HFSS analysis, the reflection from these factors contributes approx. 1.5 dB of loss (see Figure 2.4-3). Top side bias requirements of the InP devices require metallic interconnect in the active area of the lens. This bias scheme causes a parasitic reflection that creates an additional 1 dB of loss.

![1.5 dB reflection loss by HFSS analysis](image)

**Figure 2.4-3.** Reflection from Lens in Ansoft HFSS

- **InP EMXT Resistive Losses.** The InP EMXT based waveguide phase shifter exhibited from 2 to 11 dB of loss through one waveguide, according to the HFSS Poynting vector-based analysis. This loss varied significantly with applied bias on the individual elements. The overall average loss tended to remain around 10 dB, but fluctuated moderately as the beam was steered.

Overall, average expected losses sum to approximately 14 dB. The expected loss budget is given in Table 2.4-1.
<table>
<thead>
<tr>
<th>Directivity</th>
<th>+16.5 dBi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illumination</td>
<td>-1.5 dB</td>
</tr>
<tr>
<td>Reflection</td>
<td>-1.5 dB</td>
</tr>
<tr>
<td>Bias Scheme</td>
<td>-1.0 dB</td>
</tr>
<tr>
<td>Average InP EMXT Losses</td>
<td>-10.0 dB</td>
</tr>
<tr>
<td><strong>Total Gain</strong></td>
<td><strong>2.5 dBi</strong></td>
</tr>
</tbody>
</table>

**Table 2.4-1.** Loss Budget for Array

### 2.5 Space Feed Design Issues

The space feed arrangement for phased array antennas offers the significant advantage of a greatly simplified millimeter wave feed network for arrays that are large in terms of a wavelength. There are, however, some disadvantages of this approach.

The space fed, constrained waveguide phased array, also referred to as a transmission lens array in the literature, suffers from primary and secondary face reflections [5, 6]. Global reflections off the primary face scatter spherically in the back lobe, while secondary face reflections collimate in the feed horn at boresight. These reflections are related to mutual coupling. In addition, the focal point of the reflected energy moves with beam scanning, and secondary reflections can be manifest as parasitic forward side lobe energy. Space feeds are not “lossless”, as in the case of a matched, isolated constrained feed. In addition, the space feed is not “perfectly matched” from secondary to primary faces.

The use of a Wide Angle Impedance Matching (WAIM) structure, as discussed in Section 2.6 below, would minimize mutual coupling and should reduce the effects of primary and secondary face reflections. In addition, the absorber within the feed mount assembly should reduce the effects of phase scanned back-scattered reflection side lobes.

In spite of the above-mentioned issues, the space feed is a good compromise between millimeter wave interconnection complexity and performance. It is instructive to compare our 4x4 space feed performance to that of other space feed systems that are described in the literature. An illustrative example is the HAPDAR Space Fed Phased Array Radar [7]. The phased array for this system consists of an active dipole lens with a 41λ diameter, an f/d ratio of one, and is fed with a 5 horn monopole feed which has a 9 dB horn edge taper. Measured performance includes the following parameters: 39.5dBi gain, -28dB peak side lobe levels, and 2.4dB spillover and
mismatch losses. This compares favorably to the 3dB illumination spillover and reflection loss simulation of the 4x4 array.

2.6 Mutual Coupling

Most first order array analyses assume that each element ignores any effects that the elements have on each other within the array environment. Inter-element interaction, or mutual coupling, can result in reduced gain at large scan angles, or in extreme cases, scan blindness [8]. Analysis was performed to evaluate the mutual coupling experienced by the lens. HFSS was used with an infinite array assumption ("Master/Slave" boundary condition option), to evaluate the severity of mutual coupling over the scan volume. It is anticipated that the infinite array analysis is more stringent than the electrically small 4x4 array. It will however, indicate potential problems for the 4x4 array that can be used to determine the expected performance of a larger array. A plot of return loss versus scan angle in three planes can be seen in Figure 2.6.1. It can be seen that the scan tends to fall off at about 40 degrees in the E Plane (vertically) and about 55 degrees in the H Plane (horizontally). In the intercardinal plane, there is less sensitivity to mutual coupling.

A Wide Angle Impedance Matching Network (WAIM) can significantly improve the wide-angle scan performance of a phased array under the influence of mutual coupling. A WAIM typically consists of one or more sheets of dielectric that covers

![Infinite Array Mutual Coupling Analysis](image)

**Figure 2.6.1.** Mutual Coupling Return Loss Analysis.
one or both of the faces of the lens. It reactively loads the mutual coupling EM reactive near field region between the elements in a prescribed manner such that the array is able to scan out to much wider angles without significant element impedance mismatch [9]. It can also serve the dual purpose of a radome for environmental protection of the antenna.

3. Mechanical Design

From an interconnect perspective, the primary objective of the project was to create an array antenna having 16 active elements in a 4x4 configuration. Each element is to have EMXT devices on the sidewalls and a conductive (metal) “floor” and “ceiling”. Each EMXT device requires a unique bias voltage plus a ground connection to realize the unique element phase shift control. Figure 3-1 illustrates the rectangular array grid of EMXT waveguide along with their respective bias/control circuits.

![Diagram of array antenna](image)

**Figure 3-1.** Sketch of a 4x4-size array antenna, indicating key elements of a packaging and interconnect approach scalable to larger array.
Figure 3-2 shows the array mounted in the antenna box. The antenna box held the feed horn and the lens in position, and provided electrical isolation from external interference. It was lined with absorptive foam to minimize multiple reflections between the horn and the lens. It also held the interconnect required to bias the EMXT sidewalls.

Figure 3-2. Close-up of a portion of the assembled test fixture showing the array antenna mounted in antenna box.

4. Test Results

The antenna was tested in an anechoic chamber with a Hewlett-Packard 85301C network analyzer and F/R 959+ chamber control and data acquisition software. Antenna patterns were taken using standard methods [10]. The EMXT biases were controlled with a standard PC equipped with a DAC card and custom software.

Although theoretical curves for element phase versus applied bias voltage were available from EMXT measurement and simulation, several factors were present that necessitated additional calibration. Construction tolerances, EMXT electrical performance variations, and mutual coupling all contributed to a departure from theoretical performance. The calibration process yields curves for the approximate
element phase versus bias voltage. The theoretical phase is calculated for each element using standard phased array formulas [11], and then the appropriate voltage is extracted from the calibration curve table. This voltage is then applied to the element through the DAC card in the Beam Steering Computer (BSC). Because the calibration process is not exact, phase errors still exist which result in lower gain and higher sidelobes. However, with more accurate calibration, which is possible with a near field range, much better patterns can be achieved.

![Dead element](image)

**Figure 4-1.** Initial Array Front Face with ‘Dead’ Element

The first 4x4 prototype had one DC-shorted element at initial turn on (See **Figure 4-1**). Possible causes are chip infant mortality, damage during lens construction, or Electro-Static Discharge (ESD). After manual calibration of the array, a boresight pattern was taken that showed 4dBi of gain (See **Figure 4-2**). This was better than the 2.5 dBi estimate from computer simulation. The probable cause for the discrepancy is the method that was used to simulate the EMXT in HFSS. This resulted in a more pessimistic estimate for the back-scattering from the EMXT than was actually realized in the laboratory.

Unfortunately, over the course of characterizing the prototype, 4 more elements became non-functional, and all subsequent data presented herein is for an array with only 11 working elements (See **Figure 4-3**). ESD is the suspected cause of this further degradation. After the loss of the additional array elements, the gain was reduced to approximately 2dBi at boresight.
Patterns for the array were taken in the E Plane (vertical), H Plane (horizontal), and intercardinally (at $-45^\circ$ and $+45^\circ$ angles). Beam steering of $\pm 30^\circ$ off boresight was demonstrated (See Figures 4-4 and 4-5 – Note: Patterns shown are not all 30° scans). Scan angles beyond $30^\circ$-$40^\circ$ tended to fall off in gain faster than the theoretical $\cos(\theta)$ limit. This is most likely due to mutual coupling, inoperative elements, and non-optimun calibration. As can be seen, the sidelobes of the patterns tended to be higher than optimal, a direct result of the non-ideal calibration.
In addition to standard beam positions, several fan beam shapes were also attempted. These are shown in Figure 4-6 for both the E and H Planes. Because array pattern syntheses requires a rather high fidelity aperture control, the patterns suffered as a result of the small 4x4-aperture size and the 5 ‘dead’ elements. However, phase-only beam-shaping capability was demonstrated.
After the initial calibration was performed, a gradient optimizer was used to maximize the gain at the peak beam position. This approach was chosen due to schedule constraints and the lack of availability of a millimeter wave near field range. Because of the limitations in the original calibration scheme, we were subsequently able to further improve the gain of the pattern several dB at specific beam pointing angles (See Figure 4-7). This further supports that a more precise calibration method, such as a near field holography, would produce higher gain patterns than previously demonstrated.
5. Discussions and Future Work

The feasibility of a high performance 38 GHz waveguide lens utilizing analog 360° was verified in this work by means of a 4x4 proof-of-concept space fed lens demonstration. The following areas for future work to improve the performance of the array were identified in the course of this effort:

1. Mitigation of the effect of EMXT performance variations due to normal MMIC (Monolithic Microwave Integrated Circuit) integrated circuit process variations.
2. Improvement of the array calibration procedure
3. Reduction the parasitic resonance and resistive insertion losses in the next generation EMXT devices

5.1 EXMT Fabrication Tolerances

This is currently under investigation. The bias and calibration scheme used in this work assumed that every EMXT device within the array has identical surface impedance \(Z_s\) vs. DC voltage curves. This is not likely, due to EMXT device variations resulting from MMIC IC fabrication tolerances. Computer simulations of the performance of TEM waveguides with non-equal surface impedances are currently in process and test fixtures are under construction to experimentally verify the results of these studies. It is feasible, in the worst case scenario, to provide different control signals to each sidewall within a waveguide to optimize a single waveguide’s performance. In addition, calibration schemes to account for waveguide-to-waveguide control voltages are also being considered. These results will be presented in future publications.

5.2 Improved Array Calibration

The quality of the array calibration scheme is readily improved with the use of a planar near field antenna metrology range with aperture holographic capability [12-14]. Aperture holography is an extremely powerful diagnostic and calibration tool since the aperture amplitude and phase excitation for any set of EMXT control voltages can be readily determined. Optimal calibration algorithms can be developed with this aperture information.

5.3 Improved EMXT Device Performance

The Schottky varactor diode not only has a variable capacitance \(C_v\) but also has a internal series resistance \(R_s\). This resistance has been identified as the main factor
contributing to the loss in the initial InP varactor EMXTs developed by RSC. Reducing this resistance will significantly reduce the loss in the EMXT. Another effective but less obvious way to reduce the EMXT loss is to optimize all the components of the equivalent circuit such that the current flowing through the diode is minimized. This optimization process requires carefully selecting the substrate thickness, the strip width and gap, and the diode anode geometry and size in order to minimize loss.

Such EMXT performance improvements are currently being aggressively pursued by the Rockwell Scientific Company. The next generation EMXT devices will incorporate GaAs device technology with the use of Planar Air Bridge Schottky (PAS) Diodes. It is well known within the industry that these diodes are capable of providing low loss performance at millimeter wave frequencies. Initial data is given in the following section.

5.4 GaAs EMXT Insertion Loss and Phase Shift Simulation

The simulated effective impedance of the GaAs Schottky diode EMXT is used as sidewall boundary conditions in an HFSS model of a 10mm long waveguide with a 3x3mm aperture. Insertion loss and phase shift as function of the diode capacitance, (i.e. bias voltage), was simulated. With the current GaAs EMXT design, simulations show that a 360° phase shifter with insertion losses of 1.8, 2.0, 3.0, and 4.5 dB, can be achieved with a series resistance of 1.0, 1.5, 2.0, and 3.0 Ohms, respectively. Figure 5.4-1 plots the phase shift and insertion loss performance of the EMXT phase shifter with diode resistance of 1.0 Ohm.

![Figure 5.4-1](image)

**Figure 5.4-1.** Simulated phase shift and insertion loss performance assuming a diode with 20-40 fF capacitance and 1.0 Ohm series resistance.
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Abstract: A controlled receive pattern antenna array with reduced footprint has been developed for anti-jam GPS applications. The antenna consists of a stacked circular microstrip patch (reference channel) surrounded by eight dual-band monopole mode auxiliary elements in close proximity, resulting in a total array diameter of 4.6". The eight auxiliary elements are linearly combined, via a stripline hybrid feed network into two auxiliary port channels. A simple, two-channel closed-loop nulling electronics card is then used to operate the antenna in one of three modes: (1) a standard GPS mode with no nulling, (2) a ring-null mode where the pattern is squinted up off horizon at all azimuth angles and (3) a cardioid mode where a single null is placed on horizon and is steered in azimuth.

1. Introduction

The U.S. Navy and Marine Corps currently employ GPS navigation and targeting subsystems on a major fraction of their sea, air and land based weapon systems. The Navy realizes that the anti-jamming and anti-spoofing capabilities of military GPS user equipment are critical to successful mission completion in a battlefield environment and GPS-based navigation systems used on aircraft, ships, land vehicles and precision-guided munitions must be able to be protected from these threats. One of their approaches is to install nulling antennas and antenna electronics whenever feasible and cost effective. Due to the variety and sizes of Navy platforms one anti-jamming antenna system will not be adequate for all platforms. A National Research Council’s Committee on the Future of the Global
Positioning System recommended that, "Research and development focused on reducing the size and cost of this hardware should actively be supported." It is very clearly stated in their reports that, "These future developments aimed at reducing the size and cost of antenna structures should be actively pursued."

The U.S. Navy primarily employs FRPA's, Fixed Reception Pattern Antennas, which do not offer spatial nulling capability. Some of the Navy platforms that require spatial nulling cannot support an increased footprint or significant increase in cost. In 1998 the Antenna Technology Group of the Naval Air Systems Command started a joint effort with Titan Aerospace Electronics Division (TAED) for the development of an antenna similar in size to a FRPA antenna that would provide anti-jamming capabilities. The Office of Naval Research Navigation Office was solicited for their support in funding this 6.2 development effort and has provided funding for the last three years.

In response to the Navy's need, Titan Aerospace Electronics Division has developed a small, anti-jam GPS antenna under the ONR NAVAIR Miniature Controlled Receive Antenna program (M-CRPA - Contract Number: N00421-00-C-0157). A diagram of this antenna array is shown below in Fig. 1. The M-CRPA

![Figure 1. M-CRPA antenna geometry](Image)
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array consists of a center, dual-band reference patch surrounded by eight dual-band monopole mode auxiliary elements. The monopoles are linearly combined into two auxiliary ports through a stripline feed card. The auxiliary port outputs of the feed card are combined with the center reference channel in a simple, two-channel nulter that is also realized in stripline. Both the feed card and the nulter were developed at EDO Corporation’s Communications and Countermeasures Systems Division (CCSD). The antenna has a diameter of 4.6” and a height of 0.36”. The feed and nulling electronics conform to the antenna diameter of 4.6” and adds a combined 0.8” to overall depth.

2. Antenna Operational Concept

The M-CRPA antenna is designed to operate in three different modes depending on the jamming scenario. Mode 1 is the standard GPS mode, which is used when no jammers are present for maximum GPS performance. Only the reference patch port is used for Mode 1. A basic stacked patch configuration is used for Mode 1 operation, as depicted in Fig. 2. The stacked patch has good hemispherical coverage and circular polarization, which is necessary for GPS operation.

![Basic Stacked Patch](image)

Figure 2. Mode 1 operation

When multiple jammers are present, Mode 2, or “skirt’s up” mode, is used to form a ring null on the horizon in a manner similar to the LEAN antenna [1]. Fig. 3 shows the Mode 2 concept, which has the basic stacked patch surrounded by eight monopole mode auxiliary elements. Since the stacked patch has an intrinsic null in its horizontal polarization gain on horizon, only the vertical gain must be nulled by the auxiliary elements. Monopole mode auxiliary elements
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were chosen because of their uniform horizon coverage for vertical polarization. Also, the zenith null in the monopole pattern minimizes the impact on the gain of the reference patch at zenith during nulling. The ring null is formed by sequentially exciting the auxiliary elements with a 45° phase shift yielding a pattern with uniform amplitude and a full 360° of phase shift in azimuth. This matches the amplitude and phase behavior of the circularly polarized stacked patch. The nulling electronics is then used to sum the aux element port and the stacked patch port with the appropriate complex weighting to create a null on the horizon at all azimuth angles. There is some horizontal degradation of performance (HDOP) necessarily associated with Mode 2 operation due to the elimination of satellite coverage near horizon. In a typical 24 hour period, one can expect an increase in HDOP of greater than 5 for only 5% of the total time. The nominal HDOP around the world is 2.5, per the GPS specification.

![Diagram](image)

**Figure 3.** Mode 2 operation

Mode 3, or “Cardioid” mode, is used when only one jammer is present on the horizon. The concept is similar to Mode 2 operation but, in this case, all of the aux elements are fed in phase. This results in a single null on the horizon, as shown in Fig. 4, corresponding to the angle where the aux element port and stacked patch port are exactly out of phase. The nulling electronics automatically adjusts the complex weighting between reference patch and auxiliary port to form a null which tracks the jammer azimuth location. This mode is preferable to Mode 2 when a single jammer is present because its better antenna coverage, especially on horizon, results in less HDOP and thus better GPS performance.
The antenna and feed concept described above uses a simple two-channel nulling electronics card. The nulling card uses the a priori knowledge that a GPS jamming signal must be at least 30 dB stronger than the GPS signal itself to have an effect on the receiver performance. This information is used to suppress only the interfering signal at RF frequency between the antenna and the GPS receiver. By sampling the interfering signal in an independent RF path and applying a complex weight such that the net result is equal in amplitude and 180° out of phase, the interfering signal is suppressed while the GPS signal passes to the receiver. This result is shown graphically in Fig. 5. The cancellation electronics are connected in a closed loop that reacts in real time to the changes in the input signal and maintains the amplitude and phase correction [2,3]. Since this solution uses a mirror image of the jamming signal to create the null, all types of jammers (CW, swept, pulsed and broadband noise) will be suppressed. For broadband noise cancellation the time delay from each of the separate antennas through the electronics to the point of summation must be equal so that the noise is the same on both sides. Each jammer located at different locations generates a unique amplitude and phase solution at the point of summation. Therefore, classically for N jammers N+1 independent antennas and nulling electronics loops are required. The M-CRPA antenna is designed differently so that the auxiliary elements (in Mode 2) are summed to create a constant phase from jammers located near the horizon and using a single canceller loop will null all signals.
3.0 Antenna Design and Simulation

The antenna concept outlined above was designed and simulated using Ansoft’s HFSS. Both the center stacked patch and the auxiliary elements went through many iterations trading form factor, antenna pattern, and mutual coupling before the final design was set. Early nulling measurements indicated that phase and amplitude symmetry were critical to null depth, so a circular center patch and eight auxiliary elements were incorporated into the M-CRPA design. The symmetry was further improved by using four feed probes to excite the center, stacked patch. The center patch, also referred to as the reference patch or signal of interest, is shown in Fig. 6. The patch substrate is Rogers TMM 10 and the patch was simulated on a 10” square ground plane. The simulated return loss for the four feed probes is shown in Fig. 7. The patch is well matched at both L1 and L2 frequency bands.
Figure 6. Center stacked patch

Figure 7. Simulated return loss of center stacked patch
Early designs of the M-CRPA array used single band monopole auxiliary elements. In order to reduce the height of the auxiliary elements a derivative of J. M. Boyer's DDRR-antenna (directional-discontinuity ring-radiator) was used [4]. The original DDRR element has a folded monopole with a ring resonator used to load and tune the antenna. The antenna was modified for dual band operation and the ring resonator was spiraled to reduce the antenna footprint, as shown in Fig. 8. Resistors were added to the ends of the spiral arms to dampen the high-Q response of the element and match the frequency response of the center patch. The associated loss in the auxiliary element gain is not critical to system performance since these elements are used for nulling only. Fig. 8 shows the simulated return loss of a single aux element. The aux element performs as desired and is very similar to the patch response shown in Fig. 7.

Figure 8. Final auxiliary element design
Figure 9. Simulated return loss of single auxiliary element

The final step in the M-CRPA design was to combine the center patch and aux elements in the array configuration shown in Fig. 10. The array spacing was optimized to provide satisfactory antenna operation and thus nulling performance while minimizing the array footprint and element coupling. In the final design, the aux elements are spaced every 45° in azimuth at a radial distance of 1.8” from the center of the patch. The simulated performance of each individual antenna port in the M-CRPA array environment is shown in Fig. 11. The four, center patch probes and the eight, aux elements are all well matched and tuned at L1 and L2.
Figure 10. M-CRPA array configuration

Figure 11. Simulated return loss of M-CRPA array
4.0 Antenna Realization and Measured Results

Development and testing of the M-CRPA GPS antenna system was a joint effort between Titan AED, CCSD, and NAVAIR – RF Sensors Division. A prototype antenna element, shown in Fig. 12, was constructed and bench tested by Titan AED. The antenna has a diameter of 4.6” and a height of 0.36” above the ground plane. The center, dual-stacked patch reference element was tuned using fingers for both L1 and L2 operation. The eight dual-band auxiliary elements were similarly tuned by trimming the length of the spiral arms loading each auxiliary element. The measured return loss for the M-CRPA antenna is plotted in Fig. 13. In production, a more mechanically robust tuning method, such as turning screws, would be employed. The center patch and all eight auxiliary elements have very similar performance and are well matched over the L1 and L2 frequency bands.

Figure 12. M-CRPA antenna element
Figure 13. Measured return loss for M-CRPA antenna element

The antenna feed and nulling electronics were implemented by CCSD and consist of the coupler card, the canceller electronics and the solution hold test box. These elements are shown in Fig. 14 below. The four patch outputs are combined on the coupler card to create a single RHCP feed at L1 and L2. This port is referred to as the “Signal of Interest” (SOI) path. The eight auxiliary elements are combined in two different ways. Using a combination of 90° and 180° hybrids and 45° phase shifters the antenna elements are combined to create a constant phase sum relative to the phase of the SOI antenna. This is called the Mode 2 or the “Skirts up” mode port. In the second set of couplers the antenna elements are combined to create a continuous phase rotation which matches the phase rotation of the SOI antenna as the signal is moved 360 degrees around the antenna. This is Mode 3 or the “Cardioid” mode port. For the prototype, Mode 2 or 3 is manually selected. Mode 1 is the SOI signal only with the canceller electronics turned off. This mode is used only when there is no jamming signal present.
Figure 14. M-CRPA block diagram

The input RF signals at L1 and L2 are selected at SW2 and either/or is used for a cancellation solution. The GPS receiver makes the selection of the L1 or L2 jamming solution as it switches its input frequency. Simultaneous cancellation at L1 and L2 can be accomplished by adding a second cancellation loop. Each jammer at each frequency has its own unique solution vector. Typically GPS receivers can be programmed to operate in the either/or mode. The Mode 2 or Mode 3 outputs of the reference antenna array provide an all-in-view jammer reference signal (Mode 2) or a signal jammer reference (Mode 3). The jamming signal and the jamming content of the SOI signal are compared with a synchronous detector and amplitude and phase correction is generated. These two signals (I and Q) are then applied to a signal controller so that the resultant signal cancels the jamming signal in the SOI path. The point of cancellation is at the coupler below the disable switch. During antenna range testing, an external solution hold control circuit is applied to the synchronous detector so full 360° antenna patterns can be generated in the presence of jamming signals.

An RF coupler card, combining all of the antenna elements together, was designed using a combination of discrete 90° hybrids and stripline. The design is
shown in Fig. 15. The three connectors on the left are the SOI output to the
canceller (bottom connector) along with the Mode 2 and Mode 3 coupler
combination outputs. On the other side of the card is the 12 antenna element feed
connections.

Figure 15. M-CRPA coupler card

The canceller electronics card is shown in Fig. 16. It is a dual sided 8-
layer PC card with embedded RF stripline connections. Since it is a prototype,
the time matching delays were added as coaxial cables on the top of the board. In
production they would be realized in stripline form within the card. The covered
areas are shielded sections that prevent leakage signals from interfering with the
correct solution. Because of the high dynamic range of the card, internal leakage
paths are reduced by up to 80 dB.

Figure 16. C canceller electronics card
The control box, shown in Fig. 17, controls the mode selection, frequency selection, and hold functions for operation of the M-CRPA system in a test environment. It has a programmable potentiometer for factory control of the internal calibration points of the system.

![Figure 17. M-CRPA control box](image)

Standalone measurements of the cancellation electronics are shown in Figs. 18 and 19 below. Fig. 18 shows the performance at L1 and Fig. 19 shows the performance at L2. The plots in the figures below show the cancellation depth for a combined CW and BB noise signal where the CW signal is 40 dB stronger than the noise signal. The divisions on the plots are 10 dB steps vertically and 2 MHz steps horizontally. The performance measured is greater than 60 dB for CW and 30 dB over the bandwidth of the P(Y) code.

![Figure 18. Canceller performance against CW and BB jamming at L1](image)
Figure 19. Canceller performance against CW and BB jamming at L2

The feed card shown in Fig. 15 was bench tested for insertion loss and phase error for each port. The results for the reference patch are shown in Table 1. The four ports of the reference patch have an average insertion loss of 2.8 dB and are phase matched to better than 2°. Each auxiliary element has an average insertion loss of 3.2 dB and phase error of 1.8° when excited in Mode 2 as seen in Table 2. In Mode 3, shown in Table 3, the average insertion loss of each aux element is 3.6 dB with a phase error of 3°. The insertion loss of the auxiliary ports for both Mode 2 and Mode 3 can be compensated by the amplitude control in the nulling electronics. Minimizing phase and amplitude ripple between auxiliary elements and the reference patch is critical to system performance because the nulling electronics methodology assumes that the antenna performance is symmetric. The insertion loss of the reference patch is also very important because it directly reduces system gain. Both issues will be improved in future implementations of the feed card.

Table 1. Measured feed performance at 1575 MHz for reference patch port

<table>
<thead>
<tr>
<th>Reference Patch Port</th>
<th>Insertion Loss, [dB]</th>
<th>Relative Phase, [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>2.3</td>
<td>0</td>
</tr>
<tr>
<td>H1</td>
<td>3.0</td>
<td>-90.9</td>
</tr>
<tr>
<td>V2</td>
<td>2.6</td>
<td>-178.8</td>
</tr>
<tr>
<td>H2</td>
<td>3.2</td>
<td>91.8</td>
</tr>
</tbody>
</table>
Table 2. Measured feed performance at 1575 MHz for M2 port

<table>
<thead>
<tr>
<th>M2 Port (Skirt’s Up)</th>
<th>Insertion Loss, [dB]</th>
<th>Relative Phase, [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aux 1</td>
<td>2.7</td>
<td>0</td>
</tr>
<tr>
<td>Aux 2</td>
<td>2.6</td>
<td>-47.0</td>
</tr>
<tr>
<td>Aux 3</td>
<td>3.8</td>
<td>-92.8</td>
</tr>
<tr>
<td>Aux 4</td>
<td>3.5</td>
<td>-135.6</td>
</tr>
<tr>
<td>Aux 5</td>
<td>3.1</td>
<td>179.5</td>
</tr>
<tr>
<td>Aux 6</td>
<td>2.8</td>
<td>131.0</td>
</tr>
<tr>
<td>Aux 7</td>
<td>3.6</td>
<td>92.5</td>
</tr>
<tr>
<td>Aux 8</td>
<td>3.4</td>
<td>46.7</td>
</tr>
</tbody>
</table>

Table 3. Measured feed performance at 1575 MHz for M3 port

<table>
<thead>
<tr>
<th>M3 Port (Cardioid)</th>
<th>Insertion Loss, [dB]</th>
<th>Relative Phase, [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aux 1</td>
<td>3.7</td>
<td>0</td>
</tr>
<tr>
<td>Aux 2</td>
<td>3.8</td>
<td>-0.6</td>
</tr>
<tr>
<td>Aux 3</td>
<td>3.6</td>
<td>-2.2</td>
</tr>
<tr>
<td>Aux 4</td>
<td>3.7</td>
<td>3.6</td>
</tr>
<tr>
<td>Aux 5</td>
<td>3.3</td>
<td>-2.8</td>
</tr>
<tr>
<td>Aux 6</td>
<td>3.6</td>
<td>-2.2</td>
</tr>
<tr>
<td>Aux 7</td>
<td>3.3</td>
<td>7.8</td>
</tr>
<tr>
<td>Aux 8</td>
<td>3.4</td>
<td>4.8</td>
</tr>
</tbody>
</table>

The anti-jamming performance characteristics of the MCRPA array were evaluated in the Naval Air Systems Command’s Facilities for Antenna and RCS Measurements (FARM) anechoic chamber. The FARM Rectangular Anechoic Chamber measures 100" x 40' x 40' with a 12ft cylindrical quiet zone and meets TEMPEST requirements. The chamber is used for the measurement of antenna characteristics (100 MHz to 18 GHz) including radar cross section (3 to 18 GHz). This facility is part of the GPS Joint Program Office antenna systems test infrastructure organization. The infrastructure is used for testing and evaluating future GPS antenna systems. The personnel and facility have been conducting GPS antenna characterization measurements for more than 15 years. Measurements are conducted on the antenna itself when mounted on a CRPA specification ground-plane. For the non-interference environment, measurements include single element voltage standing wave ratios (VSWR), gain pattern and axial ratio measurements. In an environment consisting of various jammer combinations, the gain pattern, the system convergence time, and power reduction are measured. From these measurements anti-jam system performance predictions can be calculated based on coverage improvement factors, jammer to signal ratios and receiver channel state values.
The M-CRPA GPS antenna system was mounted on a curved rectangular ground plane, which is similar to the size and shape of a typical airplane fuselage, as shown in Fig 20. A side view of the prototype M-CRPA antenna system is shown in Fig. 21. The coupler card and nulling electronics are mounted behind the ground plane shown in Fig. 20 and are connected to the antenna using short cables. Production units of the antenna system would have the coupler and nulling cards connected directly to the antenna and would only extend 0.8" behind the ground plane. Antenna pattern measurements were taken in 3 different modes. Mode 1 is the standard GPS mode that is used when no jammers are present. Elevation pattern cuts of the reference patch for various azimuth angles are plotted in Fig 22. The gain of the reference patch is about 0 dBiC, which includes an average feed card insertion loss of 2.8 dB for the four reference patch ports.

Figure 20. Measurement test facility
Figure 21. Diagram of M-CRPA antenna system

Figure 22. Elevation cuts of reference element at various azimuth angles
When multiple jammers are present on the horizon, Mode 2 or "skirt’s up" mode, is used to create a ring null on the horizon. Three jammers were placed in the anechoic chamber at azimuth angles of 240°, 270°, and 300° with elevation angles of 10°, 15°, and 10°, respectively. The nulling electronics were switched to Mode 2 with active nulling enabled, and then the hold was initiated. The three jammers were then removed from the chamber and the antenna pattern measurements were taken. The elevation cuts are shown in Fig. 23 for Mode 2 with 3 jammers present. The antenna gain for low elevation angles has been reduced at all azimuth angles as desired. An azimuth cut of the M-CRPA GPS antenna pattern at an elevation angle of 10° is shown in Fig. 24. The plot compares the antenna gain when no jammers are present versus the gain of the antenna in "skirt’s up" mode. The arrows indicate the location of the jammers. In the direction of the jammers, the antenna gain has been reduced significantly. The plot also shows the expected nulling performance based on the measured reference patch and Mode 2 port antenna patterns.

Figure 23. Elevation cuts of M-CRPA GPS antenna in M2 mode for 3 jammers
Figure 24. Comparison of azimuth cuts for M-CRPA GPS antenna in M2 mode with and without jammers present

When only one jammer is present Mode 3 or cardioid mode should be used to maintain antenna gain in all directions except towards the jammer. A similar process described for the "skirt's up" case is used to null the jammer and initiate a solution hold. Fig. 25 shows the elevation cuts and Fig. 26 shows an azimuth cut for the antenna when nulling in Mode 3. The jammer was located at an azimuth angle of 90° and an elevation angle of 10° from the horizon. In the direction of the jammer, the antenna gain was reduced to acceptable levels.
Figure 25. Elevation cuts of M-CRPA GPS antenna in M3 mode for 1 jammer

Figure 26. Comparison of azimuth cuts for M-CRPA GPS antenna in M3 mode with and without jammer present
4.0 Conclusions

A small, 4.6” diameter, anti-jam GPS antenna array has been developed and tested. The M-CRPA array is capable of operating in standard GPS reception mode, “skirt’s up” mode, or cardioid mode depending on the number of jammers present on the horizon. The primary advantage of the M-CRPA design, other than its small size, is its ability to provide multi-jammer performance without the N+1 antenna limitation for suppressing N jammers. It uses minimal electronics compared to classical CRPA systems providing the opportunity for smaller packaging and lower cost. In ongoing work, we are investigating installation effects and working on methods to reduce system losses and mitigate coupling effects to improve absolute gain levels.
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