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ABSTRACT

Accurately synthesising the load in helicopter-rotor components, using measurements taken from fixed components, has the potential to increase safety and reduce operating costs. Two synthesis models, one of which is able to handle noisy and collinear environments, were validated using data from a Eurocopter Squirrel gearbox fitted to DSTO’s Helicopter Transmission Test Facility. The aim of the experiment was to test the models under “challenging” conditions—namely, a noisy and collinear measurement environment. Despite the synthesis techniques being validated, the testing environment did not prove challenging enough (mainly due to insufficient collinearity between the strain gauges). Both the instrumental variable (IV) and least squares (LS) models were able to synthesise the required loads to a high degree of accuracy. The IV model (unlike the LS model) was found to be very sensitive to the chosen gauge combination.

APPROVED FOR PUBLIC RELEASE

BEST AVAILABLE COPY  

AQ F03-11-2456
Experimental Verification of Helicopter-Rotor Loads-Synthesis Models

EXECUTIVE SUMMARY

In terms of fatigue cracking, critical components in helicopters differ in two significant ways from equivalent components in fixed-wing aircraft: these critical components (i) are usually part of a single load path and (ii) are subjected to both high and low frequency loading. The high frequency loading means that cracks usually propagate quickly, with the resulting potential for catastrophic failures because of the single load path.

Most of these critical components have a specified component retirement time (CRT), which the manufacturer bases on an assumed usage spectrum, with associated component loads determined either analytically or from one-off flight tests. The Australian Defence Force (ADF), however, operates most of its aircraft in a manner different to that initially envisaged by the manufacturer, and often with configurations different from the manufacturer’s test aircraft. These different spectra mean that some components may be experiencing a heavier usage than originally anticipated, which has safety implications for the operator. Conversely, other components will be retired at their CRT with a large portion of useable life still intact, which has cost implications for the operator. Thus the accurate determination of loading on critical rotating components has both safety and cost saving benefits for the ADF.

One method of determining these component loads during flight is to directly measure them using strain gauges. Due to the harsh working environment, however, gauges mounted directly on these critical rotating components tend to be short-lived. Furthermore, there is also the problem of data recovery from these directly mounted gauges. The two historical procedures used for this recovery are themselves problematic: telemetry is plagued by noisy signals and in situ storage devices have limited data-storage capacity.

A loads-synthesis model, which uses information from gauges on fixed components to synthesise the load in rotating components, overcomes the problems of gauge life and data transfer. In this report we validate two loads-synthesis models (developed earlier) using the Helicopter Transmission Test Facility (HTTF) located at DSTO’s Melbourne site.

The HTTF was chosen because it was relatively cheap, timely, and easy to obtain experimental results. A strain gauged Eurocopter Squirrel gearbox was used in the HTTF for testing. Five gross loads (two lift loads, two drag loads, and torque) were applied to the gearbox and recorded along with the resulting output from ten strain gauges attached to static portions of the gearbox. The loads were applied as quasi-dynamic steps for approximately forty minutes. The resulting data set obtained from this experiment was used to validate the loads-synthesis models.

The aim of the experiment was to test the models under “challenging” conditions—namely, noisy measurements and gauge collinearities. Two models were examined: a simple least squares (LS) model and a more sophisticated instrumental variable (IV) model. Unfortunately, the chosen geometry of the gearbox gauges turned out to be anything but collinear resulting in a test case that was not challenging enough. Both models were able
to accurately and easily synthesis the five gross loads applied to the gearbox. However, the IV model was very sensitive to the gearbox gauge combination. Using the wrong combination of gauges in the IV model led to errors that were more than two orders of magnitude larger than errors from the IV model with the best gauge combination.
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1 Introduction

An accurate loads-synthesis model for rotating components on helicopters has two main benefits for aircraft operators, including the Australian Defence Force (ADF): an increase in safety and a reduction in operating costs.

Most critical helicopter components have a component retirement time (CRT), which the manufacturer bases on an assumed usage spectrum. The ADF, however, operates its aircraft in a different manner than that initially envisaged by the manufacturer. The question then naturally arises: Under this different spectrum, will any of the critical components in a helicopter fail before their CRT? Unlike fixed-wing aircraft, helicopter components are normally part of a single load path and are subjected to both high and low frequency loading. Thus even a small crack in a critical component could quickly lead to a catastrophic failure resulting in the loss of the crew, the passengers, and the helicopter. Accurately synthesising the loading in critical rotating components would allow a more accurate determination of the component’s life. Additionally, this same synthesis model could be used as a fault warning system (provided a small amount of redundancy was built into the model).

At the other end of the usage spectrum, some components will be retired at their CRT with a large portion of useable life still intact. This early retirement of useable components has cost implication for the operator.

Due to the harsh operating environment, gauges mounted directly on rotating components are short-lived. There are also problems with information recovery from directly gauging rotating components. Two solutions to this information recovery problem have been attempted: telemetry (which is plagued by noise) and in situ storage (which can only store a small amount of data). For a review of the component load estimation problem see Polanco [6].

There are two reasons why we concentrated on rotating components only (that is, fixed components were not modelled). First, a review by Lombardo [5, p. 46] has shown that most fatigue-critical components in helicopters are located in the rotor system and its drive train. Second, we have already noted that most of these components are part of a single load path in helicopters, and hence are critical components.

The synthesis aims to determine the relationship between loads experienced by the rotating components with loads measured on the fixed components. As a first step the load synthesis models that were developed are linear. Consider a simple example where \( x_1 \), \( x_2 \), and \( y \) represent the load on two fixed components and one rotating component, respectively. We could then develop a model of the form \( y = c_1 x_1 + c_2 x_2 \), where \( c_1 \) and \( c_2 \) are the two coefficients we are trying to determine using experimental (and, in the future, flight trial) measurements. The models take into consideration noise in the measurements and linear dependence between \( x_1 \) and \( x_2 \). For more information on the development of the loads-synthesis models see the two reports by Polanco [7, 8].

The main aim of this experiment was to test how well the synthesis models perform under challenging conditions. By “challenging” we mean that measurements are noisy
and that the measurements taken on the fixed components are almost linearly dependent.\textsuperscript{1} The noise sources are both electronic and, due to vibration, mechanical. We chose to test the models under these challenging circumstances because we envisage that these would be the conditions encountered by any final aircraft-implemented system.

The Helicopter Transmission Test Facility (HTTF), located at DSTO Melbourne, was chosen to validate the loads-synthesis models for several reasons. The testing on the HTTF was relatively cheap, timely, and easy because the HTTF was already operational and on-site. (See Figure 1.1 for a photograph of the HTTF.)

Two gearboxes were available for testing in the HTTF: the Kiowa (Bell 206B) gearbox and the Squirrel (Eurocopter AS350) gearbox. The Squirrel's gearbox (shown in Figure 1.1) was chosen for testing so as to fit in with other testing programs being undertaken on these gearboxes in the HTTF.

As a first step, this experiment investigated how well the model synthesised quasi-dynamic loads. By quasi-dynamic loads we mean gross loads (torque, horizontal loads, and vertical loads) applied to a rotating rotormast head. Several different loading combinations were tested, and for convenience these loads were applied in a step fashion between these different combinations. The synthesis model was tested on the response to these loads. Although the rotormast was rotating, the loading within the step portion was almost static, hence the "quasi-dynamic" nomenclature.

During this experiment, the loads applied to the Squirrel gearbox differed from the loads a gearbox in flight would experience in several important ways. The true dynamic effects of a helicopter rotor response were not modelled. For example, a control stick input to the rotorhead would result in a dynamic response; whereas we have (in essence) only applied static loads. In future experiments a more realistic loading scenario (including dynamic rotor response simulations) will be applied.

\textsuperscript{1}By linearly dependent we mean that at least one fixed-component measurement can be expressed as a linear combination of the remaining fixed-component measurements. In developing a loads-synthesis model we need to solve a system of equations constructed from these fixed-component measurements. If the measurements are linearly dependent then this system's solution would involve the inversion of a singular (or close to singular) matrix, which would result in large errors.
Figure 1.1: Front-view photograph of the Eurocopter Squirrel gearbox fitted into the Helicopter Transmission Test Facility. This photograph was taken prior to the gearbox's strain gauging. (Photograph kindly provided by the Boeing Applied Imaging Group.)
2 Description of the Experimental Setup

In this section we describe the experimental rig, the loads we wanted to synthesise, the easily measured loads, and the strain gauge locations for the easily measured loads.

Figure 2.1 shows a side-view schematic of the experimental rig, which was the Helicopter Test Transmission Facility (HTTF) located at DSTO Melbourne. An electric motor drives the gearbox (via the drive shaft), which is connected to the rotormast. In order to load the gearbox, the rotormast head is connected to a generator. The generator is not shown in this figure.

The gearbox is suspended by four struts (suspension bars); the side view in Figure 2.1 obscures two of these four struts. These struts were designed to insulate the gearbox from the lift force generated by the helicopter’s main rotor. Thus the gearbox experiences mainly torsional load—which is reacted out to the airframe via the dog-bone (see Figure 2.2)—and also experiences some bending [1].

The left-hand side of Figure 2.1 represents the front of the gearbox, and hence the direction of forward flight. Looking from above, the Squirrel’s rotor blades advance in a clockwise direction (that is, in the opposite direction to \( \theta \) positive). The inset box in Figure 2.1 shows the direction of positive loading for the four load actuators superimposed onto a perspective view of the HTTF.

In a real helicopter, the loads we want to simulate are found on rotating components, while the loads we can easily measure are found on fixed components.

In this experiment, the five gross loads we simulated can be seen at the top of the rotormast in Figure 2.1 (and are shown in green). These loads are the two horizontal forces, the two vertical forces, and the rotormast torque (\( Q \)). The two load actuators that apply horizontal loads are labelled \( h_1 \) and \( h_2 \), and the two load actuators that apply vertical force are labelled \( v_1 \) and \( v_2 \). As is shown in Figure 2.1, the two horizontal loads are orthogonal to each other.

The easily measured loads, in this experiment, can be seen on the gearbox in Figure 2.1 (and are shown in red). The ten strain gauges attached to the gearbox are labelled “strain gauge”, “gearbox rosette”, and “dog-bone sets”.

The main aim of this testing program was to investigate the effect of ill-conditioned inputs and high noise-to-signal ratios on the loads-synthesis results. By ill-conditioned inputs we mean inputs that are difficult to untangle (or resolve) using measurements.

In order to achieve this aim of ill-conditioned inputs, several (what were presumed to be) correlated gauge positions were chosen. For example, it was presumed that the tensile force on the four struts would be highly correlated.

Similarly, some gauge locations were chosen to obtain mildly high noise-to-signal ratios. For example, from the design of the gearbox’s load path it was thought that the dog-bone would mainly experience tensile forces, with very little vertical or horizontal bending. The ends of the dog-bone take out some of the bending moments experienced by the gearbox; while lift loads are taken out by the struts (see Figure 2.1). The gearbox under torsional loading is shown in Figure 2.2. As can be seen, the torsional load \( Q \) on the gearbox is taken out through the dog-bone by the tensile load \( T \). This tensile load should be the
Figure 2.1: Side-view schematic drawing of the Helicopter Transmission Test Facility, with strain gauges labelled. The labels $h_1$, $h_2$, $v_1$, and $v_2$ denote the two horizontal and two vertical load actuators, respectively. The rotormast torque is denoted by $Q$. Each strut has one strain gauge, the gearbox has a rosette of strain gauges, and dog-bone has three sets of gauges (horizontal and vertical bending and tension-compression gauges). The inset box shows the positive sense of the applied loading and the direction of forward flight.
predominant load the dog-bone experiences. Thus measurements of both vertical and horizontal bending loads on the dog-bone should yield high noise-to-signal ratios.

![Image](image.png)

*Figure 2.2: The dog-bone was designed to take loading mainly in tension. Part (i) shows the base of the gearbox (without the dog-bone). Part (ii) shows a cross-sectional top view of the dog-bone attached to the base of the gearbox, which is under torsional load. (Schematic adapted from Squirrel’s instruction manual [1].)*

And finally, although the strain gauge rosette was mounted on the gearbox casing near a mounting bolt, the casing itself in this region is thick. Due to this thick casing, it was presumed that only small strain readings would be recorded—again leading to a high noise-to-signal ratio.

In total, ten strain gauges were attached to the gearbox in the HTTF:

- one strain-gauge bridge (Micro Measurements CEA-13-062UT-350) on each of the four struts, see Figure 2.5(i);
- one horizontal-bending bridge (consisting of two strain gauges, both Micro Measurements EA-13-125BZ-350) on the dog-bone, see Figure 2.5(ii);
- one vertical-bending bridge (consisting of two strain gauges, both Micro Measurements EA-13-125BZ-350) on the dog-bone, see Figure 2.5(ii);
- one tension-compression bridge gauge (consisting of two strain gauges, both Micro Measurements CEA-13-125UT-350) on the dog-bone, see Figure 2.5(ii); and
Figure 2.3: The (i) Squirrel gearbox and (ii) a close-up of the strain-gauge rosette. Part (ii) also shows the numbering of the elements within the strain gauge rosette.

- one rectangular, three-element rosette (Micro Measurements CEA-13-125UR-350) on the gear box housing, see Figure 2.3(ii).

In addition to these gauges, the force on all four load actuators ($h_1$, $h_2$, $v_1$, and $v_2$) and the output torque ($Q$) on the rotormast were also recorded.

Figure 2.1 shows the locations of the strain gauges on the gearbox. The two struts shown obscure a further two struts, and hence arrowhead pointers are used to highlight the two strain gauges on these obscured struts.

Figure 2.3 shows photographs of the Squirrel gearbox. Part (i) shows the back view of the complete gearbox with rotormast and struts attached. Part (ii) of this figure shows a close up of the gearbox with the active rosette bonded to the gearbox housing, and three dummy rosettes used for bridge completion on unstrained dummy plates. The element numbering and directional sense of the active rosette is shown as a schematic figure underneath this close-up photo.

A plot of the strain response (for the gearbox strain gauge rosette) against torque is
shown in Figure 2.4. Using the biaxial stress equation [10] the maximum and minimum principal strains are

$$\epsilon_{\text{max,min}} = \frac{(\epsilon_1 + \epsilon_3)}{2} \pm \sqrt{\left(\frac{\epsilon_1 - \epsilon_2}{\sqrt{2}}\right)^2 + \left(\frac{\epsilon_2 - \epsilon_3}{\sqrt{2}}\right)^2},$$

and the angle of the maximum strain from element 1 is

$$\alpha_{\text{max}} = \frac{1}{2} \tan^{-1}\left(\frac{2\epsilon_2 - \epsilon_1 - \epsilon_3}{\epsilon_1 - \epsilon_3}\right),$$

where \(\epsilon_i\) is the strain at the \(i\)th strain gauge element and if \(\epsilon_1 < \epsilon_3\) then add \(\pi/2\) to \(\alpha_{\text{max}}\). (The angles between elements 1 and 2 and elements 1 and 3 are respectively 45° and 90°, see Figure 2.3(ii).) At a 600 N m torque, the maximum and minimum principal stresses were 31 MPa and 3.6 MPa, respectively. The maximum principal strain, again at a 600 N m torque, was 440 \(\mu\varepsilon\) and occurs \(-13^\circ\) from element 1 (the minimum strain was \(-81 \mu\varepsilon\)).

Figure 2.5 shows photographs of the strain gauges on both a strut and the dog-bone. The strut picture, Figure 2.5(i), has an inset photograph showing the strain-gauged section of the strut enlarged. The main dog-bone picture, Figure 2.5(ii), shows the top of the dog-bone’s strain-gauged section, while the inset photograph shows the bottom of this section. In the dog-bone photograph, the three sets of strain gauges (namely, horizontal bending, vertical bending, and tension-compression gauges) are labelled. The horizontal bending gauges, located on the left flange (as seen in the photograph) of the dog-bone’s I-beam, are not clearly seen because of the angle of this photograph.
Figure 2.5: Photographs showing the strain gauges on both the (i) strut and (ii) dog-bone. The dog-bone photograph shows both the top (main photograph) and bottom (inset photograph) of the dog-bone.
3 Description of the Testing Program

Table 3.1 shows the operating limits for the Squirrel gearbox in the Helicopter Transmission Test Facility (HTTF). We used these operating conditions to determine sensible loading ranges for the testing program.²

<table>
<thead>
<tr>
<th>Turbine speed</th>
<th>Rotor Load</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6000 rpm</td>
<td>torque</td>
<td>vertical</td>
</tr>
<tr>
<td></td>
<td>+9.797 Nm</td>
<td>20 kN</td>
</tr>
</tbody>
</table>

Table 3.1: The operating limits for the Helicopter Transmission Test Facility with the Squirrel gearbox fitted.

As input for the horizontal load, the HTTF required a magnitude \( h \) and an application angle \( \theta \). The inset box in Figure 2.1 shows the positive sense of the horizontal loading angle \( \theta \) and the four loads \( h_1, h_2, v_1, \) and \( v_2 \). The horizontal loads \( h_1 \) and \( h_2 \) are obtained using the relations \( h_1 = h \sin \theta \) and \( h_2 = h \cos \theta \). The total vertical loading is \( v = v_1 + v_2 \), and for all the experimental load cases \( v_1 = v_2 \).

Before testing began, the HTTF was warmed up in three stages: (i) one minute at 2000 Nm and 1000 rpm,³ (ii) one minute at 4000 Nm and 2000 rpm, and (iii) five minutes at 6000 Nm and 4000 rpm. During these warm up stages no horizontal or vertical loads were applied.

After this seven minute warm up, the thirty-five loading cases (shown in Table 3.2) were each applied at 6000 rpm for one minute. These loading cases were chosen so as to fill the parameter space—namely, vertical loading \( (v) \), horizontal loading \( (h \) and \( \theta) \), and torque \( (Q) \)—as uniformly as possible. However, even three measurement points for each of these four parameters leads to eighty-one \( (3^4 = 81) \) load cases. In order to obtain a more manageable number of loading cases only the vertical load, one horizontal load \( (h_1) \), and torque were varied (the second horizontal load \( h_2 \) was held fixed at zero load) for the first twenty-seven cases. The last eight cases (cases 28–35) represent eight even angularly-spaced loads in the horizontal plane, that is, in the direction of the eight main compass points. (Note that load cases 27 and 28 are identical.)

After these thirty-five load cases the HTTF was warmed down, again in three stages with no horizontal or vertical loading: (i) one minute at 3000 Nm and 6000 rpm, (ii) one minute at 1000 Nm and 4000 rpm, and (iii) one minute at 0 Nm and 1000 rpm.

The original measurements taken were sampled (using the Metrum RSR512 recorder) at 625 samples per second (from a requested bandwidth of 78 Hz). The data were then resampled (via a digital-to-analogue and back-to-digital conversions) at 100 Hz, and finally down-sampled to the more manageable rate of 1 Hz.

²Additional operating restrictions were applied in order to avoid unnecessarily fast crack propagation within the gearbox. See Table 3.2 for the final loading set.
³Revolutions per minute of the turbine.
<table>
<thead>
<tr>
<th>Case</th>
<th>Torque Vertical</th>
<th>Horizontal</th>
<th>Case</th>
<th>Torque Vertical</th>
<th>Horizontal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N m)</td>
<td>(kN)</td>
<td></td>
<td>(N m)</td>
<td>(kN)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>2500</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>5000</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1.8</td>
<td>20</td>
<td>5000</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>5000</td>
<td>1.8</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.9</td>
<td>22</td>
<td>5000</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1.8</td>
<td>23</td>
<td>5000</td>
<td>0.9</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>24</td>
<td>5000</td>
<td>1.8</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0.9</td>
<td>25</td>
<td>5000</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>1.8</td>
<td>26</td>
<td>5000</td>
<td>0.9</td>
</tr>
<tr>
<td>10</td>
<td>2500</td>
<td>0</td>
<td>27</td>
<td>5000</td>
<td>1.8</td>
</tr>
<tr>
<td>11</td>
<td>2500</td>
<td>0.9</td>
<td>28</td>
<td>5000</td>
<td>1.8</td>
</tr>
<tr>
<td>12</td>
<td>2500</td>
<td>1.8</td>
<td>29</td>
<td>5000</td>
<td>1.7</td>
</tr>
<tr>
<td>13</td>
<td>2500</td>
<td>0</td>
<td>30</td>
<td>5000</td>
<td>1.8</td>
</tr>
<tr>
<td>14</td>
<td>2500</td>
<td>0.9</td>
<td>31</td>
<td>5000</td>
<td>1.7</td>
</tr>
<tr>
<td>15</td>
<td>2500</td>
<td>1.8</td>
<td>32</td>
<td>5000</td>
<td>1.8</td>
</tr>
<tr>
<td>16</td>
<td>2500</td>
<td>0</td>
<td>33</td>
<td>5000</td>
<td>1.7</td>
</tr>
<tr>
<td>17</td>
<td>2500</td>
<td>0.9</td>
<td>34</td>
<td>5000</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: The thirty-five load cases applied to the gearbox. The column labelled vertical load represents the total vertical load, that is, \( v_1 + v_2 \). The horizontal load is broken up into a magnitude and angle. All loading cases were applied at 6000 rpm.

Only eight channels of data could be extracted at any one time from the data acquisition system. Thus to extract the fifteen recorded channels, the data were partitioned into two files, each file containing eight channels. Unfortunately, these partitioned measurements were not temporally aligned, that is, the files did not commence resampling at exactly the same position in time. In order to temporally re-align these partitioned measurements both files contained one common channel.

The re-alignment was calculated as follows. Let \( \mathbf{x}^T = (x_1, x_2, \ldots, x_n) \) and \( \mathbf{z}^T = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n) \) denote vectors containing the common channel from the first and second files, respectively. To re-align these two vectors we want to minimise the error:

\[
err_m = \sqrt{\sum_{i=1}^{i=n-M} (x_{i-m} - \hat{x}_{i+m})^2},
\]

where \( m = \min(0, m) \), \( m = \max(0, m) \), \( n \) is the number of elements in the vector \( \mathbf{x} \), and \( M \) is the maximum lines to shift. Mathematically, \( M = \max(-m_0, m_1) \), where \( m_0 < 0 \) and \( m_1 > 0 \) are the lower and upper bounds to try when re-aligning the common channel between the two files. Thus we want to find the number of line shifts \( m \) needed to minimise the error, that is,

\[
err_{\text{min}} = \min_{m \in [m_0, m_1]} err_m.
\]
<table>
<thead>
<tr>
<th>lines shifted</th>
<th>truncated</th>
<th>comparison box</th>
<th>truncated</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = -2$</td>
<td>$x_{01}, x_{02}, x_{03}, x_{04}, x_{05}, x_{06}, x_{07}, x_{08}, x_{09}, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}$</td>
<td></td>
<td>$x_{12}, x_{13}, x_{14}$</td>
</tr>
<tr>
<td>$m = -1$</td>
<td>$x_{01}, x_{02}, x_{03}, x_{04}, x_{05}, x_{06}, x_{07}, x_{08}, x_{09}, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}$</td>
<td></td>
<td>$x_{12}, x_{13}, x_{14}$</td>
</tr>
<tr>
<td>$m = 0$</td>
<td>$x_{01}, x_{02}, x_{03}, x_{04}, x_{05}, x_{06}, x_{07}, x_{08}, x_{09}, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}$</td>
<td></td>
<td>$x_{12}, x_{13}, x_{14}$</td>
</tr>
<tr>
<td>$m = 1$</td>
<td>$x_{01}, x_{02}, x_{03}, x_{04}, x_{05}, x_{06}, x_{07}, x_{08}, x_{09}, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}$</td>
<td></td>
<td>$x_{12}, x_{13}, x_{14}$</td>
</tr>
<tr>
<td>$m = 2$</td>
<td>$x_{01}, x_{02}, x_{03}, x_{04}, x_{05}, x_{06}, x_{07}, x_{08}, x_{09}, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}$</td>
<td></td>
<td>$x_{12}, x_{13}, x_{14}$</td>
</tr>
<tr>
<td>$m = 3$</td>
<td>$x_{01}, x_{02}, x_{03}, x_{04}, x_{05}, x_{06}, x_{07}, x_{08}, x_{09}, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}$</td>
<td></td>
<td>$x_{12}, x_{13}, x_{14}$</td>
</tr>
</tbody>
</table>

*Figure 3.1: An example of the re-alignment algorithm with $m_0 = -2$, $m_1 = 3$, and $n = 14$. Only the data within the comparison box is used during re-alignment. The case with the minimum difference between the vectors $x$ and $\bar{x}$ is the correct re-alignment point.*

An example of this re-alignment algorithm is shown in Figure 3.1. Only the data bounded by the comparison box is used during the re-alignment process. All data lying outside the comparison box is discarded during re-alignment.

We now see that Equation (3.1) measures the distance between the two vectors $x$ and $\bar{x}$ under the $m$th truncation. (Figure 3.1 shows how the $m$th truncation works, namely, data outside the comparison box is discarded.)

Due to the digital-to-analog and back-to-digital conversions and the resamplings, the channel used for the temporal re-alignment in the partitioned measurements was not identical in the two files (due to quantisation error and noise). Even at the optimal temporal re-alignment there was approximately a 7% relative difference between the same channel in the two files containing the partitioned measurements (see Figure 3.2). This 7% error is an order of magnitude larger than the error expected. Without a detailed analysis of the conversion systems it is impossible to determine where these additional conversion errors were introduced. Since the synthesis model verification is not affected by this resampling discrepancy, no further analysis of the conversion systems was undertaken.

The percentage relative error in Figure 3.2 was calculated as

$$% \text{err}_m = \frac{\text{err}_m}{\text{err}_{\|m\|}} \times 100,$$

where $\text{err}_{\|m\|}$ is the length of the averaged vectors $x$ and $\bar{x}$ (under the $m$th truncation),
Figure 3.2: Temporally re-aligning partitioned files. The solid light green curve denotes the normalised error when the partitioned files are shifted with respect to each other. The broken black curve is the quartic fit to the solid light green curve. The symbol "$\bigcirc$" shows where the minimum normalised error occurs, that is, where the optimum re-alignment occurs.

that is,

$$
\text{err}_{m} = \sqrt{\sum_{i=M-n}^{i=M} \frac{(x_{i-m} + \hat{x}_{i+m})}{2}^2}.
$$

(3.2)

Note the similarity between $\text{err}_{m}$ given by Equation (3.1) and $\text{err}_{m}$ given by Equation (3.2). Both equations measure the length of a vector, either the difference or the average of the two vectors $x$ and $\hat{x}$ (under the $m$th truncation).

The quartic fit in Figure 3.2 shows that there is a general trend between the relative error and the lines shifted leading to a minimum. However, it is unsettling to see such large variations (approximately a 5% fluctuation) between adjacent line shifts, especially when this variation should only be due to the two resamplings.

Figure 3.3 shows a portion of the Horizontal Force 1 data, which was used to calculate the file re-alignment. (See Figure 3.4 for a plot of the complete Horizontal Force 1 data.) The optimum re-alignment, as depicted in Figure 3.2, was used in this Horizontal Force 1 plot. In Figure 3.3 there are 13000 samples (from 100 Hz data), which represents approximately two minutes worth of data. Within this plot there are two zoomed sections, each shows 75 samples and represents approximately 0.75 seconds of data. Both in the main plot and zoomed sections, the two time history lines closely follow each other demonstrating a good re-alignment between the two files. As can be seen in the first minute of this plot there appears to be a voltage drift between the two resamplings of the same data channel. This voltage drift diminishes for the remaining time shown.
Figure 3.3: Time history sample of the file re-alignment using the 100 Hz data from the Horizontal Force 1 gauge. Both the main plot and zoomed sections show that the files are well aligned. The first minute of this plot shows the drift in resampling the same channel.

The data recorded by the Metrum were all voltage readings. The following factors should be used to convert from voltage to the appropriate engineering units.

- Converting strain gauge readings from voltage to strain: \( 2500 \, \mu e/V \).
- Converting rotor torque \( (Q) \) readings from voltage to Newton metres: \(-1300 \, Nm/V\).
- Converting vertical force \( (v_1 \text{ and } v_2) \) readings from voltage to Newtons: \(-2050 \, N/V\).
- Converting horizontal force \( (h_1 \text{ and } h_2) \) readings from voltage to Newtons: \(-450 \, N/V\).

Time history plots of the raw measurements (in volts) are shown in Figure 3.4. In each plot, the horizontal axis represents time (approximately 41 minutes is shown). The length of the vertical scale bar \( \| \) represents 0.1 V (except in the plot entitled “Vertical Bending”, where the length of the scale bar \( \| \) represents 0.05 V).

In Figure 3.4 the raw data are represented by the light blue curves. For easier visualisation this raw data was smoothed using a Savitzky-Golay smoothing filter (see Press et al. [9]) and is depicted in the plots as the black curve. The smoothing was performed using an 11-point moving window (essentially a convolution), that is,

\[
g_i = \sum_{j=-5}^{5} c_j f(i+j) \quad \text{for } i = 1, \ldots, n, \tag{3.3}
\]

where \( f \) and \( g \) represent the raw and smoothed data, respectively, and \( n \) is the number of raw measurements taken. The smoothing operation given by Equation (3.3) is equivalent
Figure 3.4: Time history plots of the raw voltage measurements. The length of the vertical scale bar (to the left of each plot) represents 0.1 V (except in the plot entitled “Vertical Bending”, where the length of the scale bar represents 0.05 V).
to applying a least-squares quadratic fit to the eleven points surrounding and including the point of interest. Press et al. [9] give the following values for $c_j$:

$$(c_0, c_1, c_2, c_3, c_4, c_5) = (0.207, 0.196, 0.161, 0.103, 0.021, -0.084)$$

and $c_{-j} = c_j$ for $j = 1, 2, \ldots, 5$.

The black curves in Figure 3.4 (which represent the smoothed results) were obtained by recursively applying the smoothing operation five times. Further applications of this smoothing operator began to erase what were thought to be key features of the loading. On the other hand, too few applications of this smoothing operator did not reduce the "noise" sufficiently. By "noise" we mean both spurious loads (due to electrical measurement errors) and mechanical loads (due to gearbox vibration) not experienced by the rotormast head. Thus the number of smoothing operator applications, five, was chosen through trial and error to satisfy conflicting requirements—namely, reducing noise while retaining key loading features.

Mathematically, let $g_0 = f$, $g_1 = g$, and $S$ represent the smoothing operation. Using this notation Equation (3.3) may be rewritten as $g_1 = S(g_0)$, and the black curves represents $g_5$, where $g_k = S(g_{k-1})$ for $k = 1, 2, \ldots, 5$.

So that the length of the smoothed data vector $g$ was the same as the length of the measured data vector $f$, the original raw measurement vector was padded. Five additional copies of both the values $f_1$ and $f_n$ were added on the left- and right-hand sides of $f$, respectively. Mathematically, $f_i = f_1$ for $i = -4, -3, \ldots, 0$ (the left-hand side) and $f_i = f_n$ for $i = n + 1, n + 2, \ldots, n + 5$ (the right-hand side), so that the padded vector contained $n + 10$ elements before smoothing and $n$ elements after smoothing.

The smoothed data was only used for the plots shown in Figure 3.4, the raw data was used for all the calculations that follow. The smoothed results give us an indication of the level of noise present in the measurements.
4 Results

In this section we compare and contrast the loads-synthesis results from the least squares (LS) and instrumental variable (IV) models. For brevity, within this section the ten input and five output parameters will be referred to by a number code instead of name (see Table 4.1 for the numbering code). Thus, for example, the combination of input parameters \{1, 3, 5, 6, 9\} would denote the combination of gauges located on Struts 1 and 3, Rosettes 1 and 2, and the Vertical Bending gauge on the dog-bone.

<table>
<thead>
<tr>
<th>Input parameters</th>
<th>Output parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Strut 1</td>
<td>(1) Rotor torque</td>
</tr>
<tr>
<td>(2) Strut 2</td>
<td>(2) Vertical force 1</td>
</tr>
<tr>
<td>(3) Strut 3</td>
<td>(3) Vertical force 2</td>
</tr>
<tr>
<td>(4) Strut 4</td>
<td>(4) Horizontal force 1</td>
</tr>
<tr>
<td>(5) Rosette 1</td>
<td>(5) Horizontal force 2</td>
</tr>
<tr>
<td>(6) Rosette 2</td>
<td></td>
</tr>
<tr>
<td>(7) Rosette 3</td>
<td></td>
</tr>
<tr>
<td>(8) Horizontal bending</td>
<td></td>
</tr>
<tr>
<td>(9) Vertical bending</td>
<td></td>
</tr>
<tr>
<td>(10) Tension-compression</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: The numbering code used for the input and output parameters.

The errors in this section are calculated using the two-norm. The square of the two-norm is given by \( \|x\|^2 = \sum_{i=1}^{n} x_i^2 \), where \( x \) is the vector \( (x_1, x_2, \ldots, x_n) \). The errors were normalised by the measured results, thus the normalised two-norm error used in this section is given by

\[
\text{error} = \frac{\|y_s - y_m\|^2}{\|y_m\|^2}, \tag{4.1}
\]

where \( y_s \) and \( y_m \) denote vectors containing the synthesised and measured results, respectively.

There were ten input parameters available to synthesise the five output parameters. We theoretically require only five input parameters to synthesise the five output parameters. Choosing five input parameters from the ten input parameters available means there are \( C_{10}^5 = 252 \) different combinations of input parameters available to synthesise the five output parameters.

Figure 4.1 shows two examples (best and worst synthesis) of the rotor loads-synthesis techniques. The IV, LS, and measured (meas) results are shown respectively as light blue, medium green, and dark red lines.

The five large plots in this figure show the best performing synthesis results. The combination of input parameters \{1, 2, 3, 4, 10\} led to this best synthesis result. It was

\(^4\)More precisely, only five input parameters are required if they are linearly independent and they span the space of the five output parameters.
Figure 4.1: Plots showing the best performing instrumental variable (IV) and least squares (LS) loads syntheses of the measured (meas) parameters. The set of four plots in bottom right-hand panel show the worst performing LS load synthesis.
coincidental that this combination of input parameters led to both the best LS and the best IV solutions. Because there were five output parameters to be synthesised, the "best" result was calculated as the input parameter combination that returned the smallest two-norm error. In other words, if \( e_i \) represents the normalised two-norm error from the \( i \)th output parameter, than the "best" combination of input parameters is the one that minimises \( \| e \|_2 \), where \( e \) is the vector \((e_1, e_2, \ldots, e_5)\). A similar definition holds for the "worst" synthesis result; namely, the combination of input parameters that maximises \( \| e \|_2 \).

The bottom right-hand panel of four plots in Figure 4.1 shows the worst synthesis result from the LS model. The combination of input parameters \( \{6, 7, 8, 9, 10\} \) led to this worst LS synthesis result. For clarity within this panel, the synthesis history of the output parameter Vertical Force 2 (which is similar to the result for Vertical Force 1) is not shown in this worst performing panel.

The combination of input parameters \( \{3, 5, 6, 7, 10\} \) led to the worst IV synthesis result, which was over 100 times larger than the worst LS result.

Table 4.2 shows the normalised error, as defined in Equation (4.1), for the best and worst performing LS and IV synthesis results. The errors from the best performing IV and LS cases are comparable, more specifically, the IV errors are approximately one-and-a-half times larger than the LS errors. For the worst performing cases, however, the IV error ranges from 70 to 200 times larger than the associated worst LS error.

<table>
<thead>
<tr>
<th>Output parameter</th>
<th>Best performing</th>
<th>Worst performing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LS error</td>
<td>IV error</td>
</tr>
<tr>
<td>(1) Rotor torque</td>
<td>0.030</td>
<td>0.051</td>
</tr>
<tr>
<td>(2) Vertical force 1</td>
<td>0.044</td>
<td>0.070</td>
</tr>
<tr>
<td>(3) Vertical force 2</td>
<td>0.043</td>
<td>0.070</td>
</tr>
<tr>
<td>(4) Horizontal force 1</td>
<td>0.070</td>
<td>0.089</td>
</tr>
<tr>
<td>(5) Horizontal force 2</td>
<td>0.15</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table 4.2: Normalised error for the worst and best performing least squares (LS) and instrumental variables (IV) synthesis results.

Trouble can be expected in the numerical solution of the least squares method whenever the condition number of the least squares matrix is large. According to Golub and Van Loan [3, § 5.3.5], this trouble occurs when \( \kappa_2(A) \approx 1/u \), where \( \kappa_2 \) is the two-norm condition number [3, § 2.7.2], \( A \) is the least squares matrix, and \( u \) is the machine's unit roundoff. As a rule of thumb, the logarithm (base 10) of the condition number gives the number of significant digits lost due to round-off error, that is,

\[
digits\ lost\ to\ round-off \approx \log_{10}(\kappa_2).
\]  

(4.2)

Before continuing further, it will prove useful to summarise some of the main linear algebra results we will need. Although it is not exactly the way to determine the LS or
IV models, it will prove useful to look at a simple analogy. Consider a linear single-input single-output (SISO) system, which we approximate by \( y = ax \). Here \( x \) is the input parameter, \( y \) is the output parameter, and \( a \) is the coefficient relating the input parameter to the output parameter. Let us consider \( m \) measurements of this SISO system using the simple linear model:

\[
y = xa.
\]  

(4.3)

The vector \( x \in \mathbb{R}^m \) denotes \( m \) measurements of the input parameter \( x \), while the vector \( y \in \mathbb{R}^m \) denotes \( m \) measurements of the output parameter \( y \). Using calibration data we know \( x \) and \( y \) and so can determine the coefficient \( a \) using the relation \( a = (x^T y) / (x^T x) \). Once the calibration is complete, given some input \( x \) we can synthesise the output \( y \) using the coefficient \( a \) and Equation 4.3.

We can generalise this analogy to a multiple-input single-output (MISO) system, with \( n \) input variables, which we model by \( y = a_1 x_1 + \cdots + a_n x_n \). Let us consider \( m \) measurements of this MISO system using this simple linear model:

\[
y = Xa,
\]  

(4.4)

where the vector \( y \in \mathbb{R}^m \) contains \( m \) measurements of the output parameter \( y \), the matrix \( X \in \mathbb{R}^{m \times n} \) contains \( m \) measurements of the \( n \) input parameters \( x_i \) (for \( i = 1, \ldots, n \)), and the vector \( a \in \mathbb{R}^n \) contains one coefficient for each \( x_i \) (that is, \( n \) coefficients). If \( X^{-1} \) is the inverse of the matrix \( X \), then solving for the coefficient vector \( a \) we have that

\[
a = X^{-1} y.
\]  

(4.5)

There are two main problems in determining the coefficient vector \( a \):

- Ill-conditioning (that is, collinearity) of the matrix \( X \) causes small errors in \( y \) to induce large errors in the solution of \( a \) (see Equation 4.5).

- Solving Equation 4.5 for the coefficient vector \( a \) with errors in both \( X \) and \( y \), due to noise, may lead to large errors.

The first of these problems is by far the more serious, since (provided the noise is unbiased) errors due to noise can be reduced by using additional measurements.

It will prove useful to keep this simple MISO system analogy in mind when, in solving for the LS or IV models, we refer to either ill-conditioning or noise.

As would be expected, the five output parameters were synthesised with varying degrees of success by the different input-parameter combinations. Figure 4.2 compares how well the two techniques (LS and IV) performed in synthesising the output parameters. This figure shows plots of the ratio of errors (instrumental variable error to least square error) for the different combinations of input parameters. These error ratios are plotted against the condition number of the matrix containing the data from the input parameters.

The scale to the right of each plot maps colour to LS error. All of the scales (vertical, horizontal, and colour) on these plots are logarithmic.

These error ratios clearly demonstrate that—in general—the LS model more accurately synthesises load than does the IV model. An earlier report [8] demonstrated that the IV
Figure 4.2: Plots showing the ratio of instrumental variable (IV) error to least squares (LS) error versus condition number. The shaded scale (to the right of each plot) pairs a dot's shading with its LS error. All scales are logarithmic.
model would outperform the LS model only when the condition number (of the system to be solved) was large and there was significant noise. The condition number in the current experimental results is relatively small—approximately 100. Thus according to Equation (4.2), the LS synthesis would be losing approximately two digits of accuracy from the sixteen digits available under normal single-precision arithmetics. The noise level in the measurements also appeared to be low. For example, in Figure 3.4 compare the smoothed measurements (in black) with the raw measurement (in light blue), the difference between these two curves gives an indication of the noise.

The plots in Figure 4.2 also demonstrate the loads-synthesis effect of increasing condition number. Generally, and as expected, the points to the left of these plots are darker (that is, have lower synthesis errors) than the points to the right. However, this correlation between condition number and loads-synthesis error is only weakly demonstrated in these plots due to the small range of condition numbers.

Given that the LS model seemed to perform better for this gearbox experimental data, the effect of varying the number of input parameters on the error from the LS model was investigated. Figure 4.3 shows plots of how the LS error varies with both condition number and the number of input parameters used in loads synthesis. A plot of the output parameter Vertical Force 2 (which is similar to the result for Vertical Force 1) is not shown. In these plots, the LS error is depicted in three-dimensions and these error points are projected onto the plot's three perpendicular planes. The colours denote the number of inputs.

We see several expected phenomena in Figure 4.3. The condition number increases as the number of inputs (used in the synthesis model) increases. Moreover, for the now known to be well-conditioned system: The synthesis results improve with additional inputs. And the best result for all output parameters is obtained when all ten input parameters are used in the loads synthesis.

Unexpectedly, the synthesis error decreases with increasing condition number, which is the opposite effect to that which was expected. This unexpected behaviour may be due to the small range of condition numbers found when using different input combinations. (In other words, using Equation 4.2 we are only losing two digits accuracy in the matrix inversion.) Alternatively, the additional information provided by the extra gauges may more than compensate for the increased collinearity between gauges.

Figure 4.4 shows the statistical distribution of normalised error when different combinations of input parameters are used to synthesise the output parameters. These error distributions are plotted against the number of input parameters used in the loads-synthesis model.

The distributions of errors for the LS model are depicted by the blue shaded regions. The lower and upper bounds of the light blue region give the minimum and maximum, respectively. The first and third quartiles\(^5\) are respectively depicted by the lower and upper bounds of the mid-blue region. The central dark blue line denotes the distribution's median (that is, second quartile).

---

\(^5\)By definition, 25% of the data have values below the first quartile and 75% have values below the third quartile.
Figure 4.9: Error (of four output parameters) for the least squares (LS) loads synthesis of the measured parameters. This error is plotted against the number of input parameters (Num. of inputs) and the condition number (Cond. num.) of the LS matrix. The colours correspond to the number of inputs.
Figure 4.4: Plots showing the statistical distribution of normalised error versus the number of input parameters used in the loads-synthesis model. The distributions were generated using all the different input-parameter combinations for a fixed number of inputs. The blue shaded regions and box-and-whiskers plots respectively depict error distributions from the least squares (LS) and instrumental variable (IV) models.
There is only one combination of 10 inputs, that is, $C_{10}^{10} = 1$. So strictly speaking the statistical distributions shown in Figure 4.4 for the cases of 10 input parameters is depicted only for the continuity of the plots. It is impossible to determine the first and third quartiles of a single value; and the minimum, median, and maximum of a single value makes little sense.

The distributions of errors for the IV model are depicted by the box-and-whiskers plots. The lower and upper ends of the whisker lines give the minimum and maximum, respectively. The lower and upper bounds of the box respectively depict the first and third quartiles. The horizontal line inside the box depicts the median. Due to implementation limitations of the IV model, only the case of five input parameters or less are depicted in these IV error box plots. As a limitation, Johnston and DiNardo [4] state that to implement the IV technique, the number of instrumental variables has to be at least as large as the number of input variables. We have used the same number of input and instrumental variables in the IV models.

As can be seen in Figure 4.4, the median error decreases exponentially with increasing number of inputs. For the Horizontal Force 2 load, this exponential decrease in median error does not occur until there are at least five inputs. This late error decrease is probably due to the fact that for most of the testing the loading from the Horizontal Force 2 actuator is zero (see Figure 3.4).

Provided we choose the best combination of inputs, five inputs are enough to accurately synthesis the five output loads shown in Figure 4.4. There is only a marginal increase in synthesis accuracy between the best five-input model and the ten-input model. For any particular output parameter, the relative error between the best five-input model and the associated ten-input model varies between 2% and 16%.

From the LS and IV results in Figure 4.4 we see that the minimum of both models was comparable (except for Horizontal Force 2, where the errors for the 2, 3, and 4 input IV model were twice that of the corresponding LS model). However, the spread of the IV errors was considerably larger than the corresponding LS errors. As noted earlier for the five input case (see Figure 4.2), the worst IV error can be more than 100 times larger than the worst LS result. The IV model is very sensitive to the gauge combination chosen to perform the loads synthesis.

Artificially adding noise to the measurements produced similar results and slightly improved the condition number of the system to be solved! The added noise made the system appear even more orthogonal than it really was, resulting in an improved condition number.
5 Conclusion

The main aim of this experiment on the Squirrel gearbox was to validate the load-synthesis model under challenging conditions—namely, using noisy measurements and collinear (that is, almost linearly dependent) gearbox gauges. We anticipate that gauges mounted on a real helicopter would experience these challenging conditions, and so we were attempting to simulate these conditions in this experiment.

Unfortunately, the chosen geometry of the gearbox gauges resulted in a set of equations that were linearly independent (in fact, they were almost orthogonal). This orthogonality meant that both techniques under investigation were able to easily synthesise the required loads.

Choosing a gauge geometry that results in either linear dependence or independence would probably be difficult on a complex structure like a helicopter. The best and simplest way to choose the gauge geometry would be to use existing data from a flight loads program (such as the joint ADF-USAFA Black Hawk flight loads survey [2]). Different gauge combinations could then be easily and quickly tested for linear independence and noise in synthesising each required component load.

Alternatively, the fact that we obtained an almost orthogonal set of gauges (when we were trying to produce an almost linearly dependent set) may portend good news. Perhaps the selection of gauge locations on a real helicopter may not be as formidable as we envisaged? That is, most sets of gauge locations result in orthogonal systems, so that a simple load-synthesis technique would be sufficient to provide accurate results.

Only further experimental validation will determine which of these two scenarios is correct.

The level of noise-to-signal ratio was low for all gauges; in fact, most gauges had noise levels lower than 2%. From a testing perspective these low noise levels were less of a problem than the gauge orthogonality because noise could easily be added to the raw signals. Ironically, adding more noise (to this particular system) only improved the system's gauge orthogonality! Adding independent Gaussian noise to the raw gauge signals made the system appear even more orthogonal, probably because this independent noise further reduced the collinearity between different gauges.

In previous simulation work [8] we found that the instrumental variables (IV) model was better than the least squares (LS) model only when there were high noise levels in the measurements and the gauges were almost linearly dependent. When these two conditions were not present, both models produced comparable results. The experimental results obtained from the gearbox confirmed these previous simulation results, and demonstrated that the IV model errors were very sensitive to gauge combination. Choosing the wrong gauge combination for the IV model led to errors that were more than 100 times larger than the error produced by the best IV model. In contrast, the LS model was less sensitive to gauge combination, where the errors from the worst gauge combination were approximately 10 times larger than the errors found with the best gauge combination.

The next validation test of the IV synthesis model will be a blind test using data from the Black Hawk flight loads survey [2].
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