13. ABSTRACT (Maximum 200 words)
During this project, the development of AFM experimental expertise was undertaken. An AFM was purchased and modified for the dynamic AFM measurements. The system allows the cantilever resonance frequencies to be determined both in and out of contact with a specimen. In addition, the dynamic implementation allows the surface topography and material stiffness to be mapped simultaneously. During this project, several aspects of this research were explored. One focus was on comparison of ATM methods with other experimental measurement techniques using thin films as a test base. Improved modeling of the AFM cantilevers was undertaken as it became apparent that simpler methods were not sufficient for experimental analysis. Finite element models are being constructed to include observed variations in cantilever width, thickness, and tip location. The analytical modeling has been focused on the nonlinear vibrations of ATM cantilevers with nonlinear boundary conditions. The studies of nonlinear vibrations have been extended for contact boundary conditions of a general nature such that both soft and hard contacts may be analyzed. The method of multiple scales is the primary method used for these studies. Finally, the coupling of flexural and torsional vibration modes has been examined. The coupling is the result of the specific geometry of certain ATM cantilevers. Both experimental and analytical studies have been conducted.
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Objectives

This research program is focused on the study of the atomic force microscope (AFM) as an instrument for quantitative measuring and imaging material properties with nanoscale resolution. More specific to this research are the dynamic modes of AFM, in which the specimen moves relative to the AFM cantilever tip while in contact. Particular emphases include the higher-order vibration modes and the nonlinear vibration response. In addition to the original objective, improved modeling of AFM cantilevers has been undertaken. The use of simplified beam models with uniform cross section does not reflect the AFM cantilevers that are often used in experiments. High resolution cantilever measurements with a scanning electron microscope (SEM) and modeling with finite element analysis have been used to improve the comparisons between experiments and numerical models.

Description of Effort

During this project, the development of AFM experimental expertise was undertaken. An AFM was purchased and modified for the dynamic AFM measurements. The system allows the cantilever resonance frequencies to be determined both in and out of contact with a specimen. In addition, the dynamic implementation allows the surface topography and material stiffness to be mapped simultaneously. During this project, several aspects of this research were explored. One focus was on comparison of AFM methods with other experimental measurement techniques using thin films as a test base. Improved modeling of the AFM cantilevers was undertaken as it became apparent that simpler methods were not sufficient for experimental analysis. Finite element models are being constructed to include observed variations in cantilever width, thickness, and tip location. The analytical modeling has been focused on the nonlinear vibrations of AFM cantilevers with nonlinear boundary conditions. The studies of nonlinear vibrations have been extended for contact boundary conditions of a general nature such that both soft and hard contacts may be analyzed. The method of multiple scales is the primary method used for these studies. Finally, the coupling of flexural and torsional vibration modes has been examined. The coupling is the result of the specific geometry of certain AFM cantilevers. Both experimental and analytical studies have been conducted.
Accomplishments

Comparisons with other Techniques. The experimental setup for the dynamic AFM experiments (also known as atomic force acoustic microscopy or AFAM) is shown schematically in Fig. 1. A commercial AFM (Thermomicroscopes Autoprobe CP) was modified for these experiments. A reference specimen and an unknown specimen are placed on a broadband ultrasonic transducer (2.25 MHz center frequency). The transducer is mounted on the AFM stage and is excited by the function generator. The output from the AFM photodiode is mixed with the driving signal in the lock-in amplifier. The lock-in output and the photodiode output are both used by the AFM for imaging. The function generator is controlled by Labview software.

Figure 1. Schematic of the atomic force acoustic microscopy experiment. Both the topography and lock-in amplifier output are used for imaging.

In a typical experiment, the free and contact cantilever resonances are measured on both the reference and the sample of interest. The cantilever resonances are found by scanning an appropriate frequency range with the function generator and plotting the lock-in output. The contact resonances are functions of applied load on the AFM cantilever. The frequency shifts may be used to determine the mechanical properties of the unknown relative to the reference. First, the necessary spring stiffness of the contact $k_c^*$ is determined from the natural frequency data and an appropriate vibration model. The value of $k_c^*$ is then used to determine the contact modulus of the sample using the Hertzian contact relation $E^*_s = E^*_r \left( \frac{k_c^*}{k_r^*} \right)^{1/2}$, where the subscripts denote the sample and reference.

The sample indentation modulus $M_s$ is then determined from $(E_s^*)^{-1} = (M_{tip}^*)^{-1} + (M_s)^{-1}$, where $M_{tip}$ is the indentation modulus of the tip. AFAM results for indentation modulus on samples of aluminum and niobium were compared with results using surface acoustic waves (SAW) and instrumented indentation (IIT) [1]. The results are summarized in Table 1. These results are typical of other measurements on different materials. The primary cause of the wide range in the AFAM results is thought to come from the choice of the reference material. For the results in Table 1, both glass and single crystal silicon were used as references. The appropriate use of reference samples for AFAM is the subject of ongoing research.

<table>
<thead>
<tr>
<th>Material</th>
<th>Literature</th>
<th>SAW</th>
<th>IIT</th>
<th>AFAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>76 – 81</td>
<td>78 ± 1</td>
<td>86 ± 4</td>
<td>54 – 81</td>
</tr>
<tr>
<td>Nb</td>
<td>116 – 133</td>
<td>120 ± 5</td>
<td>—</td>
<td>91 – 137</td>
</tr>
</tbody>
</table>
**Imaging.** Once the resonances are measured, an AFAM image may be made. The transducer motion is fixed at a single frequency slightly higher or lower than the resonance for a given applied load. The feedback control loop of the AFM is set to constant force and the scan is made. The topography and stiffness images are obtained simultaneously. Example results for polysilicon are shown in Fig. 2. The topography images are in the lefthand column while the stiffness images (lock-in output) are shown in the righthand column. Results from two scans are shown. The stiffness images for these samples show the interesting contrast within regions that appear to be single grains in the topography image. Also of note are the single grains that appear to have different stiffness. Calibrated stiffness measurements may be made by comparing spectra measured from a known material, such as single crystal silicon, to spectra from the unknown.

**Improved Modeling.** Improved modeling of AFM cantilevers was undertaken as it became clear that the simple models based on cantilevers of uniform cross-section did not
apply to many commercially available cantilevers. To date, AFAM experiments have been interpreted exclusively with an analytical model in which it is assumed that the cantilever cross-section is uniform over the length of the beam. The assumption is not strictly true, even for cantilevers that are uniform over the majority of their length. Thus, data interpretation using such analytical models is an approximation for real experimental conditions. Such approximations are very good in some cases. However, cantilevers such as dagger shaped, V-shaped, or triangular cantilevers are useful for measurements but are clearly not uniform.

To address the current deficiency in these simplified AFAM models, finite element models (FEM) have been developed for AFAM applications. Variations in geometry that extend over a small range of the cantilever, such as the triangular portion of dagger-shaped cantilevers, are easily modeled using FEM. Two types of cantilevers were investigated, one with rectangular plan view and one with a dagger-shaped plan view [1]. For both cantilevers, the length and width dimensions were measured using an optical microscope. The thickness was measured using scanning electron microscopy (SEM). The optical measurements were more accurate (relative to the degree of accuracy required) than the SEM measurements due to mounting and alignment issues. Moreover, the beam resonance frequencies are much more sensitive to thickness than to length or width. For these reasons, the cantilever thickness was the primary variable adjusted to match the experimental results. Other variations in the different cantilevers were also included in the models. For instance, the tip of the rectangular cantilever was not located exactly at its end, but some unknown distance. Therefore, the tip position was allowed to vary in the FEM. The location of the dagger cantilever’s tip, on the other hand, was exactly at the end and was not a variable parameter in the model. Other parameters that were investigated in the FEM include tip mass, damping, and cantilever thickness variations. Example numerical results for both types of cantilevers are given in Table 2.

The indentation modulus was calculated from the contact frequencies for both aluminum and niobium. The results are based on two reference materials. The FEM results in some cases are not necessarily an improvement over the simplified model. However, it should be noted that in many cases unphysical parameters are used in the simplified models, such as tip placement very far from the beam end. Further improvements to these modeling efforts are being examined.

<table>
<thead>
<tr>
<th>Material</th>
<th>Cantilever</th>
<th>Reference</th>
<th>Model</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>rectangular</td>
<td>glass</td>
<td>uniform</td>
<td>76 ± 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FEM</td>
<td>76 ± 10</td>
</tr>
<tr>
<td>Al</td>
<td>dagger</td>
<td>glass</td>
<td>uniform</td>
<td>64 ± 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FEM</td>
<td>54 ± 4</td>
</tr>
<tr>
<td>Nb</td>
<td>rectangular</td>
<td>glass</td>
<td>uniform</td>
<td>89 ± 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si</td>
<td>FEM</td>
<td>95 ± 14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si</td>
<td></td>
<td>128 ± 16</td>
</tr>
<tr>
<td>Nb</td>
<td>dagger</td>
<td>glass</td>
<td>uniform</td>
<td>87 ± 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si</td>
<td>FEM</td>
<td>92 ± 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si</td>
<td></td>
<td>120 ± 14</td>
</tr>
</tbody>
</table>

Table 2. Comparison of results for indentation modulus $M$ using analytical and finite element models of AFM beams [1].
**Nonlinear Vibrations.** The nonlinear forces that develop between the AFM tip and the specimen often result in nonlinear behavior in the vibrations. Experimental results have shown the type of softening nonlinearity expected. The fundamental problem of the nonlinear vibrations of a beam with cantilever-Hertzian contact boundary conditions was investigated [2]. The method of multiple scales was used to analyze this problem in which it was assumed that the beam remains in contact with the moving surface at all times. The contact between the AFM tip and the sample surface was modeled as Hertzian. One primary result from this analysis is the amplitude-frequency relation for the various flexural modes. The amplitude-frequency curves exhibit softening behavior as expected. The amount of softening depends on the linear contact stiffness relative to the beam stiffness (characterized by dimensionless parameter $\beta$) as well as the specific mode. An example result is shown in Fig. 3. The modal amplitude is plotted versus the detuning parameter for the first and second modes for two values of $\beta$. The sensitivity to the nonlinearity is similar to the linear sensitivity [3]. The sensitivity of the different modes is reflected in their nonlinear behavior — some modes exhibit larger shifts in natural frequency than others for the same type of contact stiffness. The associated nonlinear normal modes of this system were also derived. The modes include a nonlinear addition to the linear, harmonic component as well as a static offset term and second and third harmonic components.

![Figure 3. Nonlinear frequency shift of the first and second modes for two values of linear contact stiffness $\beta = 50$ (solid) and 500 (dashed). Each mode responds differently to the nonlinearity [2].](image)

**Modal Coupling.** The coupling of flexural and torsional vibration modes of atomic force microscope cantilevers has also been investigated. This type of coupling occurs in cantilevers of certain geometries. Solutions were obtained using an analytical bending and torsional model as well as using the finite element method. The coupling considered arises from small geometric asymmetries in the cantilever, such as an offset tip or uneven distribution of cantilever mass. The asymmetries lead to coupling of the respective flexural and torsional governing equations. Specific conditions necessary for the coupling of the first torsional mode with various flexural modes were derived. For isotropic rectangular cantilevers with rectangular cross-section, the tendency for coupling is characterized by a dimensionless parameter $H = \frac{w}{12L} \sqrt{\frac{6(1 + \nu)}{w}}$, where $w$ is the width, $L$ is the length, and $\nu$ is Poisson's ratio. Conditions for coupling are easily satisfied by commercially available AFM cantilevers. Example experimental results are shown in Fig. 4 [4]. The experiments were done with commercial rectangular AFM cantilever beams made of silicon. The cantilevers were set into vibration using a piezoelectric ultrasonic
transducer coupled to the chip of a cantilever. The transducer was excited harmonically in the frequency range of 100 kHz to 3 MHz. The vibrations were monitored using an optical Michelson heterodyne-interferometer allowing the surface of the cantilever under examination to be scanned with a lateral resolution of several microns. The measured frequency spectrum was used to identify the various modes. The amplitude and phase of four free vibration modes of the beams are shown in Fig. 4. Theoretical predictions of the modal coupling are shown in Fig. 5 for $H = 0.025$. These results agree very well with the experimental results.

Figure 4. Amplitude and phase distribution of the first four modes of a rectangular Si-cantilever that are predominantly torsional. The scan size is about 550 x 100 μm² [4].

Figure 5. Predicted third and fourth mode shapes calculated from the flexural/torsional coupling model with $H = 0.025$. The interaction observed is a coupling between the first torsional and third flexural modes [4].

**Interactions.** Collaborative efforts have continued with Dr. D. C Hurley of the Materials Reliability Division of the National Institute for Standards and Technology (NIST) in Boulder, Colorado. This collaboration includes the sharing of test samples and AFM cantilevers, comparison of experimental data, and collaborative theoretical/experimental research. Collaborative research is also continuing with the group headed by Dr. W. Arnold at the Fraunhofer Institut für zerstörungsfreie Prüfverfahren (IZFP) in Saarbrücken, Germany. The PI and students are collaborating with the IZFP on the
development of finite element models, analytical vibration models, and experimental comparisons. Collaboration with the thin films group at UNL (S. Rohde) has also proven fruitful [5]. The AFAM research is continued through support of the National Science Foundation (ceramic nanofibers) and the Department of Energy (sintered materials).
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Transitions

As an ongoing part of this research, the analysis and calculations used for AFAM have been developed into web-based calculation tools (http://em-jturner.unl.edu/calcs.htm). For example, one of these tools calculates AFM cantilever frequency spectra and modal sensitivity as a function of the surface stiffness for both flexural and torsional vibrations (shown in Fig. 6). Current options include three cantilever plan views of rectangular, V-shaped, and triangular. The user chooses the cantilever shape and inputs material property and geometric data. The information is then passed to a MATLAB program that performs the calculations. The output is then posted in plot or table format in the browser frame. Additional tools focused on AFAM experiments are also now included.

Figure 6. Example output from one of the web-based AFM calculation tools. Several different cantilever geometries are included as are flexural and torsional modes.
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Abstract

Commercial rectangular atomic force microscope cantilever beams made of silicon were set into vibration, using a piezoelectric ultrasonic transducer coupled to the chip of a cantilever. The transducer was excited with continuous r.f. in the frequency range of 100 kHz to 3 MHz. The vibrations were monitored using an optical Michelson heterodyne-interferometer allowing the surface of the cantilever under examination to be scanned with a lateral resolution of several µm. A number of free torsional and flexural vibration modes of the beams were imaged quantitatively. Comparison of the experimental resonance frequencies and the amplitude and phase distribution of the modes to theoretical models showed that asymmetries in the beam strongly influence the vibrational behavior of the beam. The consequences for quantitative local stiffness measurements are discussed.

Keywords: Atomic force microscopy; Acoustic; Cantilever vibrations; Torsional resonances; Non-linear vibration; Interferometrical imaging of vibration

1. Introduction

Since the invention of the atomic force microscope (AFM) [1] several different quasi-static and dynamic operating modes have been developed, for example friction force microscopy (FFM) [2] or atomic force acoustic microscopy [3]. During the past few years, many groups have been improving the quasi-static FFM technique [4,5] to a dynamic method, expanding the possibility to examine the origin of friction on a nanoscale [6–18] without the shortcomings of conventional FFM, which are time-consuming measurements with high noise and unstable friction imaging.

One crucial component for all AFM-operating methods is the flexible force-sensing cantilever [19]. These micro-fabricated AFM cantilevers can be regarded as miniature elastic beams with characteristic bending and torsional vibration modes. By means of elasticity theory it is possible to calculate the resonance frequencies and the local vibration...
amplitudes and phases of the modes. Depending
on the geometry of the beam analytical or nu-
merical methods [20,21] can be used. However, the
exact cantilever geometry is often not known and
can vary considerably within one set of commer-
cial beams. Properties of the beams, such as ver-
tical and lateral spring constants are of
fundamental importance for quantitative meas-
urements, in particular for local elasticity mea-
surements [20]. By examining the vibration spectra
of the cantilevers during our ultrasonic AFM
measurements, we often noticed the appearance of
additional resonances not expected theoretically.
Here we show that the free vibrational modes of
clamped-free silicon AFM cantilevers can be im-
age quantitatively. This provides evidence about
the origin of the additional modes and also allows
a quality control of AFM sensors because the ef-
etteive spring constant depends on the vibrational
mode of the cantilever [22], which in turn is in-
fuenced by the geometry of the cantilever, the
mass distribution along its length, and the position
of the tip.

2. Theory

2.1. Flexural vibrations

Bending and torsional vibrations of uniform,
homogeneous beams with constant cross-sectional
area can be described by a fourth- and a
second-order partial differential equation, respec-
tively. The equation of motion for the bending
modes can be found in textbooks [23].

$$EI \frac{\partial^2 y}{\partial x^2} + \rho A \frac{\partial^2 y}{\partial t^2} = 0$$

(1)

where $E$ is the Young's modulus, $I = ab^3/12$ is the
area moment of inertia of a beam with rectangular
cross section, $a$ is its width and $b$ its thickness, $\rho$ is
the mass density and $A = ab$ is the cross-sectional
area. Here, $x$ is the coordinate in the longitudinal
direction of the cantilever, $y(x)$ is the excursion
from the rest position of the length element at $x$. A
general solution for Eq. (1) can be written as

$$y(x,t) = (a_0 e^{i\omega t} + a_1 e^{-i\omega t} + a_2 e^{i\gamma t} + a_3 e^{-i\gamma t}) e^{i\alpha t}$$

(2)

Here, $\omega = 2\pi f$ is the angular frequency and
$\gamma = 2\pi/\lambda$ the flexural wave number. Inserting Eq.
(2) in Eq. (1) yields the dispersion relation

$$EI \lambda^4 - \rho A \omega^2 = 0$$

(3)

or

$$\omega = \gamma \sqrt{\frac{EI}{\rho A}}$$

(4)

The constants $a_i$ ($i = 1, 2, 3, 4$) can be determined
by the boundary conditions. In free vibrations, the
cantilever is clamped at $x = 0$, whereas the free end
is at $x = L$. This yields the characteristic equation
for the wave number $\gamma$

$$\cos \gamma L \cosh \gamma L + 1 = 0$$

(5)

Using Eq. (4) and the solutions $\gamma_{iL}$ of Eq. (5), one
obtains the bending-mode eigenfrequencies

$$\nu_i = \frac{(\gamma_{iL})^2}{2\pi L^2} \frac{\gamma_{iL}^2}{2\pi L^2}$$

(6)

The amplitude distribution of the flexural can-
tilever vibration $y_i(x)$ of each mode is described by
the following equation

$$y_i(x) = y_0 \left[ \cos \gamma_{iL} x - \cos \gamma_{iL} x \right]$$

$$\cos \gamma_{iL} L + \cosh \gamma_{iL} \sin \gamma_{iL} x + \sinh \gamma_{iL} \cos \gamma_{iL} x \right]$$

(7)

where $y_0$ is the vibrational amplitude.

2.2. Torsional vibrations

The equation of motion for torsional modes is

$$c_\tau \frac{\partial^2 \Theta}{\partial t^2} - \rho \frac{\partial^2 \Theta}{\partial t^2} = 0$$

(8)

where $\Theta$ is the angle of twist, $c_\tau = ab^3 G/3$ is the
torsional stiffness and $J = ab^3 L/12$ the polar area
moment of inertia. A general solution for Eq. (7)
can be written as

$$\Theta(x) = A \sin \eta x + B \cos \eta x$$

(9)

where constants $A$ and $B$ are also given by the
clamped-free boundary conditions for the cantil-
lever oscillations, so the amplitude distribution is
\[ \Theta(x) = A \sin \eta x \]  

(10)
The torsional wave number \( \eta \) is obtained by the balance of the torsional moments [12,24]

\[ c_T \left. \frac{\partial \Theta(x)}{\partial x} \right|_{x=L} = 0 \]

(11)
The eigenfrequencies for torsional vibrations are obtained by solving Eq. (8)

\[ f_n = \frac{2n - 1}{2} \frac{G}{L} \sqrt{\frac{1}{\rho}} \]

(11)

Unlike the bending mode eigenfrequencies (Eq. 6) the torsional modes are equally spaced by \( \Delta f \), because Eq. (8) exhibits no dispersion.

3. Experiments

3.1. Cantilever

The examined cantilevers were manufactured from highly doped, single-crystal silicon with integrated single-crystal silicon tip. The tip was pointing into the (100) direction, whereas the cantilever pointed into the (110) direction. We used two low force constant types designed for contact mode (Fig. 1) and for lateral force microscopy, respectively, from the same manufacturer (Pointprobe®, Nanosensors, Wetzlar, Germany). For generating a high enough torsional vibration amplitude, we selected cantilevers with low bending and hence also low torsional stiffness. In order to determine the geometrical parameters, the width and length of the cantilevers were measured with an optical microscope. From the measured resonance frequency of the first ten bending modes the thickness of the cantilever was calculated using Eq. (6) avoiding time-consuming measurements using an electron-microscope.

3.2. Atomic force microscope set-up

The experimental set-up to measure the free vibration spectra of the cantilever with the AFM is shown in Fig. 2. A commercial Scanning Probe Microscope (Dimension 3000, Digital Instruments, Santa Barbara, CA) with additional ultrasonic equipment was used to excite and measure flexural and torsional vibration resonances of the cantilever. A frequency generator (HP 33120 A) provides a sinusoidal signal, which is applied to a conventional ultrasonic shear wave transducer (Panametrics V151, 5 MHz center frequency) attached to the sample. As a sample, we used a piece of a silicon wafer. The ensuing sample surface vibration couples via the air column between the cantilever and the sample into the cantilever mounted over the sample with a distance of about 2-5 \( \mu m \). The cantilever vibrations were measured with the internal optical detector of the instrument, provided its bandwidth was in the MHz.

![Fig. 1. Optical micrograph of the cantilever used for torsional mode measurement (type CONT); Calculated spring constant \( k = 0.131 \) N/m; nominal thickness: \( 2 \pm 0.5 \mu m \). The cantilever is supported by a single crystal silicon holder as can be seen on the right.](image-url)

![Fig. 2. Experimental set-up for torsional vibration measurements in an AFM.](image-url)
regime, otherwise a fast external amplifying system was used. The HF amplitude detection scheme consists of a heterodyne down-converter which in addition receives a reference signal at the excitation frequency from the frequency generator. The heterodyne down-converter operates at frequencies from 75 kHz to 10 MHz and shifts the desired signal to a fixed 20 kHz intermediate frequency. It is evaluated by a lock-in amplifier. The set-up is controlled by a Labview program enabling one to change the frequency, to read the lock-in output, and to store the spectra.

Typical measured lateral vibration spectra of cantilever #1 (type CONT) are shown in Fig. 3. Besides torsional modes flexural modes also appeared in the lateral channel, however, never were torsional modes observed in the vertical channel. By calculating the first torsional eigenfrequency using Eq. (11), the 212 kHz peak in the lateral channel spectrum can be identified as belonging to a torsional resonance. However, a second peak appeared at 265.5 kHz without a corresponding peak in the vertical spectrum at the same frequency. In order to clarify the situation, we performed interferometric measurements of the displacements of the vibrating cantilevers in order to compare the experimentally determined vibration patterns to the expected patterns as calculated by Eqs. (7) and (11).

### 3.3. Interferometric measuring system

The interferometrical set-up is shown in Fig. 4. The chip of the cantilever was attached with a couplant to a shear ultrasonic transducer operated between 100 kHz and 3 MHz. It emitted into the chip transverse waves polarized perpendicular to the long axis of the cantilever beam and parallel to its width causing forced vibrations. The absolute amplitudes of the cantilever vibrations were measured with an optical Michelson heterodyne interferometer [25]. The He–Ne laser beam of the interferometer was focused onto the cantilever with a spot diameter of 2–5 μm. Using a motor-driven linear translation stage, the focal spot of the interferometer was scanned over the surface of the cantilever. A step size of 2 μm was chosen. To determine the resonance frequencies, a spectrum was taken at a location close to the free end of the cantilever. Then the modes were imaged by scanning the vibrating cantilever at its resonance frequencies and detecting the deflection of each position as a function of time. The amplitude and phase of each time signal were obtained by using Digital Fourier Transformation.

The measured amplitude and phase distribution of the third bending mode of a 225 μm long beam are shown in Fig. 5. Two nodes and three crests of the vibration are found according to theory. The phase of the signal is measured relative to the ex-
c) Phase

Fig. 5. (a) Optical micrograph of the cantilever measured; (b) amplitude and (c) phase distribution of the third bending mode of a rectangular cantilever. Scan size 300 × 100 μm².

citation signal. The phase difference between two neighboring crests is π.

The first three torsional modes of the 450 μm long rectangular silicon-cantilever used for the AFM measurement described above are shown in Fig. 6. The amplitude and phase distribution of the second and third torsional mode agree very well to the theoretical prediction. It is interesting to note that the first two modes with eigenfrequencies close to one another do not correspond to the modes expected according to Eq. (11), as shown in Fig. 7. Additionally, the position of the center line deviates from the middle of the cantilever for all modes shown in Fig. 6. Note that the amplitudes of the bending modes were much higher than the amplitudes of the torsional modes, though the transducer mainly excited lateral oscillations of the

Fig. 6. Amplitude and phase distribution of the first three torsional modes of a rectangular Si-cantilever. The scan size is about 550 × 100 μm².

Amplitude [a. u.] of a 1st torsional mode
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Amplitude [a. u.] of a 3rd torsional mode
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Fig. 7. Calculated amplitude and phase distribution of the first, second and third torsional mode.
cantilever base. This is caused by the lower bending stiffness of the cantilever compared to its torsional stiffness.

4. Mode coupling

We suggest that the origin of the asymmetrical shape of the modes is caused by geometrical asymmetries, mostly due to the tip positioned not exactly on the center line of the beam. These asymmetries in the vibration pattern entail a coupling of flexural and torsional vibrations via the tip when the tip is in force interaction with a sample surface. This holds in particular when additional static forces are applied in a measurement of static elasticity [3]. Considering that the tip with the mass $m_t$ is offset from the area center of the cross section by an amount $d$ (see Fig. 8), the flexural and torsional modes are no longer independent. They couple via the forces acting on the tip and hence lead to an admixture of torsional motion in a flexural mode and vice versa. This coupling can be described by the Eqs. (1) and (8) taking account the following boundary conditions at the end with the tip ($x = L$)

$$E I \dddot{y}(x, t) = k_y \ddot{y}(x, t) - k_d \dddot{\theta}(x, t) + k_t \dot{y}(x, t) + m_d \ddot{y}(x, t)$$
(12)

$$c_t \dddot{\theta}(x, t) = -k_t \ddot{\theta}(x, t) + k_d \ddot{y}(x, t) + m_d \ddot{\theta}(x, t)$$
(13)

where $k_y$ and $k_d$ are the lateral and normal contact stiffness, respectively. Here, when the cantilever performs free oscillations, the boundary conditions reduce to

$$E I \dddot{y}(x, t) = m_t \left( \ddot{y}(x, t) - \frac{d}{L} \ddot{\theta}(x, t) \right)$$
(14)

$$c_t \dddot{\theta}(x, t) = m_t (d \ddot{y}(x, t) - d \ddot{\theta}(x, t))$$
(15)

This still leads to a coupling of the modes because the mass of the tip is not centered. Seeking harmonic solutions $y(x, t) = y(x)e^{i\omega t}$ and $\theta(x, t) = \theta(x)e^{i\omega t}$ leads to the characteristic equations

$$E I \dddot{y}(x) = m_t \omega^2 \left( \frac{d}{L} \ddot{y}(x) - \ddot{\theta}(x) \right)$$
(16)

$$c_t \dddot{\theta}(x) = m_t \omega^2 \left( d \ddot{y}(x) - L \ddot{\theta}(x) \right)$$
(17)

Inserting Eqs. (2) and (10) into Eqs. (16) and (17) leads to the relation $\eta = H^2$ between the flexural and torsional wave numbers $\gamma$ and $\eta$ where

$$H = \sqrt{EI/ACtL^2}$$
(18)

It is this parameter $H$ which determines the likelihood of modal coupling. The mode shape of the peak at $212 \text{kHz}$ is a combination of the flexural and torsional solution. The weighting of the combined solutions depends on the type of and degree of coupling as well as on the excitation method. Two modes have frequencies very close to each other. The frequencies of the third flexural mode and the first torsional mode lie within 5% of each other. Thus, during forced vibrations, they are often excited simultaneously. Fig. 9 shows a

![Amplitude distribution of the third flexural mode](image1)

![Amplitude distribution of the first torsional mode](image2)

Clamped end - End with the tip

Fig. 9. Spatial plots of modes 3 and 4 calculated from the flexural/torsional coupling model with $H = 0.025$. When the frequencies are close together small perturbations cause these modes to couple.
plot of the combination of the first torsional and
the third flexural mode.

A resonance was also observed at 265 kHz. The
corresponding mode does not fit into an analysis
based on mode coupling as explained above. Most
likely, this mode originates from nonlinear coupling
into flexural motion about an axis perpendicular
to the plan view. Such a mode would have
f1 about a/b = 22.5 times the usual f1 for flexure.
This value matches with the observed frequency at
265 kHz. Calculating the elastic strain amplitudes
prevailing in the beams for both modes, i.e.
v01 = (b/2)(d2y/dx2) and v02 = θa/L (Eqs. (7)
and (10)) and using the measurements for the
amplitudes as shown in Figs. (5) and (6), one obtains
values of the order v01 ≈ 10^{-3} and v02 ≈ 10^{-4}.
These rather large values make non-linear mixing of modes based on higher-order
elasticity possible [26].

3.11 Conclusion

In summary, we have shown that mode coupling
due to geometrical and mass asymmetries account
for a number of resonances besides the standard
flexural and torsional modes. The coupled modes
can be observed in many commercial cantilevers.
They are sometimes called spurious modes, yet
they can be explained using quite simple physical
principles. The large strains values obtained in
dynamic operations may lead to nonlinear mixing
of modes.
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Abstract

Atomic force acoustic microscopy (AFAM) can be used to make quantitative images of surface stiffness with high resolution. The technique utilizes the dynamic response of the atomic force microscope (AFM) cantilever, specifically in terms of the higher-order cantilever modes. Motion of the specimen while in contact with the AFM tip induces vibrations in the cantilever. The dynamical properties of the cantilever change during scanning due to the variations of surface stiffness. Both stiff and compliant cantilevers may be used for stiffness imaging if the appropriate vibration mode is chosen. Experimental AFAM results on polysilicon for microelectromechanical systems (MEMS) are presented. The AFAM results provide stiffness information about the material microstructure that is not available from topography information alone. The technique provides in-situ stiffness information without damaging the MEMS.

Introduction

The atomic force microscope (AFM) was developed as an instrument for measuring surface topography while operating in a quasistatic mode [1]. The deflection of the microscope cantilever plotted as a function of surface location gives a high-resolution image of surface topography. More recent applications of the AFM have exploited the dynamic characteristics of the AFM. Many versions of dynamic atomic force microscopy have been proposed for imaging specimens and measuring material properties [2-5]. All of these methods rely on the relative motion between the atomic force microscope (AFM) tip and the specimen surface. The high frequency excitation of the specimen surface or AFM cantilever can provide a better signal-to-noise ratio for imaging while doing less damage to the specimen surface. These techniques utilize the dynamic response of the cantilever, specifically in terms of the vibrational modes. The dynamic response of an elastic cantilevered beam in contact with a surface, however, is not easily described. The tip-sample interaction forces are, in general, nonlinear and are the subject of intensive research themselves. When an elastic beam interacts with these surface forces, the many flexural and torsional modes must be included as part of the complete dynamics. These higher modes are often excited simultaneously in experiments.

In much of the current research, the amplitude of the surface motion is kept small. In this case, the motion may be studied by linearizing the nonlinear tip-sample interaction forces about an equilibrium point. The cantilever motion may then be modeled as a beam with a linear spring attached near the end. Measured natural frequencies of the cantilever with attached spring then define the spring stiffness. Appropriate tip-sample interaction models are then used to relate the spring stiffness to the Young's modulus of polysilicon. Atomic force acoustic microscopy (AFAM) is anticipated to have many uses for in situ measurements of polysilicon microelectromechanical systems (MEMS).

Atomic Force Acoustic Microscopy

The atomic force microscope cantilever, as shown schematically in Fig. 1, is modeled as an Euler-Bernoulli beam. The beam is assumed uniform and homogenous with constant cross-section. It is cantilevered at one end. At the end opposite of the cantilever a tip with small radius is attached. The sample is offset such that the beam has an initial static deformation \( y(x) \). Motion about this initial equilibrium deformation is given by \( w(x,t) \). The linearized boundary value problem for this system has a governing equation and boundary conditions given by [6,7]

\[
EI \frac{\partial^4 w(x,t)}{\partial x^4} + \rho A \frac{\partial^2 w(x,t)}{\partial t^2} = 0,
\]

(1)
\[ w(x=0,t) = 0, \quad w'(x=0,t) = 0, \]  
\[ w''(x=L,t) = 0, \]  
\[ E\rho A w'''(x=L,t) = \kappa w(x=L,t). \]  

In Eqs. (1)-(4), \( w(x,t) \) defines the dynamic cantilever position relative to \( y(x) \). The AFM cantilever is defined by the modulus \( E \), the area moment of inertia \( I \), the volume density \( \rho \), and the cross-sectional area \( A \). Here, \( E \) and \( \rho A \) are assumed uniform over the length of the cantilever. The boundary conditions given by Eqs. (2) correspond to conditions of zero displacement and zero slope at \( x = 0 \). The boundary condition given by Eq. (3) corresponds to zero moment at \( x = L \).

The force balance between the shear force of the beam and the force from the contact mechanics is given by Eq. (4). The contact force is, in general, nonlinear. Here, the motion is assumed small such that a linear contact force may be used. The contact force is proportional to the displacement of the end of the beam with the effective contact stiffness \( \kappa \) (linear spring constant) as the proportionality constant. Because a linear model is used to describe the tip-sample interaction force, the results are restricted to small tip displacements. Such a condition is easily satisfied experimentally. The actual value of \( \kappa \) is given in terms of the material properties of the tip and sample and depends on the interaction model used. Simple Hertzian theory [8-9], more complex Maugis mechanics [9], or other models [10-12] may all be linearized about some initial equilibrium position to determine this spring constant.

Eqs. (1)-(4) define completely the linearized flexural vibration problem. The natural frequencies of the cantilever vibrations are dependent on the linear spring constant \( \kappa \). Solution of the corresponding eigenvalue problem leads to the characteristic equation that governs the allowable frequencies. The characteristic equation is given by [6]

\[ \gamma^2 (\cos \gamma \cosh \gamma + 1) \]  
\[ - \frac{\kappa}{EI/L^3} (\sinh \gamma \cos \gamma - \sin \gamma \cosh \gamma) = 0. \]  

Equation (5) is solved numerically for the values of \( \gamma \). The dispersion relation

\[ f = \gamma^2 \frac{1}{2\pi} \left[ \frac{EI/L^3}{\rho AL} \right], \]  

is then used to determine the natural frequencies in terms of the wave numbers. The linear vibrations of the AFM may be used to study the material properties of specimens. Knowledge of the natural frequencies can be used to determine the effective spring constant \( \kappa \). The tip-sample mechanics are then used to deduce the local Young's modulus. The most general contact mechanics model, due to Maugis [9] is discussed below. The Maugis model was first introduced to the AFM literature by Burnham and coworkers [13].

Figure 1: Schematic of the problem. The AFM probe is in contact with a specimen. Initial contact is made when the sample offset, \( z_0 \), is zero. The static sample offset causes a static beam deflection, \( y(x) \). The dynamic motion, \( w(x,t) \), is defined relative to \( y(x) \). The contact forces between the tip and sample are may be discussed for different contact models.

**Contact Mechanics**

The mechanics of the AFM tip as it interacts with a specimen are complex and generally nonlinear. Here, the contact is assumed frictionless and the contact force is assumed to act normal to the tip. The geometry of the contact problem is shown in Fig. (2). The goal is to relate the applied force \( p \) to the penetration depth of the tip into the specimen \( \delta \). Important parameters for this problem are the radius of the contact area \( a \), the work of adhesion at contact \( \omega \), and the stress in the cohesive zone \( \sigma_0 \).

The material properties and geometry of the specimen and AFM tip also are important. These parameters are shown in Fig. (3). The reduced tip-sample curvature,

\[ \frac{1}{R} = \frac{1}{R_t} + \frac{1}{R_s}, \]  

accounts for curvature of both tip \( R_t \) and specimen \( R_s \). Most often, the specimen is assumed flat such that \( R = R_t \). The reduced elastic modulus \( K \) is defined by

\[ \frac{1}{K} = \frac{3}{4} \left( \frac{1-\nu_t^2}{E_t} + \frac{1-\nu_s^2}{E_s} \right), \]  

where \( E_t, \nu_t, E_s, \) and \( \nu_s \) are the Young's modulus and Poisson's ratio of the tip and sample, respectively. The general goal for materials characterization studies with AFAM is to extract and image Young's modulus of the specimen. Such a procedure involves measurement of \( K \). The material properties of the tip are generally assumed to be known. In addition, a calibration procedure or scanning electron microscopy is necessary to determine the tip radius.

The most comprehensive tip mechanics model is that of Maugis [9,13,14]. The Maugis model captures many aspects of the contact mechanics observed in AFM studies through the use of fracture mechanics concepts. Most importantly, it can account for adhesion hysteresis. The Maugis model provides a continuous functional dependence from Hertzian (or DMT [11]) mechanics, without adhesion hysteresis, to the JKR [12] limit of maximum.
Figure 2: Schematic of the parameters of the contact mechanics. An applied load $p$ results in a penetration to depth $\delta$. The contact radius is given by $a$ and the radius to the edge of the cohesive zone is denoted by $c$.

Adhesion hysteresis. The dimensionless parameters used are defined as:

\[ A = a \left( \frac{K}{\pi \omega R^2} \right)^{1/3}, \quad P = p \left( \frac{1}{\pi \omega R^2} \right), \quad (9) \]

\[ \Delta = \delta \left( \frac{K^2}{\pi \omega A R} \right)^{1/3}, \quad \lambda = 2\sigma_0 \left( \frac{R}{\pi \omega K^2} \right)^{1/3}, \quad (10) \]

where $A$ is the contact radius, $P$ is the applied force, $\Delta$ is the penetration depth, and $\lambda$ is the adhesion parameter.

In terms of these parameters, several different contact mechanics models may be described. Several of these models are illustrated by the force-penetration curves ($P$ vs. $\Delta$) shown in Fig. (4). Hertzian mechanics is given by:

\[ P_H = A^3, \quad \Delta_H = A^2, \quad (11) \]

which may be written $P_H = \Delta_H^{3/2}$. In the Hertz model, adhesion is neglected such that there is no attractive force associated with loss of contact. The DMT model is a modified Hertzian model [11]. In this case, a constant attractive force is added to the Hertzian mechanics, $F_D = A^3 - 2$. However, the tip geometry is assumed not to change, $\Delta_D = A^2$. The DMT $F_D$ ($\Delta$) is noted in Fig. 4 for $\lambda = 0$. The Hertz and DMT models do not include adhesion hysteresis effects. Thus, they are most applicable to AFM research for low adhesion specimens, hard materials or small radii of curvature.

Figure 3: Geometry of the contact problem in terms of the tip parameters (subscript $t$) and specimen parameters (subscript $s$).

In the high adhesion limit, the JKR model is appropriate. It is given by [12]

\[ P_J = A^3 - A\sqrt{6A}, \quad \Delta_J = A^2 - \frac{2}{3}\sqrt{6A}. \quad (12) \]

This model is most applicable for high adhesion specimens, soft materials or large radii of curvature.

The model developed by Maugis is comprehensive in that it captures all types of tip-sample mechanics through the introduction of an adhesion parameter $\lambda$. Attractive (tensile) stresses are assumed to act between the tip and specimen in a cohesive zone that surrounds the contact area. These stresses are assumed constant ($\sigma_0$) within an annulus of width $d$. For the Maugis model, the force and deflection are:

\[ P_M = A^3 - \lambda A^2 M_1, \quad (13) \]

\[ \Delta_M = A^2 - \frac{4}{3} A\lambda \sqrt{m^2 - 1}, \quad (14) \]

where

\[ M_1 = \sqrt{m^2 - 1 + m^2 \tan^{-1} \sqrt{m^2 - 1}}. \]

In Eqs. (13) and (14), $m = c/a$ is the ratio of the radius to the edge of the cohesive zone to the radius of the contact area. The width of the cohesive zone $d = c - a$. An additional equation is necessary for the Maugis mechanics. The Griffith equilibrium equation defines the relation between $\lambda$, $m$, and $A$. It is given by [9]

\[ \frac{\lambda A^2}{2} M_2 + \frac{4\lambda^2 A}{3} M_3 = 1, \quad (15) \]
where

\[
M_2 = \sqrt{m^2 - 1} + \left( m^2 - 2 \right) \tan^{-1} \sqrt{m^2 - 1},
\]

\[
M_3 = 1 - m + \sqrt{m^2 - 1} \tan^{-1} \sqrt{m^2 - 1}.
\]

A comparison of this contact model for several different values of \( \lambda \) is shown in Fig. 4. When \( \Delta \) is positive, the sample is deflected away from the AFM tip. A negative value for \( \Delta \) implies that the material is bulging out from the surface. The Maugis model includes attractive forces from adhesion such that the cantilever is deflected downward when contact is initiated. In this case, the tensile stresses in the cohesive annulus are greater than the compressive stresses in the contact area. The effect of adhesion hysteresis is also observed in Fig. 4. Several curves shown in Fig. 4 bend back on themselves. These curves have a section of positive slope when both \( P \) and \( \Delta \) are negative. Points on this part of the curve are unstable equilibria. Thus, when moving continuously on these curves loss of contact occurs when the cantilever stiffness exceeds the contact stiffness. In addition, when contact is reinitiated, the tensile cohesive stresses would pull the AFM tip back into contact. This type of hysteretic behavior results for all values of \( \lambda \) that are larger than about 0.94. The Maugis model reduces to that of DMT mechanics when \( \lambda = 0. \) In the opposite high adhesion limit, when \( \lambda \) is large, the JKR limit [12] is approached.

![Figure 4: Normalized force-displacement relation for various values of \( \lambda \) using the Maugis contact mechanics model.](image)

**Surface Stiffness**

As the AFM tip is placed in contact with the specimen, it initially settles at an equilibrium position somewhere on the \( P(\Delta) \) curve. The AFM cantilever will have some initial deflection \( y(x) \) determined by the force balance at the tip. The cantilever or sample is then vibrated at small amplitude. If the displacements of the AFM cantilever remain small, a linearization of the above contact models may be used to determine the appropriate spring stiffness necessary for the vibration problem. In this case, the linear spring constant (in nondimensional form) is defined as

\[
\xi = \frac{dP}{d\Delta}.
\]

In dimensional form, we have

\[
\kappa = \frac{dP}{d\delta} = \left( \rho \omega R^2 K^2 \right)^{1/3} \frac{dP}{d\Delta}.
\]

For the Maugis model, the relation of the surface stiffness is found from Eqs. (13)-(15). The force and deflection are both given in terms of the contact area and parameter \( \lambda. \) In addition, the Griffith equilibrium equation shows that \( \lambda \) is also a function of \( A. \) Thus, we have

\[
\frac{\partial P_M}{\partial A} = 3A^2 - M_1 \left[ 2\lambda A + 4A \frac{\partial \lambda}{\partial A} \right],
\]

\[
\frac{\partial \Delta_M}{\partial A} = 2\Delta - \frac{4}{3} \left[ \lambda + A \frac{\partial \lambda}{\partial A} \right] \sqrt{m^2 - 1}.
\]

The rate of change of \( \lambda \) with \( A \) is found from Eq. (15) to be

\[
\frac{\partial \lambda}{\partial A} = -\frac{2\lambda}{A} \frac{3AM_2 + 4AM_3}{3AM_2 + 16AM_3},
\]

where \( M_2 \) and \( M_3 \) are defined in Eqs. (16) and (17). Thus, the contact stiffness from the Maugis model is

\[
\xi_M = \frac{9}{2} \frac{AQ}{R}.
\]

where

\[
Q = 3A^2 M_2 + 16A \lambda M_3 - 8\lambda^2 M_3 M_3,
\]

and

\[
R = 3M_3 A \left( 3A + 2\lambda \sqrt{m^2 - 1} \right) + 16M_3 \lambda \left( 3A - \lambda \sqrt{m^2 - 1} \right).
\]

The general Maugis result for the stiffness reduces to the Hertz and DMT cases (both have the same \( \xi \) vs. \( P \) curves) for \( \lambda \rightarrow 0 \) and to the JKR result when \( \lambda \) is very large. Figure (3) is a plot of \( \xi \) as a function of applied load \( P \) for various values of \( \lambda. \)

**Experiments**

The experiment used here is similar to that described elsewhere [2]. A standard atomic force microscope (Thermomicroscopes, Autoprobe CP) is modified for AFM capabilities. A schematic of the AFAM experiment is shown in Fig. (6). The specimen is placed on a broadband ultrasonic transducer (2.25
Figure 5: Normalized surface stiffness as a function of applied load $P$, for various values of $\lambda$ using Maugis contact mechanics.

MHz center frequency). The transducer is mounted on the AFM stage and is excited by the function generator. The output from the AFM photodiode is mixed in the lock-in amplifier with the function generator output. The lock-in output and the photodiode output are both used by the AFM computer for imaging.

Two sets of AFAM results are presented in Figs. (7)-(10). The specimens are polysilicon strips fabricated at the CRONOS MEMS foundry. The scan size of each figure is $2 \mu m \times 2 \mu m$.

Topography and AFAM results using mode 1 of a stiff cantilever (40 N/m) are shown in Figs. (7) and (8), respectively. The applied force was 1000 nN. The lightest color in the topography image is 85 nm higher than the darkest color. The topography image clearly shows a few of the grains of the polysilicon. The AFAM image, shown in Fig. (8), was made using an excitation frequency of 816 kHz. The contrast in this image is related to shifts in the cantilever resonance peak. The chosen excitation frequency was slightly higher than the resonance frequency. Thus, lighter colors implies less stiffness. The darkest colors are difficult to interpret. The peak may have shifted greatly higher or lower. The stiffness contrast (AFAM image) of the polysilicon is considerable. Within individual grains, contrast variations are observed. In particular, the grain indicated in Fig. (7) with the arrow is especially interesting. The AFAM image indicates that this grain has large variations in stiffness throughout. The grains are expected to be single crystal grains which grow perpendicularly to the MEMS surface. The source of these stiffness variations is still under investigation.

Figure 7: Topography image of polysilicon using a stiff cantilever (40 N/m). The scan size is $2 \mu m \times 2 \mu m$.

Topography and AFAM results using a weaker cantilever (3 N/m) are shown in Figs. (9) and (10), respectively at a different location on the specimen. The topography image, Fig. (9), has a maximum height difference of 85 nm. The lightest color corresponds to the highest topography. The AFAM image is shown in Fig. (10). These images were made using the second vibration mode of a compliant cantilever with natural frequency in contact of 623 kHz. In this image, the lightest color corresponds to an amplitude of 1.2 mV. The applied force on the cantilever was 700 nN. Again the stiffness variations within the grains are clearly observed.

Effective Cantilever Length

AFM cantilevers are normally manufactured using etching processes. These techniques are not currently precise enough for the cantilever geometry to be known with high accuracy. For AFAM measurements the placement of the tip along the cantilever is a critical piece of information. SEM images show that
the tip may be anywhere from 90-99% of the cantilever length from the fixed end. Attempts to characterize the effective length of the cantilever (i.e., the distance from the fixed end to the tip location) have met with some success [2]. Here an alternative method is proposed.

The shift in the natural frequencies of the beam are affected by the contact stiffness. This stiffness is a function of the applied load. If the Hertzian contact model is used we have

$$\kappa = \frac{3}{2} \sqrt{K^2 R p}.$$  \hspace{1cm} (25)

For a certain applied load $p_1$ and values of $R$ and $K$ there is a unique corresponding stiffness $k_1$. Now imagine that $R$ and $K$ are held constant while another load $p_2$ is applied with corresponding stiffness $k_2$. If $p_2 = B p_1$, where $B$ is a constant factor, then $k_2 / k_1 = B^{1/3}$. Thus, the shift in stiffness as a function of relative applied load is known. Also, the shifted frequencies corresponding to the different values of $\kappa$ may be determined. For a set of applied forces, there is one effective length which provides the best fit to the data for a single value of $L$. To illustrate the method consider the following. A cantilever with first free frequency of 176 kHz is placed in contact with Si <100> with an applied load of 800 nN. The first natural frequency is measured to be 844 kHz as shown in Fig. (11). This frequency is 4.8 times larger than $(f_1)_{free}$. If the cantilever were pinned at the end, the maximum shift possible is 3.92 times greater than the free [15]. Thus, the effective length has shortened such that the frequency is higher. Next, another higher load is applied, such as 1600 nN. The contact stiffness should increase by a factor of $2^{1/3}$ with a known change in frequency. Other loads are also applied in a similar manner. Finally, the experimental results are compared with curves of natural frequencies for different values of the effective length. The curve for $L_{eff} = 0.969 L$ was found to be the best fit to these data. This result is the unique solution for both the effective length and contact stiffness. It should be noted that this method requires no information about the tip radius $R$ nor the material properties of the beam. The required measurements are relative to the free experimental measurements. Such a technique may be easily extended to non-uniform cross-sections. The effect of damping is expected to have an influence on this result, but was not considered. Comparison of this method for determining the effective length with other methods, such as SEM, are currently in progress. The technique is restricted to stiff cantilevers with high applied loads such that the Hertzian theory is valid.

**Young’s Modulus for Polysilicon**

Estimates of Young’s modulus for polysilicon are now made based on the results presented above. Both the first mode of the stiff cantilever (40 N/m) and the second mode of the more compliant cantilever (3 N/m) are used. For the stiff cantilever the effective length, $L_{eff} = 0.969 L$ was used to determine the contact stiffness on the polysilicon MEMS material. Again the relative frequency shift is examined. If the applied load is the same on both the silicon and on the polysilicon, the ratio of the contact stiffnesses is

$$\frac{\kappa_{poly}}{\kappa_{Si}} = \frac{\sqrt{K_{poly}^2 R_{poly}}}{\sqrt{K_{Si}^2 R_{Si}}}.$$ \hspace{1cm} (27)

Equation (27) is rearranged and solved for $E_{poly}$ where use of
the reduced modulus, Eq. (8) has been used. The result is

$$E_{poly} = \frac{F \left( 1 - \nu_{poly}^2 \right)}{[1 - F] \frac{1 - \nu_t^2}{E_t} + \frac{1 - \nu_s^2}{E_s}},$$  \hspace{1cm} (28)

where the factor $F$ is given by

$$F = \left( \frac{\kappa_{poly}}{R_{Si}} \right)^{3/2} \sqrt{\frac{R_{Si}}{R_{poly}}}.$$  \hspace{1cm} (29)

The reduced radius on silicon $R_{Si}$ is assumed to be that of the tip radius $R_t$ because the silicon specimens were very flat. The reduced radius for the polysilicon must reflect the topography seen in Figs. (7) and (9). In this case,

$$\sqrt{\frac{R_{Si}}{R_{poly}}} = \sqrt{1 + \frac{R_t}{R_s}},$$  \hspace{1cm} (30)

where $R_s$ is the sample radius. The sample radius is estimated to be on the order of 50 nm. The tip radius, measured using calibration gratings, was $R_t = 120$ nm. Using $\nu_t = 0.181$, $E_t = 130.4$ GPa, and $\nu_{poly} = 0.18$, gives the value for $E_{poly} \approx 104$ GPa. This value for $E_{poly}$ is about 65% of that found from tensile tests of polysilicon [16]. The present results are encouraging, but still need improvement.

For the more compliant cantilever, the adhesion effects are much more important. Therefore, the method used for the stiff cantilever is not expected to apply. The tip radius was measured using calibrated gratings and determined to be $R_t = 160$ nm. The applied load was 700 nN. The measured second natural frequency of 623 kHz corresponds to a contact stiffness of $\kappa = 41.1$ N/m. The measured pull-off force was 112 nN. From the definition of the dimensionless force, Eq. (13), this pull-off force implies that $P \approx 6.25$ for the applied load used. From Eq. (23), the range of values for $\xi = dP/d\Delta \approx 2.9 - 3.0$ for all values of $\lambda$. Rearranging Eq. (19) gives

$$K = \left[ \frac{\kappa}{(\pi \omega R) R_t^{1/3} \frac{dP}{d\Delta}} \right]^{3/2}. \hspace{1cm} (31)$$

Substitution of the above values into Eq. (31) gives $K = 400$ MPa. In terms of the specimen stiffness we have

$$E_s = \frac{1 - \nu_s^2}{\frac{4}{3} K + \frac{1 - \nu_t^2}{E_t}}. \hspace{1cm} (32)$$

Using $\nu_t = 0.181$, $E_t = 130.4$ GPa, and $\nu_s = 0.18$ gives $E_s = 290$ MPa. This value is unrealistically low for polysilicon. This result highlights the difficulties associated with making measurements of stiff materials with compliant cantilevers. Sources of error associated with these measurements include the tip radius, cantilever stiffness, and pull-off force. Errors associated with pull-off tests for measuring adhesion have been noted by others [14].
Conclusions

In this article, the use of atomic force acoustic microscopy (AFAM) has been discussed as applied to polysilicon micro-electromechanical systems (MEMS). An estimate of Young’s modulus of polysilicon has been made with this technique. The results presented here are, unfortunately, much lower than previous direct measurements. However, several improvements of the measurement technique may prove useful. The dependence on tip radius is substantial. The calibrated grating method for radius measurement has not yet been validated as an effective method to determine R. In addition, effects from surface forces may substantially alter the effective value for the contact load P. The value used in the above calculations corresponds to all forces sensed by the cantilever. All of these sources of error are being examined in order to improve the measurements. The use of AFAM for other materials has shown the potential of this technique for in situ measurements of MEMS.
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Abstract

We discuss atomic force acoustic microscopy (AFAM) methods to determine quantitative values for the elastic properties of thin films. The APAM approach measures the frequencies of an AFM cantilever's first two flexural resonances while in contact with a material. The indentation modulus \( M \) of an unknown or test material can be obtained by comparing the resonant spectrum of the test material to that of a reference material. We examined a nickelium film (d = 250±30 nm) with AFAM using two separate reference materials and two different cantilever geometries. Data were analyzed with two models: an analytical model based on conventional beam dynamics and a new finite-element model with variable cantilever cross-section and viscous damping. AFAM values of \( M \) varied significantly depending on the specific experimental configuration and analysis technique. By averaging values obtained with both reference materials, very good agreement (≤ 10 % difference) with values determined by other methods was achieved. These results provide insight into using AFAM methods to attain reliable, accurate measurements of elastic properties on the nanoscale.
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1. INTRODUCTION

Ever-decreasing length scales in many fields of science and technology present a serious challenge for materials characterization. New nondestructive measurement tools must be developed to accommodate submicrometer dimensions. Specifically, the ability to determine mechanical properties at the nanoscale is needed, especially for systems involving thin films. Knowledge of mechanical properties such as elastic modulus and interfacial quality (defects, strain, adhesion, etc.) is critical to the successful development of new film materials and structures.

To meet these needs, measurement tools that exploit the spatial resolution of atomic force microscopy (AFM) are being developed. Although standard AFM measures topography, other new techniques sense a sample's elastic properties. One promising approach is a hybrid acoustic/AFM technique called atomic force acoustic microscopy (AFAM) [1]. AFAM involves vibrating the cantilever at ultrasonic frequencies to excite its mechanical resonances. The resonant frequencies shift when the tip is brought into contact with a sample. By measuring the resonant frequencies under both free-space and surface-coupled conditions, information about the sample's elastic properties can be extracted. A major advantage of AFAM (and related methods such as ultrasonic force microscopy, UFM [2]) is that the small tip diameter (~100 nm) enables in-situ elastic-property information with nanoscale spatial resolution. Furthermore, AFAM's scanning ability means that two-dimensional images of mechanical properties are possible.

Although the fundamental principles of AFAM have been established, many aspects of the measurement method are still being refined. We wish to understand which of these aspects most strongly affect AFAM's ability to make quantitative elastic-property measurements. In this paper, we discuss our AFAM measurement and analysis techniques to determine the quantitative elastic properties of thin films. We describe experiments on a thin-film sample using two AFM cantilevers with very different geometries. To understand the results more thoroughly, we compare two methods of AFAM data analysis. The analytical approach assumes a cantilever of uniform rectangular cross-section, while a new finite element model accounts for spatial variations in cantilever dimensions. The same data are interpreted with...
the two approaches to better understand measurement uncertainty and accuracy. We also compare the AFAM results to those obtained by other techniques such as instrumented indentation and surface acoustic waves. In this way, we hope to contribute to the current understanding of quantitative AFAM.

II. EXPERIMENTAL METHODS

A. AFAM Techniques

Our experimental apparatus, shown schematically in Fig. 1, is similar to that of Rabe et al. [1]. The sample under investigation is bonded to a longitudinal ultrasonic contact transducer that is subsequently affixed to the positioning stage of the AFM instrument. A function generator drives the transducer with a continuous sine wave. The frequency and amplitude of the sine wave (typically 0.1–2.5 MHz and 25–300 mV) are computer-controlled. The same sine wave signal is used for the reference signal of the lock-in amplifier. The output signal of the lock-in amplifier is the response of the AFM photodiode detector at the transducer excitation frequency and corresponds to the deflection of the cantilever at that frequency. In a standard experiment, the computer sweeps through a range of excitation frequencies and acquires a spectrum of the cantilever's deflection response versus frequency. Experimental values of the cantilever's first two flexural resonances are determined from this spectrum.

The entire measurement procedure is as follows. First, the free-space resonances are measured by sweeping the transducer frequency while the cantilever is close to, but not touching, the sample. As discussed below, knowledge of the free-space resonances is needed to characterize the properties of the specific cantilever in use.

The cantilever is then lowered and its tip is brought into contact with a reference or calibration sample. Resonant spectra are acquired for one or more values of the force \( F_R \) applied to the cantilever. \( F_R \) is related to the cantilever displacement \( \delta \) by \( F_R = k_c \delta \), where \( k_c \) is the spring constant of the cantilever. It is therefore equivalent to obtain spectra for different values of \( \delta \), which is simpler to determine experimentally. Typically, measurements are made at three different values in the range \( \delta = 50 \) to 30 nm. Next, the cantilever is brought into contact with the test (unknown) material. The resonances are measured for the same values of \( F_R \) or \( \delta \). The final step in the experimental process is to repeat the measurements on the reference sample. Thus a "data set" usually consists of nine individual measurements of the spectrum: three on the unknown sample and six on the reference material. In these experiments, two reference samples were used and the sequence of measurements was as follows: reference #1, reference #2, test, reference #3, reference #1.

From the experimental resonant frequencies, values are calculated for the tip-sample contact stiffness, \( k_t \), for both the test and reference materials. The calculation is based on a model for the cantilever dynamics. As described in Sect. II C, we have implemented both analytical and numerical approaches to the model. Finally, the values of \( k_t \) for the test and reference samples are compared in order to obtain the desired quantity, the elastic modulus of the test sample.

It can be seen that this measurement procedure relies on one or more reference samples with known elastic properties. Comparison of test and reference data eliminates the need for precise knowledge of parameters that are difficult to determine experimentally, for instance the tip radius [3]. The procedure yields two sets of results: one for the comparison between the test data and the first set of reference data, and one between the test data and the second set of reference data. The two sets of results are typically averaged to obtain a single value of the modulus. In this way, effects such as tip wear can be minimized.

B. Cantilever Types

Measurements were made with two different cantilevers with different geometries. Diagrams of the cross-section and plan view for both cantilevers are shown in Fig. 2. The dimensions of the cantilevers and their first two free-space flexural resonances are given in Table I. Dimensions were determined with an optical microscope, except for the thicknesses which were measured with a scanning electron microscope (SEM).

The plan view of the first cantilever is shown in Fig. 2(a). It was nearly rectangular and thus was referred to as the "rectangular" cantilever. The cantilever had a uniform,
trapezoidal cross-section along its length except at the very end. The tip was located near, but not exactly at, the end of the cantilever. The position of the tip \( L_t \) relative to the total length \( L \) of the cantilever can be characterized by the ratio \( L_t/L \) [1]. As discussed below, \( L_t/L \) is used as an adjustable parameter in the data analysis. By examining the cantilever in the SEM and the optical microscope, we estimated that \( L_t/L = 0.95 - 0.97 \).

The second cantilever did not possess a rectangular geometry. Due to its shape, seen in Fig. 2(b), it was called the ‘dagger’ cantilever. The figure indicates that the cantilever’s cross-section was not uniform across its entire length. Although trapezoidal throughout, the cross-section varied in width along the pointed (triangular) region. Values for the widths \( w_1 \) and \( w_2 \) given in Table I correspond to the cantilever’s rectangular region furthest from the tip. This type of cantilever is attractive for AFAM experiments, partly because the tip is located at exactly the end of the cantilever so that \( L_t/L = 1.0 \). Moreover, the angle between the tip and the cantilever is not exactly 90°, as is typical for most cantilevers. Instead, the tip is tilted by approximately 12° so that when it is brought in contact with a sample, the tip is perpendicular to the sample surface. We have found this arrangement to work well in practice.

The two cantilevers varied not only in their geometry, but also in the relative values of the cantilever spring constant \( k_t \). For our particular rectangular cantilever, a value of \( k_t = 45.2 \ \text{N/m} \) was provided by the vendor. The precise value of \( k_t \) was not given for the dagger cantilever, but a range of possible values \( k_t = 25 - 55 \ \text{N/m} \) was specified. The relative values of \( k_t \) for the two cantilevers can be estimated using the relation \( k_t = E w t^3/4L^3 \) for a rectangular beam. Here, \( E \) is Young’s modulus, \( w \) is the width, \( t \) is the thickness, and \( L \) is the length of the cantilever. Inserting the appropriate values in Table I into this equation, we find that the rectangular cantilever is about 2.5 times stiffer than the dagger cantilever. Because the equation applies to a rectangular beam, this is only an approximation. However, the ratio is likely to be even greater since the taper in the dagger cantilever makes it less stiff than a rectangular beam of the same length and thickness.

C. Sample Materials

To test the methods described above, we performed AFAM experiments on a thin film of niobium (Nb). The film was sputtered onto a (100) single-crystal silicon (Si) wafer approximately 0.5 mm thick. The specific film and substrate materials were chosen based on expected values of the elastic properties, ease of fabrication, and availability of literature values for comparison. The film thickness \( d_{\text{Si}} \) was measured by breaking the sample and examining it in cross-section in the SEM. A value \( d_{\text{Si}} = 280 \pm 30 \ \text{nm} \) was obtained by averaging a total of 26 measurements acquired at seven evenly spaced positions over a distance of 22 mm. The thickness uncertainty represents the standard deviation of the individual measurements.

Quantitative AFAM measurements require in-situ calibration with a reference sample. The elastic properties of the reference sample, namely its indentation modulus \( M = E/(1-\nu^2) \) where \( E \) is Young’s modulus and \( \nu \) is Poisson’s ratio, must be known. In previous research, a reference material with properties close to those expected in the test material has usually been selected. From literature values for bulk Nb, we estimate that \( M_{\text{Si}} = 116 - 133 \ \text{GPa} \) [4].

We could not identify an easily available reference material with \( M \) in this range. Instead, we used two calibration samples whose properties bracketed these values. The first was a (001) single-crystal Si wafer approximately 0.5 mm thick. We expect \( M_{\text{Si(001)}} = 161 \ \text{GPa} \) from calculations of the effective anisotropic values for \( E_{\text{Si(001)}} \) and \( \nu_{\text{Si(001)}} \), from the second-order elastic moduli of silicon [5-7]. However, a value of \( M_{\text{Si}} = 139 \pm 10 \ \text{GPa} \) was obtained with instrumented indentation technique (IIT) on the specific sample used. The IIT measurements also indicated that \( M \) was slightly depth-dependent, increasing to about 170 GPa at deeper penetration depths—closer to the expected value. It is possible that the sample possessed a thin surface layer of native oxide or polishing damage. Because the applied AFAM forces were smaller than those used in IIT, we used the surface value \( M_{\text{Si}} = 139 \ \text{GPa} \) in the AFAM data analysis.

The other reference sample was a disk of boron nitride crown glass. Its properties were characterized using standard immersion, pulse-echo ultrasonic techniques [8]. Measurements of the longitudinal and shear wave velocities yielded a glass indentation modulus \( M_{\text{Si}} = 85 \pm 3 \)
GPc, identical to the nominal value quoted by vendors.

III. DATA ANALYSIS METHODS

A. Analytical Model

The standard approach for interpreting AFAM frequency data uses conventional beam dynamics to obtain an analytical relation between the contact stiffness and the resonant frequencies. This approach has been described in detail elsewhere [1, 3]; here, we only summarize the basic concepts. The cantilever is modeled as a beam with a perfectly uniform cross-section. One end of the cantilever is clamped. The other (tip) end is free to vibrate (free-space condition) or else coupled to the surface by a spring with stiffness \( k^* \) (sample-coupled condition). Closed-form, analytical expressions can be written to characterize the beam dynamics of the system. The equations relate the the frequencies of the free-space flexural resonances \( f_1 \) and \( f_2 \) to a parameter \( c_b \) that describes the cantilever properties [1]:

\[
\begin{align*}
E_{	ext{res}} &= E_{	ext{ref}} \left( \frac{k_{	ext{res}}}{k_{	ext{ref}}} \right)^n, \\
\frac{1}{E_{	ext{res}}} &= \frac{1}{M_{	ext{sym}}} + \frac{1}{M_{	ext{flex}}}. 
\end{align*}
\]

Here, the subscript \( \text{res} \) indicates the unknown sample and \( \text{ref} \) refers to the reference or calibration sample. We used a value \( M_{\text{sym}} = M_{\text{sym,ref}} = 161 \text{ GPa} \) for the \(<001>\) silicon tip. The value of \( n \) in Eq. (1) depends on the contact mechanics model used. For Hertzian contact, \( n=3/2 \); for a flat-punch (flat) contact, \( n=1 \). We cite the values of \( M \) calculated for both \( n=1 \) and \( n=3/2 \) to indicate the range of possible values. It should be noted that contact mechanics models that include effects from adhesion were not considered.

In theory, the frequency of only one flexural resonance is needed to determine \( k^* \) with this model. In practice, the frequencies of two or more modes are measured and \( k^* \) is calculated for each one. This practice is partially motivated by the fact that depending on the experimental configuration, one mode is usually more sensitive to changes in \( k^* \) [9]. The values for \( k^* \) obtained for different resonances, however, do not exactly agree if the assumed position of the AFM tip is the very end of the cantilever (that is, if \( L_1/L = 1.0 \)). Therefore, the characteristic equation for sample-coupled vibration has been modified to account for the possibility \( L_1/L < 1.0 \) [1]. In this case, \( k^* \) is plotted as a function of \( L_1/L \) for each flexural mode. The value of \( k^* \) where the curves intersect is considered the solution for \( k^* \). Thus \( L_1/L \) can be considered an adjustable parameter in the analytical method. Typically, \( L_1/L = 0.91 \) depending on the specific cantilever geometry and other experimental variables. This procedure is usually carried out for each pair of resonant frequencies \( (f_1, f_2) \) separately.

Strictly speaking, the analytical model should not be applied to the dagger cantilever because its geometry does not meet the assumptions of the model. However, this model has been shown to be an effective means of analyzing AFAM experimental data and is in fact the only method widely available. Therefore we will include results obtained the analytical model for comparison with the numerical (finite-element) model described below.

B. Finite Element Model

To date, AFAM experiments have been interpreted exclusively with the above analytical method. This approach is somewhat limited in applicability, since it assumes that the cantilever's cross-section is exactly the same along its entire length. The assumption is not strictly true, even for cantilevers like our rectangular one. Thus data interpretation with the analytical model is based on an approximation to the actual experimental conditions. Previous work as well as our own results indicate that the approximation is a very good one in some cases. However, because the measured resonant frequencies for different flexural modes do not predict exactly the same value of \( c_b \), it is clear that real cantilevers do not exactly fit the analytical model. Furthermore, cantilevers such as our dagger cantilever may be valuable for experimental use but do not satisfy the assumptions of the model.
To address these issues and to explore whether another approach might improve measurement accuracy, we have developed a numerical method for AFAM analysis. Many approaches may be used to create a model to describe the AFM cantilever vibrations. Although it is a likely candidate, an expansion in basis functions that span the length of the cantilever (e.g., Rayleigh-Ritz) is not the most convenient for the cantilevers studied here. Variations in geometry that extend over a limited range of the cantilever, such as the triangular portion of the dagger probe, are more easily modeled using a solution derived by the finite element model (FEM). With the FEM, the geometric and mechanical properties of each element can be varied independently.

A finite element mesh was created for each cantilever type based on the dimensions in Fig. 2. Each cantilever was discretized into Timoshenko beam elements that included the rotational inertia of the element. The number of elements was chosen for good convergence of the first five flexural modes when compared with exact solutions for cantilevers with uniform cross-sections. For the rectangular cantilever 107 beam elements were used, while the mesh for the dagger cantilever contained 247 elements. The numerical results given here were calculated assuming that all of the elements possessed the same material properties.

The dimensions of the cantilever mesh were initially assigned the measured values in Table I. For the rectangular cantilever, the width, length, and thickness were then adjusted to match the free-space response of the model beam to the experimental results. We were able to match the experimental frequencies by making only small adjustments within the uncertainty of the dimensional measurements. A linear thickness gradient of 8.0% along the length of the cantilever was then introduced to precisely match the ratio of the first two resonant frequencies to the equivalent experimental ratio. The frequency ratio is nearly unaffected by uniform changes in width or thickness and thus is an indicator of the variation in thickness along the cantilever. Examination in the SEM indicated that this amount of thickness variation was physically possible. The same approach was used for the dagger cantilever, except that the length of the dagger point or triangle was also adjusted. In this case, a thickness gradient of only 3.5% was needed.

The values used in the FEM calculations are given in Table I. Also shown are the values of the first two flexural free resonances calculated from the FEM dimensions. The agreement in both dimensions and frequency with the actual (measured) values is very good for both cantilevers. However, it should be noted that our combination of modeling parameters is not a unique solution. It is possible to obtain similar results for the cantilever free frequencies using other combinations of $E_B$ and $t$. The values in Table I are the result of five of these combinations that are close to the measured values.

Once the optimum mesh dimensions were determined, the contact vibration response could be calculated. The contact model contained a spring of stiffness $k^*$ located at one node of the mesh. The parameter $L_u/L$ described the location of the node with the spring. $L_u/L$ was allowed to vary between 0.9 and 1.0 for the rectangular cantilever. The FEM calculation then involved predicting values of $f_1$ and $f_2$ for each combination of $k^*$ and $L_u/L$. The output values were those values of $k^*$ (and $L_u/L$) that gave the best agreement between the predicted and experimental frequencies. "Best agreement" meant that the output value minimized the sum of the squared error between experimental and numerical values for both $f_1$ and $f_2$. Specifically, we sought to minimize an error function, $\chi$, where

$$\chi = 10 \frac{|f_1 - f_1^*| + |f_2 - f_2^*|}{f_1^*}.$$  \hspace{1cm} (3)

The superscript $T$ indicates the experimental value and the unassigned value corresponds to the measured value. The maximum error allowed was 0.3%. A 10:1 error weighting was used to compensate for the different sensitivities of $f_1$ and $f_2$ to changes in surface stiffness [9]. For the relevant range of values of $k^*$, the 10:1 ratio causes the magnitude of the errors associated with both $f_1$ and $f_2$ to be of roughly equal importance. Thus, for some cases, the match for either frequency may not have appeared optimized, but the condition on the minimum error was met. It should also be noted that the search space was limited to local minima. The possibility of finding a global minimum of $\chi$ was not explored.

Our first numerical approach for the dagger cantilever duplicated that used for the rectangular, that is, only $L_u/L$ and $k^*$ were varied. The results clearly showed that the experimental data could not be matched with only these parameters. Because experimental data indicated a greater effect of damping for the dagger cantilever, a viscous damper was added to the numerical model. Viscous damping was included in the form of a dashpot with
damping constant $c$ in parallel with the spring corresponding to $k^*$. For the minimization procedure, $L_i/L$ and $k^*$ were first varied to minimize the error. Then, an appropriate value of $c$ was added to further reduce the error. The process was repeated until the required error level was achieved. For this cantilever, the range over which $L_i/L$ was allowed to vary was limited to 0.97-1.0.

The predicted response of the dagger cantilever was quite sensitive to the value of $c$ used in the calculation. To obtain good agreement with the experimental results, the values of $c$ varied by more than a factor of 100 for some of the data sets. The reasons for the variation in $c$ are not clear. Experimentally, we have observed that the damping can be a function of the applied load. We have also found that the importance of damping was dependent on the cantilever stiffness. Data from the rectangular cantilever, which was stiffer, were analyzed using the model that included damping. We found that these results were relatively insensitive to the value of $c$. For the less stiff dagger cantilever, we could not match the numerical and experimental results unless damping was included. The relevant levels of cantilever stiffness that necessitate the use of damping have not yet been determined. However, the influence of contact damping level on AFM vibrations has been discussed previously [10]. Appropriate models of the tip damping are currently under development.

The procedures described above were performed for each separate AFAM measurement. Each calculation for the optimum contact parameters required less than five minutes on a desktop computer (processing speed 1 GHz). The first calculation for each material/cantilever combination was the most time consuming. Subsequent searches using the first results as an initial guess required less time. Once the values for $k^*$ were determined, the analysis procedure was the same as for the analytical method: the ratio $k_{\text{ind}}/K_{\text{ef}}$ was calculated and $M_{\text{ind}}$ evaluated from Eqs. (1) and (2).

IV. RESULTS AND DISCUSSION

Table II summarizes our AFAM results for the Nb film sample. Shown are values for the indentation modulus $M_{\text{ef}}$ determined using different combinations of cantilever geometry, reference material, and analysis approach. Values of $M_{\text{ef}}$ are shown for both $n=1$ and $n=3/2$ in Eq. (1). Each entry in Table II represents the average of four data sets; as described in Sect. II A, each data set typically yielded six values of $M_{\text{ef}}$. The uncertainties quoted in Table II represent the standard deviation of these measurements. The accuracy of the value used for $M_{\text{ind}}$ is potentially an additional source of measurement uncertainty. If the true value of $M_{\text{ind}}$ differs from the value used, a systematic measurement error exists. The value assumed for $M_{\text{ind}}$ can also systematically change the measurement results. However, this effect is quite small. We found that changes in $M_{\text{ind}}$ of 20–25 GPa changed the calculated values of $M_{\text{ef}}$ by less than 1 GPa.

Table II contains additional entries labeled “average.” These indicate the values of $M_{\text{ef}}$ obtained by calculating an average $E^*$ from all measurements with both reference materials and then computing $M$ with Eq. (2). Due to the relationship between $E^*$ and $M$, this value differs slightly from the average of the two final values of $M_{\text{ef}}$ obtained with the separate reference materials. The uncertainty for the averages was calculated from an uncertainty in reduced modulus $\delta E_{\text{red}}$ determined by $\delta E_{\text{red}} = \sqrt{(\delta E_{\text{ex}})^2 + (\delta E_{\text{in}})^2}$, where $\delta E_{\text{ex}}$ and $\delta E_{\text{in}}$ are the standard deviations in the measurements from each separate reference material.

For comparison with the AFAM results, Table III contains values for $M_{\text{ef}}$ obtained by other methods. The first column in Table III indicates a range of values for polycrystalline bulk Nb obtained from the literature [4]. The second and third columns contain values for $M_{\text{ef}}$ measured on the same Nb film sample with surface acoustic wave spectroscopy (SAWS) [11] and instrumented indentation techniques (IIT) [12]. The values indicate the average of multiple measurements on the same sample. In the analysis of the SAWS data, the film density was assumed to be that of bulk Nb ($\rho=8570$ kg/m$^3$). Both $\rho$ and $M$ could not be determined simultaneously from the SAWS data. If the actual film density was lower, as can be the case for thin films, $M_{\text{ef}}$ would be lower than that shown. To obtain the IIT value of $M_{\text{ef}}=67$ GPa from our SAWS data, the film density would have to be ~5% less than the bulk value.

Inspection of Tables II and III provides insight into the accuracy and effectiveness of our methods. For the rectangular cantilever, the analysis approach had virtually no effect on the resulting value of $M_{\text{ef}}$. Discrepancies in the value of $M_{\text{ef}}$ between the two models
are much smaller than the measurement uncertainty for both reference materials. Thus the results from the two models can be considered identical within the uncertainty. For the dagger cantilever, results with the glass reference sample are identical for both analysis approaches. Using the SI reference sample, however, results with the analytical approach are 8–10 % higher than those obtained by FEM analysis of the same data. Although the discrepancies between the two models were larger than the measurement uncertainty, the error bars still overlap and thus the differences are not considered significant. Thus we conclude that our finite element models for both cantilevers successfully captured the key features of the physical systems.

Tables II and III indicate that better agreement between the AFAM and IIT results is achieved by averaging AFAM results from two reference materials. For the rectangular cantilever, \( M_{66} \) determined by the SI reference sample is 20–30 % higher than \( M_{66} \) (IIT), while \( M_{66} \) determined by the glass reference sample alone is lower by ~10 %. When the two data sets are combined, \( M_{66} \) (AFAM) = 105–106 GPa is obtained. This is in very good agreement with the IIT value (higher by ~5 % and within measurement uncertainty). For the dagger cantilever, \( M_{66} \) for the average of the two reference materials from the analytical model is slightly higher than the corresponding FEM results. However, the values from the two models are not the same within measurement uncertainty. The results are also identical within the error bars to the corresponding values between the rectangular cantilever. In fact, the average value of \( M_{66} \) for the dagger cantilever agree more closely with the IIT values.

The consistency between AFAM results from different cantilever geometries and analysis approaches, as well as the good agreement with results from other methods, strongly suggests that our AFAM methods are valid.

We believe these AFAM experiments to be the first in which two different reference materials were used for quantitative measurements. Our results suggest that with the current analysis approach, the choice of reference material is critical to measurement accuracy. It appears that if \( M_{66} \) differs substantially from \( M_{66} \), the experimentally determined \( M_{66} \) may be incorrect. Such behavior might occur if the contact between the nonideal AFM tip and the nonideal surface differs for different sample materials. The contact mechanics model used for our data analysis does not include such variability. Until this can be verified and a more detailed contact mechanics model developed, however, our results indicate that reasonable values of \( M_{66} \) can be obtained using two reference materials. Multiple reference samples may be needed if no single suitable reference material is available, as was the case here. Moreover, an estimate of \( M_{66} \) may not be available, as can occur in the development of new film materials. In this case, AFAM measurements with multiple references could serve to iteratively determine the value of \( M_{66} \). As the AFAM technique is refined and its precision is increased, we hope to examine this behavior more thoroughly and determine how measurement accuracy can be improved.

A question that arises in this context is how similar \( M_{66} \) and \( M_{66} \) should be to obtain accurate results. To address this question, we compare these experiments with previous ways we have performed [13]. With AFAM we measured an aluminum (Al) film about 1 µm thick. In this case, only the glass sample was used as a reference (\( M_{66} \) = 85 ± 3 GPa). AFAM data obtained with the rectangular cantilever and analyzed with the analytical model yielded \( M_{66} \) (AFAM) = 80 ± 3 GPa (\( n = 3/2 \)). The SAWS value for the same sample was \( M_{66} \) (SAWS) = 79 ± 1 GPa. Thus, AFAM results with a single reference appeared accurate when \( M_{66} \) varied from \( M_{66} \) by 5–10 %. Assuming that the true value of \( M_{66} \) is approximately 100 GPa, then for the current experiments \( M_{66} \) was about 40 % higher and \( M_{66} \) was 15–20 % lower than \( M_{66} \). Further experiments are needed to more fully quantify this behavior.

As mentioned above, both analysis methods used a variable \( L_{1} / L \) describing the tip position as an adjustable parameter. The value of \( L_{1} / L \) was determined for each separate (\( f_1, f_2 \)) data pair. For the rectangular cantilever, the range of values obtained with the analytical approach was \( L_{1} / L = 0.915 – 0.926 \) while \( L_{1} / L = 0.916 – 0.930 \) for the FEM approach. For the dagger cantilever, \( L_{1} / L = 0.57 – 0.58 \). This is quite different from the value \( L_{1} = 1 \) observed in the SEM and illustrates our interest in developing an alternative analysis approach. With the finite element model, \( L_{1} / L = 0.975 – 0.985 \) for the dagger cantilever. Further analysis or more sophisticated modeling is needed to clarify the slight but consistent differences in \( L_{1} / L \) between the observed and model values.
V. SUMMARY AND CONCLUSIONS

We have described AFAM methods to determine the quantitative elastic properties of thin films. Experiments were performed on a metallic thin-film sample using two cantilevers with different geometries. The cantilever resonant frequencies for the lowest two flexural modes were measured both in free space and while the tip was in contact with the sample. Comparison of results to those from reference samples with known elastic properties enabled the sample indentation modulus $M$ to be determined. Data were analyzed with two methods. The first was an analytical model for beam dynamics that assumed a perfectly uniform cantilever cross-section. The second method involved a new finite element model specifically developed to accommodate variations in thickness and width along the length of the cantilever.

With these measurement and analysis methods, we determined AFAM values for $M$ in a niobium film 280 nm thick. Measurements were made on the same film with two other techniques: surface acoustic wave spectroscopy and instrumented indentation. The agreement between these values and those determined with AFAM were only fair (10–25% different) if a single reference material was used. Much better agreement (~5% different) was achieved by combining measurements from the two different reference samples.

For a cantilever geometry that deviated only slightly from a perfect rectangular beam, the two analysis methods yielded values for $M$ that were the same within measurement uncertainty. Thus the analytical model—a much simpler approach—appears adequate for this type of geometry. For cantilevers with a nonuniform cross-section, it was necessary to include the effects of viscoelastic damping in the FEM analysis. FEM values for $M_{Nb}$ with this cantilever were the same within measurement uncertainty to those with the rectangular cantilever. Although not strictly applicable to this cantilever geometry, the rectangular model produced very similar values for $M_{Nb}$. However, its values of the tip parameter $l_t/L$ were unphysical. Therefore we believe that the FEM approach should be applied to cantilevers with distinctly nonrectangular geometry.

These results demonstrate the validity of our AFAM methods for quantitative measurements of the elastic properties of thin films and surfaces. Future work will include extending the measurement techniques to additional samples with a wider range of $M$ in order to investigate the limits of applicability in more detail. We also plan to examine the issues that affect precision and repeatability more thoroughly. Furthermore, results from additional cantilever geometries will be examined with FEM calculations to explore the utility of the approach.
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FIGURE CAPTIONS

Fig. 1. Schematic of experimental AFAM apparatus.

Fig. 2. Geometry of AFM cantilevers used for AFAM experiments. The top two drawings correspond to the plan view of (a) the rectangular cantilever and (b) the dagger cantilever. The cross-sectional diagram in (c) applies to both cantilevers. The drawings in (a) and (b) are approximately to scale.
TABLE I: Properties of cantilevers used in AFAM experiments. Entries include the dimensions defined in Fig. 2 and the frequencies of the two lowest free-space flexural resonances, $f_1$ and $f_2$. The columns labeled “actual” indicate the actual measured values. Columns labeled “FEM” contain the values used in, or obtained by, the finite element model.

<table>
<thead>
<tr>
<th>property</th>
<th>rectangular</th>
<th>cantilever type</th>
<th>dagger</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>actual</td>
<td>FEM</td>
<td>actual</td>
</tr>
<tr>
<td>$a$ (µm)</td>
<td>232 ± 2</td>
<td>232.0</td>
<td>156 ± 1</td>
</tr>
<tr>
<td>$b$ (µm)</td>
<td>223 ± 2</td>
<td>223.0</td>
<td>101 ± 1</td>
</tr>
<tr>
<td>$w_1$ (µm)</td>
<td>52 ± 1</td>
<td>52.0</td>
<td>49 ± 1</td>
</tr>
<tr>
<td>$w_2$ (µm)</td>
<td>42 ± 1</td>
<td>42.0</td>
<td>39 ± 2</td>
</tr>
<tr>
<td>$t$ (µm)</td>
<td>8.1 ± 0.2</td>
<td>7.72</td>
<td>4.1 ± 0.2</td>
</tr>
<tr>
<td>$f_1$ (kHz)</td>
<td>180.8 ± 0.2</td>
<td>180.0</td>
<td>257.6 ± 0.2</td>
</tr>
<tr>
<td>$f_2$ (kHz)</td>
<td>1157.8 ± 0.2</td>
<td>1156.0</td>
<td>1427.7 ± 0.2</td>
</tr>
</tbody>
</table>

TABLE II: AFAM values for the indentation modulus $M_{NV}$ of Nb film. The type of cantilever, reference material and analysis model used to determine $M_{NV}$ are indicated. Values for $M_{NV}$ were determined from Eqs. (1) and (2) using $n=1$ or $n=3/2$ as indicated.

<table>
<thead>
<tr>
<th>cantilever</th>
<th>reference</th>
<th>model</th>
<th>$M(n=1)$ (GPa)</th>
<th>$M(n=3/2)$ (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>rectangular</td>
<td>glass</td>
<td>analytical</td>
<td>88 ± 9</td>
<td>90 ± 14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>89 ± 11</td>
<td>92 ± 17</td>
</tr>
<tr>
<td></td>
<td>Si</td>
<td>analytical</td>
<td>127 ± 7</td>
<td>122 ± 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>126 ± 8</td>
<td>120 ± 12</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>analytical</td>
<td>106 ± 14</td>
<td>105 ± 22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>106 ± 12</td>
<td>105 ± 18</td>
</tr>
<tr>
<td>dagger</td>
<td>glass</td>
<td>analytical</td>
<td>86 ± 2</td>
<td>87 ± 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>86 ± 3</td>
<td>87 ± 4</td>
</tr>
<tr>
<td></td>
<td>Si</td>
<td>analytical</td>
<td>127 ± 5</td>
<td>121 ± 9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>118 ± 4</td>
<td>110 ± 5</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>analytical</td>
<td>105 ± 5</td>
<td>103 ± 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>101 ± 5</td>
<td>98 ± 6</td>
</tr>
</tbody>
</table>
TABLE III: Values for the indentation modulus $M$ of Nb (in GPa). A range of values for bulk Nb obtained from the literature is shown. Also included are results obtained by surface acoustic wave spectroscopy (SAWS) and instrumented indentation techniques (IIT) on the same sample measured by AFAM. The minimum and maximum AFAM values from Table II are given.

<table>
<thead>
<tr>
<th></th>
<th>SAWS</th>
<th>IIT</th>
<th>AFAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>116-183</td>
<td>121±7</td>
<td>97±10</td>
<td>86-127</td>
</tr>
</tbody>
</table>
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Abstract

The nonlinear vibrations of a linear beam with cantilever-Hertzian contact boundary conditions are investigated. The method of multiple scales is used to analyze this problem in which it is assumed that the beam remains in contact with the moving surface at all times. One primary result from this analysis is the amplitude-frequency relation for the various flexural modes. The amplitude-frequency curves exhibit softening behavior as expected. The amount of softening is shown to depend on the linear contact stiffness as well as the specific mode. In addition, the associated nonlinear normal modes of this system are derived. The modes include a nonlinear modification to the linear, harmonic component as well as a static offset term and second and third harmonic components.
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1 Introduction

The dynamics of moving surfaces that are in contact with each other is important in a number of scientific and engineering applications. The vibrations of such contacts have been examined previously by a number of authors [1,2,3]. The focus in these studies was primarily on a single-degree-of-freedom (SDOF) system in Hertzian contact with a moving surface. Although Bryant [2] was interested in the vibrations of a beam in Hertzian contact, for modeling actuator dynamics, the beam was ultimately simplified to a SDOF system as well. The flexural vibrations of beams with nonlinearities has been examined in a variety of other forms using many different methods. Nonlinear vibrations of linearly elastic beams with nonlinear boundary conditions have been studied far less using techniques including the harmonic balance method [4], the method of Shaw and Pierre [5], and the method of multiple scales [6]. Nonlinear normal modes have been observed in many other contexts as well [7].

More recently, the problem of a cantilevered beam in Hertzian contact with a moving surface has been applied to atomic force microscope (AFM) applications [8,9]. Dynamic AFM methods rely on the relative motion between the AFM tip and the specimen surface. These techniques are used to extract quantitative information about the surface stiffness with high resolution [9]. These techniques utilize the dynamic response of the AFM beam, specifically in terms of the flexural cantilever modes. A stiff cantilever with high contact force is typically used to confine the tip-surface forces to the Hertzian contact regime. In these studies, the amplitude of the surface motion is kept small such that the motion may be analyzed by linearizing the nonlinear tip-surface
interaction forces. Such linearization has proven very effective for a variety of materials. As the surface amplitude increases, the motion eventually becomes nonlinear. If the motion is very large, the nonlinear motion is chaotic [10]. Before chaotic motion occurs however, there is a range of nonlinear motion that is stable. It is anticipated that a perturbation approach may be applicable to describe this motion. It is in this regime that the effects of this softening nonlinearity have been observed experimentally in terms of the shifts of resonant frequencies as a function of amplitude [8]. The method of harmonic balance was recently used to examine a similar contact AFM vibration problem [11].

In this article, the nonlinear vibrations of an elastic beam with cantilever-Hertzian contact boundary conditions are examined. It is assumed throughout that the beam remains in contact with the vibrating surface at all times. In addition, the vibrational amplitude in the beam is assumed to remain small such that the beam remains in the linear regime. Experimental evidence suggests that the beam loses contact before nonlinear effects in the beam are important [8]. In the next section, the appropriate boundary value problem is described. The method of multiple scales is then used to analyze this problem. The primary results from this analysis include the amplitude-frequency relation for the various flexural modes as well as the nonlinear normal modes. Finally, example results are presented. It is shown that the nonlinear behavior, in terms of the nonlinear frequency shift and the change in mode shape, are sensitive to the particular mode and to the linear contact stiffness. The dependence on the nonlinear parameters of the problem is clearly defined. The theoretical results have the same qualitative features as experimental AFM results.

II. Problem Description

A uniform, homogenous beam of constant, cross-section is cantilevered at one end as depicted in Fig. 1. At the end opposite of the cantilever (z = L), a massless tip with small radius is attached. The tip is in contact with a surface as shown. The boundary value problem for this system has a governing equation given by

$$EIq''(x, t) + \rho A \frac{d^2q}{dt^2}(x, t) = 0,$$

with boundary conditions

$$q(x, t) = 0 \text{ at } x = 0,$$

$$q'(x, t) = 0 \text{ at } x = 0,$$

$$q'(x, t) = 0 \text{ at } z = L,$$

$$EIq''(x, t) - 3\rho \frac{d^2q}{dt^2}(L) + K_0 [u_0 - y(L) - q(x, t)]^{3/2} = 0 \text{ at } z = L.$$  

In Eqs. (1)-(5), $q(x, t)$ defines the cantilever position relative to its initial static deflection $y(x)$. Also, the primes indicate spatial derivatives, while the overdots indicate time derivatives. The beam is defined by the modulus $E$, the area moment of the cantilever $I$, the volume density $\rho$, and the cross-sectional area $A$. Here, $EI$ and $\rho A$ are assumed uniform over the length of the beam. The boundary conditions given by Eqs. (2)-(4) correspond to conditions of zero displacement and zero slope at $x = 0$, and zero moment at $z = L$. The boundary condition given by Eq. (5) is the force balance between the shear force in the beam and the interaction force associated with the tip and the surface. Here, this interaction force is assumed the Hertz contact condition of a sphere.
in contact with a plane [12,13]. The Hertz coefficient, $K_0 = \frac{1}{3}E^2\sqrt{H}$, is defined in terms of the reduced elastic modulus, $E^*$, and the tip radius, $R$. The reduced modulus is defined by the material properties (elastic modulus, $E$, and Poisson’s ratio, $\nu$) of the surface and tip. It is defined by

$$\frac{1}{E^*} = \frac{1 - \nu_t^2}{E_t} + \frac{1 - \nu_s^2}{E_s},$$

where the subscripts $t$ and $s$ denote the tip and surface, respectively.

The function $y(x)$ in Eq. (5) defines the static deflection of the cantilever due to the surface offset. A static offset results from changes in the relative position between the beam and the surface. The end deflection, $y(L)$, will be slightly less than the surface offset, $z_0$. The difference between the two is the result of deformation. The end deflection is defined by consideration of the static problem. The initial deflection of the cantilever is written in terms of the end deflection as

$$y(x) = \frac{1}{2}y(L)\left(\frac{x}{L}\right)^2\left(1 - \frac{x}{L}\right).$$

(7)

The end deflection is governed by

$$-\frac{EI}{L^2}y(L) = \frac{K_0}{2}(z_0 - y(L))^{3/2} = 0,$$

(8)

which defines $y(L)$ in terms of the surface offset, $z_0$. Without loss of generality, it is assumed that $z_0$ is zero when the tip first comes in contact with the surface. This assumption also implies that the cantilever is horizontal when it first makes contact with the surface. In Eqs. (5) and (8), the quantity $\Delta = z_0 - y(L)$ may be identified as the static Hertz deformation. Note that no attractive forces are assumed present.

The nonlinear analysis which follows requires a more amenable form for the nonlinear contact.

The contact boundary condition, Eq. (5), is first rewritten as

$$EI\Phi''(x,t) - 3\frac{E^*}{2} (z_0/\Delta - 1) + K_0\Delta^{1/3}(1 - w(x,t))^{3/2} = 0 \text{ at } x = L,$$

(9)

where $w = q/\Delta$ defines the beam deflection relative to the static Hertz deformation. Note that the beam remains in contact with the surface as long as $w(L,t) \leq 1$. Finally, the term in Eq. (9) with the $3/2$ exponent is expanded in a Taylor series expansion about the equilibrium position, $w(L,t) = 0$. The result is

$$EI\Phi'' = \kappa_2 w'' - \kappa_1 w'' - \kappa_2 w^3,$$

(10)

where the linear and nonlinear spring constants are given by

$$\kappa = \frac{3}{2}K_0\Delta^{1/3}, \quad \kappa_1 = \frac{3}{8}K_0\Delta^{1/3}, \quad \kappa_2 = \frac{1}{16}K_0\Delta^{1/3}. $$

(11)

The error in this expansion is less than 1% over the range in which the contact is not lost. A similar type of expansion has been successfully used to model Hertzian contact vibrations in single-degree of freedom systems [2,3].

III. Method of Multiple Scales

The nonlinear vibration problem described in Section II is now solved using the method of multiple scales. The problem is first recast in dimensionless form. The governing equation is thus given by

$$\phi + w'' = 0,$$

(12)
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with boundary conditions
\[ w = w' = 0 \quad \text{at} \quad x = 0, \quad w'' = 0 \quad \text{at} \quad x = 1, \]  
\[ w'' = \beta w - \varepsilon^2 \varepsilon_7 w + \varepsilon^2 \beta_1 w^3 + \varepsilon^2 \beta_2 w^3 = \varepsilon^2 F \cos \Omega t \quad \text{at} \quad x = 1. \]  

where \( \varepsilon \) is a dimensionless parameter introduced to order the different scales of the problem. A viscous damping term (as observed experimentally) and a forcing term (typical of dynamic AFM experiments) have been added to the final boundary condition. A uniformly valid approximation requires the damping, forcing, and the cubic nonlinearity to occur at the same level of perturbation, in this case at \( \varepsilon^2 \) [14]. In Eqs. (12)-(14), the position along the beam is measured in units of \( L \) and time is measured in units of \( \sqrt{(\rho A L) / (EI)} \). The dimensionless linear and nonlinear spring constants are defined by
\[ \beta = \frac{3 K_0 \Delta^{\frac{3}{2}}}{2 EI L^2}, \quad \beta_1 = \frac{2}{3}, \quad \beta_2 = \frac{2}{24} \]  

Thus, \( \beta \) defines the stiffness of the contact relative to the stiffness of the beam. The contact stiffnesses are determined by \( \Delta \) which is related to the static offset through Eq. (8).

The method of multiple scales is applied to this nonlinear boundary value problem [6]. We look for solutions of the form
\[ w(x; T_0, T_1, T_3) = w_0(x; T_0, T_1, T_3) + \varepsilon w_1(x; T_0, T_1, T_3) + \ldots \]  

where \( T_0, T_1, \) and \( T_3 \) are the different time scales of the problem, \( T_n = \varepsilon^n t \). The expansion is substituted into Eqs. (12)-(14) and like orders of \( \varepsilon \) are collected. This procedure defines the \( \varepsilon^0 \) problem as
\[ w_0'' + D_0^2 w_0 = 0, \]  
\[ u_0 = u_0' = 0 \quad \text{at} \quad x = 0, \quad u_0'' = 0 \quad \text{at} \quad x = 1, \]  
\[ w_0'' = \beta w_0 \quad \text{at} \quad x = 1. \]  

The \( \varepsilon^1 \) problem is given by
\[ w_1'' + D_0^2 w_1 = -2D_0 D_1 u_0, \]  
\[ u_1 = u_1' = 0 \quad \text{at} \quad x = 0, \quad u_1'' = 0 \quad \text{at} \quad x = 1, \]  
\[ w_1'' = \beta u_1 - \beta_1 w_1^3 \quad \text{at} \quad x = 1. \]  

and for \( \varepsilon^2 \)
\[ w_2'' + D_0^2 w_2 = -2D_0 D_1 u_1 - (D_1^2 + 2D_0 D_3) u_0, \]  
\[ u_2 = u_2' = 0 \quad \text{at} \quad x = 0, \quad u_2'' = 0 \quad \text{at} \quad x = 1, \]  
\[ w_2'' = \beta u_2 + c D_0 u_0 - \beta_1 u_0 u_1 - \beta_2 u_0^3 - F \cos \Omega t \quad \text{at} \quad x = 1. \]  

Each of these problems is now solved.

A. Order \( \varepsilon^0 \) Problem

The \( \varepsilon^0 \) problem has solution
\[ u_0(x; T_0, T_1) = A_m(T_1, T_0) e^{i m \omega_m T_1} \omega_m(x) + \omega_m, \]  
for the \( m \)th mode where \( \omega_m \) denotes the complex conjugate of the previous expression. The modal subscripts on \( A_m \) and \( \omega_m \) are implicit throughout the remainder of the article. The linear mode
shape \( W(z) \) is given by
\[
W(z) = W_0 \left( \sin \gamma z - \sinh \gamma z - H_0 (\cos \gamma z - \cosh \gamma z) \right),
\]
where
\[
W_0 = \frac{\cos \gamma + \cosh \gamma}{2 (\sin \gamma \cosh \gamma - \sinh \gamma \cos \gamma)}, \quad H_0 = \frac{\sin \gamma + \sinh \gamma}{\cos \gamma + \cosh \gamma}.
\] (28)
The normalization factor \( W_0 \) is included to ensure that the displacement of the cantilever end \( W(1) \) does not lose contact, such that \( W(1) = 1 \).

The values of the dimensionless wave numbers \( \gamma \) are determined from the characteristic equation of the linear problem
\[
\gamma^2 (\cosh \gamma \cos \gamma + 1) - \beta (\sin \gamma \cos \gamma - \sin \gamma \cosh \gamma) = 0.
\] (29)
The wave numbers are related to the natural frequencies through the dispersion relation \( \omega^2 = \gamma^4 \).

B. Order \( e^1 \) Problem

The solution for \( u_0 \) is necessary for the order \( e^1 \) problem. The problem for \( u_1 \) is given by
\[
D_0^2 u_1 + D_0^3 u_1 = -2 \bar{\omega} D_1 A e^{2 \bar{\omega} x} W(x) + \epsilon c_0,
\]
\[
u_1 = u_1' = 0 \quad \text{at} \quad x = 0,
\]
\[
u_1'' = 0 \quad \text{at} \quad x = 1,
\] (31)
and the contact boundary condition is given by
\[
u_1''' = \beta a_{1} - \beta_3 \left[ 4 A e^{4 A x} + 2 A^3 + 2 A^2 e^{-2 A x} \right] \quad \text{at} \quad x = 1.
\] (32)

First we seek solutions of the form
\[
u_1 (x; T_0, T_1, T_3) = g_1 (x; T_1, T_3) e^{\nu_1(x)}.
\] (33)

The problem for \( g_1 \) is then
\[
g_1''' - \omega^2 g_1 = -2 \bar{\omega} D_1 A W(x),
\] (34)
with boundary conditions
\[
g_1 = g_1' = 0 \quad \text{at} \quad x = 0,
\]
\[
g_1'' = 0 \quad \text{at} \quad x = 1,
\] (35)
\[
g_1' = \beta g_1 \quad \text{at} \quad x = 1.
\] (36)

Because the homogeneous equations for \( g_1 \) have a nontrivial solution, the nonhomogeneous equations for \( g_1 \) have a solution only if a solvability condition is satisfied. By virtue of the characteristic equation defining \( \gamma \), Eq. (29), the solvability condition implies that \( D_1 A = 0 \), or \( A = A (T_2) \).

The two other parts of the \( u_1 \) solution are also found. One solution is of the form
\[
u_1 = g_2 (x) e^{2 \bar{\omega} x},
\] (37)
Substitution gives
\[
g_2''' - 4 \omega^2 g_2 = 0,
\] (38)
\[
g_2 = g_2' = 0 \quad \text{at} \quad x = 0,
\]
\[
g_2'' = 0 \quad \text{at} \quad x = 1.
\] (39)

The final BC is given by
\[
g_2' (1) - \beta g_2 (1) = -\beta_3 A^3.
\] (40)

The solution is thus
\[
u_1 (x) = \frac{\beta A^2}{2} G (\epsilon x, x),
\] (41)
where \( x_3 = \sqrt{2} \omega \) and the function \( G(x, z) \) is defined as
\[
G(x, z) = \frac{(\cos x + \cosh x)(\sinh x - \sin x) + (\cos x - \cosh x)(\sin x + \sinh x)}{x^2(1 + \cos x \cosh x) - \beta(\sin x \cos x - \sin x \cosh x)}.
\]
(42)

The final part of the \( w_1 \) solution is related to the static shift due to the nonlinearity. Such a response is expected in systems with quadratic nonlinearities [6]. We look for solutions of the form
\[
w_1 = g_0(x).
\]
(43)

Substitution into the boundary conditions gives
\[
g_0(x) = -\frac{\beta_1 A^2}{2(3 + \beta)} x^3 (x - 3).
\]
(44)

The complete solution for \( w_1 \) is thus
\[
w_1 = -\frac{\beta_1 A^2}{2(3 + \beta)} x^3 (x - 3) + \frac{\beta_2 A^2}{2} G(x, z) e^{\omega w_0} + c.c.
\]
(45)

where \( A \) is found from the \( \varepsilon^2 \) problem. As expected, the \( w_1 \) solution is proportional to \( \beta_1 \) and quadratic in amplitude.

C. Order \( \varepsilon^2 \) Problem

The solutions obtained for \( w_0 \) and \( w_1 \) are necessary for the order \( \varepsilon^2 \) problem. The \( \varepsilon^2 \) problem is written in terms of these solutions
\[
w_{0}^{\varepsilon^2} + D_2^2 w_0 = -2i\omega A' e^{\omega w_0}(x),
\]
(46)

where \( A' = D_2 A \). The appropriate boundary conditions are
\[
w_2 = w_2^{\varepsilon^2} = 0 \text{ at } z = 0, \\
w_2^{\varepsilon^2} = 0 \text{ at } z = 1,
\]
(47)

Next, we seek solutions of the form
\[
w_2(x; T_0, T_1) = h_1(x; T_2) e^{i\omega T_2}.
\]
(48)

Substitution gives
\[
h_{2v}^m - \omega^2 h_1 = -2i\omega A' W(x),
\]
(49)

with boundary conditions
\[
h_1 = h_1' = 0 \text{ at } z = 0, \\
h_1' = 0 \text{ at } z = 1,
\]
(50)

\[
h_{1v}^m - \beta_1 h_1 = i\omega A + \left( \frac{\beta_2}{2} G(x, z) - \frac{2\beta_1}{3 + \beta} \right) A^2, \text{ at } z = 1.
\]
(51)

The homogeneous equations for \( h_1 \) have a nontrivial solution. Thus, the nonhomogeneous equations for \( h_1 \) require a solvability condition. This condition is
\[
P(\gamma) \omega A' = i\omega A + \beta_1 A^2 \left( G(x, z) - \frac{2}{3 + \beta} \right) - 3\beta_2 A^4,
\]
(52)

where
\[
P(\gamma) = 3\gamma^2 (\cos \gamma + \cosh \gamma) (1 + \cos \gamma \cosh \gamma) - \gamma^2 \sin \gamma \sinh \gamma (\sin \gamma + \sinh \gamma)
\]
\[
+ \gamma^2 (\cos \gamma + \cosh \gamma)^2
\]
\[
+ \beta_1 \sin \gamma \sinh \gamma (\cos \gamma + \cosh \gamma) + (1 + \cos \gamma \cosh \gamma) (\cos \gamma - \cosh \gamma)
\]
\[
+ \gamma^2 (\cos \gamma + \cosh \gamma)^2.
\]

The dependence of Eq. (52) on the particular mode is implicit in the factors of \( P(\gamma) \) and \( G(x, z) \).

The solution for the harmonic component of \( w_2 \) is then
\[
h_1(x) = \left[ i\omega A + \beta_1 A^2 \left( G(x, z) - \frac{2}{3 + \beta} \right) - 3\beta_2 A^4 \right] H(x),
\]
(53)
where
\[ H(x) = \frac{1}{2} e^{\gamma x} \left[ \cos \gamma x - \cosh \gamma x \right] \left( \frac{2(1 + \cos \gamma - \cosh \gamma)}{(\cos \gamma + \cosh \gamma)^2} - x \right) - z \sin \gamma + \sinh \gamma \frac{(\sin \gamma x + \sinh \gamma x)}{\cos \gamma + \cosh \gamma}. \]

The final part of the solution for \( u_3 \) is found in a similar manner to that for \( g_3 \) in the order \( e^3 \) problem. We look for solutions like
\[ u_3 = h_3(x) e^{i\omega \tau}. \]  

The solution is thus
\[ h_3(x) = -\frac{\beta_3}{2} \left( \frac{\beta_3 G(x, 1) - \beta_2}{\beta_2} \right) G(x, z), \]  

with \( G(x, z) \) defined in Eq. (42) and \( x_3 = \sqrt{3} \omega \).

The complete nonlinear mode that tends to the linear mode when \( \beta_1 \) and \( \beta_2 \) tend to zero is then
\[ w(x, T_2, T_3) = (W(x) + i\omega H(x)) e^{i\omega \tau}, \]
\[ + \left( \frac{\beta_3 G(x, 1)}{3 + \beta} - 3\beta_2 \right) A A P H(x) e^{i\omega \tau} - \frac{\beta_3 A A}{2(3 + \beta)} z^2 (x - 3) \]
\[ + \frac{\beta_3 A A}{2} G(x_3, x) e^{i\omega \tau} = \left( \frac{\beta_3}{2} \left( \beta_3 G(x, 1) - \beta_2 \right) G(x_3, x) \right) e^{i\omega \tau} + cc, \]

where \( A \) is defined by Eq. (52).

To solve Eq. (52) we look for solutions of the form \( A = \frac{1}{2} e^{\sigma t} \) where \( p \) and \( q \) are real functions of \( T_2 \). Substitution into Eq. (52) gives
\[ P(\gamma) \left( -i\omega \psi' + \omega \varphi \right) = \frac{\beta_3^2}{4} \left( G(x_3, 1) - \frac{2}{3 + \beta} \right) - \frac{3}{4} \beta_3 q^3 - 2 F e^{i\omega \tau} \psi'. \]  

Next we define \( \psi = \sigma T_2 - q \) such that \( q' = \psi' - \sigma \). Separating Eq. (56) into real and imaginary parts gives
\[ P(\gamma) \left( -i\omega \psi' + \omega \varphi \right) = \frac{\beta_3^2}{4} \left( G(x_3, 1) - \frac{2}{3 + \beta} \right) - \frac{3}{4} \beta_3 q^3 - 2 F e^{i\omega \tau} \psi', \]  

\[ P(\gamma) \omega \psi' = \alpha \omega p - 2 F e^{i\omega \tau} \psi'. \]  

Steady-state motion occurs when \( \psi' = \psi'' = 0 \). Thus,
\[ 2 F e^{i\omega \tau} = \frac{\beta_3^2}{4} \left( G(x_3, 1) - \frac{2}{3 + \beta} \right) - \frac{3}{4} \beta_3 q^3 - P(\gamma) \omega \psi, \]  

\[ 2 F e^{i\omega \tau} = \alpha \omega p. \]  

Eqs. (59) and (60) are squared and added. The result is solved for \( \sigma \) giving
\[ \sigma = \left( \frac{\beta_3^2}{4} \left( G(x_3, 1) - \frac{2}{3 + \beta} \right) - \frac{3}{4} \beta_3 q^3 - P(\gamma) \omega \psi \right) \frac{1}{\alpha \omega} \sqrt{\frac{4 F^2}{P(\gamma) \omega} - \omega^2 \sigma^2}, \]

The detuning parameter \( \sigma \) is related to \( p \) in Eq. (61). The phase shift \( \psi \) is then found from
\[ \psi = \tan^{-1} \left( \frac{\beta_3^2}{4} \left( G(x_3, 1) - \frac{2}{3 + \beta} \right) - \frac{3}{4} \beta_3 q^3 - P(\gamma) \omega \sigma \right), \]

such that \( \sigma = \frac{1}{2} e^{i\omega \tau} \psi \). The maximum value for \( p \) is
\[ P_{\text{max}} = \frac{2 F}{\alpha \omega}, \]

which occurs when
\[ \sigma = \frac{\beta_3^2}{4} \left( G(x_3, 1) - \frac{2}{3 + \beta} \right) - 3 \beta_3 \]
\[ = \frac{P(\gamma) \omega}{\beta_3^2} \left( G(x_3, 1) - \frac{2}{3 + \beta} \right) - 3 \beta_3 \]

In terms of the parameters \( p \) and \( \sigma \), the nonlinear normal mode reduces to (damping has been
dropped from the mode as discussed by Nayfeh [6])

\[
W(x) + \left( \beta_2 G(x,1) - \frac{2 \beta_1}{3 + \beta} \right) H(x) \frac{1}{\beta_1^2} \cos (\omega T_0 + \varphi) \\
- \frac{\beta_2}{3 + \beta} \left( x - \frac{3}{2} \right)^2 + \frac{\beta_1}{4} G(x,1) \frac{1}{\beta_1^2} \cos (2 \omega T_0 + 2 \varphi) \\
- (\beta_2 G(x,1) - \beta_3) G(x,1) \frac{1}{\beta_1^2} \cos (3 \omega T_0 + 3 \varphi) \right). \tag{65}
\]

The nonlinear amplitude-frequency relation, Eq. (61), and the nonlinear normal mode, Eq. (65), are the main results of this derivation. The dependence on the different modes is included in the amplitude-frequency relation by the functions \(P\) and \(G\).

The various components of the nonlinear normal mode include a harmonic component and static off-set as well as second and third harmonic components. The static shift due to the nonlinearity is proportional to \(\beta_1 / (3 + \beta)\) and quadratic in amplitude. The spatial dependence of the second and third harmonics are proportional to \(G(x,1)\), for \(x = x_1\) or \(x = x_2\), respectively. The second harmonic is quadratic in amplitude and proportional to \(\beta_1\). The third harmonic is cubic in amplitude and dependent on \(\beta_1, \beta_2, \text{ and } G(x,1)\). In the next section, example results are presented using Eqs. (61), (65), and (42).

IV. Example Results

The nonlinear amplitude-frequency behavior for several modes using Eq. (61) is first presented. It should be noted that the dependence of \(\sigma\) on the forcing amplitude \(F\) is inverse to the dependence of \(\sigma\) on damping \(c\). Plots for fixed \(c\) and increasing \(F\) are presented in Figs. (2) and (3). Similar behavior is observed for fixed \(F\) and decreasing \(c\). Figure (2) is a plot of amplitude versus \(\sigma\) for modes 1 and 2 for \(\beta = 300\) and \(c = 0.12\) for several values of \(F\). The values of \(\sigma\) for both modes are of the same order over the range of amplitude shown, as large as \(-0.5\). The response of mode 1 to the higher amplitudes \((F = 3, 4, 6)\) leads to a response that is larger than 1. In terms of the quantities defined here, these values would lead to a loss of contact. Mode 2, however, does not have a response larger than 1 for any of the values of forcing used. Similar results for modes 3 and 4 for \(\beta = 1800\) and \(c = 0.08\) are shown in Fig. (3).

Another important effect in the results is shown in Figs. (4) and (5). In this case, a fixed value of \(F\) and \(c\) are used with results for two different values of linear stiffness \(\beta\) shown. In Fig. (4), amplitude-frequency plots are shown for the first and second modes for \(\beta = 50\) and \(\beta = 500\) \((F = 1; c = 0.025)\). The frequency shift for the first mode is larger than the second for \(\beta = 50\). However, for \(\beta = 500\), the second frequency is observed to shift more than the first. In Fig. (5), a comparison between the first and fourth modes is shown for \(\beta = 500\) and \(\beta = 2000\) \((F = 1; c = 0.025)\). The fourth mode is observed to shift much more when \(\beta = 2000\) in comparison with the first mode. The behavior of the first mode is very similar for both of these values of \(\beta\). It was observed that the modal amplitudes and ranges of \(\sigma\) for each mode could be significantly different depending on \(\beta\). The linear stiffness is primarily dependent on the static surface offset, defined in Eq. (5) by \(z_0\). This type of modal sensitivity has also been noted for the case of an elastic beam coupled to a moving surface by a linear spring [15]. Because the nonlinearity is localized to a single position of the beam, the mode shape greatly effects the influence of the nonlinearity.

Plots of the harmonic component of the mode shapes are shown in Figs. (6) and (7). In both of
these figures, the linear (Eq. (27)) and nonlinear (the term in Eq. (65) that multiplies \( \cos(\omega t) \)) components are shown as solid and dashed lines, respectively. In Fig. (6), the amplitude of the first mode is shown for \( \beta = 100 \). The linear and nonlinear components are almost identical for the portion of the beam closest to the cantilevered end. The difference between the linear and nonlinear in this case is at the end \( (x = 1) \) of the beam. The softening effect is clearly shown. For large amplitudes, such that the cubic dependency on amplitude is important, the spring is effectively less stiff. Thus, the beam at \( x = 1 \) has a larger amplitude relative to the linear amplitude. The second mode is shown in Fig. (7) for \( \beta = 1900 \). A similar behavior is observed for this mode as well. The deviation from linearity is largest at the end with the contact. The deviation of the nonlinear mode shapes from the linear mode shapes follows the trend observed for the detuning parameter. For a given value of \( \beta \), a mode may have a small or large nonlinear response. The modal sensitivity to a contact nonlinearity is dependent on the linear mode shape.

Finally, plots relevant to the second and third harmonic components of the nonlinear responses are shown in Figs. (8)-(10). In Fig. (8), \( G(x, \beta) \) for the first mode is plotted for values of linear stiffness \( \beta = 10, 100, 500, \) and 1000. Although only a few results may be presented here, the general trends observed are summarized. As \( \beta \) increases, the overall amplitude of \( G \) decreases and the position of the node moves toward the cantilevered end of the beam. The trends for \( G(x, \beta) \) for the second and third modes, as shown in Figs. (9) and (10), respectively, are similar to the plot for the first mode in that the amplitude decreases for increasing \( \beta \). The positions of the nodes of \( G \) for these modes are also observed to move toward the cantilevered end of the beam as \( \beta \) increases. In addition, it may be observed that an additional node is introduced in these shapes when \( \beta \) is above a certain value. For example, the first mode results, Fig. (8), have a node between \( \pi/L = 0.6 - 0.7 \) for the higher three values of \( \beta \), but not for \( \beta = 10 \). For the third mode, Fig. (10), the additional node is only apparent for the highest value of \( \beta \) shown. Thus, each mode has some threshold value of \( \beta \) for which the function \( G \) has an increase in number of nodes.

V. Discussion

The nonlinear vibrations of a beam with cantilever-Hertzian contact boundary conditions have been investigated using the method of multiple scales. The nonlinear amplitude-frequency relation was derived and was shown to depend on the mode number and linear contact stiffness. The linear contact stiffness is primarily dependent on the static offset of the surface. Example results show the expected softening behavior in terms of the forcing amplitude and damping. These results may also be used to predict which modes may be most suitable for nonlinear experiments. In particular, it was observed that the first mode lost contact \( (p > 1) \) in many cases before a significant change in frequency was achieved. The derivation of the nonlinear normal modes was also presented. The nonlinear modes included terms of a modification to the harmonic linear mode, a static offset, and second and third harmonic components.

The nonlinear analysis showed the amplitude-frequency shift that has been observed experimentally in the weakly nonlinear regime for atomic force microscope experiments [8]. These nonlinear effects provide important information about the contact mechanics. The nonlinear...
behavior of the beam vibrations have been analyzed here using a Hertzian contact model for the tip-surface interaction. The results showed that the influence of the nonlinearity on each mode is a function of the surface stiffness relative to the stiffness of the cantilever. The modal sensitivity is also seen to influence the nonlinear behavior. Each mode has a different amplitude near the end of the beam such that the role of the nonlinearity changes. Results from other contact models will provide necessary insight into the expected effects from other factors important for AFM imaging.
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VIII. Figures Captions

Figure 1. Schematic of the problem. The linearly elastic beam is in contact with a surface. Initial contact is made when the surface offset, \( z_0 \), is zero. This static offset causes a static beam deflection, \( y(x) \). The dynamic motion, \( u(x, t) \), is defined relative to \( y(x) \). The contact forces between the tip and sample are assumed Hertzian with no attractive forces.

Figure 2. Example results for the primary nonlinear response for \( \beta = 300 \) and four values of \( F \) (\( = 1, 2, 3, 4 \)) with \( c = 0.12 \). The first and second modes are shown.

Figure 3. Example results for the primary nonlinear response for \( \beta = 500 \) and four values of \( F \) (\( = 1, 2, 3, 4 \)) with \( c = 0.08 \). The first and second modes are shown.

Figure 4. Nonlinear frequency shift of the first and second modes for two values of linear stiffness \( \beta \) (solid: \( \beta = 50 \); dashed: \( \beta = 500 \)) with \( c = 0.025 \).

Figure 5. Nonlinear frequency shift of the first and fourth modes for two values of linear stiffness \( \beta \) (solid: \( \beta = 500 \); dashed: \( \beta = 2300 \)) with \( c = 0.025 \). These plots illustrate the modal sensitivity to the contact as has been examined previously for linear AFM vibrations [15].

Figure 6. Comparison between the first linear and the nonlinear normal mode (harmonic component) for \( \beta = 100 \) (solid: linear; dashed: nonlinear). Note the softening effect of the nonlinearity.

Figure 7. Comparison between the second linear and the nonlinear normal mode (harmonic component) for \( \beta = 1900 \) (solid: linear; dashed: nonlinear).

Figure 8. Plot of \( C(x_0, x) \) for mode 1 as a function of beam length (\( \beta = 10 \) (dot-dash);
The second harmonic component of the displacement is proportional to $G$.

Figure 9. Plot of $G(x_3, x)$ for mode 2 as a function of beam length (line styles are as in Fig. 8).

The second harmonic component of the displacement is proportional to $G$.

Figure 10. Plot of $G(x_3, x)$ for mode 3 as a function of beam length (line styles are as in Fig. 8). The second harmonic component of the displacement is proportional to $G$.

Figure 1. Schematic of the problem. The linearly elastic beam is in contact with a surface. Initial contact is made when the surface offset, $z_0$, is zero. This static offset causes a static beam deflection, $y(x)$. The dynamic motion, $w(x, t)$, is defined relative to $y(x)$. The contact forces between the tip and sample are assumed Hertzian with no attractive forces.
Figure 2. Example results for the primary nonlinear response for $\beta = 300$ and four values of $F (= 1, 2, 3, 4)$ with $\epsilon = 0.12$. The first and second modes are shown.

Figure 3. Example results for the primary nonlinear response for $\beta = 1800$ and four values of $F (= 1, 2, 3, 4)$ with $\epsilon = 0.08$. The third and fourth modes are shown.
Figure 4. Nonlinear frequency shift of the first and second modes for two values of linear stiffness $\beta$ (solid: $\beta = 50$; dashed: $\beta = 500$) with $c = 0.025$.

Figure 5. Nonlinear frequency shift of the first and fourth modes for two values of linear stiffness $\beta$ (solid: $\beta = 500$; dashed: $\beta = 2300$) with $c = 0.025$. These plots illustrate the modal sensitivity to the contact as has been examined previously for linear AFM vibrations [15].
Figure 6. Comparison between the first linear and the nonlinear normal mode (harmonic component) for $\beta = 100$ (solid: linear; dashed: nonlinear). Note the softening effect of the nonlinearity.

Figure 7. Comparison between the second linear and the nonlinear normal mode (harmonic component) for $\beta = 1900$ (solid: linear; dashed: nonlinear).
Figure 8. Plot of $G(x_2, z)$ for mode 1 as a function of beam length [$\beta = 10$ (dot-dash); $\beta = 100$ (dashed); $\beta = 500$ (solid); $\beta = 1000$ (dotted)]. The second harmonic component of the displacement is proportional to $G$.

Figure 9. Plot of $G(x_2, z)$ for mode 2 as a function of beam length (line styles are as in Fig. 8). The second harmonic component of the displacement is proportional to $G$. 
Figure 10: Plot of C(X₀, ø) for mode 3 as a function of beam length (line styles are as in Fig. 8).

The second harmonic component of the displacement is proportional to C.
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The quantitative measurement of material properties with nanometer resolution has increasingly become important for fundamental research as well as for industry applications. In many industries that use thin films or microelectromechanical systems (MEMS), it is important to acquire material property information with high resolution, even down to the nanoscale. Recently, techniques have been developed to make such measurements using the atomic force microscope (AFM). These include the scanning tunneling microscopy based method, force modulation microscopy, ultrasonic atomic force microscopy (UAFM), and other high-frequency vibration modes. The AFM has surpassed its traditional applications in topography measurement and found various applications in the field of nondestructive evaluation. Research into the dynamic behavior of AFM cantilever in contact with a sample surface may be used to extract material properties of the sample. In this thesis, the vibrations of the AFM cantilever with a contact boundary condition are studied.

During a typical measurement, the AFM cantilever vibrates while its tip contacts with a sample surface. Various material parameters are involved in the contact. The interaction forces between the AFM tip and the sample surface are complex and essentially nonlinear. Contact mechanics theories such as Hertzian theory or Maugis theory are used
in this thesis to model the contact forces. The AFM cantilever is assumed to be a 
homogeneous elastic beam with a massless tip.

In the first part of this thesis, the undamped nonlinear free vibrations are studied. Also 
the effects of interaction damping are explored. Forced vibration with damping is studied 
in the second part. Nonlinear approximation methods including the method of harmonic 
balance and the method of multiple scales are used for the analyses. The influence of 
specimen material properties on the response of AFM cantilever is examined. The results 
clearly show the dependence of the nonlinear behavior on the material properties of the 
specimen and the contact parameters. Also, it is shown that when the AFM cantilever is 
excited at a frequency very near certain natural frequencies, the nonlinearity of the 
contact forces shifts the frequency-response curve away from the linear results.
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1. Introduction

1.1 Background

The atomic force microscope (AFM) [1] was originally developed to provide high-resolution surface topography information. In these measurements, the deflection of the microscope cantilever as a function of the surface locations is used to generate high precision mapping of the surface. The results in air [1] demonstrate a lateral resolution of 30 Å and a vertical resolution less than 1 Å.

Recent developments in AFM have moved beyond the original quasi-static implementation into a fully dynamic regime in which the AFM cantilever is driven to vibrate with its tip in contact with the sample surface. Dynamic implementations of the atomic force microscope turn this device into a powerful tool for material characterization. Ultrasonic methods like atomic force acoustic microscopy (AFAM) [5], scanning micro-deformation microscopy (SMM), and ultrasonic force microscopy (UFM) [9] enable high-resolution measurement of the local modulus of material surfaces.

The interaction force between the cantilever tip and sample surface is complex and highly nonlinear. The resulting dynamical system is complicated due to the nonlinearity of the contact forces involved. Many factors are involved in this interaction. There are different models to describe this very complicated contact interaction, like the Hertzian contact theory, JKRS theory, DMT theory and Maugis theory, etc. In previous work, the cantilever is treated using the point-mass model [5] and the contact force linearized. Numerical calculations have also been applied to study the nonlinear effects in the dynamical analysis [5][6].

In this thesis, the main objective is to find an analytical basis for quantitative measurements of surface stiffness by means of analyzing the dynamic response of the AFM cantilever with its tip in contact with a sample surface during vibration. The technique utilizes the dynamic response of the AFM cantilever, specifically in terms of the higher-order cantilever modes. It has been shown that the nonlinearity of the contact interaction acts to shift the natural frequencies of the cantilever. The nonlinear effects act to soften some modes. It was also shown that the higher frequency modes are very important when an accurate view of the dynamics is needed [4].

1.2 Objective

In this research, nonlinear analytical methods such as the method of harmonic balance and the method of multiple scales [2], are applied to study the vibrations of the atomic force microscope (AFM) [1] when its cantilever tip contacts with the sample surface. This analysis of the dynamical behavior of the AFM can provide insight into the relationship between the sample surface properties such as Young's modulus and the vibration modes of the AFM cantilever. The main purpose of this study is to establish a theoretical model to apply to the frequency shift in AFM vibrations as a measurement for the sample surface material properties.

1.3 Research Methods

In this thesis, the AFM is modeled as a homogeneous elastic beam. The beam is cantilevered at one end and a small radius tip is attached at the other end. The tip is assumed to be massless. During vibration, this tip is always in contact with the sample surface. The contact force between the tip and sample surface is very complicated and essentially nonlinear. There are several contact mechanics theories used to model the
relationship between the contact depth and the contact forces. If sufficient force is applied to the cantilever, the contact force can be described by the Hertzian model. With the presence of this nonlinear contact force, significant nonlinear features can be observed in the vibration, some of which are directly linked to the material properties of the surface.

By studying the dynamic response of the AFM cantilever, it is possible to establish a quantitative measurement of surface material properties.

Hertzian model is a simplified model; it does not take into consideration adhesion hysteresis and attractive surface forces. In this model, the contact force is purely repulsive. A more sophisticated model, the Maugis model, is comprehensive in that it encompasses a wide variety of contact materials and includes surface forces. Both Hertzian theory and Maugis theory are examined in this thesis with regard to the nonlinear vibrations.

Due to the nonlinearity of the contact forces, this vibration problem becomes very complicated and an exact analytical solution is not possible. The vibration of a continuous system with a nonlinear boundary condition has been studied using different approximate methods [22][23][24][25]. In this thesis, nonlinear approximation methods like the method of multiple scales and the method of harmonic balance [2] are used.

These analyses show the anticipated frequency shift of the natural frequencies as a function of contact force and excitation amplitude. The dependence on the nonlinear parameters of the problem is clearly defined. This reveals the possibility of measuring sample surface material properties by exploiting the dynamic behavior of the AFM.

2. Atomic Force Microscope

2.1 Atomic Force Microscope (AFM)

The atomic force microscope was originally designed by G. Binnig and C. F. Quate in 1986 [1]. The atomic force microscope is a combination of the principles of the scanning tunneling microscope (STM) and the stylus profilometer [10]. An STM is capable of measuring forces as small as $10^{-14}$ N [1]. AFM is proposed as a method to investigate the surface topography on an atomic scale. In the experiments, images are generated by measurements of the forces of a sharp tip when it is near or it contacts the surface of the sample. This measurement has very high resolution: results by G. Binnig and C. F. Quate demonstrated a lateral resolution of 30 Å and a vertical resolution of less than 1 Å.

Besides its usage in surface topography measurements, which are generally dubbed as static methods, new capabilities of AFM have been developed. To measure surface properties such as adhesive energy or sample stiffness with the same high local resolution as the topography, dynamic methods such as force modulation microscopy [10], scanning local acceleration microscopy [11], pulsed force microscopy [12], tapping mode or atomic force acoustic microscopy (AFAM) [7] have been developed. Atomic force acoustic microscopy is a near-field technique, which combines the ability of ultrasonics to image elastic properties with the high lateral resolution of scanning probe microscopes [7]. In AFAM, the increased dynamic stiffness of the cantilever vibration modes can be exploited for quantitative measurements and imaging. Experimental setups of different combinations of AFM and ultrasonics have been proposed [9][14][15].

The most significant difference of the dynamic methods versus the static or quasi-
static methods is that the microscope cantilever is vibrating when it scans across the sample surface with the sensor tip very close to or in contact with the sample surface. The vibration modes of the cantilever can change significantly when different materials are present on the sample surface [7]. This change in the vibration modes of the cantilever is attributed to the surface material properties and can be exploited as a means of evaluating them quantitatively.

A critical component of an AFM is the cantilever, which is typically micro-fabricated from low-stress silicon nitride or single crystal silicon. The cantilever can be treated as a miniature elastic beam with its characteristic vibration modes and frequencies. It is highly resilient with a wide range of force constants, from 0.5 to 0.01 N/m. Consider the products of Park Scientific Instruments for example. There are two sets of products, Microlever™ and Ultralever™ as in Figures (2.1) and (2.2). The tips of Microlevers can be one of two shapes: standard or sharpened pyramidal.

![Diagram of cantilevers]

Figure 2.1. Microlever chips with six cantilevers [27, pp. 4-31].

The typical radius of curvature is 500 Å for standard tips and 200 Å for sharpened tips. Also, there are two different shapes of cantilever: rectangular and V-shaped. Table 2.1 lists detailed information about these cantilevers.

<table>
<thead>
<tr>
<th>Type</th>
<th>Length (µm)</th>
<th>Width (µm)</th>
<th>Thickness (µm)</th>
<th>Force constant (N/m)</th>
<th>First resonance frequency (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>180</td>
<td>18</td>
<td>0.6</td>
<td>0.05</td>
<td>22</td>
</tr>
<tr>
<td>B</td>
<td>200</td>
<td>18</td>
<td>0.6</td>
<td>0.02</td>
<td>15</td>
</tr>
<tr>
<td>C</td>
<td>220</td>
<td>22</td>
<td>0.6</td>
<td>0.01</td>
<td>7</td>
</tr>
<tr>
<td>D</td>
<td>220</td>
<td>22</td>
<td>0.6</td>
<td>0.03</td>
<td>15</td>
</tr>
<tr>
<td>E</td>
<td>140</td>
<td>18</td>
<td>0.6</td>
<td>0.10</td>
<td>38</td>
</tr>
<tr>
<td>F</td>
<td>85</td>
<td>18</td>
<td>0.6</td>
<td>0.50</td>
<td>120</td>
</tr>
</tbody>
</table>

Figure 2.2 shows the Ultralevers™. They are gold-coated, all silicon cantilevers with integrated high aspect ratio conical tips. The typical radius of curvature for Ultralever tips is 100 Å, a more than fourfold improvement over the radius of standard Microlever tips. This reduced radius can greatly improve the resolution. The tip aspect ratio, the ratio of tip length to width, fundamentally limits the ability of an AFM to measure steep sidewall features and deep trenches that can be characteristic of patterned semiconductor devices and reticles. The typical aspect ratio of Ultralevers is about 3:1, whereas that of pyramidal tips is on the order of 1:1.

![Diagram of Ultralevers]

Figure 2.2. Ultralever chips with four cantilevers [28, pp. 4-32].
Table 2.2 shows the detailed information about Ultralevers.

Table 2.2. Parameters of the Ultralevers™ [28].

<table>
<thead>
<tr>
<th>Type</th>
<th>Length (μm)</th>
<th>Width (μm)</th>
<th>Thickness (μm)</th>
<th>Force constant (N/m)</th>
<th>First resonance frequency (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>110</td>
<td>25</td>
<td>1.0±0.1</td>
<td>0.3±0.1</td>
<td>40±40</td>
</tr>
<tr>
<td>B</td>
<td>110</td>
<td>25</td>
<td>1.0±0.1</td>
<td>0.4±0.2</td>
<td>65±65</td>
</tr>
<tr>
<td>C</td>
<td>85</td>
<td>18</td>
<td>1.0±0.1</td>
<td>1.6±1.5</td>
<td>145±150</td>
</tr>
<tr>
<td>D</td>
<td>85</td>
<td>28</td>
<td>1.0±0.1</td>
<td>2.1±1.7</td>
<td>150±150</td>
</tr>
</tbody>
</table>

The AFM has a wide range of applications in material property characterization. On and near the surface, topography, adhesion, visco-elasticity, hardness, friction, and other properties can be revealed with nanometer resolution. The AFM can work in different modes in a wide variety of applications. In these applications, the AFM cantilever is either static or vibrating for different measurements.

The primary concern in this thesis is the dynamic behavior of the AFM. That is, the AFM cantilever is vibrating while scanning over the sample surface. Generally speaking, there are three AFM modes that use a vibrating cantilever: Contact AFM, non-contact AFM (NC-AFM) and intermittent-contact AFM (IC-AFM). In these modes, the sensor tip contacts with the sample (contact AFM), or the cantilever tip either does not come into contact with the sample surface (NC-AFM), or it comes into contact only at the lowest point in its vibration cycle (IC-AFM).

For non-contact AFM (NC-AFM) imaging, the cantilever tip is held about 50 to 100 Å above the sample surface during a scan. The cantilever is excited to vibrate at a constant frequency with an amplitude of tens of angstroms. As the sensor tip scans across the surface, the cantilever vibration amplitude changes in response to the force gradients that vary with respect to the tip-to-sample spacing. An image of the sample surface topography is generated from these amplitude changes. Non-contact mode is useful in imaging the samples of low moduli, such as soft polymers, biological materials etc, that are very susceptible to tip damage.

Intermittent-contact AFM (IC-AFM) is very similar to NC-AFM, except that in IC-AFM the vibrating cantilever tip is brought closer to the sample so that the sensor tip contacts with the sample at its lowest point in vibration cycle. For some types of sample this mode is preferable to full contact AFM because it does not induce the lateral forces such as friction or drag that might damage the tip or sample. NC-AFM works better than IC-AFM on soft samples and when the maximum lateral resolution is required on samples with low-profile topography.

For contact AFM, the sensor tip is always, or in majority of the vibration cycle, in contact with the sample surface. Therefore, the interaction forces between sample surface and sensor tip are higher than the non-contact modes.

In this thesis, concentration is on the contact or intermittent-contact modes of AFM, in which case the AFM tip contacts the sample surface somewhere in its vibration cycle. A typical experimental setup is presented in the Figure (2.3).

![AFM scanning](image)

Figure 2.3. AFM scanning [26, pp. 233].
In Figure (2.3), the AFM cantilever is pushed to make its tip in contact with the sample surface and the cantilever is driven at a constant frequency. The sensor tip reflects a laser beam onto a position sensitive photodetector (PSPD). This technique is known as the "beam bounce" detection. The position of the laser spot on the PSPD shifts when the cantilever moves. This shift in position gives a measure of how much the cantilever has been deflected.

The dynamic techniques involve driving the AFM cantilever to vibrate at a certain frequency and measuring the cantilever resonance frequencies. The experimental setup will be different.

2.2 Applications of AFM in Material Properties Evaluation

The AFM has found various applications in the field of surface material properties evaluation. Here, two examples are presented.

U. Rabe, et al. [6] has shown one application of the atomic force acoustic microscopy to measure the Young's modulus of the films of Fe₃O₄ and of other spinel films. This film of nanocrystalline ferrites with spinel or hexagonal structure is used in magneto-optic and magnetic recording systems. The modulus of these films is an important parameter that must be known for applications. The contact resonances of an AFM cantilever are used to measure the Young's modulus of these films. This quantitative measurement yields very high lateral resolution.

K. Yamanaka and S. Nakano [16] have also done quantitative elasticity evaluation by contact resonance and reported their results on several materials. In their experiments, they investigated Si(001) crystal, soda lime glass, and a carbon-fiber-reinforced plastic (CFRP). In conclusion, they stated that the continuum model proved to be essential for the precise measurement of local elasticity by resonance in the contact mode AFM.

2.3 Contact Forces

The interaction forces between the AFM cantilever tip and the sample surface are very complex. The distance between the AFM tip and the sample surface determines the interaction forces between them. When the cantilever vibrates, the tip-sample separation distance varies, the interaction forces changes accordingly. There are different types of forces acting between the atoms on the tip and atoms on the sample surface. These forces are closely related to the tip-to-sample distance as illustrated in the Figure (2.4).

![Figure 2.4. Typical interaction force vs. distance curve](image)
Clearly, it can be seen that there are two distance regimes labeled as "contact" regime and "non-contact" regime. In the "contact" regime, the distance between tip and sample surface is less than a few angstroms, whereas in the "non-contact" regime the distance ranges from tens of angstroms to hundreds of angstroms. In the "contact" regime, the inter-atomic forces are exclusively repulsive, while in the "non-contact" regime they are attractive, largely a result of long range van der Waals interactions. The total force between the tip and sample surface is typically very low. For the non-contact modes, generally the force is about $10^{13}$ N. Thus, it is more difficult to measure these forces than in contact regime, where the force can be several orders of magnitude higher. In this thesis, the study is concentrated on the "contact" regime where the tip and sample surface actually come into contact. During contact, the interaction forces between them are purely repulsive.

The contact forces between the sensor tip and the sample surface are essentially nonlinear. Some experiments have shown the effects of this nonlinearity [7]. In Figure (2.5), when the amplitude is increased, the resonance peaks become more and more asymmetric, the maximum shifts to lower frequencies and a jump in amplitude develops. This broadening of the resonances to the left-hand side corresponds to the behavior of a softening nonlinearity [1]. The "backbone" curve, which connects all the peaks in this figure, indicates the relationship between the frequency shift and vibration amplitude. Different contact parameters will generate different backbone curves. Also, due to the nonlinear contact forces, the resonances show hysteresis [7].

There are several theoretical models used to described the normal contact of elastic bodies. To name a few, there are the Hertzian model, DMT (Derjaguin, Muller, Toporov) model, BCP (Burnham, Colton, Pollock) model, JKRS (Johnson, Kendall, Roberts, Sperling) model and the Maugis model [29].

![Figure 2.5. Experimental measurements of the first mode by U.Rabe, et al. [7].](image)

To describe these models, some notation is introduced here. The reduced elastic modulus for the tip-sample system, $E^*$ is defined by

$$
\frac{1}{E^*} = \left( \frac{1 - \nu_{tip}^2}{E_{tip}} \right) \left( \frac{1 - \nu_{sample}^2}{E_{sample}} \right)
$$

(2.3.1)

where $E_{tip}$ is the Young's modulus of the tip, $E_{sample}$ is the Young's modulus of the sample, $\nu_{tip}$ is the Poisson's ratio of the tip and $\nu_{sample}$ is the Poisson's ratio of the sample.

Other necessary parameters include: $\xi_0$, the inter-atomic equilibrium distance at the tip-sample interface; $a$, the radius of the contact area; $e$, the work of adhesion at contact; $P$, the load; and $\delta$, the penetration depth of the tip into the sample.
$R$, the reduced tip-sample curvature, is related to the curvatures of both the tip and the sample. It is given by

$$\frac{1}{R} = \frac{1}{R_{\text{tip}}} - \frac{1}{R_{\text{sample}}}.$$  \hspace{1cm} (2.3.2)

In Hertzian theory, it is assumed there are no surface forces and no adhesion effects. This theory dates back to 1888. The relationship between the load $P$ and the other parameters are given by $P = \frac{4}{3} E^{*} a^{3}$. The relationship between the contact radius $a$ and the indentation depth $\delta$ is $\delta = \frac{a^{3}}{E^{*} R}$. Hence, the relation between $P$ and $\delta$ is

$$P = \frac{4}{3} E^{*} \sqrt{R} \delta^{3/2} = K_{0} \delta^{3/2}, \hspace{0.5cm} \text{where} \hspace{0.5cm} K_{0} = \frac{4}{3} E^{*} \sqrt{R}.$$  \hspace{1cm} (2.3.3)

$K_{0}$ is defined as the Hertzian coefficient.

The DMT (Derjaguin, Muller, Toporov) theory is essentially the Hertzian model with an additional static attractive force due to surface forces. This model dates back to 1975 [29]. The equations take the following form:

$$P = \frac{4}{3} E^{*} \sqrt{R} \delta^{3/2} - 2 n R \Theta.$$  \hspace{1cm} (2.3.4)

There is no hysteresis between loading and unloading.

The BCP (Burnham, Colton, Pollock) theory is a semi-empirical approach formulated in 1991 [29]. In BCP theory,

$$P = \frac{4}{3} E^{*} a^{3} - \sqrt{2 E^{*} a^{3} \Theta - n R \Theta},$$  \hspace{1cm} (2.3.5)

$$\delta = \frac{a^{3}}{E^{*}} \left( \frac{9 \Theta R^{3} \Theta^{1/3}}{16 E^{*} a^{3/2}} \right)^{\frac{1}{3}}.$$  \hspace{1cm} (2.3.6)

The second term in equation (2.3.5) accounts for the attractive forces that act to deform the tip-sample geometry causing non-rigid materials to bulge out towards each other during tip-sample approach.

In the JKR (Johnson, Kendall, Roberts, Sperling) theory, it is assumed that there is no force between the two surfaces when they are not in contact. Upon contact, short-ranged attractive forces show up within the contact area and the tip-sample geometry is not constrained to remain Hertzian. This set of assumptions applies well to the highly adhesive systems that have large radii of curvature and low stiffness. There is adhesion hysteresis between loading and unloading. During unloading, a constrictive neck is formed between the tip and sample and contact is ruptured at negative loads. In this case,

$$P = \frac{4}{3} E^{*} a^{3} - \sqrt{\frac{2 \Theta}{E^{*}}},$$  \hspace{1cm} (2.3.7)

$$\delta = \frac{a^{3}}{E^{*}} \left( \frac{9 \Theta R^{3} \Theta^{1/3}}{16 E^{*} a^{3/2}} \right)^{\frac{1}{3}}.$$  \hspace{1cm} (2.3.8)

While all the above three contact mechanics theories work in some cases, they have their limitations. The Maugis theory, formulated by Maugis in 1992 [29], is a more complex and more accurate description of the sphere-flat contact mechanics. In this model, no assumption is made about the particular material property limits. Thus it can be applied to a wide range of systems, from the large compliant spheres with strong adhesion, to small diamond/diamond systems with extremely low adhesion.

The parameter $\lambda$ is used to characterize the spectrum of materials possibilities. It is defined as

$$\lambda = \frac{2.06 \left( \frac{9 \Theta R^{3} \Theta^{1/3}}{16 E^{*} a^{3/2}} \right)^{2/3}}{\Theta}.$$  \hspace{1cm} (2.3.9)
Large $\lambda$ for the more compliant, adhesive combinations and vice versa for small $\lambda$. In the limit of infinite $\lambda$, Maugis equations will approach those of the JKR theory. For the limit of $\lambda$ equal to zero, the system reduces to the DMT model. A new parameter $m$ is introduced in Maugis model. This parameter defines the ratio of the width of the annular region to the radius of the contact area. The equations of the Maugis model are:

\[ P = \frac{4 E^* a^3}{3 R} - \lambda^2 \left( \frac{16\pi mE^*}{9R} \right)^{\frac{3}{5}} \left[ m^3 - 1 + m^3 \arctan \sqrt{m^3 - 1} \right] \]  \hspace{1cm} (2.3.10)

\[ \delta = \frac{a^3}{9R} \left( \frac{3\pi E^*}{4E} \right)^{\frac{1}{3}} \sqrt{m^3 - 1} \] \hspace{1cm} (2.3.11)

\[ 1 = \frac{2a^2}{3} \left( \frac{4E^*}{3\pi R^2 \rho} \right)^{\frac{1}{3}} \left[ m^3 - 1 + (m^3 - 2) \arctan \sqrt{m^3 - 1} \right] \]  \hspace{1cm} (2.3.12)

\[ + \frac{4E^*}{3} \left( \frac{4E^*}{3\pi R^2 \rho} \right)^{\frac{1}{3}} \left[ -m + \sqrt{m^3 - 1} \arctan \sqrt{m^3 - 1} \right] \]

Figure (2.7) illustrates the Hertzian, DMT, BCP and JKR models. In the figure, the normalized force $\tilde{P}$ is plotted as a function of normalized penetration depth $\tilde{\lambda}$. The normalization factors are given as:

\[ \text{radius } \tilde{\lambda} = \frac{a}{3\pi R^2 \rho^{\frac{1}{3}}} \] \hspace{1cm} (2.3.13)

\[ \text{load } \tilde{P} = \frac{P}{4E^*} \] \hspace{1cm} (2.3.14)

\[ \text{depth } \tilde{\delta} = \frac{\delta}{9\pi R^2 \rho^{\frac{1}{3}}} \] \hspace{1cm} (2.3.15)

It can be seen from Figure (2.7) that Hertz, DMT, BCP are not hysteric, whereas JKR is.

Figure (2.8) shows the Maugis theory. In the figure, it shows that low $\lambda$ values approach DMT, and high $\lambda$ values approach JKR. Adhesion hysteresis appears for $\lambda > 0.94$. At $\lambda = 0$, Maugis theory will be the same as DMT.
In summary, the differences between these models are listed in Table 2.3. Among these contact mechanics theories, the Hertzian theory is the simplest with the assumption that there are no surface forces. In experiments, if the cantilever is pushed hard into the sample, the surface forces will become negligible. Under such circumstances the Hertzian theory is an appropriate approach. As the first step in this thesis, Hertzian theory is applied in describing the contact interaction between the AFM tip and the sample surface.

Table 2.3. Comparison of the contact theories [28].

<table>
<thead>
<tr>
<th>Theory</th>
<th>Assumption</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hertz</td>
<td>No surface forces.</td>
<td>Not appropriate for low loads if surface forces present</td>
</tr>
<tr>
<td>DMT</td>
<td>Long-ranged surface forces act only outside contact area. Geometry constrained to be Hertzian.</td>
<td>May underestimate contact area due to restricted geometry. Applies to low λ systems only.</td>
</tr>
<tr>
<td>BCP</td>
<td>Long-ranged surface forces act only outside contact area. Hertzian functional relationship between penetration depth and contact radius is retained.</td>
<td>May underestimate pull-off force due to Hertzian function for geometry. Applies to moderate λ systems.</td>
</tr>
<tr>
<td>JKR</td>
<td>Short-ranged surface forces act only inside contact area. Contact geometry is allowed to deform.</td>
<td>May underestimate loading due to surface forces. Applies to high λ systems only.</td>
</tr>
<tr>
<td>Maugis</td>
<td>Periphery of tip-sample interface modeled as a crack that fails at its theoretical strength.</td>
<td>Solution analytical, but parametric equations. Applies to all values of λ.</td>
</tr>
</tbody>
</table>
3. Governing Equations and Linear Approximation

3.1 Theoretical Approach

For simplification, the AFM cantilever is modeled as a homogeneous elastic beam. This beam is fixed at one end and a small radius tip is attached at the other end. The mass of this tip is assumed negligible. It is also assumed that the tip resides at the very end of the beam. During vibration, this tip is always in contact with the sample surface. Figure (3.1) illustrates the idealized model of the AFM vibration system.

![Diagram of AFM Beam and Sample](image)

Fig. 3.1. Schematic of the problem. The AFM probe is in contact with a specimen. Initial contact is made when the sample offset, $w(x)$, is zero. The static sample offset causes a static beam deflection $y(x)$. The dynamic motion of the beam $w(x,t)$ is defined relative to $y(x)$. The contact forces between the tip and the sample surface are nonlinear. They will be described by Hertzian or Maugis model.

The interaction force from the contact between the cantilever tip and sample surface is very complex and highly nonlinear. As has been discussed in the previous chapter, there are several models to describe the contact. In this thesis, Hertzian theory and Maugis theory are used. A rough estimation can be made using the theory of Hertzian contact when the tip penetrates into the sample surface. In experiments, the force applied by the cantilever can be adjusted to be negligible compared with the adhesion force. This Hertzian description is valid only when the surface forces are negligible. When this condition is not true, the Maugis model is applied.

Apart from the flexural vibrations, longitudinal vibrations and Lamb modes are also possible. For common AFM cantilevers, however, the resonance frequencies of these modes are much higher than the resonance frequencies of the flexural vibrations in the z direction. Additionally, most position detectors, such as beam deflection sensors, are not sensitive to movements in the x-z plane. The lowest torsional vibration frequencies are about ten times higher than the flexural frequencies for typical AFM cantilevers. In this thesis, the torsional vibrations are not considered.

Since the contact force is highly nonlinear, different nonlinear approximation methods are applied to study the cantilever vibration. These methods include the harmonic balance method [21][23] and the method of multiple scales [21][24]. The governing equations and boundary conditions of this problem will be discussed in detail in the next chapter.

3.2 Governing Equations

In the theoretical model, the AFM cantilever is treated as a homogeneous elastic beam. Figure (3.2) shows a beam in bending vibration under the distributed transverse force $f(x,t)$. In addition, it is assumed that the beam is subjected to the axial force $P(x)$. The boundary-value problem of this beam can be derived by means of the extended Hamilton's principle, which can be written in the form

$$\int_0^T (\delta T(t) - \delta V(t) + \delta W_e(t))dt = 0,$$

where $T(t)$ is the kinetic energy, $V(t)$ the potential energy and $W_e(t)$ the virtual work due to non-conservative forces.
It is assumed that the kinetic energy is due entirely to translation. Hence, denoting the transverse displacement by \( w(x,t) \), the kinetic energy is of the form

\[
T(t) = \frac{1}{2} m(x) \left[ \frac{\partial w(x,t)}{\partial t} \right]^2 dx,
\]

where \( m(x) \) is the mass per unit length of beam. The potential energy contains two parts:

one from the bending and one from the axial force. It is written

\[
V(t) = \frac{1}{2} E I \left[ \frac{\partial^3 w(x,t)}{\partial x^3} \right]^2 + P(x) \left[ \frac{\partial w(x,t)}{\partial x} \right]^2 dx,
\]

where \( E I \) is the bending stiffness, or flexural rigidity, in which \( E \) is the Young's modulus of elasticity and \( I(x) \) is the area moment of inertia about an axis normal to the plane of \( x \) and \( w \). The potential energy due to the gravitational forces is neglected because \( w(x) \) may be defined as the displacement from the equilibrium position.

By Hamilton's principle, it is assumed that variations and differentiations are interchangeable. The virtual work due to non-conservative forces is

\[
\delta W_w = \int_a^b f(x,t) \delta w(x,t) dx.
\]

The variation in the kinetic energy is

\[
\delta T = \int_a^b \frac{1}{2} m \frac{\partial w}{\partial t} \frac{\partial w}{\partial t} \delta x = \int_a^b \frac{1}{2} m \frac{\partial w}{\partial t} \delta w dx.
\]

Thus,

\[
\int_a^b \delta T dt = \int_a^b \int_a^b \frac{1}{2} m \frac{\partial w}{\partial t} \delta w dx dt = \int_a^b \frac{1}{2} m \frac{\partial w}{\partial t} \delta w dx dt = \int_a^b \frac{1}{2} m \frac{\partial^2 w}{\partial t^2} \delta w dx dt = \int_a^b \frac{1}{2} m \frac{\partial^2 w}{\partial t^2} \delta w dx dt = -\int_a^b \frac{1}{2} m \frac{\partial^2 w}{\partial t^2} \delta w dx dt.
\]

The variation in the potential energy is

\[
\delta V = \int_a^b \left( E I \frac{\partial^3 w}{\partial x^3} \right) \delta w \frac{\partial w}{\partial x} dx + P \frac{\partial w}{\partial x} \delta w dx = \int_a^b \left( E I \frac{\partial^3 w}{\partial x^3} \right) \delta w \frac{\partial w}{\partial x} dx + P \frac{\partial w}{\partial x} \delta w dx.
\]

Hence, by extended Hamilton's principle,

\[
\int_a^b \left[ \frac{\partial}{\partial x} \left( \frac{\partial^3 w}{\partial x^3} \right) P \frac{\partial w}{\partial x} \delta w \right] dx dt = 0.
\]

The virtual displacements \( \delta w \) are arbitrary over the domain \( 0 < x < L \). It is assumed that either \( \delta w \) or its coefficients are zero at \( x = 0 \) and \( x = L \), or either \( \delta \partial w/\partial x \) or its coefficients are zero at \( x = 0 \) and \( x = L \). Consequently the equation of motion is

\[
\frac{\partial^2 w}{\partial t^2} + \frac{\partial^3 w}{\partial x^3} \left( \frac{\partial^2 w}{\partial x^2} \right) - \frac{\partial \delta w}{\partial x} = 0, \quad \text{for} \quad 0 < x < L.
\]

The boundary conditions are given by
\[ \frac{\partial}{\partial x} \left( E I \frac{\partial^2 w}{\partial x^2} \right) + P \frac{\partial w}{\partial x} = 0 \quad \text{or} \quad w = 0, \quad \text{at} \quad x = 0, L, \]

and

\[ E I \frac{\partial^2 w}{\partial x^2} = 0 \quad \text{or} \quad \frac{\partial w}{\partial x} = 0, \quad \text{at} \quad x = 0, L. \]

The model of a beam in bending vibration considered here is called an Euler-Bernoulli beam.

In the specific case for the AFM cantilever, the beam is assumed to be homogeneous and uniform. It is also assumed there is no external load and there are no axial forces.

Thus, if \( f(x) = 0, P(x) = 0, m(x) = \rho A \) (\( A \) is the area of cross-section and \( \rho \) is the volume density), and \( E I(x) \) is constant, the equation of motion is then written

\[ E I \frac{\partial^4 w(x,t)}{\partial x^4} + \rho A \frac{\partial^2 w(x,t)}{\partial t^2} = 0. \quad (3.2.1) \]

with the boundary conditions

\[ w(0,t) = 0, \]
\[ w'(0,t) = 0, \]
\[ w''(L,t) = 0, \]
\[ E I w'''(L,t) - f_c(w, \dot{w}) = 0. \quad (3.2.2) \]

The last boundary condition takes into account the contact force \( f_c \) at the tip of the AFM cantilever. Referring to Figure (3.2), the boundary conditions given above correspond to conditions of zero displacement and zero slope at \( x = 0 \), and zero moment at \( x = L \). The last boundary condition is the force balance between the beam and the interaction force associated with the contact of the tip and the sample surface.

Here, it is assumed that this interaction force is the Hertzian contact condition of a sphere in contact with a plane [3]. In a later section, Maugis theory is applied to describe the contact. As was introduced in section 2.4, the Hertzian coefficient \( K_0 \) is defined in equation (2.3.3) in terms of the reduced elastic modulus \( E^* \) and the contact radius \( R \).

Function \( y(x) \) defines the static deflection of the cantilever due to the sample surface offset. The static position of the end of the cantilever \( y(L) \) must satisfy the final boundary condition of (3.2.2). A static offset may result from changes in topography or from an applied force. The end deflection \( y(L) \) will be slightly less than the sample surface offset \( z_0 \). This difference between the two is the result of deformation. The end deflection is defined by consideration of the static problem [4]. The initial deflection of the cantilever can be written in terms of the end deflection as

\[ y(x) = \frac{1}{2} y(L) \left( \frac{x}{L} \right)^3 \left( 3 - \frac{x}{L} \right). \]

The end deflection is governed by

\[ \frac{2 E I}{L^2} y(L) + K_0 (z_0 - y(L))^\frac{3}{2} = 0. \quad (3.2.3) \]

which defines \( y(L) \) in terms of the sample surface offset \( z_0 \). Without loss of generality, it is assumed that \( z_0 \) is zero when the tip first comes into contact with the sample surface.

This assumption also implies that the cantilever is horizontal when it first makes contact.

The quantity \( \Delta = z_0 - y(L) \) is identified as the static Hertz deformation. Note that no attractive forces are assumed present.

From the above equations and boundary conditions, it can be seen that the vibration modes of the AFM cantilever are directly related to the material properties of the sample surface. The goal for characterizing the sample properties is to assess the Hertz coefficient \( K_0 \). If \( K_0 \) can be measured, a calibration can be used to extract \( E \) from \( K_0 \).

Such a calibration procedure is performed by applying a variety of forces to the cantilever
using a specimen with known properties such as silicon.

3.3 General Solution

With the governing equation (3.2.1), a harmonic solution is assumed,

\[ w(x,t) = W(x)e^{imt}. \]

Substituting this solution into (3.2.1), gives

\[ EIw''(x)e^{imt} - \rho A \omega^2 W(x)e^{imt} = 0, \]

or,

\[ W''(x) - \frac{\rho A \omega^2}{EI} W(x) = 0. \]

The general solution of this ordinary differential equation is

\[ W(x) = A \sin kx + B \cos kx + C \sinh kx + D \cosh kx, \]

where \( k^2 = \frac{\rho A \omega^2}{EI} \).

By applying the first three boundary conditions, equation (3.3.1) becomes

\[ W(x) = D \sin kx - \sinh kx - D_1 (\cos kx - \cosh kx) \]

where \( D_1 = \frac{\sin kL + \sinh kL}{\cos kL + \cosh kL} \), with \( D \) an arbitrary constant.

If there is no contact at the free end, i.e., the vibration is free, the boundary condition at the free end is \( W''(L) = 0 \). This boundary condition leads to the characteristic equation

\[ 1 + \cos kL \cosh kL = 0. \]

Equation (3.3.3) is the characteristic equation corresponding to the free vibration of the cantilever beam. The allowable wave numbers (\( kL \)) of this free vibration system can be solved numerically from this equation. The first five roots (\( kL \)) of equation (3.3.3) are

\[ kL = 1.87510, 4.69409, 7.85476, 10.99554, 14.13717. \]

The first natural frequency \( \omega_0 \) of the free cantilever is

\[ \omega_0 = \sqrt{\frac{EI}{\rho A k^4}} = 1.356 \sqrt{\frac{EI}{k^4}}. \]

3.4 Contact Boundary Condition

The boundary condition (3.2.2) involves the tip and sample contact force. The contact force is nonlinear. This nonlinear term makes analytical solution impossible. As a first approximation, this boundary condition is linearized. Based on the assumption that the displacement of the tip remains very small relative to its equilibrium position, the boundary condition can be expanded with respect to its equilibrium position.

In this section, the contact force is described by the Hertzian model as

\[ f(w) = \begin{cases} K_1 (\Delta - w(L,t))^3 & \text{if } \Delta - w(L,t) \geq 0 \\ 0 & \text{if } \Delta - w(L,t) < 0 \end{cases} \]

where \( \Delta = \omega_0 \gamma(L) \).

Expanding (3.4.1) in a Taylor's series and keeping the terms up to the cubic order, it becomes

\[ E\delta w''(L,t) - \kappa \delta w(L,t) + \kappa_1 w''(L,t) + \kappa_2 w''(L,t) = 0, \]

\[ \kappa = \frac{3}{2} K_1 A_1^2, \quad \kappa_1 = \frac{3}{8} K_1 A_1^4, \quad \kappa_2 = -\frac{1}{16} K_1 A_1^5. \]

The linear spring constant \( \kappa \) is defined as above. It can be seen that as the specimen offset \( \omega_0 \) increases, the effective spring constants will increase in a known manner. As a first approximation, in the expanded boundary condition (3.4.2) only the linear term \( \kappa \) is kept.

That is, the last boundary condition is written as

\[ E\delta w''(L,t) = \kappa \delta w(L,t). \]
This equation defines the linearized boundary condition.

The Taylor's series expansion of (3.4.1) is based on the assumption that the displacement of the tip \( w(L, t) \) remains very close to its equilibrium position. In (3.4.2), it is expected that \( \kappa w^2(L, t) < \kappa w^3(L, t) < \kappa w(L, t) \). Otherwise, the expansion will not be convergent. From this restriction, it is easily seen that

\[
 w(L, t) < \Delta. \tag{3.4.4}
\]

From the definition of the Hertz contact force in (3.4.1), \( f = 0 \) when \( w(L, t) \geq \Delta \). Thus, (3.4.4) is always true for Hertz contact. Also, since the contact boundary condition is

\[
 EI w^2(L, t) = f(w),
\]

it implies that \( w^2(L, t) \geq 0 \).

Thus, from (3.4.2), it is easily seen that

\[
 EI w^2(L, t) + \kappa w^2(L, t) - \kappa w^3(L, t) = \frac{3}{2} \kappa w^2(L, t) \left(1 - \frac{w^2(L, t)}{24\Delta^2}\right). \tag{3.4.5}
\]

Since \( w^2(L, t) \geq 0 \), and \( w(L, t) \leq \Delta \), from (3.4.5), it shows that \( w(L, t) \geq 0 \). Therefore, for the Taylor's series expansion of the contact boundary condition to be valid, the condition on the end deflection must satisfy

\[
 0 \leq w(L, t) \leq \Delta. \tag{3.4.6}
\]

3.5 Numerical Results

From the linearized boundary condition (3.4.3) and the general solution (3.3.2), the following characteristic equation is reached:

\[
 \gamma^2 (\cos \gamma \cosh \gamma + 1) - \frac{K}{EI/L} (\sinh \gamma \cos \gamma - \sin \gamma \cosh \gamma) = 0, \tag{3.5.1}
\]

where \( \gamma = \beta L \) is the normalized wave number. From this equation the allowable wave numbers can be found. U. Rabe, K. Janser and W. Arnold have done extensive work on this linearized problem [5].

For a homogeneous AFM cantilever of constant rectangular cross section, the spring constant \( K \) of it is defined as

\[
 K = \frac{E b^3}{4 L},
\]

where \( a \) is the width, \( b \) is the thickness and \( L \) is the length of the beam. Equation (3.5.1) can be rewritten as

\[
 \sinh \gamma \cos \gamma \sin \gamma \cosh \gamma = \frac{K}{3} \frac{K}{K}. \tag{3.5.2}
\]

Characteristic equation (3.5.2) can be solved for the allowable wave numbers with respect to different ratios of \( (K/a) \). Some examples of solutions of \( \gamma \) as a function of the ratio \( (K/a) \) are given in Table (3.1). When \( \kappa \to 0 \), i.e., the effective contact stiffness is infinitely small, equation (3.5.2) reduces to (3.3.3). It can be seen from Table 4.1 that the resonance frequencies of every mode of the clamped-spring-coupled cantilever are

- between the resonance frequency of the clamped-free cantilever mode and the resonance frequency of the clamped-pinned cantilever mode.

<table>
<thead>
<tr>
<th>N</th>
<th>Free end</th>
<th>( \kappa/a = 0 )</th>
<th>( \kappa/a = 1 )</th>
<th>( \kappa/a = 0.01 )</th>
<th>( \kappa/a = 0.001 )</th>
<th>Pinned end</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.87510</td>
<td>1.91891</td>
<td>2.21380</td>
<td>3.67565</td>
<td>3.89281</td>
<td>3.97904</td>
</tr>
<tr>
<td>2</td>
<td>7.85478</td>
<td>7.85518</td>
<td>7.86097</td>
<td>7.91856</td>
<td>8.58742</td>
<td>10.0122</td>
</tr>
<tr>
<td>5</td>
<td>17.2788</td>
<td>17.2788</td>
<td>17.2793</td>
<td>17.2846</td>
<td>17.3396</td>
<td>18.0595</td>
</tr>
<tr>
<td>6</td>
<td>20.4205</td>
<td>20.4204</td>
<td>20.4207</td>
<td>20.4239</td>
<td>20.4557</td>
<td>20.8774</td>
</tr>
<tr>
<td>7</td>
<td>23.5612</td>
<td>23.5626</td>
<td>23.5622</td>
<td>23.5642</td>
<td>23.5653</td>
<td>23.8390</td>
</tr>
</tbody>
</table>

To further demonstrate this relation, Figure (3.3) is presented which illustrates the relationship between the first five resonance frequencies and the ratio \( (K/a) \). As can be observed from this figure, the resonance frequencies acquired from the characteristic equation (3.5.2) show a consistent trend of increasing with ratio \( (K/a) \). When \( K/a \)
increases from 0 to infinity, the resonance frequency of every mode shifts from the free case to the pinned case.

The relationship between the effective stiffness $\kappa$ and the resonance frequency of the AFM cantilever is clearly defined. Therefore, if the resonance frequency is known, $\kappa$ can easily be determined. From $\kappa$, the material property of the sample surface can be deduced from the contact theories.

![Graph](image)

Figure 3.3. Relation between wave number ($\theta$) and stiffness ($\kappa$) from Equation (3.5.2).

As discussed earlier, there are several theories depicting the contact interaction between the AFM tip and the sample surface. According to the Hertzian model,

$$\kappa = \frac{2F}{E^*} |v_0| = \sqrt{\frac{2E^*}{RF_n}},$$

in which $E^*$ is the reduced Young's modulus which is determined by the Young's modulus and Poisson's ratio of both the AFM tip and the sample surface. $F_n$ is the normal force acting on the tip. From Equations (3.7), Young's modulus of the sample surface $E_s$

can be calculated if Young's modulus of the tip ($E_t$), Poisson's ratio of the tip $v_t$ and the Poisson's ratio of the sample surface $v_s$ are known. In most cases, $E_t$ and $v_t$ are assumed to be known. K. Yamanaka and S. Nakano [16] also proposed a method to determine the Poisson's ratio of the sample using the torsional vibration excited by a transducer attached to the base of cantilever [18].

When Young's modulus is calculated from the contact resonance frequencies, care must be taken to use small excitation amplitudes and high static cantilever forces in order to allow linear approximation of the forces. With the lowest excitation amplitude, a symmetric resonance peak is obtained, showing that the linear approximation is valid. When the amplitude is increased, the resonance peaks become more and more asymmetric, the maximal shift to lower frequencies and a jump in amplitude develops. This bending of the resonances to the left-hand side corresponds to the behavior of a softening non-linearity [19].

This linearized procedure is used to calibrate the AFAM system [6]. The cantilever is placed in contact with some specimen of known properties, then different forces are applied to the AFM cantilever and the first three frequencies are measured. In this case, the parameter known with least certainty is the tip radius. Therefore, the resulting frequency-force curves are used to extract an effective tip radius. However, the observations by Rabic, et al. [1] show that the calibration itself does not give consistent values of the tip radius. They observed that the results from the higher frequencies corresponded to smaller values of tip radius. When a correction for the tip location is used, the results from the different frequencies converge.

Yamanaka and Nakano [16] have studied this problem with the similar linearized contact boundary condition. However, they used the Johnson-Kendall-Roberts model
[17] which gives the reduced modulus by

\[ E' = \frac{2}{3} \frac{1}{v} \left[ \frac{1 + \sqrt{F_F}}{R} \right]^{\frac{1}{2}} \left[ \frac{R^2 - 2F_1F_2}{(F_1 + F_2)^2} \right]^{\frac{1}{2}}. \]

where \( R \) is the radius of curvature of the tip, \( F \) is the applied normal force and
\( F_a = \frac{3}{2} \gamma_R \) is the adhesion force with \( \gamma \) the surface energy [17]. They also have used Maugis theory [19].

Thus, with the known Young’s modulus and Poisson’s ratio of the AFM cantilever, the Young’s modulus of the sample can be determined if Poisson’s ratio of the sample is known.

4. Nonlinear Response

4.1 Nonlinear Boundary Condition

In the previous chapter the numerical results from a linearized boundary condition have been discussed. In this chapter the focus is on the influence of the nonlinear terms to this system. Here, it is assumed that the vibration amplitude is large enough that the nonlinear effects are created, but not to the extent of chaotic motion.

In nonlinear systems, the frequency response will be a function of amplitude [1]. Such an effect has been observed experimentally for the AFM [7]. At high amplitude excitation, chaotic behavior of the AFM vibrations has been observed, in which the tip moves erratically into and out of contact with the specimen.

The square and cubic terms are kept in the expansion of the Hertzian contact boundary condition.

\[ E_h w^2(L_x) - k_0 w(L_x) + \kappa_1 w^3(L_x) + \kappa_3 w^4(L_x) = 0, \]
\[ \kappa = \frac{3}{2} K_0 \Delta^3, \quad \kappa_1 = \frac{3}{8} K_0 \Delta^3, \quad \kappa_3 = \frac{1}{16} K_0 \Delta^3. \]  

The dimensionless form of this equation is

\[ \bar{w}^2(L_x) - \beta_0 \bar{w}(L_x) + \beta_1 \bar{w}^3(L_x) + \beta_3 \bar{w}^4(L_x) = 0, \]

where \( \bar{w} = \frac{w}{L} \) is the normalized displacement. The dimensionless linear and nonlinear spring constants are given by

\[ \beta = \frac{K}{E_1 L^3}, \quad \beta_0 = \frac{K_0 L}{E_1 L^3}, \quad \beta_1 = \frac{K_1 L^3}{E_1 L^3}. \]

Note that these spring constants are not independent. They are all defined by the material properties of the tip and specimen together with the initial offset. The nonlinear constants
may be written in terms of $\beta$ as

$$\beta_1 = \frac{1}{4} \frac{\beta}{\bar{x}}, \quad \beta_2 = \frac{1}{24} \frac{\beta}{\bar{x}}^3,$$

where $\bar{x} = \frac{\Delta}{L}$.

The method of harmonic balance is applied to solve this nonlinear vibration system.

4.2 Maugis boundary condition

In the previous section, the contact boundary condition was described using the Hertzian theory. Because of the limitation of this Hertzian theory as discussed in Chapter 2, the more accurate and more complicated Maugis theory is used to model the tip-sample contact. Taking the normalized load, radius and depth as defined in (2.3.15), the normalized equations for Maugis theory are

$$\bar{P} = \bar{x}^3 - \bar{x}^3 \left[ \frac{m^2 - 1}{m^3} + m \arctan \sqrt{m^3 - 1} \right],$$

(4.2.1)

$$\bar{x} = \bar{x}^3 - \frac{4}{3} \bar{x} \sqrt{m^3 - 1},$$

(4.2.2)

$$1 = \frac{2}{3} \bar{x}^3 \left[ \frac{m^3 - 1}{m^3} + (m^2 - 2) \arctan \sqrt{m^3 - 1} \right],$$

(4.2.3)

$$+ \frac{4}{3} \bar{x} \left[ \frac{1}{m^2} + \sqrt{m^3 - 1} \arctan \sqrt{m^3 - 1} \right].$$

In the boundary condition, the contact force is

$$\bar{P} = \bar{P}(\bar{x} - \bar{\rho}(L,t)).$$

Based on the assumption that the displacement of the cantilever at its tip $w(L,t)$ is within close range of the indentation depth $\Delta$, the contact force can be expanded in a Taylor's series.

$$\bar{P} = \bar{P}(\bar{x} - \bar{\rho}(L,t)) = \bar{P}(\bar{x}) - \bar{P}(\bar{x}) \bar{\rho}(L,t) + \frac{1}{2} \bar{P}(\bar{x}) \bar{\rho}^2(L,t)$$

$$- \frac{1}{6} \bar{P}(\bar{x}) \bar{\rho}^3(L,t) + O(\bar{\rho}^4(L,t)).$$

(4.2.4)

Letting

$$M_1 = \sqrt{m^3 - 1} + m \arctan \sqrt{m^3 - 1},$$

(4.2.5)

$$M_2 = \sqrt{m^3 - 1} + (m^2 - 2) \arctan \sqrt{m^3 - 1},$$

(4.2.6)

$$M_3 = 1 - (m + \sqrt{m^3 - 1} \arctan \sqrt{m^3 - 1}),$$

(4.2.7)

Equations (4.2.1) – (4.2.3) may be written as

$$\bar{P} = \bar{x}^3 - \bar{x}^3 \bar{x},$$

(4.2.8)

$$\bar{x} = \bar{x}^3 - \frac{4}{3} \bar{x} \bar{x},$$

(4.2.9)

$$1 = \frac{2}{3} \bar{x}^3 \bar{x} + \frac{4}{3} \bar{x} \bar{x},$$

(4.2.10)

From equation (4.2.8), the first derivative of $\bar{P}$ is

$$\bar{P}'(\bar{x}) = \frac{d\bar{P}}{d\bar{x}} \bar{x} - M_1 \frac{d\bar{x}}{d\bar{x}} \bar{x} + 2 \bar{x},$$

(4.2.11)

From equation (4.2.9),

$$\frac{d\bar{x}}{d\alpha} = 2 \bar{x} - \frac{4}{3} \sqrt{m^3 - 1} \frac{d\bar{x}}{d\alpha} \bar{x} + \bar{x},$$

(4.2.12)

and from equation (4.2.10),

$$\frac{d\bar{x}}{d\alpha} = \frac{2 \bar{x}}{\alpha (5 \bar{x} M_2 + 8 \bar{x} M_1)}.$$

(4.2.13)

Substituting equations (4.2.11) and (4.2.12) into equation (4.2.13) gives
\[ P'(\bar{\Delta}) = \frac{\bar{\Delta}^3 (3\bar{\Delta} - 2\bar{M} - \sqrt{4\bar{M}^2 + 16\bar{M} + 8(6\bar{M}^2 + 8\bar{M}^3)})}{(2\bar{\Delta} - \frac{4}{3}\bar{\Delta}\sqrt{(6\bar{M}^2 + 8\bar{M}^3)} + 16\bar{M} + 8(6\bar{M}^2 + 8\bar{M}^3))}. \]  
(4.2.14)

Similarly, the higher derivatives are obtained from equation (4.2.14) by

\[ P'(\bar{\Delta}) = \frac{d^2P}{d\bar{\Delta}^2} = \frac{d^2\bar{\Delta}}{d\bar{\Delta}^2} \cdot P'(\bar{\Delta}) \cdot d^2\bar{\Delta} \cdot d\bar{\Delta}, \]  
(4.2.15)

and

\[ P'(\bar{\Delta}) = \frac{d^3P}{d\bar{\Delta}^3} = \frac{d^3\bar{\Delta}}{d\bar{\Delta}^3} \cdot P'(\bar{\Delta}) \cdot d^3\bar{\Delta} \cdot d\bar{\Delta}^2 \cdot d\bar{\Delta}. \]  
(4.2.16)

From these equations,

\[ \frac{d^3P}{d\bar{\Delta}^3} = 6\bar{\Delta} - M_1 \left( \frac{d^3\bar{\Delta}}{d\bar{\Delta}^3} \cdot \bar{\Delta} + 4\bar{\Delta} \frac{d\bar{\Delta}^2}{d\bar{\Delta}^2} + 2\bar{\Delta} \right). \]  
(4.2.17)

Substituting equations (4.2.17), (4.2.18), (4.2.19), (4.2.20), (4.2.21) and (4.2.22) into equations (4.2.15) and (4.2.16), the second and third derivatives can be expressed in terms of \( \bar{\Delta} \) and \( \lambda \).

The definition of the normalized load, in the Maugis contact theory in (2.3.13) - (2.3.15), the load is \( P = \pi R E \bar{P} \). From the boundary conditions (4.2.12) and (4.2.4), it is obvious that

\[ \beta = \frac{P'(\bar{\Delta})}{2\pi k Re E}, \quad \beta_1 = \frac{P'(\bar{\Delta})}{2\pi k Re E}, \quad \beta_2 = \frac{P''(\bar{\Delta})}{6\pi k Re E}. \]  
(4.2.22)

The factor \( \lambda \) in Maugis model is used to characterize the work of adhesion between two materials in contact. In the limit of infinite \( \lambda \), the Maugis model will approach that of the JKR theory. When \( \lambda \) goes to zero, the equations reduce to the DMT model.

At \( \lambda = 0 \), from (4.2.1) and (4.2.2), \( \bar{P} = \bar{A} \Delta = \bar{A}^2 \), thus, \( P'(\bar{\Delta}) = \bar{A}^2 \). The derivatives are reduced to

\[ P'(\bar{\Delta}) = \frac{3}{2} \bar{A}^2, \quad P''(\bar{\Delta}) = \frac{3}{4} \bar{A}^2, \quad P''(\bar{\Delta}) = -\frac{3}{8} \bar{A}^2. \]  
(4.2.24)

Substitution of (4.2.24) into boundary condition (4.2.4) gives the contact force

\[ \bar{F} = P(\bar{\Delta}) = \frac{3}{2} \bar{A} \bar{P}(L_t) + \frac{3}{8} \bar{A}^3 \bar{P}'(L_t) + \frac{1}{16} \bar{A}^4 \bar{P}''(L_t) + O(\bar{A}^6 (L_t)). \]  

Clearly, it is identical to the Hertz contact boundary condition. This simplification shows that, at \( \lambda = 0 \), Maugis theory becomes Hertzian. Maugis theory is comprehensive in that it encompasses a continuous variation of the adhesion parameter \( \lambda \). In the limit of \( \lambda \) going
to 1 + \varepsilon, the Maugis theory will approach the JKRS theory. Note that
\[
\lim_{m \to \infty} \arctan \sqrt{m^2 - 1} = \sqrt{2} \arctan \left( \frac{5}{12} \right).
\]
From equations (4.2.5) to (4.2.7), the appropriate limits for \( M_1, M_2 \) and \( M_3 \) are
\[
\lim_{m \to \infty} M_1 = 2\sqrt{2} \frac{1}{12} + 19/12 \sqrt{2} e^2/12.
\]
\[
\lim_{m \to \infty} M_2 = \frac{19}{12} e^2/12.
\]
\[
\lim_{m \to \infty} M_3 = e.
\]
Thus, from equation (4.2.10),
\[
\lim_{m \to \infty} \lambda = 2\sqrt{2} \left\{ \frac{1}{\sqrt{2}} \right\}^{-1}.
\]
Hence,
\[
\lim_{m \to \infty} \frac{d\lambda}{d\lambda} = \frac{\sqrt{2}}{4\sqrt{2}} \left\{ \frac{1}{\sqrt{2}} \right\}^{-1}.
\]
Thus,
\[
\lim_{m \to \infty} \hat{A} = \hat{A}^2 - \frac{2}{3} \sqrt{6} \hat{A}^3.
\]
and
\[
\lim_{m \to \infty} \hat{P} = \hat{P}^2 - \sqrt{6} \hat{P}^3.
\]
Equations (4.2.30) and (4.2.31) are exactly the normalized form of JKRS equations (2.3.7) and (2.3.8). From these, the derivatives can be derived. The first derivative is
\[
\lim_{m \to \infty} \frac{dP}{d\lambda} = \lim_{m \to \infty} \frac{d\hat{P}}{d\hat{\lambda}} = \lim_{m \to \infty} \frac{3\hat{A}^3 - \hat{A} M_1 (2\hat{A} + \hat{A} d\lambda/d\lambda) - \hat{A}^3}{2\hat{A} - \frac{3}{2} \sqrt{6} \hat{A}^3} = \frac{3\hat{A}^3 - \frac{3}{2} \sqrt{6} \hat{A}^3}{2\hat{A} - \frac{3}{2} \sqrt{6} \hat{A}^3}
\]
All other derivatives can be deduced henceforth.

4.3 Characteristic Equation and Numerical Results

The contact forces in the boundary conditions are nonlinear. This fact brings tremendous difficulty for solving this problem. When a closed-form solution is impossible, nonlinear perturbation analysis methods may be applied. Here the method of harmonic balance is used.

In the harmonic balance method, the solution is assumed to be a combination of different frequencies while these frequencies are amplitude dependent. Consider an equation having the form \( \ddot{u} + f(u) = 0 \). In general, \( f \) is a nonlinear function. The harmonic balance method expresses the periodic solution of the equation in the form
\[
u(t) = \sum a_n \cos(m \omega t + m \phi_n), \quad m \text{ is integer.}
\]
By substituting this formal solution into the governing equation and equating the coefficients of each of the lowest \( M + 1 \) harmonics to zero, there will be a system of \( M + 1 \) algebraic equations relating \( \omega \) and the \( a_n \). Usually these equations are solved for \( a_0, a_1, a_2, \ldots, a_n \) and \( \omega \) in terms of \( a_1 \). Terms of higher orders are dropped in the process.

The accuracy of the resulting periodic solution depends on the value of \( a_1 \) and the number of harmonics in the assumed solution. Following this process, the characteristic equation of this nonlinear system will be found, from which the allowable wave numbers can be calculated. As stated by Nayfeh, to obtain a consistent solution, one needs either to know a great deal about the solution a priori or to carry enough terms in the solution and
check the order of the coefficients of all the neglected harmonics. Otherwise one might get an inaccurate approximation [2].

There is no limitation as to how many terms can be used in the linear combination of harmonics. However, the more terms that are used, the more complicated the analysis. Most of the time it is not necessary to carry all the higher order terms [2]. Generally, a three-term expansion is sufficient [25]. To obtain an accurate approximation, it is necessary to check the order of the coefficients of all the neglected harmonics. Caution must be taken to make sure all the terms dropped in the development are really high order terms.

First, the time and spatial dependencies are assumed to be separable. Then the time dependence is expanded in a linear combination of harmonics as

\[ \tilde{W}(t) = \sum_{n=0}^{L} a_n \cos(n \omega t), \]  

(4.3.1)

where \( \tilde{W}(t) = W(t) \). The mode shape \( W(x) \) is the general solution in (3.3.2).

\[ W(x) = \frac{d}{L} (\sin kx - \sinh kx - D_0 (\cos kx - \cosh kx)), \]  

(4.3.2)

where \( D_0 = \sinh kL + \sinh kL \). The arbitrary amplitude \( D \) is determined by setting the \( \cos kL + \cosh kL \) amplitude of the beam at \( x = L \) to unity, i.e., \( W(L) = 1 \). Thus,

\[ D = \frac{1}{\sinh kL - \sin kL - D_0 (\cos kL - \cosh kL)}. \]  

(4.3.3)

Substituting \( D_0 \) into (4.3.3), \( D \) can be simplified to

\[ D = \frac{\cos kL + \cosh kL}{2(\sinh kL \cosh kL - \sin kL \sinh kL)}. \]

With three harmonic terms, the proposed solution (4.3.1) is given by

\[ \tilde{W}(t) = \sum_{n=0}^{L} (a_n + a_1 \cos(\omega t) + a_2 \cos(2\omega t)). \]

(4.3.4)

Substituting this into the boundary condition (4.1.2) gives

\[ \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t)) - \beta \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t) + a_3 \sin(3\omega t)) \]

\[ + \beta^2 \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t))^2 \]

\[ + \beta^3 \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t))^3 = 0. \]

(4.3.5)

Dropping all the higher order terms (higher than \( O(a_1^3) \)) gives

\[ \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t) + a_3 \sin(3\omega t)) - \beta \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t)) \]

\[ + \beta^2 \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t))^2 \]

\[ + \beta^3 \tilde{W}(L)(a_0 + a_1 \cos(\omega t) + a_2 \cos(2\omega t))^3 = 0. \]

(4.3.6)

Using the trigonometric identities

\[ \cos(3\omega t) = \frac{1}{2} (3 \cos(2\omega t) - \cos(\omega t)), \]

\[ \cos^2(\omega t) = \frac{1}{2} (\cos(2\omega t) + \cos(\omega t)), \]

\[ \cos(\omega t) \cos(2\omega t) = \frac{1}{2} (\cos(3\omega t) + \cos(\omega t)) \]

equation (4.3.5) is reduced to

\[ (\tilde{W}(L) - \beta \tilde{W}(L))(a_0 + \frac{1}{2} \beta a_1^2) \]

\[ + (\beta^2 \tilde{W}(L)(a_0 + \beta (2a_1 a_2 + a_1 a_3) + \frac{3}{4} \beta^2 a_1^3) \cos(\omega t)) \]

\[ + (\beta^3 \tilde{W}(L)(a_0 + \frac{1}{2} \beta a_1^2) \cos(2\omega t) = 0. \]

Finally, equating all the coefficients of the different harmonic terms in (4.3.6) to zero yields the following three equations

\[ (\tilde{W}(L) - \beta \tilde{W}(L))(a_0 + \frac{1}{2} \beta a_1^2) = 0, \]

(4.3.7)

\[ (\tilde{W}(L) - \beta \tilde{W}(L))(a_0 + \frac{1}{2} \beta a_1^2) \]

\[ + (\beta^2 \tilde{W}(L)(a_0 + \beta (2a_1 a_2 + a_1 a_3) + \frac{3}{4} \beta^2 a_1^3) \cos(\omega t)) = 0. \]

(4.3.8)
\[(\ddot{\varphi}^*(L) - \beta \ddot{\varphi}(L))a_1 + \beta_1 \dddot{\varphi}^*(L) \left( \frac{1}{2} a_1^2 \right) = 0. \tag{4.3.9} \]

Equations (4.3.7) and (4.3.9) may be solved for \(a_0\) and \(a_2\) as function of \(a_1\). The expressions are
\[a_2 = a_0 = -\frac{1}{2} \frac{\beta_1 \dddot{\varphi}^*(L)}{\ddot{\varphi}^*(L) - \beta \ddot{\varphi}(L)} a_1^2. \tag{4.3.10} \]

Equation (4.3.8) is the characteristic equation of the nonlinear natural frequencies as a function of amplitude \(a_1\). Substituting \(a_0\) and \(a_2\) as in (4.3.10) into this equation will result in the first order nonlinear correction to the characteristic equation. The result is
\[(\ddot{\varphi}^*(L) - \beta \ddot{\varphi}(L)) + \beta_1 \dddot{\varphi}^*(L) \left( \frac{3}{2} \dddot{\varphi}^*(L) - \beta \dddot{\varphi}(L) \right) a_1^2 = 0, \tag{4.3.11} \]
or,
\[(\ddot{\varphi}^*(L) - \beta \ddot{\varphi}(L))^2 = \frac{3}{2} \beta_1 \dddot{\varphi}^*(L) \left( \frac{3}{4} (\ddot{\varphi}^*(L) - \beta \ddot{\varphi}(L)) \right) a_1^2 \]
\[
= \frac{3}{2} \beta_1 \dddot{\varphi}^*(L) a_1^2 \left( 1 - \frac{1}{3} \beta \ddot{\varphi}(L) \right). \tag{4.3.12} \]

For the Hertzian contact force, recall that the nonlinear spring constants \(\beta_1\) and \(\Delta\) are related to \(\beta\) as in (4.1.4), equation (4.3.11) is written in terms of \(\beta_1\) and \(\Delta\) as
\[(\ddot{\varphi}^*(L) - \beta \ddot{\varphi}(L))^2 = \frac{3}{2} \beta_1 \dddot{\varphi}^*(L) a_1^2 \left( 1 - \frac{1}{3} \beta \ddot{\varphi}(L) \right). \tag{4.3.13} \]
Further, equation (4.3.12) can be written as
\[\left( \frac{\dddot{\varphi}^*(L)}{\dddot{\varphi}(L)} - 1 \right) = \frac{1}{32} \dddot{\varphi}^*(L) a_1 \left( 4 - \frac{\ddot{\varphi}^*(L)}{\ddot{\varphi}(L)} \right) \tag{4.3.14} \]
It can be seen in equation (4.2.13) that, if \(4 - \frac{\ddot{\varphi}^*(L)}{\ddot{\varphi}(L)} < 0\), there will be no real roots of this equation. A closer examination of the boundary condition reveals that this situation cannot arise. From the boundary condition (4.1.2), it follows that
\[\ddot{\varphi}^*(L) = \beta \ddot{\varphi}(L) - \beta_1 \dddot{\varphi}^*(L) - \beta_2 \dddot{\varphi}(L) \]
\[= \beta \ddot{\varphi}(L) \left( 1 - \frac{\beta_2}{\Delta} \right) - \beta_1 \dddot{\varphi}^*(L) \frac{1}{24} \Delta^2 \dddot{\varphi}(L). \]
Thus,
\[\frac{\ddot{\varphi}^*(L)}{\ddot{\varphi}(L)} = \frac{1}{4} \left( \frac{\Delta}{\Delta} \right) \frac{1}{24} \left( \dddot{\varphi}(L) \right)^2. \tag{4.3.14} \]
Since \(0 \leq \varphi(L) \leq \Delta\), equation (4.3.14) shows that \(\frac{\ddot{\varphi}^*(L)}{\ddot{\varphi}(L)} \leq 1\). Hence,
\[\frac{\ddot{\varphi}^*(L)}{\ddot{\varphi}(L)} \leq 1. \tag{4.3.15} \]

Equation (4.3.13) is quadratic. For every value of \(a_1\), equation (4.3.13) will give a pair of real roots (denoted by \(\gamma_1\)) within the vicinity of the corresponding linear roots (denoted by \(\gamma_2\)) given by the linearized characteristic equation
\[\ddot{\varphi}^*(L) = \beta \ddot{\varphi}(L). \tag{4.3.16} \]
The linear result comes from a special case of (4.3.13) at \(a_1 = 0\).

Equation (4.3.13) can be written in the form
\[\frac{\dddot{\varphi}^*(L)}{\dddot{\varphi}(L)} - 1 = \frac{1}{32} \dddot{\varphi}^*(L) a_1 \left( 4 - \frac{\ddot{\varphi}^*(L)}{\ddot{\varphi}(L)} \right) = 0. \tag{4.3.17} \]
It is found in (4.3.17), the equation with a plus sign always gives the lower roots.

Thus, all the ensuing numerical results are based on the equation
\[
\left( \frac{\bar{W}^*(L)}{\beta \bar{W}(L)} - 1 \right) + \bar{W}(L) \frac{a}{\Delta} \left( \frac{1}{32} \left( 4 - \frac{\bar{W}^*(L)}{\beta \bar{W}(L)} \right) \right) = 0. \quad (4.3.18)
\]

An example is shown in Figure 4.1. For \( \beta = 125, a_1 = 0.01\Delta \), the two roots of equation (4.3.13) lie on both sides of the linear roots \( \gamma_0 \), i.e., one is higher and the other is lower than \( \gamma_0 \).

Since the form of the force-displacement curve is concave, the beam vibrations are expected to act according to nonlinear softening. Thus, from the physical perspective, the one root that is lower than \( \gamma_0 \) is physically appropriate.

Equations (4.3.11), (4.3.12), (4.3.13), (4.3.16), (4.3.17) and (4.3.18) are equations of wave number \( \gamma = kL \). To show this explicitly, write \( \varphi(\gamma) = \bar{W}^*(L) \). Since \( \bar{W}(L) = 1 \), then (4.3.18) can be written as
\[
\left( \frac{\varphi(\gamma)}{\beta} - 1 \right) + \left( \frac{a}{\Delta} \right) \left( \frac{1}{32} \left( 4 - \frac{\varphi(\gamma)}{\beta} \right) \right) = 0.
\quad (4.3.19)
\]

where \( \varphi(\gamma) \) is defined by
\[
\varphi(\gamma) = -\gamma^2 \frac{1 + \cos\gamma \cosh\gamma}{\sin\gamma \cosh\gamma - \cos\gamma \sinh\gamma}.
\]

Thus, if written explicitly in terms of \( \gamma \), (4.3.19) becomes
\[
\left( -\gamma^2 \frac{1 + \cos\gamma \cosh\gamma}{\sin\gamma \cosh\gamma - \cos\gamma \sinh\gamma} - 1 \right) + \left( \frac{a}{\Delta} \right) \left( \frac{1}{32} \left( 4 + \frac{\gamma^2 (1 + \cos\gamma \cosh\gamma)}{\beta (\sin\gamma \cosh\gamma - \cos\gamma \sinh\gamma)} \right) \right) = 0.
\]

In the characteristic equations (4.3.19), the left side is the characteristic equation for the linear case, which defines the dimensionless wave number \( \gamma \) in terms of the linear spring constant \( \beta \). On the right side there is the excitation amplitude \( a_1 \). The wave numbers \( \gamma_{\text{sol}} \) solved in these equations are a function of the excitation amplitude \( a_1 \).

When \( a_1 = 0 \), (4.3.18) reduces to the linear characteristic equation (4.3.16). With the increase of \( a_1 \), nonlinearity exerts influence on the resonance frequency of the vibration system. The maximum \( a_1 \) allowed is determined by the observation that the Taylor's series expansion of the contact boundary condition holds true only if \( w(L,t) < \Delta \) as shown in (3.4.4). Thus \( a_1 \) must satisfy \( a_1 < \Delta \).

The vibration amplitude \( a_1 \) and the resonance frequencies of the beam are closely related. The characteristic equation is solved numerically and the amplitude-frequency
relationship is revealed.

4.4 Numerical Results

Equation (4.3.19) is solved numerically. In the computations, the roots of these equations are found for different amplitude $a_1$. In the following calculations, the system parameters applied are:

For the AFM cantilever, (all units are SI), Young’s modulus $E_i = 1.69x10^{11}$ N/m$^2$, length $L = 233 \mu m$, width $W = 51 \mu m$, thickness $t = 15 \mu m$, mass density $\rho = 2330 kg/m^3$, contact radius $R = 50 x 10^{-6} m$, Poisson’s ratio $\nu = 0.3$, static deflection at the tip end $y(L) = L/100 = 2.33 \mu m$.

It is also assumed that Poisson’s ratio of the sample surface $\nu_s$ is the same as that of the sensor tip $\nu$. Young’s modulus of the sample surface $E_s$ is related to the Young’s modulus of the cantilever $E_i$ as $E_s = \eta E_i (\eta > 0)$. The effective Young’s modulus of the contact is defined by (2.3.1), such that

$$E^* = \frac{\eta E_i}{(\eta + 1)(1 - \nu^2)}.$$  \hspace{1cm} (4.4.1)

The Hertzian coefficient $K_0$ as defined in (2.3.3) is then

$$K_0 = \frac{4}{3} E^* R = \frac{4 \eta E_i \sqrt{R}}{3(\eta + 1)(1 - \nu^2)}.$$  \hspace{1cm} (4.4.2)

Static Hertz deformation, defined as $\Delta = z_0 - y(L)$, is determined from (3.2.3)

$$\Delta = \left( \frac{3 E_i}{K_0 R^2} \gamma(L) \right)^{3/4} = \left( \frac{9 \eta (1 + \nu^2)}{4 \eta \sqrt{R L^2} (\gamma(L))^{3/4} \gamma(L)} \right)^{3/4}.$$  \hspace{1cm} (4.4.3)

The normalized effective spring constant $\beta$, as defined in (4.1.3), is

$$\beta = \frac{\kappa}{E_s L^2} = \frac{3}{2} \frac{K_0 \Delta^2}{E_s L^2} = \left( \frac{3 \sqrt{2} \nu x(L)}{[1(\eta + 1)(1 - \nu^2)]} \right)^{2/3}.$$  \hspace{1cm} (4.4.4)

On the condition that $L, R, \gamma(L)$ and $\nu_s$ remain constant, $\beta$ will be decided by $\eta$, which is the ratio of the Young’s moduli of the AFM cantilever and the sample surface. Next, define

$$\beta_s = L \left( \frac{3 \sqrt{2} \nu x(L)}{[1(\eta + 1)(1 - \nu^2)]} \right)^{2/3}.$$  \hspace{1cm} (4.4.5)

This $\beta_s$ will be constant for a given set of cantilever and contact parameters. Then $\beta$ can be written in terms of the moduli ratio $\eta$ as

$$\beta = \frac{\beta_s}{\eta + 1}.$$  \hspace{1cm} (4.4.6)

For example, at $\eta = 1$, i.e., the Young’s moduli of the sample surface and the cantilever are the same, then

$$E^* = 9.286x10^{10} N/m^2, K_0 = 2.7685x10^7 N/m, \Delta = 1.3278x10^{-8} m, \beta = 7896.27.$$  

The other two effective spring constants $\beta_a$ and $\beta_b$ can also be calculated.

The first five roots ($\gamma_0$) of equation (4.3.19) when $a_1 = 0$, i.e., the linearized case, are

$3.9230, 7.0459, 10.1396, 13.1836, 16.1449$. These are the wave numbers of the linear system. When $a_1$ is larger than zero, nonlinearity is present and the wave numbers solved from equation (4.3.19) will change accordingly. In the calculation, $a_1$ is increased from 0, the linearized case, to 90% of $\Delta$, and the first five roots of (4.3.19) are found.

Define $\delta_n$ as the ratio of frequency shift of the $n^{th}$ mode, which is the ratio of $n^{th}$ root of the nonlinear characteristic equation (4.3.19), denoted as ($\gamma_n$), over the $n^{th}$ root of the
linear characteristic equation (4.3.16), denoted as \((\gamma)\). Write it as \(\delta = \frac{y}{(\gamma)\lambda}\).

In Figures (2), the x-axis is \(\delta\). The y-axis is the normalized amplitude \(\zeta = \frac{\xi}{\Delta}\), which varies from 0 to near 1, or from linear to high nonlinearity. Results are shown for different values of \(\beta\). The numbers \(\bigcirc\), \(\Phi\), \(\Theta\), \(\Theta\), and \(\Theta\) represent the frequency shift curves of the first five modes respectively. With the variation of \(\beta\), it is expected that different frequency shift patterns will be shown.

In Figures (2), it is obvious that the first five resonance frequencies all show a trend of lowering when the vibration amplitude \(\alpha_1\) increases. What is more interesting is that the amounts of frequency shift of the modes are different, and these amounts are directly determined by \(\beta\). For example, when \(\beta = 2\), the first mode shifts the most; when \(\beta = 100\), it is the second mode that shifts most. Also noticeable is the magnitude of the shifts: when \(\beta = 2\), the maximal shift of the first mode is about 0.975; when \(\beta = 100\), the maximal shift of the first mode is about 0.975, and the maximal shift of the second mode is approximately 0.965. The trend is, the higher the \(\beta\), the less the maximal shift.
4.5 Modal Sensitivity

In the previous section, it has been shown that the resonance frequency shift is determined by the contact spring constant $\beta$ if all other conditions remain the same. It is interesting to see how changes in $\beta$ will influence the resonance frequency shift in the AFM. That is to say, which mode will change the most for a small variation in $\beta$. This relationship is the so-called modal sensitivity [30]. In the following, the flexural modal sensitivity of the nonlinear system is derived.

Define the modal sensitivity as $\varphi$ and define $z = \frac{d^2}{d\gamma^2}$ as the normalized amplitude.

Hence $\gamma = kL$ is the normalized wave number and it is treated as a function of amplitude $z$, such that $\gamma = \gamma(z)$. $\tilde{W}^*(L)$ is a function of $\gamma$ designated as $\varphi(\gamma)$, such that

$$\varphi(\gamma) = \gamma^2 \frac{1 + \cos \gamma \cosh \gamma}{\sin \gamma \cosh \gamma - \cos \gamma \sinh \gamma}$$

(4.5.1)

Its derivative is

$$\varphi'(\gamma) = \gamma^3 \frac{1 + \cos \gamma \cosh \gamma}{\sin \gamma \cosh \gamma - \cos \gamma \sinh \gamma} \left( 3 - 2\gamma \frac{\sin \gamma \sinh \gamma}{\sin \gamma \cosh \gamma - \cos \gamma \sinh \gamma} \right)$$

(4.5.2)

The mode shape is normalized such that it may be written $\tilde{W}(L) = 1$. Therefore, the characteristic equation (4.3.19) becomes

$$\left( \frac{\varphi(\gamma)}{\beta} - 1 \right) \frac{z}{\sqrt{2}} \frac{\varphi(\gamma)}{\beta} = 0.$$  

(4.5.3)

On the condition that $\beta$ remains the same, equation (4.5.3) shows that the amplitude $z$ plays a decisive role in the frequency shift. If $\varphi = \frac{dz}{d\gamma}$ is defined as an indicator of the sensitivity of frequency shift to changes of amplitude, then, from (4.5.3), it gives

$$\varphi = \frac{dz}{d\gamma} = \frac{-2\beta(4\beta - \varphi(\gamma))}{\varphi(\gamma)(8\beta(4\beta - \varphi(\gamma)) - z\beta)}$$

(4.5.4)

When $\beta$ is constant, equation (4.5.4) defines the relationship between $z$ and $\gamma$ that is illustrated in the previous section.

For the characteristic equation (4.5.3) of the nonlinear boundary condition system, if the amplitude $z$ is fixed, the allowable wave number solved from this equation also possesses the same property as described in section (3.5) for the linear system. Figure (4.2) illustrates the dependency of $\gamma$ on $\beta$ at a fixed amplitude $z (z = 0.1)$. The first five wave numbers are plotted. Figure (4.2) illustrates the wave number dependence on $\beta$ when $z$ is fixed at 0.1. Apparently this figure is very similar to Figure (3.3), which corresponds to the linear system. Both of them show $\gamma$ increases along with $\beta$.

The modal sensitivity to changes in surface stiffness $\beta$ is defined as $\varphi = \frac{dz}{d\beta}$. From equation (4.5.5),

$$\varphi = \frac{dz}{d\beta} = \frac{8\beta(4\beta - \varphi(\gamma)) - z\beta \beta - \varphi(\gamma))}{\varphi(\gamma)(8\beta(4\beta - \varphi(\gamma)) - z\beta)}$$

(4.5.5)

When $z = 0$, equation (4.5.5) becomes $\varphi = \frac{1}{\varphi(\gamma)}$ which corresponds to the modal sensitivity of the linear system. Figure (4.3) is a plot of the relation of $\varphi$ and $\beta$ for $z = 0.1$. 
Also, changes in $z$ will not make significant differences to the change in the sensitivity on $\alpha$, as is shown in Figure (4.4). In this figure, solid lines represent the modal sensitivity of the nonlinear system at $z = 0.1$, the dotted line with diamond markers represents the modal sensitivity of the linear system where $z = 0$.

It can be seen that $z$ has a different influence on modal sensitivity of the different modes. When $z = 0.1$, the modal sensitivity of the first mode becomes less, whereas the modal sensitivities of the other modes become higher. However, there is no significant difference between these two sets of curves. The observations from Figure (4.4) can be safely applied to other nonlinear systems with $z$ less than 0.1.
Along with $\beta$ changing from 0 to 1000, the sensitivity level of different modes changes respectively. When $\beta$ is very small, the sequence is $\psi_1 > \psi_5 > \psi_4 > \psi_3$. Then, $\psi_1$ sharply decreases as $\beta$ increases. $\psi_5$, $\psi_4$ and $\psi_3$ are slowly increasing too. At one point around $\beta = 50$, $\psi_1$ equals to $\psi_3$. This result means, at this specific $\beta$ denoted as $\beta_5$, and at $z = 0.1$, the magnitudes of frequency shift of the first and second modes become equal. It is also interesting to notice that this $\beta_5$ is the only $\beta$ at which the curves of the first and second modes intersect.

The other intersection points $\beta_{10}, \beta_{15}, \beta_{20}, \beta_{25}, \beta_{30}, \beta_{35}, \beta_{40}, \beta_{45}$ can also be found. (Note: In Figure (4.3), because of the limited range of $\beta$, $\beta_{20}$, $\beta_{25}$ are not shown. They can be found in Figure (4.6), which encompasses a wider range of $\beta$)

Figure (4.5) shows the same relation as Figure (4.2) except with a wider range of $\beta$ from 0 to 10⁶. It illustrates that when $\beta$ becomes extremely large, the change in $\gamma$ becomes smaller and smaller. After $\beta$ is larger than 2000, no significant change in $\gamma$ can be seen.

Figure (4.6) shows the sensitivity for a wider range of $\beta$ up to $10^6$. The intersection points $\beta_{15}, \beta_{45}$ are visible in this figure. The sequence of all the ten intersection points, in ascending order, is $\beta_{10}, \beta_{15}, \beta_{20}, \beta_{25}, \beta_{30}, \beta_{35}, \beta_{40}, \beta_{45}$. After the intersection point $\beta_{45}$, the sequence of sensitivity level for the first five modes is completely reversed and
remains so for larger values of $\beta$. Results for $\beta$ greater than 10000 have also been obtained and they indicate a sensitivity pattern consistent with Figure (4.6).

![Figure 4.6: Sensitivity (\text{\textit{\textdollar}}) to changes in spring stiffness ($\beta$) ranging from 0 to 10000.](image)

The resonance frequency shift of the nonlinear system is dependent both on the vibration amplitude and the effective spring stiffness of the sample surface. At different levels of $\beta$, the magnitudes of the shifts of different modes vary. It has also been shown that the modal sensitivity of the nonlinear system is essentially identical to that of the linear system.

For relatively small $\beta$ less than 500, the sensitivity levels of all the five modes are substantially higher, all above $10^4$ level. After that, with only exception of mode 5, the sensitivity drops quickly below that level. In particular, the modal sensitivity of mode 1 decreases sharply to below $10^3$ after $\beta$ greater than 1000. In experiments, usually the first mode is measured. For small $\beta$'s, the first mode has the highest level of sensitivity. Thus, a small change in $\beta$ can be reflected in the measurement. The low level of sensitivity implies a very small frequency shift for large $\beta$, which in turn will pose enormous difficulties in experiments for accurate measurements of the frequency shift.
5 Interaction Damping Effects

There is damping in the interaction of sensor tip and sample surface. This damping is primarily caused by adhesion effects and is the main source of damping in this vibration system [4]. In this Chapter, the influence of the interaction damping on the linear and nonlinear vibrations is studied.

5.1 Characteristic Equation

With this interaction damping, the contact boundary condition (4.1.1) is changed to

\[ E\ddot{w}^*(L, t) = k_w(L) \dot{w}(L, t) - \kappa_w \dot{w}^2(L, t) - \kappa_w \dot{w}^3(L, t) + \sigma_m \ddot{w}(L, t). \]  

(5.1.1)

where \( \sigma_m \) is the interaction damping coefficient. The normalized form of (5.1.1) is

\[ \ddot{w}^*(L, t) = \beta \ddot{w}(L, t) - \beta \dot{w}^2(L, t) - \beta \dot{w}^3(L, t) + p \ddot{w}(L, t), \]

(5.1.2)

where \( p = \frac{\sigma_m L}{E I p a} \).

The normalized amplitude is defined as \( \varepsilon = \frac{\dot{w}}{\dot{v}} \). The characteristic equation with respect to this boundary condition is

\[ \varphi(\gamma) - \beta - j p \gamma^2 - \frac{\beta}{2} \left[ \frac{2 \beta}{\varphi(\gamma) - \beta} + \frac{\beta}{\varphi(\gamma) - \beta - j p \gamma^2 - 1} \right] = 0, \]

(5.1.3)

in which \( \varphi(\gamma) = \frac{1 + \cosh \gamma}{\sinh \gamma - \cosh \gamma \sinh \gamma} \).

First, consider the linear system

\[ \ddot{w}^*(L, t) = \beta \ddot{w}(L, t) + p \ddot{w}(L, t). \]

(5.1.4)

The characteristic equation becomes

\[ \varphi(\gamma) - \beta - j p \gamma^2 = 0. \]

(5.1.5)

From the characteristic equations (5.1.3) and (5.1.5) of the nonlinear and linear systems, allowable wave numbers \( \gamma \) can be determined. Generally, the wave numbers are complex. The meaning of these complex wave numbers can be understood by expanding the definition of the modes.

The displacement is expanded as a superposition of modes in the following form

\[ w(x, t) = e^{i\omega t} \sum_{n=1}^{\infty} \left[ A_n e^{\alpha x} + B_n e^{-\alpha x} + C_n e^{i\beta x} + D_n e^{-i\beta x} \right], \]

(5.1.6)

where the \( B_n \) are determined from the boundary condition [4]. In (5.1.6), each mode is composed of two harmonic components and two evanescent components. The first two terms are harmonic left and right traveling waves; the other two terms are left and right evanescent waves that decay exponentially in space. When \( k_0 \) is complex, it can be written as \( k_0 = \alpha + j \beta \). Then, for the harmonic traveling waves, \( e^{\alpha x} = e^{\alpha x} e^{j\beta x} \) and \( e^{-\alpha x} = e^{\alpha x} e^{-j\beta x} \), they are augmented by a spatial decay related to \( \alpha \). For the evanescent waves, \( e^{i\beta x} = e^{i\beta x} e^{j\beta x} \) and \( e^{-i\beta x} = e^{-i\beta x} e^{-j\beta x} \), they acquire a harmonic component related to \( \alpha \). Consequently, the real part of the complex wave number corresponds to the stiffness of the harmonic modes and thus the wave speed and frequency; the imaginary part governs the damping of the mode.

5.2 Linear System

The characteristic equation of the linear system is now examined in detail. In equation (5.1.5), besides the surface stiffness \( \beta \), there is also interaction damping \( p \). Equation (5.1.5) is solved for the wave numbers (both the real and imaginary parts) as a function of \( p \) for certain values of \( \beta \).
In the Figures (5.1) and (5.2), $\beta$ is 100, and $p$ is varied from 1 to 100. For most AFM measurements, $p$ is less than 100. It can be seen that the first and second mode curves intersect at $p$ near 7, and the second mode curve decreases below the first curve. This implies that when $p$ is large enough, the second resonance frequency will decrease until it is less than the first resonance frequency. At the same time, the real parts of the third, fourth and fifth modes all show similar trends in a reduction in frequency with increasing $p$. The real part of the first mode increases slowly as $p$ increases.

![Figure 5.1. Real part of the first five modes ($\beta = 100$).](image)

Figure (5.2) presents the variation of the imaginary part with respect to $p$. Concurrently with the decrease of the real part of the second mode, its imaginary part increases quickly. The imaginary parts of the other modes are well below that of the second mode. This result implies that the damping of the second mode is much higher than the other modes, especially at $p$ near 7, where the damping of the second mode reaches maximum.

![Figure 5.2. Imaginary parts of the first five modes at $\beta = 100$.](image)

The real and imaginary parts of the second mode are plotted together in Figure (5.3). This result shows that the real part of the mode decays sharply at $p$ near 7, while the imaginary part increases quickly until the two parts merge into one another. This reveals a very interesting property of the interaction damping: at a certain level of damping, in this case near 7, the real parts of the first and second modes become very close to each other while their dampings are wide apart. This result indicates that these two modes have very different sensitivity to interaction damping. When one mode is over-damped, the other modes are not. If the damping is sufficiently large, all the modes will be over-damped.
If $P$ is kept constant and $\beta$ is slightly changed, as shown in Figures 5.4 and 5.5, the real part of the second mode becomes higher. This result is consistent with the results in Figure 6.2. Also, at higher $\beta$, the imaginary part starts lower and increases higher. After the maximal value, $\eta$ decreases, then the increase in $\beta$ will start different influences on the real and imaginary parts of the second mode. Similar phenomena can be observed for other stiffness values. Figures 5.6 and 5.8 show the real parts of the first five modes when $\beta$ is 200, 500, and 1400.
In Figure (5.6), the third mode decays below the second mode at \( \rho \) approximately 8.2. Similar observations on the fourth and fifth modes are seen in Figures (5.7) and (5.8). The decay of the first mode is also present at \( \beta \) less than 10. It is not presented here because it is not significant in the sequencing of the resonance frequencies.

It is very interesting to see that with the presence of interaction damping, one mode is over-damped and will decrease depending on the contact stiffness. When one mode decreases, for instance, the third mode at \( \beta = 200 \), it becomes less than the second mode, or even less than the first mode. Consequently, the first or second modes observed in experiments may differ from the estimation without interaction damping included.

The interaction damping acts on the modes differently. As seen in Figure (5.7), modes 4 and 5 decrease while modes 1, 2 and 3 increase. Meanwhile, the points where the two modes intersect are different: in Figure (5.1), it is about 7.3; in Figure (5.6), it is about 8;
in Figure (5.7), it is about 10; in Figure (5.8), it is about 16. A tentative conclusion here is that the intersection point moves right for higher modes.

5.3 Nonlinear Effects

Now, consider the nonlinear response with respect to amplitude. When the vibration amplitude \( a_i \) is increased, a certain pattern of resonance frequency shift is observed. With the presence of interaction damping, the patterns are different. Figure (5.9) shows the influence of \( \rho \) on the shift of the first resonance frequency.

![Graph showing the influence of \( \rho \) on the shift of the first resonance frequency.](image)

**Figure 5.9.** Frequency shift of the first resonance frequency of the nonlinear system for different \( \rho \).

It is already known from the study of modal sensitivity that a certain mode is more sensitive than others at specific \( \beta \). That is, the resonance frequency of that mode shifts more than those of others when amplitude increases. In Figure (5.9), the influence of interaction damping is significant. At \( \beta = 50 \), from the results of modal sensitivity, it is known that the first mode will shift the most. The frequency shift becomes less and less with increased damping. Recall the figures in the previous section, because of damping, the first root (\( \rho \)) of the linear system becomes larger than that of linear system with no damping. The higher the \( \rho \), the larger the \( \gamma \). However, when the shift ratio is shown in the figure, it is in the opposite way: the higher the \( \rho \), the lower the ratio.

When \( \beta = 100 \), the second mode is the most sensitive. In Figure (5.10), the first and second modes are plotted for different \( \rho \). The plot indicates a pattern change: when there is no damping (\( \rho = 0 \)), the second mode shifts more than the first. But when there is damping (\( \rho = 1 \) or \( \rho = 2 \)), it becomes that the first mode shifts more than the second. Also, the magnitudes of these shifts become less with higher damping.

![Graph showing the frequency shift of the first and second modes under different damping (\( \beta = 100 \)).](image)

**Figure 5.10.** Real parts of the first and second modes under different damping (\( \beta = 100 \)).
This change in the pattern is significant in that it differs from the results of the modal sensitivity of the system with no interaction damping. In real AFM systems, the interaction damping may be large enough to make the frequency shift pattern totally different from the estimation based on no damping.

From the above discussion, it is obvious that the interaction damping has significant influence on the modal sensitivity. At certain combination of $p$ and $\beta$, some mode will decay. This may answer the question why some modes are difficult to observe in experiments. Also, the frequency shift pattern that is used in determination of $\beta$ may be changed by this damping. If the damping is not properly included in the analysis, errors will be introduced into the results.

6. Forced Vibration with Damping

6.1 Governing Equation

In non-ideal environments, there are damping forces in the beam vibration. Damping forces are non-conservative, so that the transient vibration will dissipate eventually. The damping of vibrating atomic force microscope cantilevers is caused mainly by two different effects: system damping is the damping caused by internal losses in the beam as well as losses to any surrounding fluid in which the beam vibrates. There is also damping caused by the interaction forces which act through the contact between the cantilever tip and the sample surface. The latter is thought to be caused primarily by adhesion hysteresis effects. This case has been studied previously [4][5]. This chapter, the system damping caused by internal losses is studied.

It is assumed the damping forces are proportional to the velocity and opposite in the direction to velocity,

$$f_\alpha = -C \dot{w}(x,t), \quad (6.1.1)$$

where $C$ is in general a linear homogeneous differential operator which may include different orders of differential terms. For the kind of viscous damping studied in this research, it is assumed that the damping operator $C$ be a constant: $C = c$.

Also, the vibration system is assumed to be driven by external forcing $q(x,t)$. The equation of motion for this damped externally driven system is

$$EI \frac{\partial^4 w(x,t)}{\partial t^4} + c \frac{\partial w(x,t)}{\partial t} + \rho A \frac{\partial^2 w(x,t)}{\partial t^2} = q(x,t), \quad (6.1.2)$$

with boundary conditions

$$w(0,t) = 0, \quad w'(0,t) = 0, \quad w''(L,t) = 0, \quad EIw'''(L,t) = f(w(L,t)). \quad (6.1.3)$$
The last boundary condition involves the contact interaction at the tip end. It can be expanded by Taylor's series when the displacement is small relative to the initial position.

For Hertzian contact, the expanded form of (6.1.3) is

\[ E h^w(L, t) - h w(L, t) + K_1 w^2(L, t) + K_2 w^4(L, t) = 0, \]

\[ \kappa = \frac{3}{2} K_3 \Delta^2, \quad \kappa_1 = \frac{3}{8} K_3 \Delta^2, \quad \kappa_2 = \frac{1}{16} K_3 \Delta^2. \]

Generally speaking, in the vibration system of AFM beams, the damping is relatively small. In many experiments the AFM beams vibrate in air, so the damping due to friction is negligible. Hence it is assumed that \( c = O(1) \). Further, the external driving force is assumed to be harmonic, that is, \( q(x, t) = Q(x)e^{i\Omega t} \), in which \( \Omega \) is the driving frequency.

Letting \( c = e^\varepsilon \), the governing equation and boundary conditions are written as

\[ \frac{\partial^4 w(x, t)}{\partial x^4} + \frac{\varepsilon}{E} \frac{\partial w(x, t)}{\partial t} + \frac{\sigma}{EI} \frac{\partial^3 w(x, t)}{\partial t^3} = \frac{Q(x)}{EI} e^{i\Omega t}, \]

\[ w(0, t) = 0, \]

\[ w(0, t) = 0, \]

\[ w(0, t) = 0, \]

\[ w'(L, t) = 0, \]

\[ w''(L, t) = \frac{K_3}{EI} w(L, t) - \frac{K_1}{EI} w^2(L, t) - \frac{K_2}{EI} w^4(L, t). \]

### 6.2 Primary response with linear boundary condition

First the problem with the linearized boundary condition as (3.4.2) is studied. Closed-form solutions of the above boundary-value problem for damped systems are not possible due to the difficulties in solving the eigenvalue problem. An approximate method, the method of multiple scales [2] is used. By this method, new independent variables are introduced according to \( T_n = \varepsilon^n t \), \( n = 0, 1, 2, \ldots \), each of which represents a different time scale. Thus, the derivatives with respect to \( t \) can be rewritten in terms of the partial derivatives with respect to \( T_n \) such as

\[ \frac{\partial}{\partial t} = \frac{\partial}{\partial T_n} \frac{\partial}{\partial T_n} + \frac{\partial}{\partial T_1} \frac{\partial}{\partial T_1} + \ldots = D_0 + \varepsilon D_1 + \varepsilon^2 D_2 + \ldots, \]

\[ \frac{\partial^2}{\partial t^2} = D_0^2 + 2\varepsilon D_1 D_0 + \varepsilon^2 (D_1^2 + 2D_0 D_2) + \ldots. \]

It should be noted that the number of independent time scales needed depends on the order to which the expansion is carried out. If the expansion is carried out to \( O(\varepsilon) \), then \( T_0 \) and \( T_1 \) are needed. If the expansion is carried out to \( O(\varepsilon^2) \), then \( T_0, T_1 \), and \( T_2 \) are needed. In this part, the \( O(\varepsilon) \) solution is concerned. Hence, the solution is assumed of the form

\[ w(x, t; \varepsilon) = w_0(x, T_0, T_1) + \varepsilon w_1(x, T_0, T_1) + O(\varepsilon^2). \]

(6.2.1)

This form of solution will be substituted into the governing equation and the coefficients of different \( \varepsilon \) orders will be combined to yield a group of equations from which \( w_0 \) and \( w_1 \) may be solved.

For the primary response \( \Omega = \omega_0 \), a detuning parameter \( \sigma \) is introduced, which quantitatively describes the nearness of \( \Omega \) to \( \omega_0 \). This parameter helps to identify the terms in the governing equation that lead to secular behavior. Accordingly, \( \Omega \) is written as

\[ \Omega = \omega + \varepsilon \sigma \text{ where } \sigma = O(1). \]

The linear undamped theory will predict unbounded oscillations when \( \sigma = 0 \) irrespective of how small the excitation is. In the actual system, the damping and the nonlinearity limit these large oscillations. Thus, to obtain a uniformly valid approximate solution of this problem, it is necessary to order the excitation so that it will appear when the damping and the nonlinearity appear. To do this, the driving force is set as \( Q(x) = e^{\varepsilon} Q(x) \). This scheme for ordering the terms is consistent...
with the notion of primary resonance. It is anticipated that in a lightly damped system a small amplitude excitation produces a relatively large-amplitude response.

The expansion (6.2.1) is substituted into equation (6.1.4). The governing equation becomes

\[
(w_s + \varepsilon w_l + O(\varepsilon^3)) + \frac{E}{EI}(D_s + \varepsilon D_l + \varepsilon^3 D_{s1})(w_s + \varepsilon w_l + O(\varepsilon^3)) + \frac{pA}{EI}(D_s^2 + \varepsilon^2 D_{s2} + \varepsilon^3 (D_{l1} + 2D_{s1}D_{l1}))(w_s + \varepsilon w_l + O(\varepsilon^3)) = \frac{\widetilde{q}(x)}{EI} e^{\omega_l t}.
\]

Thus, for the order \( \varepsilon \) system, combining all the coefficients of the \( \varepsilon \) terms, the equation of motion is

\[
w_s'' + \frac{pA}{EI} D_s^2 w_s = 0.
\]

The boundary conditions are

\[
w_s(0,t) = 0, \quad w_s(0,t) = 0,
\]

\[
w_s'(L,t) = 0, \quad w_s''(L,t) = \frac{K}{EI} w_s(L,t).
\]

The solution of equation (6.2.3) and boundary conditions (6.2.4) is assumed of the form

\[w_s(x,T,s,t) = \phi_s(x)A_s(T_1)e^{i\omega_l t},\]

for which \( \phi_s(x) \) can be solved as

\[\phi_s(x) = D[\sin kx - \sinh kx - C_1 \cos kx - \cosh kx],\]

\[C_1 = \frac{\sin kL + \sinh kL}{\cos kL + \cosh kL}, \quad k^* = \frac{pA}{EI} \omega_l^2.
\]

In (6.2.5), \( D \) is an arbitrary constant. It is determined by setting \( \phi_s(L) = 1. \) Thus,

\[D = \frac{\cos kL + \cosh kL}{2(\sin kL \cosh kL - \cos kL \sinh kL)}.
\]

Similarly, by combining all the coefficients of the \( \varepsilon \) order terms, the \( \varepsilon \) order equation and boundary conditions are

\[w_l'' + \frac{pA}{EI} D_s^2 w_l = -\frac{E}{EI} D_s w_s - \frac{pA}{EI} D_s D_l w_s \frac{\widetilde{q}(x)}{EI} e^{\omega_l t},
\]

\[w_s(0,t) = 0, \quad w_l(0,t) = 0,
\]

\[w_s'(L,t) = 0, \quad w_l'(L,t) = \frac{K}{EI} w_s(L,t).
\]

Letting \( w_s(x,T_1,T_2) = \phi_s(x)A_s(T_1)e^{i\omega_l t}, \) equations (6.2.6) become

\[\phi_s''(x)A_s(T_1) - k^* \phi_s(x)A_s(T_1) = -j \omega_l \frac{E}{EI} A_s(T_1)\phi_s(x) - 2 j \omega_l \frac{pA}{EI} A_s(T_1) + \frac{\widetilde{q}(x)}{EI} e^{i\omega_l t},
\]

\[\phi_s(0) = 0, \quad \phi_s'(0) = 0,
\]

\[\phi_s(L) = 0, \quad \phi_s''(L) = \frac{K}{EI} \phi_s(L).
\]

Since

\[\int_a^b \phi_s''(x)\phi_s(x)dx = \int_a^b \phi_s''(x)d\phi_s(x) = \phi_s(x)\phi_s(x)|_a^b - \int_a^b \phi_s'(x)\phi_s'(x)dx,
\]

\[= \phi_s(L)\phi_s(L) - \int_a^b \phi_s'(x)\phi_s'(x)dx,
\]

\[= \phi_s(L)\phi_s(L) - \phi_s(L)\phi_s(L) + \int_a^b \phi_s'(x)\phi_s'(x)dx,
\]

\[= \phi_s(L)\phi_s(L) - \phi_s(L)\phi_s(L) + k^* \int_a^b \phi_s'(x)\phi_s'(x)dx.
\]

Thus,

\[\int_a^b \phi_s'(x)\phi_s'(x)dx = \phi_s(L)\phi_s(L) - \phi_s(L)\phi_s(L).
\]

Multiplying both sides of (6.2.7) by \( \phi_s(x) \) and integrating from 0 to \( L \), gives

\[\int_a^b \left[ -j \omega_l \frac{E}{EI} A_s(T_1)\phi_s'(x) - 2 j \omega_l \frac{pA}{EI} A_s(T_1)\phi_s'(x) + \frac{\widetilde{q}(x)}{EI} e^{i\omega_l t}\phi_s(x) \right]dx = \phi_s(L)\phi_s'(L) = \phi_s(L)\frac{K}{EI} \phi_s(L) - \phi_s(L)\frac{K}{EI} \phi_s(L) = 0.
\]

Thus,

\[\int_a^b \phi_s''(x)\phi_s(x)dx + e^{i\omega_l t} \int_a^b \frac{\widetilde{q}(x)}{EI} \phi_s(x)dx = 0.
\]
Next, let
\[ A_0(T_i) = \frac{1}{2} \alpha(T_i)e^{\beta(x)}, \] and
\[ b_i = \int_0^1 b_0(x)dx, \quad b_i = \int_0^1 \tilde{Q}(x)\phi_i(x)dx. \]

Then, (6.2.10) becomes
\[ -j\omega b_i + \rho A(\alpha' + ja\beta')b_i + \beta_i e^{ja(\alpha - \beta)} = 0. \]

The real part of (6.2.11) is
\[ a\beta + \alpha b_i + b_i \cos(\alpha T_i - \beta) = 0. \] \hspace{1cm} (6.2.12)

The imaginary part of (6.2.11) is
\[ -\frac{1}{2} a\omega \alpha b_i - \rho A \alpha \beta b_i + b_i \sin(\alpha T_i - \beta) = 0. \]

Defining \( \gamma = \alpha T_i - \beta \) (6.2.12) and (6.2.13) become
\[ \begin{align*}
\rho A(\gamma' - \gamma) &= \frac{b_i}{b_{i\omega}} \cos \gamma, \\
\frac{\gamma}{2} \alpha + \rho \alpha \gamma' &= \frac{b_i}{b_{i\omega}} \sin \gamma.
\end{align*} \hspace{1cm} (6.2.14)

Steady-state motion occurs when \( \alpha' = \gamma' = 0 \), which corresponds to the singular points of (6.2.14). That is, they correspond to the solutions of
\[ \begin{align*}
\rho A \alpha \sigma &= \frac{b_i}{b_{i\omega}} \cos \gamma, \\
\frac{\gamma}{2} \alpha &= \frac{b_i}{b_{i\omega}} \sin \gamma.
\end{align*} \hspace{1cm} (6.2.15)

Squaring and adding the equations in (6.2.15) gives
\[ \left( \frac{b_i}{b_{i\omega}} \right)^2 = \left( \rho A \alpha \sigma \right)^2 + \left( \frac{\gamma}{2} \alpha \right)^2. \hspace{1cm} (6.2.16) \]

From (6.2.15), \( \gamma \) and \( \alpha \) are expressed as
\[ \gamma = -\tan \left( \frac{\frac{\gamma}{2} \alpha}{\rho A \alpha \sigma} \right), \quad \alpha = \frac{2b_i}{\frac{\gamma}{2} \alpha} \sin \gamma. \hspace{1cm} (6.2.17) \]

Equation (6.2.16) is an implicit equation for the amplitude of the response \( \alpha \) as a function of the detuning parameter \( \sigma \) (i.e., the frequency of the excitation) and the amplitude of the driving force \( \tilde{Q}(x) \) which is implicitly represented by \( b_i \). Equation (6.2.16) is called the frequency-response equation.

Recall that \( w(x,T_i) = \phi(x)A_0(T_i)e^{ja\beta} \). Substituting \( \alpha \) and \( \beta \) back into \( A_0(T_i) \), the first approximation is obtained as
\[ w(x,t) = \phi(x)\alpha \cos(\alpha x - \beta) + O(\epsilon). \hspace{1cm} (6.2.18) \]
in which \( \alpha \) and \( \beta \) are defined in (6.2.14).

Since \( \Omega = \omega + \epsilon \alpha \), the first approximation to the steady-state solution is given by
\[ w(x,t) = \phi(x)\alpha \cos(\omega t + \epsilon \sigma t - \gamma) + O(\epsilon) = \phi(x)\cos(\omega t - \gamma) + O(\epsilon). \hspace{1cm} (6.2.19) \]
where \( \alpha \) and \( \gamma \) are constants as defined in (6.2.17). Hence, the steady-state response is exactly tuned to the frequency of the excitation. However, the phase of the response is shifted from that of the excitation by \( \gamma \).

The plot of \( \alpha \) as functions of \( \sigma \) while other parameters are fixed is called a frequency-response curve. Each point on this curve corresponds to a singular point in a different state plane. There is one state plane for each combination of parameters.

Equation (6.2.16) is rewritten as
\[ \sigma^2 = \frac{1}{(\rho A)^2} \left( \frac{b_i}{b_{i\omega}} \right)^2 - \frac{\gamma^2}{4}. \]
Hence, \( \left( \frac{b_1}{b_0} \right)^2 \frac{1}{\alpha^2} = \frac{\sigma}{\alpha^2} \geq 0 \). The maximum amplitude is then \( \alpha_\sigma = \frac{2b_1}{b_0\alpha^2} \). Figure (6.1) shows the response curve (6.2.16). Since this is a linear system, the curve is symmetric.

At \( \sigma = 0 \), the response amplitude reaches the maximum.

Figure 6.1. Frequency-Response curve of (6.2.16).

(This figure is only for illustrative purpose, and no exact scaling is applied.)

6.3 Nonresonant hard excitation for linearized system

In the previous section the excitation at frequency \( \Omega \) very near \( a_0 \) was discussed.

When \( \Omega \) is away from \( a_0 \), the effect of the excitation will be small unless its amplitude is hard; that is, unless \( Q(x) \) is \( O(1) \) instead of \( O(\epsilon) \). Therefore, from (6.1.4), the governing equation gives the order \( \epsilon \) equations,

\[
\ddot{w}_u + \frac{\rho A}{EI} D_1^2 \dot{w}_u = \frac{O(x)}{EI} e^{\mu_\sigma x},
\]

(6.3.1)

with the same boundary conditions as (6.2.4).

The general solution of (6.3.1) is

\[
w_u(x, T', \tau) = \phi_u(x) A_u(T') e^{i\omega \tau} + \psi_u(x) e^{i\Omega \tau} + cc,
\]

\[
\psi_u(x) = \frac{1}{2 K^* \Omega^3} \left( \int \cos K_s Q(x) dx \sin K_s + \int \sin K_s Q(x) dx \cos K_s + \int \sinh K_s Q(x) dx \cosh K_s + \int \cosh K_s Q(x) dx \sinh K_s \right),
\]

(6.3.2)

\[
K^* = \frac{\rho A}{EI} \Omega^3,
\]

in which \( \phi_u(x) \) is the same as defined in (6.2.5), and \( cc \) is the complex conjugate of the preceding terms.

The order \( \epsilon \) equation and boundary conditions are:

\[
w_u(0, t) = 0, \quad w_u(0, t) = 0,
\]

\[
w_u(L, t) = \frac{K}{EI} w_u(L, t).
\]

(6.3.3)

The solution of \( w_u \) is written in the form \( w_u(x, T', \tau) = \phi_u(x) A_u(T') e^{i\omega \tau} + \psi_u(x) e^{i\Omega \tau} \).

Thus, from (6.3.1) and (6.3.3), there are equations of the coefficients of \( \omega \) and \( \Omega \) harmonic terms,

\[
\phi_u(x) = K^* \phi_u(x) = 0,
\]

\[
\psi_u(x) - K^* \psi_u(x) = \frac{Q(x)}{EI}
\]

\[
\phi_u(0) = \phi_u(0) = 0, \quad \psi_u(0) = \psi_u(0) = 0,
\]

(6.3.4)

\[
\phi_u(L) = \psi_u(L) = 0, \quad \psi_u(L) = \frac{K}{EI} \psi_u(L), \quad \psi_u(L) = \frac{K}{EI} \psi_u(L),
\]

\[
K^* = \frac{\rho A}{EI} \omega^3, \quad K^* = \frac{\rho A}{EI} \Omega^3,
\]

and
\[ \phi_i^*(x) A_i(T_i) - k^* \phi_i(x) A_i(T_i) = -\frac{\pi}{E I} j \omega \phi_i(x) A_i(T_i) - \frac{2 \rho A}{E I} j \omega \phi_i(x) A_i(T_i), \]

\[ \psi_i^*(x) - K \psi_i(x) = -\frac{\pi}{E I} j \Omega \psi_i(x), \]  

(6.3.5)

\[ \phi_i(0) = \psi_i(0) = 0, \phi_i'(0) = \psi_i'(0) = 0, \]

\[ \phi_i(L) = \psi_i(L) = 0, \phi_i''(L) = \frac{K}{E I} \phi_i(L), \psi_i''(L) = \frac{K}{E I} \psi_i(L). \]

Since \[ \int_0^L \phi_i(x) \phi_i^*(x) dx = \phi_i(L) \phi_i''(L) - \phi_i''(L) \phi_i'''(L), \] therefore

\[ \int_0^L \left[ -\frac{\pi}{E I} j \omega \phi_i(x) A_i(T_i) - \frac{2 \rho A}{E I} j \omega \phi_i(x) A_i(T_i) \right] dx = 0. \]

Hence,

\[ E A_i(T_i) + 2 \rho A A_i(T_i) = 0. \]

Thus,

\[ A_i(T_i) = e^{-\frac{\pi}{E I} t}. \]  

(6.3.6)

Also, \[ \psi_i(x) \] can be solved as

\[ \psi_i(x) = \frac{\pi E I}{2 \rho A} \left( -\int \cos K x \psi_i(x) dx \sin K x + \int \sin K x \psi_i(x) dx \cos K x \right) + \int \sinh K x \psi_i(x) dx \cosh K x \]

(6.3.7)

\[ + \int \cosh K x \psi_i(x) dx \sinh K x \]

In the case of a hard excitation, the response has both \( \omega T_i \) and \( \Omega T_i \) harmonic terms.

Equation (6.3.6) shows that the amplitude of harmonic term decreases exponentially.

Coefficients of the harmonic terms give the solution as

\[ w(x,t) = (\psi_i(x) + \epsilon \psi_i(x)) \cos \Omega t + O(\epsilon^2). \]

6.4 Eigenfunction method

The eigenfunctions of the undamped system can be used to decouple the modal equations in this forced damped vibration system. For the undamped vibration system with linearized boundary condition,

\[ \frac{\partial^2 w(x,t)}{\partial t^2} + \frac{\rho A}{E I} \frac{\partial^4 w(x,t)}{\partial x^4} = 0, \]

\[ w(0,t) = 0, \quad w'(0,t) = 0, \]

\[ w(L,t) = 0, \quad w''(L,t) = \frac{K}{E I} w(L,t). \]  

(6.4.1)

The eigenfunctions that satisfy the equation of motion and boundary conditions in (6.4.1) are

\[ W_i(x) = D \left( \sin k x - \sinh k x \right) - \frac{\sin k L + \sinh k L}{\cos k L + \cosh k L} \right) \left( \cos k x - \cosh k x \right). \]

(6.4.2)

The characteristic equation is

\[ \gamma^2 \left( \cos \gamma \cosh \gamma + 1 \right) = \frac{K}{E I} \left( \sinh \gamma \cos \gamma - \sin \gamma \cosh \gamma \right) = 0, \]

where \( \gamma = k L \) is the normalized wave number. The solution of the boundary-value problem (6.1.4) is assumed to be of the form

\[ w(x,t) = \sum_{r=0}^{\infty} W_i(x) \eta_r(t), \]

(6.4.3)

where \( W_i(x) \) are the eigenfunctions as in (6.4.2). Due to the orthogonality of those eigenfunctions, the following modal equations are obtained

\[ \eta_r(t) + \frac{\pi^2}{\rho A} \eta_r(t) + \frac{\pi^2}{\rho A} \eta_r(t) = N_r(t), \quad r = 0,1,2, \ldots \]

(6.4.4)

where
\[ N_r(t) = \int_0^\infty W_r(x) \overline{Q}(x) dx \rho \alpha. \]  
(6.4.5)

Let
\[ \phi_t = \int_0^\infty W_r(x) \overline{Q}(x) dx, \]  
then \[ N_r(t) = \phi_t \rho \alpha e^{i\omega t}. \]  
(6.4.6)

Therefore, (6.4.4) becomes
\[ \phi_t + e^{-\frac{x}{\rho A}} \phi_t + \frac{\partial \phi_t}{\partial T_1} + \phi_t = \phi_0 \rho \alpha e^{i\omega t}. \]  
(6.4.7)

In the following analysis, the method of multiple scales is used to solve the above modal equations. With the method of multiple scales, the solutions to the modal equations (6.4.7) can be represented as an expansion in different time scales in the form
\[ \eta_r(t) = \eta_{0r}(T_1, T_2) + \epsilon \eta_{1r}(T_1, T_2) + \epsilon^2 \eta_{2r}(T_1, T_2) + O(\epsilon^3). \]  
(6.4.8)

Next, this expansion is substituted into the modal equations (6.4.7), and all the terms of same \( \epsilon \) order on both sides are combined. The coefficients of order \( \epsilon \) terms give the equations
\[ D_r^2 \eta_{0r} + \omega_0^2 \eta_{0r} = 0. \]  
(6.4.9)

Assuming a harmonic solution, \( \eta_{0r}(t) \) can be solved from (6.4.9) as
\[ \eta_{0r}(t) = \Lambda_1(T_1, T_2) e^{i\omega_0 t} + \Lambda_2(T_1, T_2) e^{-i\omega_0 t}. \]  
(6.4.10)

Note that \( \eta_{0r}(t) \)'s are simple harmonic functions with varying amplitude which is dependent on \( T_1 \) and \( T_2 \). Combining the coefficients of the order \( \epsilon \) terms gives the following equation
\[ D_r^2 \eta_{1r} + \omega_1^2 \eta_{1r} = \frac{\phi_0}{\rho A} e^{i\omega t} - 2D_r^2 \eta_{0r} - \frac{x}{\rho A} D_r \eta_{0r}. \]  
(6.4.11)

From equation (6.4.10), \( \eta_{0r} \) is substituted into equations (6.4.11) to yield
\[ D_r^2 \eta_{1r} + \omega_1^2 \eta_{1r} = \frac{\phi_0}{\rho A} e^{i\omega t} - 2D_r^2 \eta_{0r} - \frac{x}{\rho A} D_r \eta_{0r}. \]  
(6.4.11)

\[ D_r^2 \eta_{1r} + \omega_1^2 \eta_{1r} = \frac{\phi_0}{\rho A} e^{i\omega t} - 2j\omega \frac{\partial \eta_{0r}}{\partial T_1} e^{i\omega t} - \frac{x}{\rho A} j\omega \Lambda_1 (T_1, T_2). \]  
(6.4.12)

In equation (6.4.12), the right hand side has harmonic terms of \( \omega \) and \( \omega_0 \). The left hand side has the harmonic term of \( \omega_0 \). Thus, for this equation, any particular solution to it with respect to the harmonic term \( \omega_0 \) will have a secular term containing the factor \( T_0 e^{j\omega_0 t} \) which grows with \( T_0 \). This result is physically unreasonable, so these \( \omega_0 \) terms on the right side must be removed. To eliminate these secular terms, the function \( \Lambda_1 \) must satisfy
\[ -2j\omega \frac{\partial \Lambda_1}{\partial T_1} - j\omega \frac{x}{\rho A} A_1 = 0. \]

Thus,
\[ A_1(T_1, T_2) = e^{-\frac{x}{\rho A} \int f_s(T_2),} \]  
(6.4.13)

where \( f_s(T_2) \) is an arbitrary functions of \( T_2 \) to be determined later.

At this point, it is very clear that the amplitude \( A_1 \) takes exponential terms that decay with \( T_1 \) at a speed dictated by the damping constant. This solution is expected for a damped system. Hence, equations in (6.4.11) can be simplified as
\[ D_r^2 \eta_{1r} + \omega_1^2 \eta_{1r} = \frac{\phi_0}{\rho A} e^{i\omega t}. \]  
(6.4.14)

Equation (6.4.14) can be solved as
\[ \eta_{1r} = \frac{\phi_0}{\rho A(\omega_1^2 - \Omega^2)} e^{i\omega t}. \]

The coefficients of the \( O(\epsilon) \) terms are governed by
\[ D_r^2 \eta_{2r} + \omega_2^2 \eta_{2r} = -\frac{1}{\rho A} (D_r^2 + D_r \eta_{0r} - \frac{x}{\rho A} (D_r \eta_{0r} + D_t \eta_{0r})). \]  
(6.4.16)
Equations (6.4.11) and (6.4.15) are then substituted into (6.4.16). On the right side, there are terms containing 4a harmonic terms. These terms are secular terms that need be eliminated. To do so, it must have

\[(D_1^2 + 2D_2^2) \eta_n + \frac{2}{\rho A} D_2 \eta_n = 0.\]

Thus, \[\frac{2}{\rho A} f_0(T_0) - 2j \omega f_0(T_0) = 0.\] From this result, \(f_0(T_0)\) can be solved as \[f_0(T_0) = e^{-j \omega_0 t} \theta_n.\] Thus, \(A_n(T_0, T_2) = e^{-j \omega_0 t} \theta_n.\]

Equation (6.4.16) then becomes

\[D_1^2 \eta_n + \omega_0^2 \eta_n = -2D_2 \eta_n = -\frac{2}{(\rho A)^2} \omega_0^2 \eta_n. \quad (6.4.18)\]

A solution of this equation is

\[\eta_n = \frac{\theta_n}{(\omega_0^2 - \Omega^2)^2} e^{\omega_0^2 t}. \quad (6.4.19)\]

Recall from (6.4.9), then the solution of \(\eta_n\) can be put in the form

\[\eta_n(t) = \eta_n + e \eta_n + \omega^2 \eta_n + O(\epsilon^4), \]

\[= e^{-j \omega_0 t} e^{-j \frac{2}{\rho A} \omega_0^2 t} e^{\omega_0^2 t} e^{\omega_0^2 t} + e^{\frac{2}{\rho A} \omega_0^2 t} \theta_n \]

\[= e^{-j \frac{2}{\rho A} \omega_0^2 t} \theta_n \Omega^2 e^{\omega_0^2 t} + O(\epsilon^4). \quad (6.4.20)\]

Letting \(F_0 = \frac{\theta_n}{\rho A}\), (6.4.20) can be written without \(\epsilon\) as

\[\eta_n(t) = e^{-j \frac{2}{\rho A} \omega_0^2 t} e^{\omega_0^2 t} \frac{F_0}{\omega_0^2 - \Omega^2} e^{\omega_0^2 t} + \frac{cF_0}{(\omega_0^2 - \Omega^2)^2} j \Omega e^{\omega_0^2 t} + O(\epsilon^4). \]

The real part of \(\eta_n(t)\) is

\[\eta_n(t) = e^{-j \frac{2}{\rho A} \omega_0^2 t} \cos(\omega_0 t) - \frac{cF_0}{(\omega_0^2 - \Omega^2)^2} \sin(\Omega t) + O(\epsilon^4). \quad (6.4.21)\]

It can be rewritten as

\[\eta_n(t) = e^{-j \frac{2}{\rho A} \omega_0^2 t} \cos(\Omega t) - \frac{cF_0}{(\omega_0^2 - \Omega^2)^2} \sin(\Omega t) + O(\epsilon^4). \quad (6.4.22)\]

where \(R_0 = \frac{F_0 \sqrt{(\omega_0^2 - \Omega^2)^2 + c^2 \Omega^2}}{(\omega_0^2 - \Omega^2)^3}, \phi_0 = \tan^{-1}\left(-\frac{c \Omega}{\omega_0^2 - \Omega^2}\right).\) In (6.4.22), for sufficiently large \(t\), the \(e\) harmonic term will eventually become negligible. Since the steady-state response is the primary concern, the \(\Omega\) harmonic term will dominate. Thus,

\[\eta_n(t) = \frac{F_0}{(\omega_0^2 - \Omega^2)^2} \cos(\Omega t) + O(\epsilon^4). \quad (6.4.23)\]

As a particular case, in the undamped system where \(c = 0,

\[\eta_n(t) = \frac{F_0}{(\omega_0^2 - \Omega^2)^2} \cos(\Omega t) \quad (6.4.24)\]

Note that \(F_0\) is \(O(\epsilon)\), so the amplitude of \(\Omega\) harmonic terms are \(O(\epsilon).\)

6.4.1 Primary Resonance \((\Omega = \omega_0)\)

When the excitation frequency \(\Omega\) is very near the primary natural frequency \(\omega_0\), the system is at primary resonance. \(\Omega\) is written in the form

\[\Omega = \omega_0 + \Delta \sigma. \quad (6.4.25)\]

where the detuning parameter \(\sigma\) is \(O(1)\). Note that this \(\omega_0\) is the natural frequency of the undamped and linear system (6.4.1). In experiments, the natural frequencies of the linear system are easier to measure.

For an undamped linear system, if the frequency of the driving force is very close to the primary natural frequency \(\omega_0\) of the system, the oscillation of the system will
become unbounded regardless of the amplitude of the excitation. In a continuum system like the beam, it is possible that the system be driven at frequencies very close to the natural frequencies.

The driving force is

\[ N_0(t) = \varepsilon \frac{\partial^2 u}{\partial t^2} \varepsilon^{\text{RA}} = \varepsilon \frac{\partial^2 u}{\partial t^2} \varepsilon^{\text{RA}}. \]

Assume the solution of modal equation of the first mode as

\[ \eta(t; \varepsilon) = \eta_0(T_1, T_2) + \varepsilon \eta_1(t; T_1, T_2) + \varepsilon^2 \eta_2(T_1, T_2) + O(\varepsilon^3). \]

Then, following the procedures of the method of multiple scales, for the \( \varepsilon \) terms:

\[ D^2 \eta_0 + \delta_0^2 \eta_0 = 0. \quad (6.4.26) \]

In (6.4.26), \( \delta_0 \) stands for the natural frequency of the nonlinear system that is to be determined by the contact boundary condition. With damping and the nonlinear spring constants present, it is expected that \( \delta_0 \) is different from \( \alpha_0 \). Define this difference as

\[ \delta_0 = \alpha_0 + \delta_1, \quad \text{where } \delta = O(1). \]

The parameter \( \delta \) quantitatively measures the difference of \( \delta_0 \) from \( \alpha_0 \). From the discussion in the previous chapters, it is reasonable to assume \( \delta \) as a function of the vibration amplitude \( \alpha \).

The solution of (6.4.26) is

\[ \eta_0(T_1, T_2) = A_0(T_1, T_2) \varepsilon^{\text{RA}} + \overline{A}_0(T_1, T_2) \varepsilon^{-\text{RA}}. \quad (6.4.27) \]

If only the \( \varepsilon \) order approximation is considered, \( A_0 \) is treated as a function of \( T_1 \) only.

then the coefficients of the \( \varepsilon \) terms are

\[ D^2 \eta_0 + \delta_0^2 \eta_0 = \frac{\phi_{\text{RA}}}{\rho A} \varepsilon^{\text{RA}} - 2 D_\theta \eta_0 \frac{\pi}{\rho A} \varepsilon^{\text{RA}} - D_{\text{RA}} \eta_0, \]

\[ -2 j \frac{\phi_{\text{RA}}}{\rho A} \varepsilon^{\text{RA}} - j \frac{\pi}{\rho A} \frac{\phi_{\text{RA}}}{\rho A} \varepsilon^{\text{RA}} + \gamma. \]

where \( \gamma \) is the complex conjugate of the preceding terms.

To eliminate the secular terms,

\[ -2 j \frac{\phi_{\text{RA}}}{\rho A} \varepsilon^{\text{RA}} - j \frac{\pi}{\rho A} \frac{\phi_{\text{RA}}}{\rho A} \varepsilon^{\text{RA}} = 0. \quad (6.4.29) \]

Then, let \( A_0(T_1) = \frac{1}{2} \alpha e^{\theta T_1} \) where \( \alpha \) and \( \theta \) are real functions of \( T_1 \). Substituting \( A_0(T_1) \) into (6.4.29) gives

\[ -2 j \frac{\phi_{\text{RA}}}{\rho A} \frac{1}{2} \alpha e^{\theta T_1} + \phi_{\text{RA}} \varepsilon^{\text{RA}} - j \frac{\pi}{\rho A} \frac{\phi_{\text{RA}}}{\rho A} \varepsilon^{\text{RA}} = 0. \]

If the \( \varepsilon \) order terms are dropped and the dependence of \( \delta \) on \( \alpha \) is noted,

\[ -j \alpha_0 \alpha^2 + \alpha_0 \alpha^2 + \frac{\phi_{\text{RA}}}{\rho A} \cos((\sigma - \delta(\alpha)T_1) - \theta) \]

\[ -j \frac{1}{2} \alpha_0 \alpha^2 + \frac{\phi_{\text{RA}}}{\rho A} \sin((\sigma - \delta(\alpha)T_1) - \theta) = 0. \quad (6.4.30) \]

Let \( \gamma = (\sigma - \delta(\alpha)T_1 - \theta \) then \( \delta' = (\sigma - \delta(\alpha) - \delta'(\alpha)\alpha T_1 - \gamma') \). Then the real part of (6.4.30) yields

\[ \alpha_0 \sigma(\sigma - \delta(\alpha) - \delta'(\alpha)\alpha T_1 - \gamma) = \frac{\phi_{\text{RA}}}{\rho A} \cos \gamma. \quad (6.4.31) \]

The imaginary part of (6.4.30) is

\[ \alpha_0 \sigma(\sigma - \delta(\alpha) - \delta'(\alpha)\alpha T_1 - \gamma) = \frac{\phi_{\text{RA}}}{\rho A} \sin \gamma. \quad (6.4.32) \]
To determine the character of solutions, first the singular points are located and then the motion in neighborhoods of the singular points is examined. Because the amplitude and phase are not changing at a singular point, the response of the system is said to be in steady-state motion. The nature of the trajectories in the neighborhoods of singular points shows whether a small perturbation in the steady state motion decays or grows; that is, they illustrate the stability of the steady-state motion.

Steady-state motions occur when \( \alpha' = \gamma' = 0 \), which corresponds to the singular points. From (6.4.31) and (6.4.32), they correspond to the solutions of equations

\[
\frac{\nu}{2 \rho \kappa} \alpha = \frac{\partial}{\partial \kappa} \sin \gamma, \quad -\alpha (\sigma - \delta (\alpha)) = \frac{\partial}{\partial \kappa} \cos \gamma.
\]

Combining the squares of the above two equations gives

\[
\left( \frac{\nu}{2 \rho \kappa} \right)^2 (\sigma - \delta (\alpha))^2 \alpha^2 = \frac{\partial}{\partial \kappa} \sin \gamma.
\]

Equation (6.4.34) shows the relationship between the amplitude \( \alpha \) of the first mode and the detuning parameter \( \sigma \). For the linear system, \( \delta = 0 \). In this case, if the damping coefficient \( c \) and forcing remain constant, this relation is the same as illustrated in Figure (6.1).

From the steady-state equations (6.4.33), \( \gamma \), \( \alpha \), and \( \theta \) are expressed as

\[
\gamma = -\tan^{-1} \left( \frac{\nu}{2 \rho \kappa} \alpha \right), \quad \alpha = \frac{2 \nu}{\varepsilon a_0} \sin \gamma, \quad \theta = (\sigma - \delta (\alpha)) \gamma - \gamma.
\]

Hence, the first order approximation of \( \eta_0 \) is

\[
\eta_0 = A_e (T) e^{i \omega_0 t} + O(\epsilon^2) = \frac{1}{2} 2 \nu \nu \alpha^2 e^{i \omega_0 t} + O(\epsilon^2) = \frac{2 \nu \sin \gamma}{\varepsilon a_0} e^{i \omega_0 t} + O(\epsilon^2).
\]

The real part is

\[
\eta_0 (t) = \frac{2 \nu \sin \gamma}{\varepsilon a_0} \cos (\Omega t - \gamma) + O(\epsilon^2).
\]

For the other modes, from (6.4.23), the real part is

\[
\eta_r (t) = R_r \cos (\Omega t - \phi_r) + O(\epsilon^2), \quad r = 1, 2, 3, \ldots
\]

From (6.4.37), it can be seen that \( \eta_r (t) \) is composed of two harmonic terms, \( a_r \) and \( b_r \).

The amplitude of each harmonic term is of order \( O(\epsilon) \).

Next, consider the normalized contact boundary condition (4.1.2),

\[
\tilde{w}^*(L, t) - \beta \tilde{w}^2(L, t) + \beta_1 \tilde{w}^3(L, t) + \beta_2 \tilde{w}^3(L, t) = 0.
\]

Using a modal expansion

\[
\tilde{w}^*(L, t) = \tilde{w}_1 (L, t) \eta_{r1} (t) + \eta_{r2} (L, t) \eta_{r2} (t) + \epsilon \eta_{r3} (L, t) + O(\epsilon^2)
\]

From (6.4.36) and (6.4.37), and because \( \Omega \) is very close to \( \alpha_0 \) as in (6.4.25), the amplitudes of the \( \Omega \), harmonic terms are

\[
\alpha = \frac{2 \nu \sin \gamma}{\varepsilon a_0},
\]

and

\[
\alpha_r = R_r \sqrt{(\alpha_0^2 - \alpha_r^2)^2 + \varepsilon^2 a_0^2}, \quad r = 1, 2, 3, \ldots
\]

Then, (6.4.38) becomes

\[
\tilde{w}^*(L, t) = \tilde{w}_1 (L, t) \eta_{r1} (t) + \tilde{w}_2 (L, t) \eta_{r2} (L, t) \cos (\Omega t - \gamma) + \sum_{r=1}^{\infty} \tilde{w}_r (L, t) \eta_{r2} (L, t) \cos (\Omega t - \phi_r).
\]

Note that \( a_r \) is \( O(\epsilon) \), such that first order approximation is
\[ \tilde{w}(L,t) = \tilde{W}_0(L)\cos(\Omega t - \gamma) + O(\varepsilon). \]  

(6.4.42)

Using (6.4.42), a similar characteristic equation like (4.3.18) is found by the method of harmonic balance in section (4.3). Thus,

\[ \left( \frac{\bar{W}_0(L)}{\beta \bar{W}_0(L)} \right)^2 + \frac{\bar{W}_0(L)}{\Delta} \left( \frac{1}{2} \left( 4 - \frac{\bar{W}_0(L)}{\beta \bar{W}_0(L)} \right) \right) = 0. \]  

(6.4.43)

Figure (6.1) shows the relation between excitation amplitude \( \sigma \) and the vibration amplitude \( \alpha \) for the linear system. For the nonlinear system, \( \delta \) is a nontrivial function of \( \alpha \). There are two approaches to solve equation (6.4.34): solve for \( \alpha \) based on given \( \sigma \), or, solve for \( \sigma \) based on given \( \alpha \). Because of the implicit relation of \( \delta(\alpha) \) as defined in (6.4.43), the first approach is much more difficult than the second one. Further, it is highly probable that for each \( \sigma \) there are multiple roots for \( \alpha \). Here, the second approach is used. In this case, (6.4.43) is rewritten as

\[ \sigma = \pm \frac{1}{\rho_A} \frac{\phi_0^2}{\omega_0^2 \alpha^2} \left[ \frac{1}{4} \right] \delta(\alpha). \]  

(6.4.44)

Note that from (6.4.44), it is implied that

\[ \frac{\phi_0^2}{\omega_0^2 \alpha^2} \left[ \frac{1}{4} \right] \delta(\alpha) \geq 0. \]

Thus, \( \sigma \leq \frac{2\phi_0^2}{\omega_0^2 \alpha^2} \), such that the maximum amplitude \( \alpha_m = \frac{2\phi_0^2}{\omega_0^2 \sigma} \) of this system is defined.

The higher the damping, the lower the maximum amplitude.

In the AFM beam vibration system, the damping coefficient \( c \) is assumed to be a known constant. If the forcing is a constant force applied at the tip end, i.e.,

\[ q(x,t) = Q(x)\delta(x - L)e^{\alpha t}, \]  

then \( F_x = \rho_A \phi_0 \left( \int_0^L W_0(x)Q(x)L \Delta x = \frac{Q}{\Delta} W_0(L) \right). \)
Different values of $\beta$ are used in the figures. The parameter $\beta$ is 50, 500, 1000, 5000 in Figures (6.2), (6.3), (6.4) and (6.5), respectively. In these figures, the x-axis is $\sigma$ and y-axis is $\alpha$. Equation (6.4.43) generates different $\beta$ on different values of $\beta$, so the shapes of the nonlinear response curves differ from each other.

In the nonlinear response curves, multi-valued regions are formed. The multivaluedness of the response curves due to the nonlinearity has significance from the physical point of view because it leads to jump phenomenon. To explain this result, suppose an experiment is performed in which the amplitude of the excitation is held fixed, the frequency of the excitation $\sigma$ is varied very slowly up and down through the linear natural frequency and the amplitude of the harmonic response is observed. The experiment starts at a frequency corresponding to point 1 on the curve in Figure (6.6).
Figure 6.6. Jump phenomenon for primary response.

As the frequency is reduced, $\sigma$ decreases and $\alpha$ increases through point 2 until point 3, the peak is reached. As $\sigma$ is decreased further, a jump from point 3 to point 4 takes place with a sharply decrease in $\alpha$. After point 4, $\alpha$ decreases along with $\sigma$.

If the experiment is started at point 5 and $\sigma$ is increased, $\alpha$ increases slowly until point 6 is reached. After that, when $\sigma$ is increased, a jump from point 6 to point 2 takes place with a sharp increase in $\alpha$. Then $\alpha$ decreases when $\sigma$ is further increased.

The maximum amplitude corresponding to point 3 is attainable only when approached from a higher excitation frequency. The portion of curve between point 3 and point 6 is unstable and hence cannot be produced experimentally [1]. The maximum amplitude is inversely proportional to damping. Figure 6.7 shows the influence of damping on the response curve.

The above results can easily be extended to cases when $\Omega$ is close to other natural frequencies like $\omega_1$, $\omega_2$, $\omega_3$ etc. They are summarized as:

When $\Omega$ is very close to a natural frequency $\omega_n (n = 1, 2, 3, \ldots)$, then the amplitudes of mode $n$ and other modes are

$$\alpha_n = \frac{2\rho n}{\xi \omega_n} \sin \gamma, \quad \gamma = -\tan^{-1}\left(\frac{\bar{\zeta}}{2\rho \sigma - \delta_n(\sigma)}\right)$$

(6.4.46)
\[ a_r = R_r = \frac{e^{\alpha z} \sqrt{(\alpha^2 - \alpha_r^2)^2 + \epsilon^2 \alpha_r^2}}{(\alpha^2_r - \alpha^2)^2}, \quad r = 0, 1, 2, 3, ..., r \neq n \] (6.4.47)

The characteristic equation for mode \( n \) is then

\[ \left( \frac{\bar{W}_n(L)}{\rho \bar{v}_n(L)} \right)^{\frac{1}{3}} + \bar{W}_n(L) \frac{1}{\lambda} \sqrt{\frac{4}{\rho A \omega^2 \alpha^4}} \frac{\bar{W}_n(L)}{\rho \bar{v}_n(L)} = 0. \] (6.4.48)

The frequency-response relation is

\[ \sigma = \pm \frac{1}{\rho A \sqrt{\omega^2 \alpha^2}} \left( \frac{1}{1 - \frac{\omega^2}{4}} + \delta_n(\alpha) \right). \] (6.4.49)

In the Figures (6.8) - (6.11), the response curves of the second, third, fourth and fifth modes are plotted for \( \beta = 50 \) and \( \varepsilon = 0.01 \).

Figure 6.8. Response curve of the second mode for \( \beta = 50, \varepsilon = 0.01 \).

Figure 6.9. Response curve of the third mode for \( \beta = 50, \varepsilon = 0.01 \).

Figure 6.10. Response curve of the fourth mode for \( \beta = 50, \varepsilon = 0.01 \).
6.4.2 Superharmonic Resonances

Superharmonic resonances occur when the driving frequency $\Omega$ is a fraction of the primary natural frequency $\omega_0$. In this case, as for the nonresonant hard excitations, the effect of the excitation will be small unless its amplitude is large. That is, unless $Q(x)$ is $O(1)$ instead of $O(\epsilon)$. Thus, the order $\epsilon^1$ equations are

$$D^2_0\eta_n + 2i\Omega_0\eta_n = N_0e^{i\omega_0t}. \quad (6.4.50)$$

The general solution of (6.4.50) can be written as

$$\eta_n = A_n(T)e^{i\omega_n t} + A_\omega e^{i\Omega t}, \quad A_\omega = \frac{N_0}{i\omega_0 - i\Omega}. \quad (6.4.51)$$

With the solution as (6.4.51), combined with the method of harmonic balance, the contact boundary condition will yield a relation of the wave number and driving frequency. By the method of harmonic balance, the solution is written as

$$w(x,t) = W(t)(A_0 + A_1\cos(\omega t) + A_2\cos(2\omega t) + A_\Omega \cos(\Omega t)). \quad (6.4.52)$$

It is assumed that $\Lambda$ is $O(1)$, and $A_0, A_1, A_2$ are both $O(\epsilon)$.\[98\]

6.4.2.1 $\Omega = \omega_0/2$

In this case, $2\Omega = \omega_0 + \epsilon\Omega$. Substituting (6.4.52) into boundary condition and dropping the higher order terms gives

$$A_0 = \frac{-\beta_0 \vec{W}^2(L)(\Lambda_0^2 + \Lambda^2)}{2(\vec{W}^* - \vec{W} )(\vec{W} - \vec{W})},$$

$$A_1 = \frac{-\beta_1 \vec{W}^2(L)\Lambda^2}{2(\vec{W}^* - \vec{W} )(\vec{W} - \vec{W})}, \quad (6.4.53)$$

The characteristic equation is

$$[\vec{W}^* - \beta \vec{W}(L)]A_0 + \beta_1 \vec{W}^2(L)(A_2A_0 + A_1) + \frac{1}{2}\Lambda^2 e^{i\omega t} + \beta_1 \vec{W}^2(L)\Lambda^2 = 0. \quad (6.4.54)$$

Hence,

$$2[\vec{W}^* - \beta \vec{W}(L)]A_0 + \beta_1 \vec{W}^2(L)(A_2A_0 + A_1) + \frac{1}{2}\Lambda^2 e^{i\omega t} - A_1 \beta_1 \vec{W}^2(L)(3\Lambda_0^2 + \Lambda^2)]$$

$$+ \frac{3}{2}\beta_1 \vec{W}^3(L)\Lambda^2(\vec{W}^* - \vec{W} ) = 0. \quad (6.4.54)$$

Equation (6.4.54) can be written in the form

$$[\vec{W}^* - \beta \vec{W}(L)]^2 = \frac{3}{2\epsilon^2} \beta_1 \vec{W}^4(L)\Lambda_0^2 \left[1 + \frac{1}{3\beta_1 \vec{W}^2(L) - 2\beta_1 \vec{W}^2(L)} \right]$$

$$- \frac{\beta_1 \vec{W}^2(L)\Lambda_0^2}{16\epsilon^2} \left( \frac{e^{i\omega t}}{A_1} - \frac{\beta_1 \vec{W}^2(L)\Lambda_0^2}{2\epsilon^2} \right).$$
For simplicity, designate the three parts in (6.4.55) as \( q \text{lin}(\gamma) \), \( q \text{free}(\gamma) \), and \( q \text{forced}(\gamma) \) respectively, then \( q \text{lin}(\gamma) = q \text{free}(\gamma) + q \text{forced}(\gamma) \).

Note that the first parts of equation (6.4.55) are same as that of (4.3.12), but the last part accounts for the driving forces. From equation (6.4.55) it is possible to solve the wave numbers of this nonlinear vibration system.

Let the first root of equation (4.3.12) be \( \gamma \) and the first root of equation (6.4.55) be \( \gamma_n \). Due to the forcing factor, these two roots ought to be different. Denote this difference as \( \gamma_n = \gamma + \xi \), in which \( \xi \) is very small. Then

\[ q \text{lin}(\gamma_n) = q \text{free}(\gamma_n). \]

By expansion, \( q \text{lin}(\gamma_n) = q \text{lin}(\gamma_n) + \xi q \text{lin}(\gamma_n) + O(\xi^3) \), and

\[ q \text{free}(\gamma_n) = q \text{free}(\gamma_n) + \xi q \text{free}(\gamma_n) + O(\xi^3) \], and

\[ q \text{forced}(\gamma_n) = q \text{forced}(\gamma_n) + \xi q \text{forced}(\gamma_n) + O(\xi^3) \]

Since \( q \text{forced}(\gamma_n) = 0 \),

\[ \xi q \text{lin}(\gamma_n) = \xi q \text{free}(\gamma_n) + q \text{forced}(\gamma_n) + O(\xi^3). \]  
(6.4.56)

Thus, \( \xi \) is approximately

\[ \xi = \frac{q \text{forced}(\gamma_n)}{q \text{lin}(\gamma_n) - q \text{free}(\gamma_n)} \]  
(6.4.57)

Let \( \tilde{W}(L) = 1 \) and \( \tilde{W}^*(L) = \varphi(\gamma) \), then \( q \text{lin}(\gamma) = (\varphi(\gamma) - \beta \varphi) \).

\[ q \text{free}(\gamma) = \frac{1}{32} \frac{A_1}{\Delta} \left( 4 \beta - \varphi(\gamma) \right), \]

\[ q \text{forced}(\gamma) = -\frac{B_1}{16 \gamma} \left( e^{i \pi \Delta} - \frac{\beta}{\Delta} \right) \]

Accordingly,

\[ q \text{lin}(\gamma) = 2(\varphi(\gamma) - \beta \varphi), \]

\[ q \text{free}(\gamma) = -\frac{B_1}{32} \frac{A_1}{\Delta} \varphi(\gamma), \]

Equation (6.4.57) can be written in the form

\[ \xi = -\frac{B_1}{16 \Delta} \left( e^{i \pi \Delta} - \frac{\beta}{\Delta} \right) \frac{\varphi(\gamma_n)}{\varphi(\gamma_n) - \beta}. \]  
(6.4.58)

At \( \sigma = 0 \), i.e., \( 2 \Omega = a_b \), the variation in wave number is given by

\[ \xi = -\frac{B_1}{8 \Delta} \frac{A_1}{\varphi(\gamma_n)} \frac{2 \Delta}{\varphi(\gamma_n) - \beta}. \]  
(6.4.59)

6.4.2.2 \( \Omega = a_b / 3 \)

In this case, write \( 3 \Omega = a_b + \epsilon \Omega \). Substituting (6.4.52) into boundary condition and dropping all the higher order terms gives

\[ A_0 = \frac{\beta \tilde{W}(L) (A_1^2 + A_1^2)}{2 \tilde{W}^*(L) - \beta \tilde{W}(L)}, \]  
(6.4.60)

\[ A_1 = \frac{-\beta \tilde{W}(L) A_1^2}{2 \tilde{W}^*(L) - \beta \tilde{W}(L)}. \]

The characteristic equation is

\[ [\tilde{W}^*(L) - \beta \tilde{W}(L)] A_1 + (3 \tilde{W}^*(L) A_1) + (3 \tilde{W}^*(L) A_1) + A_1^2 + A_1^2 = -\frac{A_1}{4} e^{i \pi \Delta} = 0. \]  
(6.4.61)

Substituting (6.4.60) into (6.4.61) gives
\[ 2\tilde{W}^*(L) - \beta \tilde{W}(L) A_1 - 3\beta i\tilde{W}^*(L) A_1^* \]
\[ = \frac{3}{2} \beta i \tilde{W}^*(L) (A_1^* + \lambda e^{i\phi}) (\tilde{W}^*(L) - \beta \tilde{W}(L)) = 0. \]  
(6.4.62)

Thus,
\[ (\varphi(\gamma_L) - \beta)^2 = \frac{\beta}{32} \left( \frac{A_1^*}{A_1} \right)^3 (\varphi(\gamma_L) - 4\beta) - \frac{\beta}{32} \frac{\lambda^2}{A_1^2} e^{i\phi} (\varphi(\gamma_L) - \beta) \]
(6.4.63)

and
\[ \xi = \frac{-\beta \lambda^2 e^{i\phi} (\varphi(\gamma_L) - \beta)}{\varphi(\gamma_L) (64(\varphi(\gamma_L) - \beta) A_1^2 \beta - \beta (A_1^2 - A_1^*) \lambda^2 \lambda^2 e^{i\phi})}. \]
(6.4.64)

At \( \sigma = 0 \), i.e., \( 3\Omega = \omega_1 \), the variation in wave number is given by
\[ \xi = \frac{-\beta \lambda^2 (\varphi(\gamma_L) - \beta)}{\varphi(\gamma_L) (64(\varphi(\gamma_L) - \beta) A_1^2 \beta - \beta (A_1^2 - A_1^*) \lambda^2 \lambda^2)} \]
(6.4.65)

6.4.3 Subharmonic Resonances

Two cases of subharmonic resonances are studied. The driving frequencies are \( 2\omega_0 \)
and \( 3\omega_0 \), respectively. Following similar procedures as in previous section, analytical
results for these cases can be attained.

6.4.4 Combination Resonances (\( \Omega = \omega_0 + \omega_1 \))

In this case, write \( \Omega = \omega_0 + \omega_1 + \sigma \). Now write
\[ w_1(x,t) = W_1(x)(A_0 + A_1 \cos(\omega_1 t) + A_2 \cos(2\omega_0 t) + A_3 \cos(\omega_0 t)), \]
\[ w_2(x,t) = W_2(x)(A_1^* + A_2^* \cos(\omega_2 t) + A_3^* \cos(2\omega_0 t) + A_4 \cos(\Omega t)). \]

Then, by the characteristic equation,
\[ A_0 = \frac{\beta \tilde{W}(L)(A_0^2 + A_1^2)}{2(\tilde{W}^*(L) - \beta \tilde{W}(L))}, \quad A_1 = \frac{\beta \tilde{W}(L) A_1}{2(\tilde{W}^*(L) - \beta \tilde{W}(L))}, \]
\[ A_2 = \frac{\beta \tilde{W}(L) A_2}{2(\tilde{W}^*(L) - \beta \tilde{W}(L))}, \quad A_3 = \frac{\beta \tilde{W}(L) A_3}{2(\tilde{W}^*(L) - \beta \tilde{W}(L))}. \]

The two characteristic equations are
\[ (\tilde{W}^*(L) - \beta \tilde{W}(L) + \beta \tilde{W}(L) (2A_0 + A_1) \]
\[ + \left( \frac{A_3^*}{A_3} \right) \beta \tilde{W}^*(L) A_3 e^{i\phi} + \beta \tilde{W}(L) \left( \frac{3}{4} (A_1^2 + 2A_2^2) \right) = 0 \]
(6.4.67)

and
\[ \left( \tilde{W}^*(L) - \beta \tilde{W}(L) + \beta \tilde{W}(L) (2A_0 + A_1) \]
\[ + \left( \frac{A_3^*}{A_3} \right) \beta \tilde{W}^*(L) A_3 e^{i\phi} + \beta \tilde{W}(L) \left( \frac{3}{4} (A_1^2 + 2A_2^2) \right) = 0. \]
(6.4.68)

In the above two equations, the amplitudes are coupled.
7 Conclusions

7.1 Material Properties Measurement

The interaction forces between the AFM sensor tip and the sample surface are highly nonlinear. This nonlinearity brings in some interesting phenomena in the AFM vibrations. Our interest lies in the intricate relationship between the vibration behavior of the AFM cantilever and the sample material properties, like Young’s modulus, and surface properties such as adhesion. The AFM has the capability of nanometer resolution measurement of these properties. Also, the contact resonance frequencies can be used to determine the Young’s modulus of surfaces and the tip-sample interaction damping.

The tip-sample interaction forces are nonlinear and are the subject of intensive research. There are different theories to describe the contact forces; some of them are briefly discussed in chapter 2. In this thesis, mainly two contact mechanics theories, the Hertzian theory and the Maugis theory, were used. The numerical results based on the Hertzian contact theory are presented.

Some nonlinear approximation methods were used for analytical solutions. The method of harmonic balance and the method of multiple scales are applied throughout the research. Results for the linearized problem as well as the nonlinear problem are presented. One obvious observation is that, at the presence of the nonlinear contact boundary condition, the resonance frequency is related to the vibration amplitude and the frequency shift is clearly visible. This frequency shift is further shown to be dependent on the elastic material property (Young’s modulus) of the sample surface. Both the free vibration and the forced vibration with damping are studied.

Previous works [4][5][6][7] are mainly concerned about the first resonance frequency and generally use a simplified point-mass model for the AFM cantilever. These results show limited success in material characterization. In this thesis, beam theory is used in analyzing the vibrations of AFM cantilever. The higher vibration modes are studied and the frequency shifts of these modes as a function of vibration amplitude are clearly presented. Also, the effect of interaction damping is explored. It is shown that interaction damping must be considered because it can significantly change the modal sensitivity.

In the case of forced vibration, primary response as well subharmonic and superharmonic responses is studied. It is shown that due to nonlinearity in contact boundary condition, the response curves shift from the linear system. Jump phenomena are also observed.

7.2 Discussions on the Limitations of this Research

Based on the contact mechanics theories, such as the Hertzian contact theory and the Maugis contact theory as discussed in this thesis, some material properties of the sample surface can be quantitatively determined by measuring the resonance frequency of the AFM cantilever.

However, it is possible that the macroscopic models used in this thesis, which treat the AFM cantilever as a homogeneous elastic beam and consider no plastic deformation and material transfer between the tip and the sample surface, may not accurately describe the contact at nanometer scale. Also, the contact interaction between the AFM tip and the sample surface is very complicated. The contact mechanics theories applied in this thesis are just approximate. Further work needs to be done to study the different contact mechanics theories especially the Maugis contact theory.
Another cause for loss of precision is that in the theoretical model the sensor tip is assumed to be massless and fixed at the end of the AFM cantilever beam. The total mass of the tip is very small and generally negligible. However, in real AFM, the sensor tip is some distance away from the beam end. Usually this distance is about 3-10% of the full length. Some examples are shown in Table 7.1.

Table 7.1. Distance of the sensor tip from the cantilever end [27]

<table>
<thead>
<tr>
<th>Cantilever</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (μm)</td>
<td>25</td>
<td>29</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>Full Length (μm)</td>
<td>475</td>
<td>262</td>
<td>248</td>
<td>142</td>
</tr>
<tr>
<td>Ratio (%)</td>
<td>5.26</td>
<td>11</td>
<td>7.26</td>
<td>4.9</td>
</tr>
</tbody>
</table>

In Ref [6], the distance between the sensor tip and the cantilever end is not neglected and the characteristic equation for the AFM cantilever with linearized boundary condition is given as

\[
\frac{k}{k_v} \left[ -\cosh k_sL_s \sin k_sL_s - \sinh k_sL_s \cos k_sL_s \right] (1 + \cosh k_sL' \cosh k_sL') \\
+ (\cosh k_sL' \sin k_sL' - \sinh k_sL' \cos k_sL') (1 - \cosh k_sL_s \cosh k_sL_s) \\
= \frac{2}{3} (k_sL_s)^2 (1 + \cos k_sL \cosh k_sL_s)
\]

where \(L_s\) is the length between the tip and the cantilever base, \(L'\) is the length from the tip to the end of the cantilever, \(L\) is the full length: \(L = L_s + L'\).

When the distance \(L_s\) is relatively small, like cantilevers 1 and 4 in Table 7.2 at about 5% of the total length, the effect may not be significant. But for those cantilevers with a higher distance-to-full-length ratio, the distance can no longer be neglected and the theoretical model must be adjusted.

Another important factor is the geometry of the AFM cantilever. It is shown that the frequency shift of the resonances caused by the tip-sample contact elasticity is highly dependent on the geometry of the AFM cantilever [7]. Because of this fact, cantilevers with a simple and well-defined geometry are preferred. In this thesis, numerical results are attained on the AFM cantilever with uniform rectangular cross section. However, the AFM cantilevers of other shapes such as the V-shape or triangular etc are used extensively. The theoretical model in this thesis is valid for these cantilever shapes too.

In the discussion of the forced vibration with damping, the damping coefficient \(c\) is treated as a constant. However, this is most likely not the case experimentally. Generally speaking, \(c\) is related to the vibration frequency.

In this thesis, the AFM cantilever is assumed to be a homogeneous elastic beam. No plastic deformation is assumed. However, it is highly probable that the AFM cantilever will undergo certain level of plastic deformation. Thus the dynamic behavior will be different as plastic effects are considered. Depending on the material property of the AFM, the plastic deformation varies.

Also, some research suggested that some material exchange and chemical reaction happens between the AFM sensor tip and the sample surface, especially when the sample is a biological or volatile material. In this case, the contact interactions may not be accurately described by the contact mechanics theory.

7.3 Future Work

Due to the limited time and resources available, there is no sufficient experimental data at hand to verify the numerical results attained in this thesis. At the next stage of this research, experiments with AFM will be performed.

In this thesis, numerical results are attained for cantilevers with uniform rectangular cross section. There are AFM cantilevers of other shape such as triangular or V-shape. It
is necessary to carry out further research into the different cantilever geometries.

Approximation methods like the harmonic balance method and the method of multiple scales are used to solve the nonlinear vibration problem. This problem can also be solved numerically from the partial differential equation. It will perhaps provide some useful information. Finite element analysis is one method for solving numerically this nonlinear vibration problem. The results from FEM can be used to attest the work in this thesis.

The Hertzian contact theory is used in this thesis to model the contact interaction between the AFM sensor tip and the specimen surface. This is a relatively simple model that does not take into consideration the surface forces. The contact interactions are very complicated and there are still intensive researches in this field. It will be greatly helpful if there are more sophisticated and accurate theoretical models to account for all the aspects of the contact forces.
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Chapter 1

Introduction

The atomic force microscope (AFM) was developed to provide high-resolution images of sample surface topography [1]. The topography is measured by scanning the AFM probe over the surface of the sample and then measuring the relative motion between the AFM probe and the sample surface. The displacement of the AFM probe, as it is scanned over the sample surface, is caused by the interaction between the tip of the probe and the sample surface. The probe used in an AFM is a cantilever beam with an attached tip. The AFM probes are typically rectangular or triangular in form. Throughout the rest of this thesis, the probe used in the AFM will be referred to only as a cantilever.

Recent advancements with the AFM have utilized the dynamic properties of the AFM. These advancements have allowed the AFM to be used for material characterization. Standard commercial AFMs are able to operate in two primary dynamic modes, which are non-contact mode and "tapping" mode. In non-contact mode, the AFM cantilever is excited slightly below a natural vibration frequency and in "tapping" mode the cantilever is excited
above a natural vibration frequency. The advantages of the dynamic modes are that damage of the sample surface is greatly reduced, higher scanning speeds can be achieved, and noise associated with the cantilever displacement signal is reduced. Higher flexural vibration modes have also been shown to be more sensitive to force gradients between the AFM cantilever and the sample surface [2]. Modifications to commercial AFMs have led to the development of other dynamics methods, which include atomic force acoustic microscopy (AFAM) [3][4] and ultrasonic force microscopy (UFM) [5]. AFAM and UFM can be used to measure the stiffness of the sample surface. These dynamic methods rely on the dynamic response of the AFM cantilevers. It has been demonstrated that the AFM cantilevers can be treated as continuous members with appropriate vibration modes [6].

The interaction between the AFM cantilever tip and the sample surface is nonlinear and difficult to model. The many flexural and torsional vibration modes experienced by the cantilever when in contact with a sample surface must be included in the dynamic analysis of the cantilever. To combat the nonlinear interaction between the cantilever and the sample the amplitude of the sample surface motion must be kept small. This allows the nonlinear interaction to be linearized about some equilibrium point. The dynamics of the AFM cantilever can then be modeled as a beam with a linear spring attached near the end of the beam. The measured natural frequencies of the beam in contact with the sample surface are then used to define the interaction stiffness between the AFM cantilever tip and the sample surface. Interaction models, such as the Hertzian model or the Maugis model [7], can then be used to relate the interaction stiffness to the Young’s modulus of the sample surface.

The AFM cantilever plays an important role in measurements taken using dynamic AFM modes of operation. The information regarding the AFM cantilevers provided by the manufacturers is not always accurate. The parameters governing the dynamic response of the cantilevers can vary due to the conditions in which they are manufactured. Therefore, it is appropriate to calibrate the cantilevers before use. The plan view dimensions of the cantilevers can be measured using optical techniques, and the thickness of the cantilevers can be calculated from the free natural frequencies of the beam or measured by using an electron microscope. These measured parameters can then be used to determine the stiffness of the AFM cantilevers.

1.1 Objective

The objective of this research is to develop a model for various AFM cantilevers that provides information about the dynamics of the cantilevers and can also be used to determine material properties of different samples. Closed-form expressions are derived for cantilevers with constant cross-sections. For nonuniform AFM cantilevers, such as those with a triangular shape, the Rayleigh-Ritz method is used to develop an approximate solution. Flexural and torsional vibration modes are examined. The modal sensitivity, which defines the relative change in frequency of a vibration mode due to changes in the sample surface stiffness, is also derived for uniform and nonuniform AFM cantilevers.

The exact results for the uniform AFM cantilever provide a validation for the approximate method developed using the Rayleigh-Ritz method. The exact and approximate results show good comparison with previous methods developed to determine the stiffness.
of AFM cantilevers. The uniform and nonuniform cantilever models provide good results in comparison with frequencies measured in and out of contact with the sample surface. The stiffness of the sample surface will be calculated using the models and compared to results obtained from the Hertzian contact theory. The application of these models for evaluating the Young's modulus of elasticity for a sample surface will also be discussed. The modal sensitivity of different types of cantilevers will be discussed along with their usefulness for AFM measurements. Results using the dynamic AFM technique of atomic force acoustic microscopy (AFAM) will be presented to show how this technique can provide more information about the sample surface, other than topography information.

The remainder of this thesis is organized into five chapters. Chapter 2 provides an introduction to atomic force microscopy and an overview of the interactions between the AFM probe and the sample surface. Chapter 3 contains the equations governing the vibration response and modal sensitivity of the cantilevers. Chapter 4 contains the equations necessary to describe the approximate vibration response for uniform and nonuniform cantilevers using the Rayleigh-Ritz method. The approximate modal sensitivity is derived and example calculations are provided to aid in a comparison of the different cantilever shapes. Chapter 5 contains the experimental vibration response of four different cantilever shapes. Contact stiffness results are obtained from the experimental results and the use of the cantilever models for obtaining information about the material properties of the sample surface is discussed. Chapter 6 is the final chapter, in which the results of this thesis are discussed and future areas of study are addressed.

Chapter 2

Atomic Force Microscopy

2.1 Introduction

In this chapter, the origin of the atomic force microscope is introduced. A description of the different modes of operation for the AFM will be presented along with an overview of the interaction between the tip of the cantilever and the sample surface. Contact theories used to describe the tip-sample interaction will also be presented.

The AFM was developed by Binning, Quate, and Gerber in 1986 [1]. It is one of many scanning probe microscopes that were derived from the scanning tunneling microscope (STM), which was also developed by Binning and co-workers [8]. The STM was the first instrument able to produce images of surfaces with atomic resolution.

To better understand the motivation for the AFM, the STM must first be examined. To image a sample surface the STM uses a sharp tip made of a conductive material. A voltage is applied between the tip and sample. When the tip is brought close to the sample surface, typically within the range of about 10 Å, electrons from the sample begin
to “tunnel” through the gap between the tip and sample into the tip or sample, depending on the polarity of the voltage applied between the tip and sample. This phenomenon is depicted in Figure 2.1. The image of the sample surface is created by monitoring the tunneling current between the tip and sample, which varies with tip-sample spacing. For this imaging method to work, the tip and sample must be made of either conductive or semiconductive materials [8]. Insulating materials can not be imaged with the STM. Due to this limitation, Binning, Quate, and Gerber developed the AFM.

![Figure 2.1: Tip and sample interaction for the STM.](image)

In developing the AFM, ideas were taken from the STM and the stylus profilometer. The stylus profilometer is similar to the STM in that it is used to generate images of a sample surface. The stylus profilometer uses a stylus mounted on a cantilever beam to scan along the surface of the sample. The main disadvantage of the stylus profilometer is that for rough surfaces the stylus can damage the sample as it is scanned over the surface. The cantilever beam used in the stylus profilometer is one of the most important components of the AFM. A tip mounted near the end of the cantilever beam will encounter forces as the tip nears the sample surface. These forces will cause the cantilever beam to deflect. Thus, it is important to use cantilever beams flexible enough to produce the maximum deflection for any force, but still stiff enough to minimize the sensitivity to vibrational noise from the surrounding area where the AFM is located [1]. The deflection of the cantilever beam was measured with an STM in the original AFM. The setup for the original AFM is shown in Figure 2.2.

![Figure 2.2: The schematic arrangement for the original AFM](image)

The STM tip, in Figure 2.2, is mounted on a piezoelectric element, which is used to move the tip in order to maintain a constant tunneling current while scanning over the sample surface. A feedback loop is used to control the STM tip, which is used to maintain a constant force acting on the AFM cantilever as the cantilever tip is in contact with the sample. Another arrangement involves the use of a feedback loop to control the position of the sample, which will enable the deflection of the cantilever to be kept constant. The
signals from either of the feedback loops are plotted as a function of the scan directions to produce a constant force image of the sample surface [1],[9].

Advancements in the design of the AFM have led to new methods for measuring the deflection of the cantilevers, which include: the use of optical heterodyne interferometry, use of optical position-sensitive detectors, capacitance detection, and fiber optic interferometry [9]. Most commercial AFMs use the optical position-sensitive photodetectors (PSPD). The most common setup for commercial AFMs is shown in Figure 2.3(a). In this arrangement, a laser beam is reflected off the cantilever and onto a PSPD consisting of photodiodes divided into two halves or four quadrants. As the cantilever bends, the position of the reflected laser beam on the detector shifts. The difference between the signals of the photodiodes indicates the position of the laser spot on the detector and thus the angular deflection of the cantilever. The PSPD can measure displacements of light as small as 10 Å. The split PSPD, shown in Figure 2.3(b), can only measure the vertical deflection of the cantilever by monitoring the signals from each photodiode; the four quadrant PSPD, shown in Figure 2.3(c), can measure both the lateral and vertical deflections. The ratio of the distance between the cantilever and the detector to the length of the cantilever produces a magnification of the cantilever motion. The system can therefore measure sub-angstrom displacement of the cantilever tip [10].

2.2 AFM Cantilever Fabrication

The most important component of the AFM is the cantilever used to probe the sample surface. The cantilevers tend to be very small and are fabricated using microlitho-

![Figure 2.3](image)
graphy processes similar to those used to make computer chips. The tips protruding from the end of the cantilever are usually made of silicon nitride ($\text{Si}_3\text{N}_4$) or silicon (Si). The tip is typically a few microns long and less than 100 Å in diameter after fabrication. The cantilevers typically measure 100 to 300 µm in length, 10 to 50 µm in width, and 0.3 to 4 µm in thickness. Varying the dimensions of the cantilevers allows the effective stiffness of the cantilevers to vary within the range 0.01-30 N/m. Cantilevers with low stiffness are typically used to probe soft samples, while cantilevers with high stiffness are used to probe hard samples. Higher stiffness cantilevers are also used in dynamic AFM measurements for determining the nanomechanical properties of the sample surface. The shape of the tip and the effective stiffness of the cantilever are critical parameters in AFM measurements [11].

Conventional microfabrication methods have been used to create cantilevers suitable for use in the AFM. The cantilevers are generally formed from Si, $\text{SiO}_2$, and $\text{Si}_3\text{N}_4$ films. Figure 2.4 shows the steps needed to create cantilevers from thermally grown $\text{SiO}_2$ films and from $\text{Si}_3\text{N}_4$ films grown by low-pressure chemical vapor deposition (LPCVD). These materials are widely used because of their good mechanical properties and because techniques for working with these materials have been well established in industry[12].

The process starts with a deposition of the desired film ($\text{Si}_3\text{N}_4$ or $\text{SiO}_2$) on each side of a Si (100) wafer. The film is then patterned with photolithography to form openings on the top and bottom of the wafer, as shown in Figure 2.4(a,b). The layout of the cantilever is arranged so the openings are aligned with the (111) planes of the Si wafer. A self-terminating anisotropic Si etchant is then used to free the cantilever and remove the portion of the Si wafer up to the (111) planes, as shown in Figure 2.4(c). At this stage of the process,
the freely suspended cantilever is coated with a thin metallic layer to increase its optical reflectivity. The final step involves cutting the Si wafer into manageable chips with a cantilever or array of cantilevers protruding from the end of the chip [12],[16]. It should be noted that the physical parameters of the cantilevers depend on the conditions in which the cantilevers are fabricated. These parameters can vary depending on a number of kinetic factors such as the gas ratio and temperature used in fabrication. The Young’s modulus ($E$) for any given group of cantilevers can vary within the range of 150±30 GPa. An example of a commercial chip with cantilevers used in the AFM is shown in Figure 2.5. As shown in Figure 2.5, AFM cantilevers are made in two primary shapes, rectangular and triangular. The main advantage of the triangular cantilevers is that they are less susceptible to twisting as compared with the rectangular cantilevers. The rectangular cantilevers are easier to work with from a theoretical standpoint, because of their uniform cross-section.

Most cantilevers used with the AFM are fabricated with tips attached at the end of each cantilever, as depicted in Figure 2.5. The three most common tip shapes are pyramidal, conical, and tetrahedral. The tips are fabricated through processes involving the masking of the Si substrate with Si$_3$N$_4$ or SiO$_2$ films and then etching away the Si to create a post or pit, which will be used to form the tip. The remaining post material is etched to form conical or tetrahedral tips, and the pits are filed with the same cantilever material used to form pyramidal tips [12], [14]. When the tips have been formed, the cantilevers are then fabricated in the same process outlined in the preceding paragraph.

The tips of the cantilever play an important role in the imaging resolution obtainable with the AFM. Depending on the sample being examined, the appropriate tip must be used in order to be able to examine all the detail of a sample surface. Very sharp tips can be used to probe samples with high variations in topography, and less sharp tips can be used to probe flatter surfaces [15]. The interaction forces between the cantilever and sample surface are experienced through the tip of the cantilever. The tips of the cantilevers become dull with use in AFM measurements. Figure 2.5(a) shows a SEM image of an AFM cantilever tip that has been used in AFM measurements, and Figure 2.5(b) shows an unused AFM cantilever tip. The radius of the used AFM cantilever tip is approximately 250 nm, and the radius of the unused AFM cantilever tip is approximately 40 nm. The imaging resolution will be reduced as the tip becomes damaged and dull. Besides the decrease in imaging resolution, the increase in the tip radius also has an influence on the tip-sample interaction forces controlling the cantilever motion. These interaction forces can be repulsive.
with a sharp tip, but can become attractive with a dull tip [16]. It is therefore important to monitor the wear of the cantilever tip.

Figure 2.6: (a) AFM cantilever tip after a number of uses. (b) An unused AFM cantilever tip.

2.3 Tip-Sample Interaction Forces

The cantilever can be used to probe many different types of forces, depending on the mode in which the AFM is operated. Some forces that cause the cantilever to deflect include van der Waals, capillary, adhesive, frictional, capacitive, electrostatic, and magnetic forces. The tip-sample interaction forces can be classified as either attractive or repulsive, and either short or long range. At tip-sample spacings below 2 to 3 Å, the interaction forces are repulsive and short range. A representative plot of the tip-sample interaction force as a function of the tip-sample separation, for AFM experiments operated in ambient conditions, is depicted in Figure 2.7.

Figure 2.7: A typical force vs. tip-sample distance curve observed in AFM experiments [11,17].

One parameter that must be defined before discussing the interaction forces experienced by the cantilever is the effective spring constant of the cantilever. The effective spring constant is the ratio of the applied force at the end of the cantilever to the maximum end deflection of the cantilever. The effective spring constant for a uniform cantilever can be defined as

$$k_e = \frac{3EI}{L^3},$$

where $E$ is Young’s modulus of elasticity, $I$ is the area moment of inertia, and $L$ is the total length of the cantilever [18].

Tip-sample interaction force measurements begin with the cantilever at a rest position (point A on Figure 2.7) far away from the sample surface. As the tip-sample
separation is decreased, the cantilever bends toward the sample due to attractive surface forces. When the cantilever or sample is moved further, the attractive force gradient exceeds the effective spring constant of the cantilever and the cantilever jumps into contact with the sample, point $B$ on Figure 2.7. This point is where the cantilever experiences a maximum deflection; this deflection multiplied by the effective spring constant of the cantilever is the pull-off force. As the cantilever and sample are brought even closer together, the attractive forces begin to weaken and the cantilever is deflected backward through a position of zero applied load (point $D$) at a distance of a few angstroms. Beyond this point, the force becomes repulsive and the atoms of the cantilever tip and the sample surface are in contact. The repulsive force balances any force that attempts to push the atoms together. This fact means that when the cantilever pushes the tip against the sample surface, the beam bends rather than forcing the tip atoms closer to the sample surface. It should be noted that besides bending, the tip and sample may experience local elastic or plastic deformations [17].

In the region on the curve where the force changes from attractive to repulsive, the atoms at the apex of the tip can experience a strong repulsive force, while the atoms further from the tip can experience an overall attractive force. This occurrence can lead to a deformation of the cantilever tip [19]. The tip-sample separation is decreased to a predetermined distance, corresponding to the maximum applied load (point $B$). At this position the cantilever tip or the sample surface is retracted. The tip-sample separation again reaches a position of zero applied load (point $D$); beyond this position the interaction forces become attractive. In this region of the curve, the forces are a short-range type. These forces are strongly repulsive at a short distance and slightly attractive at a long distance. Therefore, the short-range repulsive forces are more sensitive to changes in the tip-sample separations than the long-range attractive forces evident in the attractive (negative) region in Figure 2.7. The force experienced by the cantilever upon retraction reaches a maximum at point $C$ on the curve. The maximum force is the pull-off force and is generally greater than the pull-on force. After this point the cantilever or sample are further retracted from each other to the position where separation occurs (point $A$) [17],[20]. The details of the force vs. tip-sample separation curve, as shown in Figure 2.7, can vary depending on the physical properties of the cantilever tip and sample and also on the medium in which the tip and sample are immersed. For instance, immersion of the tip and sample in polar liquids can reduce the van der Waals forces by more than two orders of magnitude, with respect to the value of the force in vacuum, at small tip-sample separation [21],[22]. The physical parameters of the tip and sample have a large influence in the repulsive (positive) region. In this region the mechanical response of the sample depends on the hardness of the sample and tip and also on the effective spring constant of the cantilever [10].

2.3.1 van der Waals Forces

The interatomic van der Waals force is dominate at large tip-sample separations [18],[19]. As the tip-sample separation decreases, the tip-sample interaction can be dominated by adhesive forces, capillary forces, frictional forces, or chemical interactions. The van der Waals forces are dispersion forces that act between atoms. They are caused by the instantaneous moments that occur between otherwise nonpolar atoms and molecules. These forces are called dispersion forces because they are associated with the dispersion of light in matter. The magnitude of these forces is in the range of 1-20 nN and can extend
from 2 Å to more than 1000 Å [23].

2.3.2 Capillary Forces

The capillary force is the force exerted on the tip of the cantilever by the water layer present on the sample surface in ambient conditions. The tip of the cantilever is wetted by the liquid contamination layer, forming a capillary between the tip and the sample surface that holds the tip in contact with the sample surface. The capillary layer also increases the effective contact area between the cantilever tip and the sample surface, which decreases the imaging resolution of the AFM. The magnitude of this force is in the range of 10-100 nN. This force will remain constant as long as the tip is in contact with the sample surface because the tip-sample separation is virtually incompressible. The hysteresis present in Figure 2.7 can be partially attributed to the capillary force. Further separation of the tip from the sample surface is necessary to break the capillary and free the tip from the sample surface. The capillary force can be made negligible by operating the AFM in a vacuum, in a chamber filled with a dried gas, or by immersing the tip and sample in a liquid medium [10],[17].

2.3.3 Adhesive Forces

From Figure 2.7, the adhesive force is the maximum cantilever deflection (point C) during retraction multiplied by the effective spring constant of the cantilever. This force is proportional to the pull-off force needed to separate the cantilever tip from the sample surface [20]. The adhesion of two different materials and the cohesion of two similar materials can be examined by looking at the contact area between the two materials. In the case of the AFM, the contact area between the cantilever tip and the sample surface is examined. The adhesive force can be calculated by multiplying the contact area by the work needed to separate the tip from the sample surface. Measurements of the adhesive forces should be conducted in a vacuum, dried gas filled chamber, or immersed in a liquid medium. These conditions will help eliminate the effects of the capillary forces between the cantilever tip and sample surface present in most ambient conditions [22],[23].

2.3.4 Frictional Forces

Frictional forces are lateral forces experienced by the cantilever as it is scanned over the sample surface. These forces can be caused by any differences in the sample material and also by changes in the slope of the sample topography. The frictional forces cause the cantilever to deflect torsionally. Measurements of the twisting deflections of the cantilever can be used to determine the magnitude of the frictional forces. For moderate loads (in the range of 10-80 mN) the frictional force is proportional to the normal force that the tip encounters. In the low load range, the relationship between the frictional force and the normal force is nonlinear. This nonlinearity is due to the adhesive and capillary forces present on the sample surface [10].

2.3.5 Capacitive Forces

The capacitive forces are attractive forces experienced by the cantilever tip due to changes in the capacitance between the tip and sample surface as the tip is scanned over the sample surface. The capacitance is measured by applying a voltage between the tip and sample. The capacitance depends on the dielectric constant of the medium between the tip
and the sample surface. As the thickness of this medium varies with the topography of the sample surface the capacitance changes, which in turn causes the cantilever to deflect [17].

2.3.6 Electrostatic Forces

Electrostatic forces are attractive forces produced by static charges present on a sample surface. The electrostatic force is measured by applying a voltage between the cantilever tip and the sample surface, with both the cantilever and sample being made of conductive material. The applied voltage between the cantilever tip and the sample surface adds an attractive force between the tip and sample. As the cantilever tip is scanned over the sample surface, the cantilever deflects when it encounters a static charge on the sample surface [17],[24].

2.3.7 Magnetic Forces

The magnetic force is a material dependent force. Typically, a cantilever coated with a ferromagnetic film is used to probe magnetic surfaces. The attractive magnetic force causes the cantilever to deflect. At small tip-sample separations the deflections of the cantilever will be primarily due to the short range attractive forces between the tip and the sample. As the tip-sample separation is increased, the magnetic forces will have a greater effect on the deflection of the cantilever. The magnitude of the magnetic force is around a few hundred nanonewtons and very similar to other long range interaction forces [10],[17].

2.4 Primary Modes of Operation for the AFM

The standard commercial AFM can operate in three main modes: contact mode, non-contact mode, and intermittent-contact mode (or tapping mode). Information about the previously stated material properties can be obtained through these three main modes of operation, but to obtain quantitative measurements of material properties the AFM must be modified for use in different modes of operation. The main modes of operation will be discussed in the following sections along with other modes used to probe different material properties. The description of the following modes of operation is related to the Thermomicroscopes Autoprobe CP AFM [13] used in the Ultrasonics and Vibrations research facility [25].

2.4.1 Contact Mode

In contact mode the cantilever tip is held in contact with the sample surface. From Figure 2.7, it is shown that the contact mode operates in the repulsive (positive) region of the force vs. tip-sample separation curve. The sample being examined is mounted on a piezoelectric scanner, which traces the cantilever tip over the sample surface. The cantilever is brought into contact by selecting a set-point PSPD value that is higher than that for a cantilever in a rest position. The repulsive forces cause the cantilever to deflect. The deflection is measured by the position-sensitive photodetector (PSPD) and used to produce a map of the sample topography. There are two different techniques used to obtain sample surface images in contact mode: constant-height mode and constant-force mode.

For the constant-height technique, the height of the piezoelectric scanner is held
constant while the cantilever is scanned over the sample surface. The topography of the sample surface is obtained by examining the spatial variation of the cantilever deflection. This technique is mainly used to image atomically flat surfaces. The main advantage of this technique is that it can scan surfaces very quickly. For this reason, the constant-height technique is used to obtain real-time images of changing surfaces.

The constant-force technique is used to maintain a constant force on the sample surface. The constant force is implemented by using a feedback loop to control the movement of the piezoelectric scanner in the z-direction. The feedback loop takes the input from the PZD and adjusts the piezoelectric scanner accordingly to maintain a set tip-sample separation. The image of the sample surface is generated from the movement of the piezoelectric scanner. Depending upon the conditions in which the AFM is operated, the forces exerted on the sample surface by the cantilever tip can vary from one to several hundred nano-newtons. The constant-height technique can scan a sample quicker than this technique, but this technique is the more widely used AFM technique [10],[11].

2.4.2 Non-contact mode

Non-contact AFM (NC-AFM) is a dynamic scanning mode in which the cantilever is oscillated near the sample surface. A feedback loop is used in the AFM electronics to maintain an amplitude ratio of $A_{op}/A_0$, where $A_0$ is the free oscillation amplitude of the cantilever and $A_{op}$ is the set-point amplitude. During scanning, the oscillation amplitude of the cantilever is controlled by adjusting the vertical position of the sample. The cantilever is oscillated near its first resonance frequency with a small amplitude of 10-900 Å. The interaction forces between the cantilever tip and the sample surface cause changes in the resonance frequency and oscillation amplitude of the cantilever. This mode operates in the attractive (negative) region on the force vs. tip-sample separation curve, as shown in Figure 2.7. The effective spring constant of the cantilever varies with the force gradient experienced by the cantilever as it is scanned over the sample surface. The force gradient is the derivative of the force vs. tip-sample separation curve. The attractive forces cause the resonance frequency to decrease while repulsive force interactions cause an increase in the resonance frequency. These changes in the resonance frequency of the cantilever provide information about the changes in the force gradient, which in turn provides information about the topography of the sample surface. The average total force between the cantilever tip and the sample surface is about 0.001 nN. This force is considerably smaller than that experienced in the contact mode. Depending on the sensitivity of the equipment used to measure the NC-AFM signal, sub-angstrom resolution can be achieved.

Another phenomenon experienced with this mode and other dynamic AFM modes is damping. Damping decreases the amplitude and phase of the cantilever displacement signal [28]. Damping is greatly dependent upon the environment in which the AFM is operated and the sample being examined. The shape of the cantilever and the distance between the cantilever and the sample surface also play a role in damping [27]. Damping is comprised of forces acting along the length of the cantilever and at the cantilever tip. The forces may also be time dependent as the air below the cantilever is displaced with the oscillatory movement of the cantilever [28]. The transition between the attractive and repulsive force regimes is dependent upon damping. An increase in damping leads to an increase in the attractive tip-sample interaction forces which helps decrease the presence
of hysteresis upon tip retraction from the sample surface. Damping can be a significant
deterrent to the attainable imaging resolution with NC-AFM.

The main disadvantage of NC-AFM is that the low forces experienced in this mode
are more difficult to measure as compared with those encountered in contact mode. In this
mode stiffer cantilevers are used as opposed to those used in contact mode because stiffer
cantilevers are less likely to be pulled into contact with the sample surface. The combination
of the stiff cantilever and the weak interaction forces produce small signals which are difficult
to measure. The tip or sample are less likely to degrade in this mode as opposed to contact
mode because the tip contact with the sample surface is minimal as surfaces are scanned.
The advantages of this mode over contact mode is that softer materials can be examined
and better imaging resolution can be achieved because this mode is more sensitive to the

2.4.3 Intermittent-contact Mode

The intermittent-contact mode (IC-AFM), also referred to as tapping mode, is
similar to non-contact mode except that the cantilever is brought closer to the sample
surface. The cantilever tip weakly comes into contact with the sample surface at the bottom
of its oscillation cycle. The IC-AFM operates in the region between the contact mode and
the non-contact mode on the force vs. tip-sample separation curve in Figure 2.7. Imaging
of the sample surface is obtained by monitoring the change in the cantilever’s oscillation
amplitude as the tip-sample separation changes [11].

The contact of the cantilever tip and the sample surface is a very nonlinear in-
teraction. For most of the cantilever’s oscillation cycle the cantilever is not influenced by
external forces, but as the oscillating cantilever approaches the sample surface it is first
influenced by a weak long-range attractive forces. The attractive forces will increase as the
cantilever tip gets closer to the sample surface, which will cause a decrease in the free re-
sonant frequency and oscillation amplitude of the cantilever. As the tip touches the sample
surface an abrupt repulsive force is exerted on the cantilever. This repulsive force acts for
a short period of the oscillation cycle. After impacting the sample surface, the cantilever
bounces off the sample surface and continues its oscillation cycle [29][30].

The main advantages of this mode over non-contact mode is that it is more useful
for imaging larger scan areas that could include extreme variations in sample topography.
IC-AFM eliminates some of the limitations experienced in using contact and non-contact

2.5 Modes Used for Material Characterization

The AFM has been used to measure more than just the topography of a sample
surface since it was first developed. Over the years the AFM has been used to measure
materials properties like hardness, atomic-scale friction, elastic modulus, and adhesion. It
can also be used to probe electrical, thermal, and magnetic properties of sample surfaces.
It has become a useful tool for examining the nanoscale material properties of polymers,
thin films, composite materials, and microelectromechanical systems (MEMS). For material
property measurements, the primary modes of operation for the AFM have been adapted
into new measurement techniques that allow the simultaneous collection of topography and
material property information for a sample.
Specific AFM techniques have been developed to measure material properties other than elastic modulus and adhesion. Different techniques are needed to study the variations in surface friction and topology, the variations in magnetic and electrically charged surface structures, the thickness of dielectric materials, and the thermal properties of a sample. These AFM techniques are summarized in Table 2.1. Dynamic AFM techniques, which involve the oscillation of the cantilever or sample, have been used to examine the variations in elastic modulus and adhesion on a sample surface. These techniques can be used for material characterization and also for material evaluation. To fully utilize these techniques the nonlinear tip-sample interaction forces must be modeled. With an appropriate tip-sample interaction force model, the material parameters can be calculated from the measurements taken using the AFM. A description of the dynamic AFM techniques used for evaluating the elastic material characteristics and adhesion are summarized in Table 2.2.

2.6 Tip-sample Contact Theories

Different contact theories can be used to model the tip-sample interaction, which is very complex and generally nonlinear. Bodies in contact deform according to their elastic and inelastic properties. In general, it is difficult to describe these contact deformations because the stress distribution in the solids depends on the surface interaction, which in turn is dependent upon the exact shape of the deformation \[ \tau \text{[10]}. \] The diameter of the tip-sample contact area present in some AFM measurements is in the range of several nanometers. Nanomechanical sample surface property information can be obtained through the use of a contact theory to model the tip-sample contact.

<table>
<thead>
<tr>
<th>AFM Modes</th>
<th>Description</th>
<th>Material Property Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral Force Microscopy (LFM) or Friction Force Microscopy (FFM)</td>
<td>Operates in contact mode and uses a photodetector arrangement, as shown in Figure 2.3(b), to measure both the lateral and vertical cantilever deflections. Changes in surface friction or the slope of the sample surface will cause the cantilever to deflect laterally [ \text{[10],[11]}. ]</td>
<td>Surface friction and slope.</td>
</tr>
<tr>
<td>Magnetic Force Microscopy (MFM)</td>
<td>Uses a ferromagnetic tip to probe the surface of a ferromagnetic or paramagnetic sample. This technique can be used with NC-AFM or IC-AFM modes to monitor the changes in the phase and resonant frequency of the cantilever vibrations [ \text{[10],[11]}. ]</td>
<td>Magnetic properties.</td>
</tr>
<tr>
<td>Electrostatic Force Microscopy (EFM)</td>
<td>A voltage is applied between a conductive cantilever tip and sample. The cantilever is moved over the sample, not touching it, and deflections when the tip moves over static charges. The deflection is monitored to produce a map of the surface charge density [ \text{[11],[24]}. ]</td>
<td>Electrical charge density.</td>
</tr>
<tr>
<td>Scanning Capacitance Microscopy (SCM)</td>
<td>Operates in NC-AFM mode to maintain a constant tip-sample separation. A voltage is applied between the cantilever tip and the sample surface. The cantilever deflects because of changes in the capacitance between the tip and sample surface [ \text{[11]}. ]</td>
<td>Tip-sample capacitance, which depends on dielectric thickness.</td>
</tr>
<tr>
<td>Scanning Thermal Microscopy (SThM)</td>
<td>Operates in NC-AFM mode. The cantilever is made of two different metals or a resistive thermal element. The sample surface is probed and the cantilever deflects when changes in the material thermal conductivity are encountered [ \text{[11]}. ]</td>
<td>Thermal conductivity.</td>
</tr>
</tbody>
</table>
The contact theories that will be discussed in the following sections include, the Hertzian contact model, the DMT model developed by Derjaguin, Muller, and Toporov, the BCP model developed by Burcham, Colton, and Pollock, the JKR model developed by Johnson, Kendall, Roberts, and Sperling, and the Maugis model. The contact problem involving the AFM is depicted in Figure 2.8. The objective of these theories is to relate the applied load $P$ to the indentation depth $\delta$ of the cantilever tip into the sample surface.

Important variables used in the discussion of these theories are the radius of the tip-sample contact area $a$, the work of adhesion evaluated at the tip-sample contact $\psi_0$, and the stress in the cohesive zone $\sigma_0$. The geometry important to this problem are shown in Figure 2.9.
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<table>
<thead>
<tr>
<th>AFM Mode</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic Force Acoustic Microscopy (AFAM)</td>
<td>The sample is oscillated at a frequency in the range of 1-15 MHz, chosen to be above the first flexural resonance frequency of the cantilever. The oscillation of the sample causes the cantilever to vibrate as the cantilever probes the sample surface. The amplitude of the cantilever deflection signal is monitored. Changes in the tip-sample interaction due to variations in the sample surface elastic and adhesive properties produce changes in the amplitude of the signal [30,4].</td>
</tr>
<tr>
<td>Ultrasonic Force Microscopy (UFM)</td>
<td>Similar to AFAM, except the cantilever is oscillated instead of the sample. This allows for the large, heavy, or irregular shaped samples to be examined. The cantilever is oscillated by a signal with a frequency in the range of 0.1-10 MHz. This signal excites the higher-order vibration modes of the cantilever. A high-frequency photodetector can be used to monitor the deflection of the cantilever or the detection electronics of a standard commercial AFM can be used by amplitude-modulating the driving signal for the cantilever at a frequency in the range 1-10 kHz. The amplitude and phase of the cantilever deflection signal are monitored to provide information about variations in the sample surface elastic properties and adhesion [31,32].</td>
</tr>
<tr>
<td>Force Modulation Microscopy (FMM)</td>
<td>Operates in constant-force contact mode. The cantilever tip or sample is modulated with a low amplitude signal. The frequency of the signal is typically a few hundred kilohertz. Amplitude of the cantilever deflection is measured in order to detect the variation in the elastic properties of the sample. The phase shift of the signal is measured to provide information about the viscoelastic properties of the sample [10,11].</td>
</tr>
<tr>
<td>Heterodyne Force Microscopy (RFM)</td>
<td>The sample and cantilever are both oscillated. The cantilever is oscillated at a frequency of $\omega_1$ and the sample is oscillated at a frequency $\omega_2$. The tip-sample separation is then modulated at a frequency $\omega_3 - \omega_2$. The cantilever deflection signal at this frequency is monitored. Changes due to variations in the tip-sample interaction produce changes in the phase and amplitude of the signal. The changes in the signal amplitude provide information about the elastic and adhesive properties of the sample surface, while changes in the phase provide information about the viscoelastic and also the adhesive properties of the sample surface [33].</td>
</tr>
</tbody>
</table>
```

Figure 2.8: The arrangement for the contact problem. The applied load $P$ results in an indentation depth $\delta$. The contact radius is $a$ and the cohesive radius is $c$ [34].

Some common notation for each of these theories is as follows:

The reduced tip-sample curvature is defined by

$$ \frac{1}{R} = \frac{1}{R_e} + \frac{1}{R_s}. $$

(2.1)

which accounts for the radius of the tip $R_e$ and the radius of the sample $R_s$. Generally the sample is assumed flat in AFM contact problems, such that $R = R_s$. The reduced elastic
The geometry of the tip-sample contact problem. The tip parameters are represented by the subscript $t$ and the sample parameters are represented by the subscript $s$.

The indentation depth, $d$, is related to the contact radius with the relation, $d = \frac{5}{4} R$. The applied load can then be related to the indentation depth with the following:

$$p = \frac{4}{3} E^* \sqrt{R} d = K_d d,$$

where $K_d = \frac{4}{3} E^* \sqrt{R}$ is defined as the Hertzian coefficient. In terms of the non-dimensional parameters, Equation 2.5 and the equation relating the indentation depth to the contact radius become:

$$\bar{p}_H = \bar{A}, \quad \bar{d}_H = \bar{A},$$

Equation 2.6 also becomes:

$$\bar{p}_H = \bar{A}^{\bar{d}_H},$$

where the subscript, $H$, is used to indicate relations pertaining to the Hertzian contact model.

### 2.6.2 JKRS Contact Model

The JKRS model is an extension of the Hertzian model, which incorporates adhesion through the change in surface energy at the contact of the two spheres, as shown in Figure 2.9. There are no forces between the spheres when they are not in contact [17],[37]. This
model describes the short-range tip-sample interactions under the conditions of low elastic modulus and large radius of curvature. The model neglects the part of the attraction which acts outside of the periphery of the contact region. This model is appropriate for compliant samples, samples with high adhesion, and samples with large radii of curvature, but may underestimate surface forces [29].

The relationship between the applied load and the contact radius can be written as [34],

\[ p = \frac{4}{3} \frac{E^* a^3}{R} - 2\sqrt{2\pi\sigma_{0}E^*a^3}. \]  \hspace{1cm} (2.9)

The indentation depth is related to the contact radius with the relation, \( \delta = \frac{R}{R} - 2\sqrt{2\pi\sigma_{0}E^*a^3}. \) In terms of the nondimensional parameters, the load and the indentation depth are related to the contact radius by,

\[ \delta = \bar{\delta} = \frac{3}{2}\sqrt{5\bar{\delta}} \]  \hspace{1cm} (2.10)

where the subscript, \( J \), is used to indicate relations pertaining to the JKR model.

### 2.6.3 DMT Contact Model

The DMT model applies to the contact between a rigid tip and sample with small radii of curvature and low adhesion. This model allows surfaces to deform according to the Hertzian contact theory because the attractive forces are calculated outside the tip-sample contact area [29], [29]. The contact area may be underestimated due to the deformation having to conform to the Hertzian model.

The equation governing the applied load and contact radius is as follows [38],

\[ p = \frac{4}{3} \frac{E^* a^3}{R} - 2\pi\sigma_{0}a. \]  \hspace{1cm} (2.11)

The indentation depth is related to the contact radius in the same manner as in the Hertzian model, \( \delta = \frac{R}{R} \). Therefore, the applied load is related to the indentation depth as,

\[ p = \frac{K_{0}\delta^3}{2} - 2\pi\sigma_{0}a. \]  \hspace{1cm} (2.12)

In terms of the nondimensional parameters, Equation 2.11 and the equation relating the indentation depth to the contact radius become,

\[ \bar{p}_{D} = \bar{\delta}^3 - 2 \text{ and } \bar{\delta}_{D} = \bar{\delta}. \]  \hspace{1cm} (2.13)

Equation 2.12 becomes,

\[ \bar{p}_{D} = \bar{\delta}^3 - 2, \]  \hspace{1cm} (2.14)

where the subscript, \( D \), is used to indicate the relations pertaining to the DMT contact model.

### 2.6.4 BCP Contact Model

The BCP model was developed through experimental work done with the AFM. It incorporates aspects of the Hertz, JKR, and DMT models and is very representative of many combinations of tip-sample materials. The relationship between the applied load and the contact radius is [29],

\[ p = \frac{4}{3} \frac{E^* a^3}{R} - \sqrt{2\pi\sigma_{0}E^*a^3} - \pi\sigma_{0}a. \]  \hspace{1cm} (2.15)

The second term in Equation 2.15 accounts for the contribution from attractive forces present between the tip and sample surface. The third term is similar to the second term in Equation 2.12 for the DMT model, except the factor of 2 is replaced with a factor of 1.
indentation depth is related to the contact radius with the relation, \( \delta = \frac{a^2}{R} - \left[ \frac{27}{2\pi a} \right]^{\frac{1}{3}} \).

In terms of the non-dimensional parameters, Equation 2.15 and the equation relating the indentation depth to the contact radius become,

\[ P_{B} = \tilde{A}^3 - \tilde{A} \sqrt{\frac{3\tilde{A}}{2}} - 1 \quad \text{and} \quad \tilde{A}_{B} = \tilde{A}^2 - 1, \quad (2.16) \]

where the subscript, \( B \), is used to indicate the equations pertaining to the BCP contact model.

Figure 2.10 shows a comparison of the normalized applied load plotted as a function of the normalized indentation depth for the contact models summarized in the preceding sections. From Figure 2.10, it is evident that hysteresis is present in the JKR model, while there is no hysteresis for the other models.

![Graph showing normalized force as a function of normalized indentation depth for Hertz, JKR, DMT, and BCP models.]

Figure 2.10: A comparison of the normalized force as a function of the normalized indentation depth for the Hertz, JKR, DMT, and BCP contact models [7].

2.6.5 Maugis Contact Model

Maugis, in 1992, developed a more complete model for tip-sample interactions [39]. This model is applicable to systems involving high and low adhesion. The adhesion is represented by constant attractive stresses acting between the tip and the sample surface in an annular cohesive region that surrounds the contact area. This cohesive region is depicted in Figure 2.8. The relation between the applied load and the contact radius is [39]

\[ P = \frac{4}{3} \frac{E}{R} \frac{a^2}{3} - \lambda - \left[ \frac{3\pi E}{9R} \right]^{\frac{1}{3}} M_1, \quad (2.17) \]

where \( M_1 = \sqrt{m^2-1} + m^2 \tan^{-1} \sqrt{m^2-1} \) and \( m = \frac{a}{R} \). The parameter \( m \) is the ratio of the radius to the edge of the cohesive region to the radius of the contact area, as depicted in Figure 2.8. The indentation depth is related to the contact radius as,

\[ \delta = \frac{a^2}{R} - \frac{4a}{3} \left[ \frac{3\pi E}{9R} \right]^{\frac{1}{3}} \sqrt{m^2-1}. \quad (2.18) \]

A third equation is necessary to relate \( m \), \( \lambda \), and \( a \). This third equation is the Griffith equilibrium equation, which is given by [39]

\[ \frac{M_2}{2} \left[ \frac{4\pi E}{3\pi R} \right]^{\frac{1}{3}} M_4 + \frac{\lambda E}{3} \left[ \frac{4\pi E}{3\pi R} \right]^{\frac{1}{3}} M_5 = 1, \quad (2.19) \]

where \( M_2 = \sqrt{m^2-1} + (m^2 - 2) \tan^{-1} \sqrt{m^2-1} \) and \( M_4 = 1 - m + \sqrt{m^2-1} \tan^{-1} \sqrt{m^2-1} \).

In terms of the non-dimensional parameters, Equation 2.17 and the equation relating the indentation depth to the contact radius become,

\[ P_M = \tilde{A}^3 - \tilde{A} \tilde{A}_M - 1 \quad \text{and} \quad \tilde{A}_M = \frac{4}{3} \tilde{A} \sqrt{m^2-1}, \quad (2.20) \]

where the subscript, \( M \), is used to indicate the equations pertaining to the Maugis model. Equation 2.19 becomes,

\[ \frac{\lambda \tilde{A}^2}{2} M_4 + \frac{4\lambda \tilde{A}}{3} M_5 = 1. \quad (2.21) \]
A comparison of the Maugis contact model for various values of $\lambda$ is shown in Figure 2.11. A transition between the DMT model and the JKR/S model is allowed through the use of $\lambda$ in the Maugis contact model. As $\lambda \to 0$, the DMT limit is reached and $P \to -2$. This limit occurs for systems with high modulus of elasticity, low adhesion, and small radius of curvature. As $\lambda \to \infty$, that is, for compliant systems with low adhesion and a large radius of curvature, the JKR/S limit is reached and $P \to 0$. Hysteresis is evident in Figure 2.11 from the curves that bend back on themselves. This behavior occurs for values of $\lambda$ greater than 0.94. As this value for $\lambda$ is exceeded, the cantilever tip loses contact with the sample surface because the stiffness of the cantilever exceeds the contact stiffness. When moving further on one of the curves, contact between the cantilever tip and the sample surface is reinitiated when the tensile stress in the cohesive region is greater than the compressive stress in the contact region.

2.7 Discussion

The development of the AFM as an instrument for obtaining detailed information about the topography of a sample surface was described along with the basic modes of operation and the dynamic techniques used for obtaining material property information about the sample surface in sections 2.4 and 2.5, respectively. A process for manufacturing an AFM cantilever was outlined and the possible reasons for variations in the physical parameters (i.e. modulus of elasticity and mass density) and the dimensions of the cantilever were discussed. The main reasons involve the conditions in which the cantilever is manufactured. Variations in the conditions allow the elastic modulus to vary within the range of 150±30 GPa. The different tip-sample interaction forces present in some AFM measurements was discussed and some of the different contact theories used to describe the tip-sample interaction were introduced.
Chapter 3

Governing Equations

APM cantilevers can vibrate in four different types of modes: flexural, torsional, extensional, and Lamb. The main type of cantilever vibration mode experienced in most APM studies is flexural. When the cantilever tip is in contact with the sample surface, flexural vibrations can be excited by oscillating the sample vertically. The contact between the cantilever tip and the sample can also cause the cantilever to vibrate torsionally when the cantilever is scanned over the sample surface. Extensional and Lamb modes can also be excited, but most methods used to detect the displacements of the cantilevers in the APM can not detect these modes. These modes are not as significant for APM vibration studies because their resonance frequencies are much higher than those for the flexural and torsional modes. Because of this reason, only the equations governing the flexural and torsional vibration modes will be presented in this chapter.

The APM cantilevers can often be modeled as homogeneous, uniform beams with the assumptions of no applied distributed loads and no axial forces. This model is depicted in Figure 3.1 [40]. A tip with a small radius is attached to the end of the cantilever. The mass of the tip is assumed to be negligible and it is assumed that the tip is located at the end of the cantilever.

Figure 3.1: Model for flexural vibrations of APM cantilevers. The cantilever tip is in contact with the sample surface. The static sample offset, \( z_0 \), causes a cantilever deflection of \( y(x) \). The cantilever motion is defined by \( u(x,t) \) relative to \( y(x) \). The nonlinear tip-sample interactions can be approximated with different contact theories.

3.1 Flexural Vibrations

The Euler-Bernoulli beam theory for a beam in bending vibration will be used to model the flexural vibrations of the APM cantilevers. This method will be used because it was recognized that the APM cantilevers behave as continuous members with appropriate vibration modes [9]. The derivation can be carried out with the use of Figure 3.2(a), in which a beam in bending vibration under the distributed transverse force \( f(x,t) \) is shown. Figure 3.2(b) shows a beam element subjected to an axial force \( P(x) \).

The boundary-value problem is derived with the use of the extended Hamilton's
principle, which can be stated in the following form [41]

\[
\int_{t_1}^{t_2} \left[ T(t) - V(t) + W_{ax}(t) \right] dt = 0, \quad \delta w(x, t) = 0, t = t_1, t_2, \quad (3.1)
\]

where \( T(t) \) is the kinetic energy of the system, \( V(t) \) is the potential energy, \( W_{ax}(t) \) is the work due to the nonconservative forces acting on the system, and \( w(x, t) \) is the transverse displacement of the beam. Hamilton's principle states that the true motion of the system, within a certain arbitrary time interval, is characterized by the fact that the increment of the integral \( \int_{t_1}^{t_2} [T(t) - V(t) + W_{ax}(t)] dt \) vanishes for any continuously varying virtual displacement, provided that the displacement vanishes at the limits \( t_1 \) and \( t_2 \) of the chosen time interval. Assuming that the kinetic energy of the system is due to translation only, the kinetic energy can be expressed as

\[
T(t) = \frac{1}{2} \int_0^L \rho A(x) \left( \frac{\partial w(x, t)}{\partial t} \right)^2 dx, \quad (3.2)
\]

where \( \rho \) is the mass density of the beam, \( A(x) \) is the cross-sectional area of the beam, and \( L \) is the total length of the beam.

The potential energy consists of two parts: one due to bending and one due to the axial force acting on the beam. The potential energy due to the gravitational forces can be neglected if displacements are defined from the equilibrium position. The potential energy density due to bending can be stated in the following form

\[
V = E I(x) L \frac{d^2 w(x, t)}{dx^2} \quad (3.3)
\]

where \( r \) is the radius of curvature for the beam, \( E \) is Young's modulus of elasticity, and \( I(x) \) is the area moment of inertia about an axis normal to the plane of \( x \) and the displacement \( w \). The expression for the curvature of a plane curve is

\[
\frac{1}{r} = \frac{\partial w(x, t)}{\partial x^2}, \quad (3.4)
\]

By assuming \( \partial w/\partial x \ll 1 \) for small displacements, the curvature can then be written as

\[
\frac{1}{r} = \frac{\partial^2 w(x, t)}{\partial x^2}. \quad (3.5)
\]

The potential energy due to the axial force is the sum of the work that must be performed by the force \( F(x) \) to restore the beam to the original horizontal position. As depicted in Figure 3.2(b), the potential energy can be written as

\[
V_{\text{ax}} = \int_0^L F(x) (w(x, t) - dw) dx. \quad (3.6)
\]

Equation 3.6 can be simplified by assuming that \( \partial w/\partial x \ll 1 \), such that

\[
ds = \left[ (dx)^2 + \left( \frac{\partial w}{\partial x} \right)^2 \right]^{1/2} dx = \left[ 1 + \left( \frac{\partial w}{\partial x} \right)^2 \right]^{1/2} dx \left[ 1 + \frac{1}{2} \left( \frac{\partial w}{\partial x} \right)^2 \right] dx, \quad (3.7)
\]

where two terms are retained from the binomial expansion. Inserting Equation 3.7 into Equation 3.6, allows the combined potential energy due to bending and the axial force to
be expressed as

\[ V(t) = \frac{1}{2} \int_0^L \left( EI(x) \left( \frac{\partial^2 w(x, t)}{\partial x^2} \right)^2 + \rho A(x) \left( \frac{\partial w(x, t)}{\partial t} \right)^2 \right) dx. \]  

(3.8)

The virtual work due to nonconservative forces is written as

\[ \delta W_{nc} = \int_0^L f(x, t) \delta w(x, t) dx. \]  

(3.9)

Hamilton's principle, Equation 3.1, is applied and it is assumed that the variations and differentiations are interchangeable. The variation of the kinetic energy component, Equation 3.2, is

\[ \delta T = \int_0^L \rho A(x) \frac{\partial \omega}{\partial t} \frac{\partial \omega}{\partial t} dx = \int_0^L \rho A(x) \frac{\partial \omega}{\partial t} \frac{\partial \omega}{\partial t} dx. \]  

(3.10)

Integrating by parts, the first term in Equation 3.1 becomes

\[ \int_0^L \delta T = \int_0^L \rho A(x) \frac{\partial \omega}{\partial t} \frac{\partial \omega}{\partial t} dx = \int_0^L \rho A(x) \frac{\partial \omega}{\partial t} \frac{\partial \omega}{\partial t} dx, \]

\[ = \int_0^L \frac{\partial}{\partial t} \left( \rho A(x) \frac{\partial \omega}{\partial x} \right) \frac{\partial \omega}{\partial t} dx, \]

\[ = -\int_0^L \left( \frac{\partial}{\partial x} \left( \rho A(x) \frac{\partial \omega}{\partial x} \right) \frac{\partial \omega}{\partial t} dx. \right. \]

(3.11)

The variation of the potential energy, Equation 3.8, after integrating by parts has the following form

\[ \delta V = \int_0^L \left( EI(x) \frac{\partial^2 w}{\partial x^2} \frac{\partial w}{\partial x} + P(x) \frac{\partial w}{\partial x} \frac{\partial w}{\partial x} \right) dx, \]

\[ = \int_0^L \left( EI(x) \frac{\partial^2 w}{\partial x^2} \frac{\partial w}{\partial x} + P(x) \frac{\partial w}{\partial x} \frac{\partial w}{\partial x} \right) dx, \]

\[ = EI(x) \frac{\partial^2 w}{\partial x^2} \frac{\partial w}{\partial x} \bigg|_0^L - \frac{\partial}{\partial x} \left( EI(x) \frac{\partial w}{\partial x} \right) \frac{\partial w}{\partial x} \bigg|_0^L + P(x) \frac{\partial w}{\partial x} \frac{\partial w}{\partial x} \bigg|_0^L \]

\[ + \int_0^L \left( \frac{\partial^2 w}{\partial x^2} \frac{\partial w}{\partial x} - \frac{\partial}{\partial x} \left( P(x) \frac{\partial w}{\partial x} \frac{\partial w}{\partial x} \right) \bigg|_0^L \right) \delta w dx. \]  

(3.12)

Inserting Equations 3.9, 3.11, and 3.12 into Equation 3.1 and grouping terms, the following is obtained

\[ -\int_0^L \left\{ \left[ -\frac{\partial}{\partial x} \left( EI(x) \frac{\partial^2 w}{\partial x^2} \right) + P(x) \frac{\partial w}{\partial x} \right] \delta w \bigg|_0^L + EI(x) \frac{\partial^2 w}{\partial x^2} \frac{\partial w}{\partial x} \bigg|_0^L + \right. \]

\[ \left. \int_0^L \rho A(x) \frac{\partial^2 w}{\partial x^2} + \frac{\delta}{\partial x} \left( EI(x) \frac{\partial^2 w}{\partial x^2} \right) - \frac{\partial}{\partial x} \left( P(x) \frac{\partial w}{\partial x} \right) - f(x, t) \right\} \delta w dx + dt = 0. \]  

(3.13)

It is assumed that the virtual displacements, \( \delta w \), are arbitrary over the domain \( 0 < x < L \).

Equation 3.13 shows that \( \delta w \) or its coefficient in the boundary term is zero at \( x = 0 \) and \( x = L \) and that either \( \delta (\partial w/\partial x) \) or its coefficient in the boundary term is zero at \( x = 0 \) and \( x = L \). Equation 3.13 is satisfied if and only if

\[ \rho A(x) \frac{\partial^2 w(x, t)}{\partial x^2} + \frac{\partial}{\partial x} \left( EI(x) \frac{\partial^2 w(x, t)}{\partial x^2} \right) - \frac{\partial}{\partial x} \left( P(x) \frac{\partial w(x, t)}{\partial x} \right) - f(x, t) = 0, \quad 0 < x < L \]

(3.14)

and the boundary conditions

\[ -\frac{\partial}{\partial x} \left( EI(x) \frac{\partial^2 w(x, t)}{\partial x^2} \right) + P(x) \frac{\partial w(x, t)}{\partial x} = 0 \quad \text{or} \quad \frac{\partial w(x, t)}{\partial x} = 0, \quad \text{at} \quad x = 0, L \]

(3.15)

and

\[ EI(x) \frac{\partial^2 w(x, t)}{\partial x^2} = 0 \quad \text{or} \quad \frac{\partial w(x, t)}{\partial x} = 0 \quad \text{at} \quad x = 0, L. \]

(3.16)

Equation 3.14 is the equation of motion for the beam and Equations 3.15 and 3.16 are the boundary conditions. It is assumed here that \( f(x) = P(x) = 0 \). Therefore, the equation of motion simplifies to

\[ \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 w(x, t)}{\partial x^2} \right) + \rho A(x) \frac{\partial w(x, t)}{\partial t} = 0, \quad 0 < x < L \]

(3.17)
Equation 3.17 is satisfied if and only if, either

\[ \frac{\partial}{\partial x} \left( EI(x) \frac{\partial^2 w(x,t)}{\partial x^2} \right) = 0, \quad \text{at } x = 0, L \]  
(3.18)

or

\[ w(x,t) = 0, \quad \text{at } x = 0, L \]  
(3.19)

and either

\[ EI(x) \frac{\partial^2 w(x,t)}{\partial x^2} = 0, \quad \text{at } x = 0, L \]  
(3.20)

or

\[ \frac{\partial w(x,t)}{\partial x} = 0 \quad \text{at } x = 0, L. \]  
(3.21)

The choice of which of the boundary conditions, from the sets in Equations 3.15 and 3.18, depends on the type of boundaries needed to model the beam. Equations 3.18, 3.19, 3.20, and 3.21 represent the shear force, displacement, bending moment, and slope of the displacement curve, respectively. The boundary conditions used to model AFM cantilevers are depicted in Figure 3.3. For the cantilevered end \((x = 0)\), a clamped end boundary condition is used in which the bending moment and shear force are not zero. Therefore, Equations 3.19 and 3.21 are zero at the location of the clamped end. The free case, as depicted in Figure 3.3(a), has nonzero displacement and slope conditions. The remaining boundary conditions are Equations 3.18 and 3.20 which must be zero at the location of the free end. The spring-coupled end condition, as depicted in Figure 3.3(b), has nonzero displacement and slope. The remaining boundary conditions are Equation 3.20 and the following equation involving the shear force

\[ \frac{\partial}{\partial x} \left( EI(x) \frac{\partial^2 w(x,t)}{\partial x^2} \right) = \kappa_n w(x,t), \]  
(3.22)

where \(\kappa_n\) is the effective contact stiffness between the cantilever tip and the sample surface.

The pinned end condition, as depicted in Figure 3.3, has nonzero slope and shear force. Therefore, the remaining boundary conditions are that Equations 3.19 and 3.20 are equal to zero[1].

Figure 3.3: (a) Clamped-free case. (b) Clamped-spring coupled case. (c) Clamped-pinned case [6].

3.1.1 Free Case

The equations governing the dynamic behavior of a uniform cantilever that has a free end, as shown in Figure 3.3(a), can be derived with the use of the equation of motion, Equation 3.17, and the boundary conditions of Equations 3.19 and 3.21 at \(x = 0\) and the boundary conditions of Equations 3.20 and 3.18 at \(x = L\). For uniform cantilevers, \(A(x) = I(x) = \text{constant}\). The eigenvalue problem (EVP) for this condition is obtained by
assuming harmonic solutions of the form $u(x,t) = \psi(x)e^{\omega t}$, which allows the equation of motion to be written as

$$EI \frac{d^4 \psi(x)}{dx^4} - \omega^4 \rho A \psi(x) = 0.$$  \hspace{1cm} (3.23)

The geometric boundary conditions are

$$\psi(0) = 0, \quad \psi'(0) = 0,$$  \hspace{1cm} (3.24)

and the natural boundary conditions are

$$\psi''(L) = 0, \quad \psi'''(L) = 0.$$  \hspace{1cm} (3.25)

The general solution of Equation 3.23 is

$$\psi(x) = C_1 \cos(\beta x) + C_2 \sin(\beta x) + C_3 \cosh(\beta x) + C_4 \sinh(\beta x),$$  \hspace{1cm} (3.26)

where $\beta = (\frac{EI}{\rho AL^4})^{\frac{1}{4}}$. The mode shape $\psi(x)$, which is the shape the cantilever takes when it vibrates at different vibration modes, is determined by substituting Equation 3.26 into three of the boundary conditions from Equations 3.24 and 3.25 and solving in terms of one of the unknown coefficients. The mode shape can then be written as [41]

$$\psi(x) = C \left( \sin(\beta x) - \sinh(\beta x) - \left( \frac{\sin(\beta L) + \sinh(\beta L)}{\cos(\beta L) + \cosh(\beta L)} \right) \cos(\beta x) - \cosh(\beta x) \right),$$  \hspace{1cm} (3.27)

where $C$ is the amplitude of the mode shape. By substituting Equation 3.26 into the boundary conditions, Equations 3.24 and 3.25, two simultaneous homogeneous equations in terms of the unknown coefficients $C_3$ and $C_4$ can be obtained

$$C_3 \cos(\beta L) + C_4 \sin(\beta L) = 0,$$

$$C_3 \sinh(\beta L) - \sin(\beta L) = 0.$$  \hspace{1cm} (3.29)

By equating the determinant of the coefficients to zero, the characteristic equation governing the eigenvalues for this case is

$$\cos(\beta L) \cosh(\beta L) + 1 = 0.$$  \hspace{1cm} (3.28)

The eigenvalues, $\beta L$, along with the relation $\beta = (\frac{EI}{\rho AL^4})^{\frac{1}{4}}$ can be used to provide the natural vibration frequencies, $\omega$, of the free cantilever. The natural frequencies are given by the dispersion relation

$$\omega = (\beta L)^{\frac{1}{2}} \sqrt{\frac{EI}{\rho AL^4}}.$$  \hspace{1cm} (3.29)

To further illustrate the shapes that the cantilevers take when vibrating at the natural frequencies, the first three nondimensional mode shapes are plotted in Figure 3.4. The eigenvalues corresponding to the first three natural frequencies from Equation 3.28 are substituted into Equation 3.27 to produce the mode shapes with $C = 1$. It is important to take note of the nodes, or points of zero amplitude, of the mode shapes because they must be avoided when trying to measure the displacement of the cantilevers.

### 3.1.2 Pinned Case

The equations governing the condition of the cantilever pinned at its free end, as shown in Figure 3.3(c), can be derived using the same method used in the derivation for the free case. The boundary conditions at the pinned end, at $x = L$, are Equations 3.19 and 3.20. The EVP has a similar form as that for the free case, except the natural boundary conditions are written as

$$\psi(L) = 0, \quad \psi''(L) = 0.$$  \hspace{1cm} (3.30)
The mode shape $\psi(x)$ has the following form [41]

$$\psi(x) = C \left( \sin(\beta x) - \sinh(\beta x) + \frac{\sinh(\beta L) - \sin(\beta L)}{\cosh(\beta L) - \cos(\beta L)} \right) \cos(\beta x) + \cosh(\beta x), \quad (3.31)$$

where $C$ and $\beta$ are defined similarly as for the free case. The characteristic equation can be derived by substituting Equation 3.26 into the boundary conditions of Equations 3.24 and 3.30. Two simultaneous homogeneous equations in terms of the unknown coefficients of $C_3$ and $C_4$ are obtained:

$$C_3(\cosh(\beta L) - \cos(\beta L)) + C_4(\sinh(\beta L) - \sin(\beta L)) = 0,$$

$$C_3(\cos(\beta L) + \cosh(\beta L)) + C_4(\sin(\beta L) + \sinh(\beta L)) = 0.$$
3.1.3 Spring-coupled Case

The equations governing the dynamic response of the spring-coupled case, as shown in Figure 3.3(b), can be derived in the same manner as the free and the pinned case. The linear spring coupled to the free end of the cantilever represents the stiffness between the cantilever tip and the sample surface. Due to the use of a linear spring, the cantilever is restricted to small displacements. The value of the linear spring depends on the contact theory used to model the tip-sample interaction. Any of the theories discussed in section 2.6 can be linearized about some initial equilibrium position to determine the value of the spring constant. The boundary conditions required at the spring-coupled end, at \( z = L_c \), are Equations 3.20 and 3.22. The EVP is in the same form as the previous cases, except the natural boundary conditions can be written as

\[
\psi''(L) = 0 \quad E\psi'''(L) = \kappa_0 \psi(L).
\]  

The mode shape \( \psi(z) \) has the following form [42]

\[
\psi(z) = C \left( \sinh(\beta z) - \sin(\beta L) - \frac{\sin(\beta L) + \sinh(\beta L)}{\cosh(\beta L) + \cos(\beta L)} \right) \left( \cos(\beta z) - \cosh(\beta z) \right),
\]  

(3.34)

where \( \beta \) and \( C \) are defined as previously stated for the free and pinned cases. The characteristic equation can be derived by substituting Equation 3.26 into the boundary conditions of Equations 3.24 and 3.34. Two simultaneous homogeneous equations in terms of the unknown coefficients of \( C_3 \) and \( C_4 \) are obtained

\[
-C_3(\cosh(\beta L) + \cos(\beta L)) - C_4(\sinh(\beta L) + \sin(\beta L)) = 0,
\]

\[
C_3 \left( \beta^2 (\sin(\beta L) - \sinh(\beta L)) - \frac{\kappa_0}{E} (\cos(\beta L) - \cosh(\beta L)) \right) +
\]

\[
C_4 \left( -\beta^2 (\cos(\beta L) + \cosh(\beta L)) - \frac{\kappa_0}{E} (\sin(\beta L) - \sinh(\beta L)) \right) = 0.
\]

The characteristic equation is obtained by equating the determinant of the \( C \) coefficients to zero. The characteristic equation can then be written as

\[
\sinh(\beta L) \cos(\beta L) - \sin(\beta L) \cosh(\beta L) - \frac{\kappa_0}{3\kappa_0} (\cos(\beta L) \cosh(\beta L) + 1) = 0,
\]  

(3.35)

where \( \kappa_0 \) is the spring stiffness. Equation 3.35 covers the possible range of tip-sample interaction stiffness with the use of \( \kappa_0 \). The effect of the tip-sample interaction stiffness on the mode shapes is shown in Figure 3.8. The eigenvalues from Equation 3.35 for various values of \( \kappa_0 \) are substituted into Equation 3.35 to form the mode shapes. Figure 3.8 shows the mode shape for the first natural frequency. As \( \kappa_0 \rightarrow 0 \), which represents the situation in which the cantilever is a great distance from the sample surface, the mode shape is that of the free case. As \( \kappa_0 \rightarrow \infty \), which represents the condition in which the cantilever is in contact with the sample surface under high load, the mode shape takes the form for the pinned case.

Offset Spring-coupled Case

In the previously mentioned spring-coupled case and the pinned case, the tip of the cantilever was assumed to be located at the end of the cantilever. In reality, many cantilevers are manufactured with the tip offset from the end of the cantilever. This situation can be modeled with a spring offset from the end of the cantilever, as shown in Figure 3.7. The cantilever is divided into two parts with length \( L_{offset} \) and \( L' \) and separate solutions \( u(z) \) and \( u'(z') \), respectively.

For the \( L_{offset} \) length the boundary conditions at \( z = 0 \) are Equations 3.24. For the \( L' \) length the boundary conditions at \( z' = 0 \) are Equations 3.25 in terms of \( \psi(z') \). The
Figure 3.6: The first mode shape for the spring-coupled case plotted for various values of \( k_o/k_s \).

continuity conditions at \( z = L \) and \( z = L' \), we see

\[
\psi(L) = \psi'(L),
\]

\[
\frac{\partial \psi(L)}{\partial z} = \frac{\partial \psi'(L)}{\partial z},
\]

\[
\frac{\partial^2 \psi(L)}{\partial z^2} = \frac{\partial^2 \psi'(L)}{\partial z^2},
\]

and

\[
-EI \frac{\partial^2 \psi(L)}{\partial z^2} = -EI \frac{\partial^2 \psi'(L)}{\partial z^2} - k_o \psi(L).
\]

To aid in the solution of the EVP, the general solution for \( \psi'(x') \) and \( \psi(x) \) can be written

\[
\psi(x) = C_1 (\cos(x) + \cosh(x)) + C_2 (\cos(x) - \cosh(x)) + C_3 (\sin(x) + \sinh(x)) + C_4 (\sin(x) - \sinh(x)).
\]

in the following form [6], shown here for \( \psi(x) \),

\[
\psi(x) = C_1 (\cos(x) + \cosh(x)) + C_2 (\cos(x) - \cosh(x)) + C_3 (\sin(x) + \sinh(x)) + C_4 (\sin(x) - \sinh(x)).
\]

Inserting the general solution for \( \psi(x) \) and \( \psi'(x') \) into the boundary conditions, leads to four simultaneous homogeneous equations in terms of the unknown coefficients \( C_1, C_4, C_1, \) and \( C_4 \). The equations can be written as

\[
C_1 (\cos(\beta L) + \cosh(\beta L')) + C_2 (\cos(\beta L) - \cosh(\beta L')) -
C_3 (\sin(\beta L) + \sinh(\beta L')) + C_4 (\sin(\beta L) - \sinh(\beta L')) = 0,
\]

\[
C_1 (\cos(\beta L) + \cosh(\beta L')) - C_2 (\cos(\beta L) - \cosh(\beta L')) +
C_3 (\sin(\beta L) + \sinh(\beta L')) + C_4 (\sin(\beta L) - \sinh(\beta L')) = 0,
\]

\[
C_1 (\cos(\beta L) + \cosh(\beta L')) - C_2 (\cos(\beta L) - \cosh(\beta L')) -
C_3 (\sin(\beta L) + \sinh(\beta L')) - C_4 (\sin(\beta L) - \sinh(\beta L')) = 0,
\]

\[
C_1 (\cos(\beta L) + \cosh(\beta L')) - C_2 (\cos(\beta L) - \cosh(\beta L')) + C_3 (\sin(\beta L) + \sinh(\beta L')) - C_4 (\sin(\beta L) - \sinh(\beta L')) = 0.
\]
and

\[-EI \left[ C_4 \sin(\beta L_{np}) - \sinh(\beta L_{np}) \right] - C_4 \left( \cos(\beta L_{np}) + \cosh(\beta L_{np}) \right) - C_4 \left[ E \beta^3 \left( \sin(\beta L') + \sinh(\beta L') \right) + \kappa_\alpha (\cos(\beta L') + \cosh(\beta L')) \right] + C_4 \left[ E \beta^3 \left( -\cos(\beta L') + \cosh(\beta L') \right) + \kappa_\alpha (\sin(\beta L') + \sinh(\beta L')) \right] = 0.\]

The characteristic equation is obtained by equating the determinant of the C coefficients to zero. The characteristic equation can then be written as [6]

\[
(\cosh(\beta L_{np}) \sin(\beta L_{np}) - \cos(\beta L_{np}) \sinh(\beta L_{np})) (1 + \cos(\beta L') \cosh(\beta L')) - \frac{2EI\beta^3}{\kappa_\alpha} \left[ 1 + \cosh(\beta L_{np} + L') \cos(\beta L_{np} + L') \right].
\]

Equation 3.41 can be written in a more convenient form by recognizing that \(L = L_{np} + L'\) and by using the definition \(k_e = \frac{EI}{\kappa_\alpha}\). The characteristic equation for the offset spring-coupled case can now be written as [43]

\[
\frac{\kappa_\alpha}{k_e} \left[ (\cosh(\beta L_{np}) \sin(\beta L_{np}) - \cos(\beta L_{np}) \sinh(\beta L_{np})) (1 + \cos(\beta L') \cosh(\beta L')) - \frac{2EI\beta^3}{\kappa_\alpha} \left[ 1 + \cosh(\beta L_{np} + L') \cos(\beta L_{np} + L') \right].
\]

The load applied to the cantilever is represented by \(F_N\). The summation of the forces between the tip and sample is used to obtain the equilibrium position, \(\delta_e\). With Equation 3.43, the summation of the tip-sample forces is

\[
\frac{4}{3} E^* \sqrt{(-\delta_e)^3} R - F_N = 0.
\]

Therefore,

\[
\delta_e = -\left( \frac{3F_N}{4E^*} \right)^{\frac{4}{3}} R^{-\frac{1}{3}}.
\]

Taking the derivative of Equation 3.43 about the equilibrium position, \(\delta_e\), leads to

\[
\frac{\partial F_N}{\partial \delta} \bigg|_{\delta=\delta_e} = -\sqrt{8(E^*)^3 R F_N}.
\]

This relation means that

\[
\kappa_\alpha = \sqrt{8(E^*)^3 R F_N}.
\]

3.2 Torsional Vibrations

The derivation of the equations governing the torsional vibrations of the cantilevers is carried out in the same manner as that used for flexural vibrations. The cantilever is
modeled as a beam with a spring attached laterally to the cantilever tip, as shown in Figure 3.8. Torsional vibrations of a uniform beam can be described by [41]

![Cantilever Diagram](image)

Figure 3.8: Model for the torsional vibrations of the AFM cantilever. The cross-section of a rectangular cantilever is shown with a spring, $k$, attached to the tip.

\[
\frac{\partial^2}{\partial x^2} \left( \frac{C_{xy} (x) \partial \theta(x, t)}{\rho J (x)} \right) = \frac{\partial^2 \theta(x, t)}{\partial t^2},
\]

(3.46)

where $C$ is the shear modulus, $J$ is the polar moment of area, $\rho$ is the mass density, and $\alpha$ is a torsional constant related to the warping of the beam cross-section. Warping occurs in noncircular cross-sections under torsion. $\alpha$ is obtained from a warping function, which describes the displacement of each section in the direction parallel to the length of the beam, independent of the position along the twisted axis running down the center of the beam.

For a rectangular cross-section, the constant can be written as [44]

\[
\alpha = \frac{1}{3} k \left[ \frac{w}{t} - \frac{125}{7} \sum_{n=0}^{\infty} \frac{\sinh (k_n \pi)}{\pi} \right],
\]

(3.47)

where $w$ and $t$ are the width and thickness of the rectangular cross-section, respectively.

The values for $k_n$ are given by the relation

\[
k_n = \frac{(2n+1)\pi}{t},
\]

For narrow cross-sections, where $w > t$, Equation 3.47 can be approximated as

\[
\alpha \approx \frac{1}{3} k \frac{w}{t} \left( \frac{w}{t} - \frac{125}{7} \sum_{n=0}^{\infty} \frac{\sinh (k_n \pi)}{\pi} \right).
\]

(3.48)

This approximation is valid for most AFM cantilevers. The torsional constant, $\alpha$, for cross-sections other than rectangular can be found in most texts on elasticity or mechanics of materials.

The boundary conditions for the problem are [43,46]

\[
\theta(0, t) = 0 \quad \text{and} \quad C_{xy} (x) \frac{\partial \theta (L, t)}{\partial x} = -k \theta (L, t),
\]

(3.49)

where $L$ is the length of the cantilever, $h$ is the length of the cantilever tip, and $k$ is the value for the lateral spring. The first boundary condition is due to the clamped condition at $x = 0$ and the second boundary condition is due to the tip-sample interaction, which is represented by the lateral spring, $k$. For a uniform cantilever, $C_{xy} (x) = f(x) = \text{constant}.$

The EVP can be written by looking for harmonic solutions of the form $\theta(x, t) = \Theta(x)e^{\omega t}$, which allows Equation 3.46 to be written as

\[
\frac{C_{xy}}{\rho J} \Theta''(x) + \omega^2 \Theta(x) = 0,
\]

(3.50)

and the boundary conditions, Equation 3.49, to be written as

\[
\Theta(0) = 0 \quad \text{and} \quad \Theta'(L) = -\frac{h^3}{C_{xy}} \Theta(L).
\]

(3.51)

The general solution for the EVP is given by

\[
\Theta(x) = C_1 \sin (\gamma x) + C_2 \cos (\gamma x),
\]

(3.52)

where the torsional wave number, $\gamma$, is given by

\[
\gamma = \sqrt{\frac{\omega^2 \rho J}{C_{xy}}},
\]
Substituting Equation 3.52 in the first boundary condition of Equation 3.51 gives \( C_2 = 0 \).

The second boundary condition of Equation 3.51 gives

\[
\gamma \cos(\gamma L) = \frac{\pi \eta_1^2}{G_{CL}} \sin(\gamma L).
\]

The characteristic equation governing the torsional frequencies, \( \omega_i \), of the cantilever can then be written as

\[
\gamma L \cos(\gamma L) + \eta_1 \sin(\gamma L) = 0, \tag{3.53}
\]

where \( \eta_1 = \frac{G_{CL}}{E_P} \), which defines the lateral stiffness of the sample surface relative to the torsional spring constant of the cantilever, \( G_{CL} \).

### 3.3 Modal Sensitivity

In each of the vibration modes discussed in the previous sections, equations governing the vibration frequencies and mode shapes were derived. For each mode, the tip-sample interactions have a unique effect \([40],[42]\). This is because each mode has a different shape, which is affected by damping and surface loading in a different way. It has been shown that at higher modes, damping is decreased \([2]\). Therefore, each mode has a different sensitivity to variations in surface stiffness and damping \([40],[42],[43],[47]\). Sensitivity is defined as the relative change in frequency of a mode due to changes in surface stiffness. The most sensitive modes should be exploited for imaging because their response will provide the highest contrast \([45]\).

#### 3.3.1 Flexural Modal Sensitivity

The characteristic equation for the spring-coupled case, Equation 3.30, derived in Section 3.1.3, is used to derive the flexural modal sensitivity because of all the possible tip-sample interactions available through the use of \( \kappa_a \). Starting with the definitions of \( \lambda = \beta L \) and \( \eta_a = \frac{G_{CL}}{E_P} \), the frequencies governed by the zeros of the characteristic equation, Equation 3.30, can be defined by

\[
S(\lambda, \eta_a) = \eta_a \left( \sinh(\lambda) \cos(\lambda) - \sin(\lambda) \cosh(\lambda) \right) + \lambda^2 \left( \cos(\lambda) \cosh(\lambda) + 1 \right) = 0. \tag{3.54}
\]

The modes which change the most for small variations in surface stiffness for a given sample are of great interest. Therefore, with regard to Equation 3.54, this means the interest lies in the change of \( \lambda \) with respect to \( \eta_a \). Differentiation of Equation 3.54 with respect to \( \eta_a \) implies that

\[
\frac{dS(\lambda, \eta_a)}{d\eta_a} = 0,
\]

\[
\frac{dS(\lambda, \eta_a)}{d\eta_a} + \frac{dS(\lambda, \eta_a)}{d\lambda} \frac{d\lambda}{d\eta_a} = 0.
\]

Rearranging these equations gives

\[
\frac{d\lambda}{d\eta_a} = -\frac{dS}{d\eta_a}. \tag{3.55}
\]

Using Equation 3.54, gives

\[
\frac{d\lambda}{d\eta_a} = \left( \sinh(\lambda) \cos(\lambda) - \sin(\lambda) \cosh(\lambda) \right) \times \left( 2\lambda^2 (\cos(\lambda) \cosh(\lambda) + 1) + \right. \]

\[
2\lambda \sin(\lambda) \sinh(\lambda) + \lambda^2 \left( \cos(\lambda) \sinh(\lambda) - \sin(\lambda) \cosh(\lambda) \right) \left. \right)^{-1}.
\]

Equation 3.55 is the wave number sensitivity to changes in surface stiffness. Experimentally, the change in frequency is measured. Therefore, in terms of frequency, further
expansion gives
\[ \frac{df}{d\lambda} = \frac{df}{d\lambda} \frac{d\lambda}{d\phi}. \] (3.57)

The dispersion relation between the wave number and the frequency, Equation 3.29, written in terms of frequency is
\[ f^2 = \frac{EI}{4\pi^2 \rho A L^2} \lambda^4. \] (3.58)

Differentiating Equation 3.58 with respect to \( \lambda \) gives
\[ \frac{df}{d\lambda} = \frac{1}{\pi} \frac{EI}{\rho A L^2}. \]

Substituting this expression into Equation 3.57 allows the change in frequency relative to the change in surface stiffness to be expressed as
\[ \frac{df}{d\varepsilon} = \frac{1}{2\pi} \frac{EI}{\rho A L^2} \left( 2\lambda (\sinh(\lambda) \cos(\lambda) - \sin(\lambda) \cosh(\lambda)) \times \{ 3\lambda^2 (\cos(\lambda) \cosh(\lambda) + 1) + 2\sin(\lambda) \sinh(\lambda) \} \right)^{-1} \]
\[ + 2\sin(\lambda) \sinh(\lambda) + \lambda^3 (\cos(\lambda) \sinh(\lambda) - \sin(\lambda) \cosh(\lambda)) \right)^{-1}. \] (3.59)

This equation is solved for a given normalized stiffness, \( \varepsilon_n \), by substituting the wave numbers, \( \lambda \), obtained from Equation 3.54 for the given normalized stiffness.

In dimensionless form, Equation 3.59 can be written as [45]
\[ \frac{df}{d\varepsilon} = \frac{1}{2\pi} \frac{EI}{\rho A L^2} \left( 2\lambda (\sinh(\lambda) \cos(\lambda) - \sin(\lambda) \cosh(\lambda)) \times \{ 3\lambda^2 (\cos(\lambda) \cosh(\lambda) + 1) + 2\sin(\lambda) \sinh(\lambda) \} \right)^{-1} \]
\[ + 2\sin(\lambda) \sinh(\lambda) + \lambda^3 (\cos(\lambda) \sinh(\lambda) - \sin(\lambda) \cosh(\lambda)) \right)^{-1}. \] (3.60)

This relation may be thought of as the ratio of the frequency measurement resolution, \( df/d\varepsilon \), relative to a characteristic frequency for the cantilever, \( \frac{EI}{\rho A L^2} \).

### 3.3.2 Torsional Modal Sensitivity

The modal sensitivity for torsional vibrations can be derived by first defining the characteristic equation for the spring-coupled case, Equation 3.53, as
\[ S(\lambda, \eta) = \lambda \cos(\lambda) + \eta \sin(\lambda) = 0, \] (3.61)

where \( \lambda = \gamma L \). The modes which change the most for small variations in surface stiffness for a given sample are of great interest. With regard to Equation 3.61, this means the interest lies in the change of \( \lambda \) with respect to \( \eta \). Using the same procedure as for flexural vibrations, differentiation of Equation 3.61 with respect to \( \eta \) implies
\[ \frac{d\lambda}{d\eta} = \frac{\partial S/\partial \eta}{\partial S/\partial \lambda} = \frac{\sin(\lambda)}{\lambda \sin(\lambda) - (1 + \eta) \cos(\lambda)}, \] (3.62)

In terms of frequency, Equation 3.55 can be written as
\[ \frac{df}{d\eta} = \frac{df}{d\lambda} \frac{d\lambda}{d\eta}. \] (3.63)

The dispersion relation between the frequency and wave number for torsional vibrations is
\[ \lambda = 2\pi \sqrt{\frac{EI}{G\rho d^2}}. \] (3.64)

Solving equation 3.64 for \( f \) and then differentiating with respect to \( \lambda \) gives
\[ \frac{df}{d\lambda} = \frac{1}{2\pi} \sqrt{\frac{G\rho d^2}{EI}} \] (3.65)

Combining Equations 3.65 and 3.62, produces the torsional modal sensitivity,
\[ \frac{df}{d\eta} = \frac{1}{2\pi} \sqrt{\frac{G\rho d^2}{EI}} \frac{\sin(\lambda)}{\lambda \sin(\lambda) - (1 + \eta) \cos(\lambda)}. \] (3.66)
In dimensionless form, Equation 3.66 becomes

\[ \sigma_1 = \frac{\partial f}{\partial \theta_0} \frac{1}{\frac{1}{2} \sqrt{\frac{E}{\rho}} \frac{D}{I}} = \frac{\sin(\lambda)}{\lambda \sin(\lambda) - (1 + \eta) \cos(\lambda)} \]  

(3.67)

This relation may be thought of as the ratio of the frequency measurement resolution, \( \partial f / \partial \theta_0 \), relative to a characteristic frequency for the cantilever, \( \frac{1}{2} \sqrt{\frac{E}{\rho} \frac{D}{I}} \).

3.4 Discussion

A linear spring was used to approximate the tip-sample interactions and the equations governing the flexural and torsional vibration modes for this spring-coupled case were derived. The derivation for this case was then used to obtain the flexural and torsional modal sensitivities of the AFM cantilevers.

Chapter 4

Approximate Methods

The analysis presented in chapter 3 was directed toward cantilevers with a uniform cross-section. This analysis technique is adequate to model some of the AFM cantilevers used in research, but it is not adequate for modeling the majority of the cantilevers that have a nonuniform cross-section. An example of a nonuniform cantilever is the triangular cantilever, as shown in Figure 2.3. To analyze the cantilevers with a nonuniform cross-section, the Rayleigh-Ritz method is used here. The equations necessary to approximate the flexural and torsional vibration response of the cantilevers, using this method, will be presented in this chapter.

The Rayleigh-Ritz method is an extension of Rayleigh's method, which is a technique used for calculating the fundamental natural frequencies of continuous systems. The calculations are carried out by using functions to approximate the mode shapes of the systems. A single assumed function is used for Rayleigh's method and many functions are used to approximate the natural mode shapes for the Rayleigh-Ritz method. The number
of frequencies that can be calculated is equal to the number of functions used.

Part of the motivation for choosing the Rayleigh-Ritz method is in its case of use for developing programs to perform the calculations. MATLAB [46] was used to create the programs to perform the calculations using the Rayleigh-Ritz method, which in turn are made available over the internet at [http://em-jaturner.unl.edu/calca.htm](http://em-jaturner.unl.edu/calca.htm).

The Rayleigh-Ritz method is based on Rayleigh's quotient [41]. The flexural and torsional EVPs can be represented by

$$ \mathcal{L}[\psi] = \omega^2 M[\psi], $$

where $\mathcal{L}$ and $M$ are linear operators on eigenfunction $\psi$, with corresponding frequency $\omega$. $\mathcal{L}$ is of even order ($2q$) for flexural and torsional problems. Multiplying both sides of Equation 4.1 by $\psi$, and then integrating over the domain $\Omega$ of the system, gives

$$ \omega^4 = \frac{\int_\Omega \psi \mathcal{L}[\psi] d\Omega}{\int_\Omega \psi \mathcal{M}[\psi] d\Omega} = \frac{N[\psi]}{D[\psi]}, $$

for $r = 1, 2, \ldots, \infty$. (4.2)


The eigenfunctions are approximated with a set of admissible functions, $u$. These functions are defined as being $q$ times differentiable over the domain of the system. They must also satisfy the geometric boundary conditions, but are not required to satisfy the natural boundary conditions. The eigenfunctions, $\psi_r$, can be expanded in terms of the admissible functions as

$$ \psi_r(x) = \sum_{i=1}^N c_i \phi_i(x). $$

(4.3)

The stationarity of Rayleigh's quotient is then exploited by attempting to minimize the ratio in Equation 4.2. Carrying out the minimisation allows the EVP to be written in discretised form as [41]

$$ Ka = \lambda^2 Ma, $$

where $a = (a_1, a_2, \ldots, a_N)^T$. This eigenvector has components which are the coefficients of the expansion, Equation 4.3, for the $r$th eigenfunction, $\psi_r(x)$. The eigenvalue, $\lambda^2$, is the approximation of the exact eigenvalue, $\omega^2$. The stiffness, $K$, and the mass, $M$, matrices in Equation 4.4 are defined in terms of the admissible functions and linear operators by

$$ K_{ij} = \int_\Omega u_i \mathcal{L}[u_j] d\Omega, $$

$$ M_{ij} = \int_\Omega u_i \mathcal{M}[u_j] d\Omega. $$

(4.5)

(4.6)

### 4.1 Flexural Vibrations

The equations governing the dynamic behavior of a nonuniform cantilever that has a spring-coupled end, as shown in Figure 3.3(a), are the equations of motion, Equation 3.17, and the boundary conditions of Equations 3.19 and 3.21 at $x = 0$ and the boundary conditions of Equations 3.20 and 3.22 at $x = L$. For this analysis, the tip of the cantilever is assumed to be located at the end of the cantilever. The boundary value problem (BVP) is written as

$$ \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial \psi(x)}{\partial x} \right) - \omega^2 \rho A(x) \psi(x) = 0, $$

$$ \psi(0) = 0, \quad \frac{\partial \psi(0)}{\partial x} = 0, $$

$$ EI(L) \frac{\partial^2 \psi(L)}{\partial x^2} = 0, \quad \frac{\partial}{\partial x} \left( EI(L) \frac{\partial \psi(L)}{\partial x} \right) = k_n \psi(L). $$

(4.7)

(4.8)

(4.9)

The linear operators become [41]

$$ \mathcal{L}[\psi] = \frac{\partial^2}{\partial x^2} \left[ EI(x) \frac{\partial \psi(x)}{\partial x} \right], $$

$$ \mathcal{M}[\psi] = \frac{\partial^2}{\partial x^2} \left[ EI(x) \frac{\partial \psi(x)}{\partial x} \right], $$

$$ K_{ij} = \int_0^L u_i \mathcal{L}[u_j] d\Omega, $$

$$ M_{ij} = \int_0^L u_i \mathcal{M}[u_j] d\Omega. $$

(4.10)
The linear operators are now used to derive the numerator and denominator of Rayleigh's quotient. The numerator, in terms of admissible functions, \(u_0(x)\), can be written as
\[
N[u] = \int_{0}^{L} \rho A(x) \left( \frac{\partial^2 u}{\partial x^2} \right)^2 dx.
\]

Integration by parts gives
\[
N[u] = \left. \rho A(x) \frac{\partial u}{\partial x} \right|_{0}^{L} - \int_{0}^{L} \rho A(x) \frac{\partial^3 u}{\partial x^3} dx.
\]

The second and third terms of Equation 4.12 are zero by implementation of the boundary conditions, such that
\[
N[u] = \rho A(x) \frac{\partial^2 u}{\partial x^2} \left. \right|_{0}^{L} - \int_{0}^{L} \rho A(x) \frac{\partial^3 u}{\partial x^3} dx.
\]

The equations for the stiffness and mass matrices are then given by
\[
K_{ij} = \int_{0}^{L} E I(x) \left( \frac{\partial^2 u_i}{\partial x^2} \right) \left( \frac{\partial^2 u_j}{\partial x^2} \right) dx + \kappa_{ij} u(L) u(L),
\]
\[
M_{ij} = \int_{0}^{L} \rho A(x) u_i(x) u_j(x) dx.
\]

These equations can be normalized for comparison with the exact results derived in section 3.1.3. In normalized form, the Equations 4.15 and 4.16 become
\[
\overline{K}_{ij} = \frac{E I_{0}}{E I_{0}/L^3} = \int_{0}^{L} \rho A(x) \left( \frac{\partial^2 u_i}{\partial x^2} \right) \left( \frac{\partial^2 u_j}{\partial x^2} \right) dx + \kappa_{ij} u(L) u(L),
\]
\[
\overline{M}_{ij} = \frac{M_{ij}}{M_{ij}} = \int_{0}^{L} \rho A(x) u_i(x) u_j(x) dx,
\]

where \(E I_{0}\) and \(\rho A_{0}\) are the bending stiffness and mass density at \(x = 0\), respectively. Also, \(\eta_{m} = \frac{M_{ij}}{E I_{0}}\), where \(k_{m} = \frac{M_{ij}}{E I_{0}}\), and \(\overline{x} = \frac{x}{L}\). If the cantilever tip were offset from the end of the cantilever, then the last term in Equation 4.17 must be modified to accommodate the offset tip location, such that
\[
\overline{K}_{ij} = \int_{0}^{L} \rho A(x) \left( \frac{\partial^2 u_i}{\partial x^2} \right) \left( \frac{\partial^2 u_j}{\partial x^2} \right) dx + \kappa_{ij} u(L) u(L).
\]

In terms of the normalized matrices, \(\overline{K}\) and \(\overline{M}\), the EVP is given by
\[
\overline{K}_{nm} = \Omega^{2} \overline{M}_{nm},
\]

where \(\Omega\) is the eigenvector of expansion coefficients and the normalized frequency is
\[
\Omega = \sqrt{\frac{\lambda}{E I_{0}/\rho A_{0} L^2}}.
\]

4.1.1 Approximate Flexural Modal Sensitivity

To derive the equation governing the sensitivity of the cantilever to changes in the surface stiffness, the derivative of Equation 4.19 is taken with respect to \(\kappa_{m}\). This result is written as
\[
\frac{\partial \overline{K}}{\partial \kappa_{m}} + \overline{K} \frac{\partial \kappa_{m}}{\partial \kappa_{m}} = 2\Omega^{2} \frac{\partial \overline{M}}{\partial \kappa_{m}} \overline{K} + \frac{\partial \overline{M}}{\partial \kappa_{m}} \Omega^{2} \overline{K} + \Omega^{2} \frac{\partial \overline{K}}{\partial \kappa_{m}}.
\]
Noticing that $\tilde{M}$ does not depend explicitly on $\eta_m$ and assuming that the change in the eigenvector to small stiffness changes is negligible, allows Equation 4.21 to be simplified as

$$\frac{\partial \Omega}{\partial \eta_m} = 2 \Omega \frac{\partial K}{\partial \eta_m} \cdot \mathbf{a}.$$  \hspace{1cm} (4.22)

The normalization condition, $\mathbf{a}^T \tilde{M} \mathbf{a} = 1$, is used to simplify Equation 4.22 by multiplying the right side by $\mathbf{a}^T$. Equation 4.22 can then be further simplified as

$$\frac{\partial \Omega}{\partial \eta_m} = \frac{1}{2} \mathbf{a}^T \frac{\partial \tilde{K}}{\partial \eta_m} \mathbf{a}.$$  \hspace{1cm} (4.23)

Comparison of Equation 4.23 with the definition of the normalized flexural sensitivity from Equation 3.60 gives

$$\frac{\partial \Omega}{\partial \eta_m} = \sigma_f.$$  \hspace{1cm} (4.24)

The approximate form of the flexural sensitivity is then given by [43]

$$\sigma_f = \frac{1}{2} \mathbf{a}^T \frac{\partial \tilde{K}}{\partial \eta_m} \mathbf{a}.$$  \hspace{1cm} (4.24)

This expression for the approximate modal sensitivity is governed by Equation 4.19. For a given stiffness, $\eta_m$, the eigenvalues, $\Omega$, and eigenvectors, $\mathbf{a}$, are calculated. The sensitivity for each mode is then found using Equation 4.24.

The flexural sensitivity, $\sigma_f$, of the first five vibration modes, calculated using the Equation 4.24 and the exact solution from Equation 3.60, is plotted in Figure 4.1. The approximate solution is represented by the symbols and the exact solution is represented by the solid curves. A ten-term polynomial expansion was used for the approximate solution.

Both solution agree well with each other. From Figure 4.1, it can be concluded that when the cantilever is much more compliant than the sample surface, the first mode is the most sensitive to changes in the stiffness of the sample surface. The maximum value of $\sigma_f$ for all modes is found from the limit of $\eta_m \rightarrow 0$ of Equation 3.60. In this limit the wave numbers, $\lambda$, approach those for the free vibration case (i.e., $1.8751, 4.694, 7.854$ etc.). Thus, the maximum sensitivities for the first three modes are $\sigma_f = 0.57, 0.091, 0.032$. When $\eta_m$ is greater than about 30, the sensitivity of the first mode becomes smaller than that of the second mode. Thus, it is expected that the second mode will experience the largest shifts in frequency of all the modes. At the same time, the overall sensitivity of all the modes is reduced to a maximum around 0.1. When the stiffness ratio, $\eta_m$, is about 100, the first mode is less sensitive than modes two through five. The sensitivity of all modes scales with $1/\eta_m^2$ for large $\eta_m$.

4.2 Torsional Vibrations

The torsional EVP can be derived with the use of the Equation 3.46 and the boundary conditions from Equation 3.49. By looking for solutions of the form $\Theta(x,t) = \Theta(x) e^{\omega t}$, the EVP can be written as

$$\frac{\partial}{\partial x} \left( C_{\Theta}(x) \frac{\partial \Theta(x)}{\partial x} \right) = -\omega^2 \Theta(x),$$  \hspace{1cm} (4.25)

$$\Theta(0) = 0, \quad \text{and} \quad C_{\Theta}(L) \frac{\partial \Theta(L)}{\partial x} = -\kappa \lambda^2 \Theta(L).$$  \hspace{1cm} (4.26)

The linear operators are given by [43]

$$L[\Theta] = \frac{\partial}{\partial x} \left[ C_{\Theta}(x) \frac{\partial \Theta(x)}{\partial x} \right],$$  \hspace{1cm} (4.27)

$$M[\Theta] = \rho J(x) \Theta(x).$$  \hspace{1cm} (4.28)
written as

$$N[u] = \epsilon h^2 u^2(L) + \int_0^L G_0(\zeta) \left( \frac{\partial u}{\partial \zeta} \right)^2 d\zeta. \quad (4.29)$$

The denominator of Rayleigh's quotient is given by

$$D[u] = \int_0^L \rho u^2(\zeta) d\zeta. \quad (4.30)$$

The equations for the stiffness and mass matrices may then be defined as

$$K_{ij} = \int_0^L G_0(\zeta) \left( \frac{\partial u_j(\zeta)}{\partial \zeta} \right) \left( \frac{\partial u_i(\zeta)}{\partial \zeta} \right) d\zeta + n h^2 u_j(\zeta) u_i(\zeta), \quad (4.31)$$

$$M_{ij} = \int_0^L \rho u_j(\zeta) u_i(\zeta) d\zeta. \quad (4.32)$$

These equations can be normalized for comparison with the exact results derived in section 3.2.

In normalized form, Equations 4.31 and 4.32 become

$$\tilde{K}_{ij} = \frac{K_{ij}}{\tilde{G}_0 L} = \int_0^1 \frac{G_0(\xi)}{\tilde{G}_0 L} \left( \frac{\partial u_j(\xi)}{\partial \xi} \right) \left( \frac{\partial u_i(\xi)}{\partial \xi} \right) d\xi + \eta u_j(1) u_i(1), \quad (4.33)$$

$$\tilde{M}_{ij} = \frac{M_{ij}}{\rho \tilde{L}^2} = \int_0^1 \rho(\xi) \tilde{u}_j(\xi) \tilde{u}_i(\xi) d\xi, \quad (4.34)$$

where $\tilde{G}_0$ and $\rho \tilde{L}$ are the bending stiffness and mass density at $x = 0$, respectively. Also, $\eta = \frac{h^2}{\tilde{G}_0 L}$ and $\tilde{z} = \frac{z}{\tilde{L}}$. If the cantilever tip were offset from the end of the cantilever, then the last term in Equation 4.33 must be modified to accommodate the offset tip location, such that

$$\tilde{K}_{ij} = \int_0^1 \frac{G_0(\xi)}{\tilde{G}_0 L} \left( \frac{\partial u_j(\xi)}{\partial \xi} \right) \left( \frac{\partial u_i(\xi)}{\partial \xi} \right) d\xi + \eta u_j(1) u_i(1), \quad (4.33)$$

In terms of the normalized matrices, $\tilde{K}$ and $\tilde{M}$, the BVP is given by

$$\tilde{K}u = \eta \tilde{I} \tilde{M}u, \quad (4.35)$$
where \( \alpha \) is the eigenvector of expansion coefficients and the normalized frequency is

\[
\Omega = \frac{\lambda}{\sqrt{Gm_{ij} \rho A_{ij}^2}}.
\]

(4.36)

4.2.1 Approximate Torsional Modal Sensitivity

To derive the equations governing the sensitivity of the cantilever to changes in the surface stiffness, the derivative of Equation 4.35 is taken with respect to \( \eta_t \). This result is written as

\[
\frac{\partial K}{\partial \eta_t} + \hat{K} \frac{\partial \alpha}{\partial \eta_t} = 2\Omega^2 M a + \Omega^2 \hat{M} \frac{\partial a}{\partial \eta_t} + \Omega^2 \hat{M} \frac{\partial a}{\partial \eta_t}.
\]

(4.37)

Noting that \( \hat{M} \) does not depend explicitly on \( \eta_t \) and assuming that the change in the eigenvector to small stiffness changes is negligible, allows Equation 4.37 to be simplified as

\[
\frac{\partial K}{\partial \eta_t} = 2\Omega^2 M a + \Omega^2 \hat{M} \frac{\partial a}{\partial \eta_t}.
\]

(4.38)

The normalization condition, \( a^T M a = 1 \), is used to simplify Equation 4.38 by multiplying the right side by \( a^T \). This enables Equation 4.38 to be further simplified as

\[
\frac{\partial \Omega}{\partial \eta_t} = \frac{1}{2\Omega^2} a^T \frac{\partial K}{\partial \eta_t} \alpha.
\]

(4.39)

Comparison of Equation 4.39 with the definition of the normalized torsional sensitivity from Equation 3.67 gives

\[
\frac{\partial \Omega}{\partial \eta_t} = \sigma_t.
\]

The approximate form of the torsional sensitivity is then given by [45]

\[
\sigma_t = \frac{1}{2\Omega^2} a^T \frac{\partial K}{\partial \eta_t} a.
\]

(4.40)

This expression for the approximate modal sensitivity is governed by Equation 4.35. For a give stiffness, \( \eta_t \), the eigenvalues, \( \Omega \), and eigenvectors, \( a \), are calculated from Equation 4.35. The sensitivity for each mode is then found using Equation 4.40.

The torsional modal sensitivity, \( \sigma_t \), for the first five modes is plotted in Figure 4.2 for the case of a cantilever with a constant cross-section. The exact results from Equation 3.67 are represented by the solid curves and the approximate results from Equation 4.40 are represented by the symbols. There is good agreement between the solutions. The error between the solutions is less than 0.021% for the first four modes with the largest error in the highest mode. The error for the fifth mode is less than 0.05% for the entire range of \( \eta_t \).

The torsional modal sensitivity has manner similar features to the flexural. The first mode is the most sensitive for small \( \eta_t \). For stiffer samples, the sensitivity begins to decrease, finally dropping like \( 1/\eta_t \) for large \( \eta_t \). In contrast with the flexural sensitivity, the torsional sensitivities are more compact, meaning that the sensitivities of the modes is about the same for \( \eta_t > 4 \). The transition region for the torsional sensitivity occurs at about the same level of the lateral stiffness for all modes.

4.3 Cantilever Models

Four different models have been developed for the different kinds of cantilevers used in AFM research. A uniform rectangular cantilever will be modeled and three nonuniform cantilevers will be modeled. The equations used for the cross-sectional area, \( A \), the area moment of inertia, \( I \), the torsional constant, \( C_T \), and the area polar moment of inertia, \( J \), will be presented for each model. These equations will then be used with the Rayleigh-Ritz
method to model the dynamics of the different cantilevers.

4.3.1 Rectangular Cantilever Model

The uniform rectangular cantilever can easily be modeled with the Rayleigh-Ritz method. The results from this approximate method compare well with the exact results obtained from the equations presented in chapter 3. The expressions for \( I \) and \( A \) used for flexural vibration modes are as follows

\[
A = 6W \quad \text{and} \quad I = \frac{W^3}{12}.
\]

where \( t \) is the thickness of the cantilever and \( W \) is the width of the cantilever. For torsional vibration modes, the polar moment of area, \( J \), and the torsional constant, \( c_T \), are

\[
J = \frac{W^3 + 4W^3}{12} \quad \text{and} \quad c_T = \frac{E}{3} \left( \frac{W}{t} - 0.63 \right).
\]

The expressions for Equation 4.41 are substituted into Equations 4.15 and 4.16 to calculate the \( \bar{K} \) and \( \bar{M} \) matrices for flexural vibrations and the expressions from Equation 4.42 are substituted into Equations 4.31 and 4.32 to calculate the \( \bar{K} \) and \( \bar{M} \) matrices for torsional vibrations. The use of the Rayleigh-Ritz method is validated by comparing the results from the Rayleigh-Ritz method with the results obtained in chapter 3. Table 4.1 show the first five flexural eigenvalues for the free case. The exact eigenvalues were calculated from Equation 3.28 or from Equation 3.36 with \( x_m = 0 \). The approximate eigenvalues were calculated by solving the EVP given by Equation 4.19 with admissible functions of the form

\[
u_i (z) = \left( \frac{z}{L} \right)^{i+1}.
\]

These admissible functions are differentiable over the domain of the system and they satisfy the geometric boundary conditions. Another possible choice for admissible functions would be the exact mode shapes calculated from Equation 3.27. The number of terms used for the admissible functions must be chosen with caution. Figure 4.3 shows the first three calculated eigenvalues for the free flexural vibration case with three to twelve terms used for the admissible functions. Using too many terms can lead to numerical instabilities as evident by the decrease in the eigenvalues as shown Figure 4.3 for terms greater than eleven. Using too few terms will lead to poor approximations of the eigenvalues and will limit the number of eigenvalues that can be sufficiently approximated. The eigenvalues converge well
with six terms, but for higher modes, more terms are needed. A good compromise for this analysis was found to be ten terms.

![Graph showing the convergence of calculated flexural eigenvalues for the free case based on the number of terms used for the admissible functions.]

Figure 4.3: The convergence of the calculated flexural eigenvalues for the free case based on the number of terms used for the admissible functions.

Table 4.1: Comparison of flexural eigenvalues calculated from the exact result and from the Rayleigh-Ritz method.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Exact</th>
<th>Rayleigh-Ritz Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.857104089</td>
<td>1.857104089</td>
</tr>
<tr>
<td>2</td>
<td>4.694091133</td>
<td>4.694091133</td>
</tr>
<tr>
<td>3</td>
<td>7.854757438</td>
<td>7.854757444</td>
</tr>
<tr>
<td>4</td>
<td>10.99554073</td>
<td>10.99553834</td>
</tr>
<tr>
<td>5</td>
<td>14.13710839</td>
<td>14.13813383</td>
</tr>
</tbody>
</table>

functions of the form

\[ u_i(z) = \left( \frac{2}{L} \right)^i. \]  

(4.44)

Ten terms were used for the expansion. The exact eigenvalues were calculated using Equation 3.33 with \( \eta = 0 \). The largest error between the exact and approximate results is with the fifth mode, but overall the difference between the results is insignificant.

Table 4.2: Comparison of torsional eigenvalues calculated from the exact result and from the Rayleigh-Ritz method.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Exact</th>
<th>Rayleigh-Ritz Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.570796327</td>
<td>1.570796327</td>
</tr>
<tr>
<td>2</td>
<td>4.712388980</td>
<td>4.712388980</td>
</tr>
<tr>
<td>3</td>
<td>7.853881834</td>
<td>7.853881794</td>
</tr>
<tr>
<td>4</td>
<td>10.99557429</td>
<td>10.995574003</td>
</tr>
<tr>
<td>5</td>
<td>14.13710849</td>
<td>14.13053834</td>
</tr>
</tbody>
</table>

4.3.2 Triangular Cantilever Model

One of the triangular cantilevers, common to the AFM, can be represented by the geometry given in Figure 4.4. The triangular cantilever is modeled as a beam with a nonuniform cross-section. Some models for these triangular cantilevers have approximated the geometry of the cantilever as two parallel beams with a triangular section attached to the end of the beams [28],[49]. It was determined that approximating the geometry of the cantilever is not appropriate for analyzing the vibrational response of the cantilevers.
because the true shape of the cantilever is not maintained. This affects the mode shapes of the cantilevers. Using the approximated geometry will not adequately model the dynamics of the triangular cantilever.

![Diagram of the cantilever](image)

Figure 4.4: Geometry for the nonuniform triangular cantilever.

The cantilever is divided into two parts to aid in developing the model. The first part is the length \( 0 \leq x \leq L_2 \) and the second part is the length \( L_2 \leq x \leq L_1 \), where \( x \) represents the direction parallel to the cantilever. The expressions used for calculating \( I \) and \( A \) for \( 0 \leq x \leq L_2 \) for flexural vibrations are given by

\[
A = \left( \frac{D}{U} (4W - BR) - \frac{B}{L_1} \right) x + \frac{1}{2} (4QB - 6W) \tag{4.45}
\]

and

\[
I = \left( \frac{D}{12U} (4W - BR) - \frac{B^2}{12L_1} \right) x + \frac{1}{12} (4QB - 6W) \tag{4.46}
\]

where \( D = \frac{(Q_1 - 1)}{R} \), and \( U = L_1 (R - 2Q) \). In these relations \( R = \frac{H}{L_1} \) and \( Q = \frac{Q_1}{W} \). The expressions for \( L_2 \leq x \leq L_1 \) are

\[
A = Bt \left( 1 - \frac{x}{L_1} \right) \tag{4.47}
\]

and

\[
I = \frac{Bt^2}{12} \left( 1 - \frac{x}{L_1} \right) \tag{4.48}
\]

The torsional vibrations of the triangular cantilever can be examined by defining \( \psi \) and \( J \) for \( 0 \leq x \leq L_2 \) as

\[
\psi = \psi_0 \left[ \left( \frac{D}{U} \left( 2 - \frac{R}{Q} \right) - \frac{1}{QL_1} \right) x + 1 \right] \tag{4.49}
\]

and

\[
J = J_0 \left[ \left( \frac{D}{U} \left( 2 - \frac{R}{Q} \right) - \frac{1}{QL_1} \right) x + 1 \right] \tag{4.50}
\]

where \( \psi_0 = 2 \left[ \psi L_1 \right] \), and \( J_0 = 2 \left[ J L_1 \right] \). The subscript 0 is used to indicate values for \( \psi \), \( J \), \( A \), and \( I \) calculated at \( x = 0 \). For \( L_2 \leq x \leq L_1 \) the expressions for \( \psi \) and \( J \) can be written as

\[
\psi = \frac{\psi_0}{Q} \left( 1 - \frac{x}{L_1} \right) \tag{4.51}
\]

and

\[
J = \frac{J_0}{Q} \left( 1 - \frac{x}{L_1} \right) \tag{4.52}
\]

These expressions are used to solve the EVPs derived from the Rayleigh-Ritz method with admissible functions given by Equation 4.43 for flexural vibrations and Equation 4.44 for torsional vibrations.
4.3.3 V-shaped Cantilever Model

Another common AFM cantilever is the V-shaped cantilever, which can be modeled in a similar fashion as the triangular cantilever. The geometry for the V-shaped cantilever is shown in Figure 4.5. Other models for the V-shaped cantilever have approximated the geometry as two parallel beams [12],[49]. When examining the dynamics of the cantilever, the true geometry must be maintained as close as possible.

![Diagram of a V-shaped cantilever]

Figure 4.5: The geometry for the v-shaped AFM cantilever.

The cantilever is divided into two parts, as was done for the triangular cantilever. The expressions used for calculating $I$ and $A$ for $0 \leq x \leq l_2$ are given by

$$
I = \frac{2Wl^3}{12}\left[\left(\frac{S}{l_2} \left(\frac{1}{R} - 1\right) - \frac{1}{RL_2}\right)x + 1\right],
$$

and

$$
A = 2WlS\left(1 - \frac{x}{l_1}\right),
$$

where $S = \left(\frac{1}{pR}\right)$. For $l_2 \leq x \leq l_1$ the relations are

$$
I = \frac{2WpS}{12}\left(1 - \frac{x}{l_1}\right),
$$

and

$$
J = J_0\left[\left(\frac{S}{l_0} \left(\frac{1}{R} - 1\right) - \frac{1}{RL_0}\right)x + 1\right],
$$

where $c_0$ and $J_0$ are defined similarly as in the previous section for the triangular cantilever. For $l_2 \leq x \leq l_1$, $c_0$ and $J$ are defined as

$$
c_0 = c_{p_0}S\left(1 - \frac{x}{l_1}\right),
$$

and

$$
J = J_0S\left(1 - \frac{x}{l_1}\right).
$$

These expressions are used to solve the BVPs derived from the Rayleigh-Ritz method with admissible functions given by Equation 4.43 for flexural vibrations and Equation 4.44 for torsional vibrations.
4.3.4 Olympus Cantilever Model

The final type of nonuniform cantilever modeled is the OMCL-AC cantilever manufactured by the Olympus Optical Company [50]. This cantilever has a rectangular body and a triangular section at the end of the cantilever. The geometry for this cantilever model is shown in Figure 4.6. Other cantilevers used in AFM research have a similar form, such as the dLevers manufactured by ThermoMicroscopes [13]. This model, developed for the Olympus cantilever, will be applied to cantilevers with a similar form, and will be referred to as the "Olympus" model.

![Figure 4.6: Geometry for the Olympus cantilever model.](image)

The model for the cantilever shown in Figure 4.6 is divided into two parts, one for the rectangular body and one for the triangular section. For flexural vibrations, \( A \) and \( I \) for the rectangular section, \( 0 \leq x \leq L_2 \), can be written as

\[
A = A_0
\]

and

\[
I = I_0
\]

where \( A_0 = Wt \) and \( I_0 = \frac{Wt^3}{12} \). For the triangular section, \( L_2 \leq x \leq L_3 \), the expressions for \( A \) and \( I \) are

\[
A = A_0 U \left( 1 - \frac{x}{L_3} \right)
\]

and

\[
I = I_0 U \left( 1 - \frac{x}{L_3} \right)
\]

where \( U = \frac{Wt}{L_3^2} \).

To examine the torsional vibration response of the Olympus cantilevers, expressions for \( \psi_T \) and \( J \) are needed. The expressions for \( 0 \leq x \leq L_2 \) are

\[
\psi_T = \psi_{T0}
\]

and

\[
J = J_0
\]

where \( \psi_{T0} = \frac{\pi}{3} \left( \frac{W}{t} - 0.63 \right) \) and \( J_0 = \frac{Wt^3}{12} \). For the triangular section, \( L_2 \leq x \leq L_3 \), the expressions for \( A \) and \( I \) are

\[
\psi_T = \psi_{T0} U \left( 1 - \frac{x}{L_3} \right)
\]

and

\[
J = J_0 U \left( 1 - \frac{x}{L_3} \right)
\]
Some cantilevers have a trapezoidal cross-section, which was discovered when examining a few cantilevers with the scanning electron microscope (SEM). Looking only at the expressions needed for a flexural vibration analysis, \( A_0 \) and \( I_0 \) become

\[
A_0 = \frac{t}{2} (W_1 + W_2)
\]

and

\[
I_0 = t^3 \left[ \frac{W_1^2 + 4W_1W_2 + W_2^2}{30(W_1 + W_2)} \right],
\]

where \( W_1 \) and \( W_2 \) are the width dimensions defined in Figure 4.7.

![Figure 4.7: Geometry for a trapezoidal cross-section.](image)

4.4 Example Modal Sensitivity Calculations

To compare the four cantilever models outlined in section 4.3, example flexural and torsional modal sensitivities were calculated using Equations 4.43 and 4.49, respectively. These calculations were carried out for cantilevers defined by the geometric properties given in Table 4.3. The material properties for each cantilever are \( E = 179 \) GPa, \( \nu = 0.28 \), and \( \rho = 2330 \) kg/m\(^3\). A ten-term polynomial expansion was used for the approximate method. The polynomial functions are defined by Equations 4.43 and 4.44 for the flexural and torsional modal sensitivities, respectively.

<table>
<thead>
<tr>
<th>Cantilever</th>
<th>( L_1 )</th>
<th>( L_2 )</th>
<th>( L_{top} )</th>
<th>( W )</th>
<th>( B )</th>
<th>( \ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangular</td>
<td>200</td>
<td>400</td>
<td>100</td>
<td>40</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>Olympus</td>
<td>200</td>
<td>160</td>
<td>200</td>
<td>20</td>
<td>164</td>
<td>1</td>
</tr>
<tr>
<td>Triangular</td>
<td>200</td>
<td>160</td>
<td>200</td>
<td>20</td>
<td>164</td>
<td>1</td>
</tr>
<tr>
<td>V-shaped</td>
<td>200</td>
<td>160</td>
<td>200</td>
<td>20</td>
<td>164</td>
<td>1</td>
</tr>
</tbody>
</table>

A plot of the flexural modal sensitivity vs. normal surface stiffness, \( \eta_n \), for the Olympus and rectangular cantilever models is shown in Figure 4.8. The first three modes for each cantilever are depicted. In comparison of the Olympus cantilever and the rectangular cantilever, the flexural modal sensitivity for the rectangular cantilever is greater than that of the Olympus cantilever. This is especially evident when the cantilever is more compliant than the sample surface. The first three modes of the rectangular cantilever are greater than those of the Olympus cantilever, except for when \( \eta_n \approx 63 \). For this surface stiffness, the sensitivity of the second mode for the Olympus cantilever is greater than the sensitivity for the first mode of the rectangular cantilever. The maximum sensitivity of the first mode for the rectangular cantilever is 6.44 kHz and the maximum sensitivity of the first mode for the Olympus cantilever is 0.54 kHz. The sensitivity begins to change more sharply when \( \eta_n \approx 28 \) for the rectangular cantilever and when \( \eta_n \approx 60 \) for the Olympus cantilever. Therefore, the Olympus cantilever will maintain a greater sensitivity, as compared to the rectangular cantilever, for samples with larger stiffness variations.

The torsional modal sensitivity for these two cantilevers is shown in Figure 4.9. The
torsional modal sensitivities are closely spaced as those shown in Figure 4.2 for the uniform cantilever. The sensitivity for the Olympus cantilever is greater than that of the rectangular cantilever. The maximum sensitivity for the first mode of the Olympus cantilever is 126 kHz and the maximum sensitivity for the rectangular cantilever is 115 kHz. The sensitivity begins to change more sharply when \( \eta_1 \approx 3.63 \) for the Olympus cantilever and when \( \eta_1 \approx 0.15 \) for the rectangular cantilever. Therefore, the Olympus cantilever will again maintain a greater sensitivity for samples with large stiffness variations.

In Figure 4.10, the flexural modal sensitivity of a triangular and V-shaped cantilever are depicted. The difference in sensitivity between the two cantilevers is very small. This is expected since there is very little difference in the shapes of the cantilevers. The ratio of the first mode to the third mode is about 0 for the V-shaped cantilever and about 0.65 for the triangular cantilever. The sensitivity begins to change more sharply when \( \eta_1 \approx 25 \) for each cantilever. Therefore, either cantilever would be suitable for examining samples with large variations in stiffness.

The torsional modal sensitivity for the triangular and V-shaped cantilevers is shown in Figure 4.11. The difference in modal sensitivity for each cantilever is very small. The maximum sensitivity for the first mode of the V-shaped cantilever is about 79 kHz and the maximum sensitivity for the triangular cantilever is about 72 kHz. For \( \eta_1 < 0.45 \), the sensitivity for the first mode of the triangular cantilever is slightly greater than that of the V-shaped cantilever. For \( \eta_1 > 0.45 \), the sensitivity for the first mode of the V-shaped
Figure 4.10: The flexural modal sensitivity of the first three modes for a triangular and V-shaped cantilevers. The numbers next to the cantilever names correspond to a specific mode. The cantilever becomes greater than that for the triangular. This transition between cantilevers also happens for modes 2 and 3, except that it occurs at $\eta \approx 1$.

4.5 Discussion

The Rayleigh-Ritz method was used to approximate the vibration response for the AFM cantilevers. This method was used to describe both flexural and torsional vibration modes. The torsional and modal sensitivity was also derived using this method. The equations used to approximate four different cantilever shapes were presented in section 4.3. Example modal sensitivity calculations were presented to demonstrate the usefulness of this technique for selecting the proper cantilever or vibration mode for use in measurements conducted with the AFM.
Chapter 5

Analysis and Results

The results obtained using the cantilever models presented in section 4.3 will be compared with experimental results. The models will be used to determine the tip-sample contact stiffness and their usefulness for measuring the Young’s modulus of a sample surface will be discussed. Example calculations of the modal sensitivity for each cantilever model will be presented to show a comparison of the different models. AFAM results will be presented to demonstrate the improved imaging capabilities available with this dynamic AFM technique.

5.1 The Spring Constants of AFM Cantilevers

The spring constant of AFM cantilevers is an important parameter used in measurements taken with the AFM. The spring constant limits the force exerted on the sample surface during measurements and also limits the speed at which measurements can be taken. When measuring tip-sample interaction forces, an accurate value for the spring constant is needed. Accurate determination of cantilever spring constants will also aid in the quantitative interpretation of images.

A few different approaches have been taken to determine the spring constants of AFM cantilevers. A common parameter used in each of these methods is the measured first resonance frequency of the cantilever out of contact with the sample surface. Cleveland et al. developed a method in which the spring constant is determined by measuring the first resonance frequency with different masses attached to the end of the cantilever [51]. The resonance frequency measurement without a mass and with just one mass will provide enough information to determine the spring constant. The expression for the spring constant, relating the added mass and the loaded and unloaded resonance frequencies, using the Cleveland method, is

$$k_{\text{claw}} = \frac{4\pi^2m}{(1/f_1^2) - (1/f_2^2)}$$

(5.1)

where \(m\) is the added mass, \(f_1\) is the unloaded resonance frequency, and \(f_2\) is the loaded resonance frequency.

Sader et al. also developed a method for determining the cantilever spring constants in which the measured dimensions of the cantilevers and the measured resonance frequency in vacuum are used [52],[53]. The Sader method was developed by modeling the cantilevers as plates and then performing a finite element analysis to provide the necessary results for calculating the spring constant for any type of cantilever [54]. This method requires the dimensions of the cantilever to be known, which will allow the mass of the cantilever to calculated using the mass density of the cantilever. The spring constant de-
terminated from the Sader method is given by

\[ k_{\text{cm}} = M_e n \pi a^2 f^2, \]  

(3.2)

where \( m \) is the mass of the cantilever, \( M_e \) is the normalized effective mass, which relates the resonance frequency for the cantilever to the spring constant, and \( f \) is the resonance frequency of the cantilever measured in vacuum. \( M_e \) is determined from the finite element results provided by Sader et al. [52]. The \( M_e \) results are given for cantilevers with different aspect ratios, \( \frac{h}{b} \), and width ratios, \( \frac{b}{w} \). Sader et al. compared their method with the Cleveland method for rectangular and V-shaped cantilevers [52].

The Rayleigh-Ritz method was used with the area, \( A \), and area moment of inertia, \( I \), relations from section 4.3.1 for the rectangular cantilevers and section 4.3.3 for the V-shaped cantilevers to calculate the spring constants for the same cantilevers that Sader examined using his method and the Cleveland method [54]. The spring constant calculated with the Rayleigh-Ritz method is given by

\[ k_{\text{cm}} = \left( \frac{S \pi a}{U} \right) \frac{1}{U}, \]  

(3.3)

where \( U \) is the vector summation of the product \( \vec{K}^{-1} \vec{u} \). The values for \( \vec{K} \) are given by Equation 4.17 and \( \vec{u} \) is a dimensionless vector of admissible functions.

The comparison of the methods used to determine the cantilever spring constants is shown in Table 5.1. The cantilevers were made of Si3N4 under closely monitored conditions. A density of \( \rho = 2800 \text{ kg/m}^3 \), a Young's modulus of \( E = 130 \text{ GPa} \), and a thickness of \( t = 0.61 \mu\text{m} \) were used in the calculations.

The results given in Table 5.1 show good agreement for each method. The largest differences between the three methods is for the method using the Rayleigh-Ritz method, specifically for cantilevers 1 and 3. The difference is insignificant and the results demonstrate that the method utilizing the Rayleigh-Ritz method is adequate to determine the cantilever spring constants, provided that the measured cantilever dimensions are available.

Manufacturers of AFM cantilevers provide the length, width, thickness, and spring constants for each of their cantilevers. The spring constants are usually determined from resonance frequency measurements and approximations of the cantilever geometry. The resonance frequency measurements are done on sample cantilevers manufactured from a given group of cantilevers. Table 5.2 shows a comparison of the calculated, \( k_{\text{cm}} \), manufacturer provided by the manufacturer, \( k_{\text{manu}} \), and the spring constants for d-Levers [13]. The Olympus model outlined in section 4.3.4 was used to calculate the spring constants using the Rayleigh-Ritz method. The d-Levers are made of Si3N4. The values of \( E = 150 \text{ GPa} \) and \( \rho = 3100 \text{ kg/m}^3 \) for bulk Si3N4, and a thickness of \( t = 2.35 \mu\text{m} \) were used in the calculations. The thickness of the d-Levers was calculated using the first resonance frequency, \( f_1 \), measured in air.

### Table 5.1: Comparison of cantilever spring constant calculation methods. Cantilevers 3 and 6 are rectangular cantilevers and the remainder are V-shaped. The spring constants were determined using the Cleveland method [51], \( k_{\text{cm}} \), the Sader method [52], \( k_{\text{cm}} \), and the Rayleigh-Ritz method outlined in the previous chapter with the appropriate functions from section 4.3, \( k_{\text{cm}} \). All dimensions are in \( \mu\text{m} \) unless otherwise noted.

<table>
<thead>
<tr>
<th>cantilever</th>
<th>( B )</th>
<th>( W )</th>
<th>( L_1 )</th>
<th>( L_2 )</th>
<th>( f_{\text{meas}} \text{(kHz)} )</th>
<th>( k_{\text{cm}} \text{(%) } )</th>
<th>( k_{\text{cm}} \text{(%) } )</th>
<th>( k_{\text{cm}} \text{(%) } )</th>
<th>( k_{\text{cm}} \text{(%) } )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>182</td>
<td>37.4</td>
<td>182</td>
<td>107.2</td>
<td>9.65</td>
<td>0.091</td>
<td>0.092</td>
<td>0.091</td>
<td>0.091</td>
</tr>
<tr>
<td>2</td>
<td>178</td>
<td>10.4</td>
<td>178</td>
<td>113.57</td>
<td>24.6</td>
<td>0.044</td>
<td>0.044</td>
<td>0.044</td>
<td>0.044</td>
</tr>
<tr>
<td>3</td>
<td>119.9</td>
<td>101</td>
<td>119.9</td>
<td>101</td>
<td>9.63</td>
<td>0.091</td>
<td>0.097</td>
<td>0.091</td>
<td>0.097</td>
</tr>
<tr>
<td>4</td>
<td>90.3</td>
<td>14.1</td>
<td>90.3</td>
<td>14.1</td>
<td>9.63</td>
<td>0.28</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>5</td>
<td>90.4</td>
<td>24.2</td>
<td>90.4</td>
<td>41.54</td>
<td>13.5</td>
<td>0.46</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>6</td>
<td>21.7</td>
<td>101</td>
<td>21.7</td>
<td>101</td>
<td>9.63</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

### Table 5.2: Comparison of manufacturer provided, \( k_{\text{manu}} \), and calculated, \( k_{\text{cm}} \), spring constants for d-Levers cantilevers [13].

<table>
<thead>
<tr>
<th>type</th>
<th>( L_1 )</th>
<th>( L_2 )</th>
<th>( L_{\text{tip}} )</th>
<th>( W )</th>
<th>( A )</th>
<th>( k_{\text{cm}} \text{(%) } )</th>
<th>( k_{\text{manu}} \text{(%) } )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>178.27</td>
<td>145.22</td>
<td>168.9</td>
<td>38.31</td>
<td>99.04</td>
<td>1.3</td>
<td>4.3</td>
</tr>
<tr>
<td>B</td>
<td>177.34</td>
<td>143.78</td>
<td>169.45</td>
<td>56.88</td>
<td>101.82</td>
<td>2.2</td>
<td>0.7</td>
</tr>
</tbody>
</table>
As shown in Table 3.2, the difference between $k_{\text{man}}$ and $k_{\text{me}}$ is large. The calculated $k_{\text{me}}$ is nearly three times larger than the spring constant provided by the manufacturer. The reason for this large discrepancy can be attributed to variations in the thickness of the cantilevers and variations in Young's modulus and the mass density [22]. The variations in Young's modulus and the mass density for the cantilevers are mainly due to the conditions in which the cantilevers are manufactured. Variations in the length and width are negligible because the photolithography techniques used to manufacture the cantilevers allow for submicrometer resolution in these dimensions [12]. Because of the large differences between the spring constants provided by the manufacturer and those determined using the Olympus model, individual cantilevers should be calibrated before being used for precise measurements.

5.2 Atomic Force Acoustic Microscope Setup

An AFM modified for Atomic Force Acoustic Microscopy (AFAM) was used to measure the resonance frequencies of AFM cantilevers, in and out of contact with a sample surface. The AFM arrangement shown in Figure 3.1 is similar to that developed by Rabe et al. [8], except the built-in cantilever deflection measurement system is used. The AFM used is an Autoprobe CP manufactured by Thermometrics [13]. A transducer, used to excite the flexural vibrations of the cantilever, is placed between the sample and the three-axis piezoelectric scanner. The transducer used has a center frequency of 2.25 MHz [53]. A sine wave signal produced by a HP 33120A [56] waveform generator or a NI 3411 [57] waveform generator is used to drive the transducer. The HP 33120A is capable of producing signals greater than 30 mV and the NI 3411 can cover the range of 0-50 mV. The measured displacement signal of the excited cantilever is input into a SR364 Lock-in Amplifier [58] along with the reference excitation signal from the waveform generator. The lock-in amplifier is used to measure the amplitude and phase of the cantilever displacement signal at the excitation frequency. A LabVIEW [57] program was developed to perform frequency sweeps by incrementally changing the excitation frequency of the waveform generator and recording the amplitude and phase output from the lock-in amplifier. The amplitude of the excitation signal needs to be monitored to avoid nonlinear vibration spectra associated with a high excitation amplitude. Only linear vibration spectra is suitable for accurate resonance frequency measurements [59].

To measure the free frequencies of the cantilever, the cantilever is lowered to a position of 1-2 μm from the sample surface. The transducer is then excited with a sine wave. The vibrations of the transducer are transmitted to the cantilever through the air gap between the sample surface and the cantilever. This method has been proven sufficient for exciting the free vibration frequencies of the cantilevers [8]. The contact frequencies of the cantilever are measured by first using the AFM control software to automatically lower the cantilever to a set distance above the sample surface. In an approach, the cantilever is lowered to a set distance above the sample surface. This set distance is related to the load applied to the cantilever through the spring constant of the cantilever. To reduce the movement of the cantilever on the sample surface, the scan size is set to zero or the scanner is turned off. A frequency sweep similar to that done to measure the free frequencies is then performed to measure the contact frequencies.
Figure 5.1: Experimental setup for the Atomic Force Acoustic Microscope (AFAM).

5.3 Frequency Response of AFM Cantilevers

The frequency response of AFM cantilevers changes as the tip-sample separation is reduced. The tip-sample interaction is highly nonlinear and changes with the load applied to the cantilever [60]. As the cantilever goes through the transition from free to surface-coupled, the resonance frequencies of the cantilevers shift. An example of this shift in frequency is shown in Figure 5.2, which shows the frequency shift of the first resonance frequency of a dLever B[13] cantilever in contact with a Si(111) sample. As the applied load increases, the attractive force interaction between the cantilever tip and the sample surface decreases. The attractive forces can mainly be attributed to adhesion effects between the cantilever tip and the sample surface, which causes damping of the vibrating cantilevers [42],[61]. The damping influences the cantilevers in a manner that effectively reduces their spring constants, and thus reduces their resonance frequencies. When the tip experiences repulsive forces, the amplitude of the resonance frequency increases and the frequency shifts to a higher frequency [62]. As the load applied to the cantilever is increased, the contact area between the cantilever tip and the sample surface increases, which causes a higher contact stiffness. This higher contact stiffness subsequently leads to an increase in the resonance frequencies [63]. It should also be noted that the frequency shift for higher modes is smaller in comparison to lower resonance frequencies [64].

Experimental results will be presented for two different rectangular cantilevers and two different triangular cantilevers. The experimental free and contact frequencies will be compared with the models presented in section 4.3.

5.3.1 Flexural Free Vibrations

Each of the four cantilever models, as presented in section 4.3, will first be used in a comparison with experimental frequency measurements taken for the case of the cantilever free from contact with a sample surface.

Rectangular Model

The first three free resonance frequencies of a model NSC10 [65] rectangular cantilever are shown in Figure 5.3. The cantilever is made of Si with bulk properties of $E = 169$ GPa and $\rho = 2330$ kg/m$^3$. The dimensions of the cantilever, measured optically,
are $L_1 = 236.43 \, \mu m$ and $L_{tot} = 225.35 \, \mu m$. The cantilever has a trapezoidal cross-section, as measured with an SEM, with $W_1 = 51.24 \, \mu m$ and $W_2 = 42.45 \, \mu m$. The thickness of the cantilever was calculated using the measured free frequencies with the relation, derived for a trapezoidal cross-section,

$$ t = \left[ \frac{b}{E} \left( \frac{4a^2P/L}{(1)^2} \right) - \frac{18(W_1 + W_2)^2}{W_1^2 + 4W_1W_2 + W_2^2} \right] / 18.$$  \hspace{1cm} (5.4)

where $f$ is the measured free frequency and $\lambda$ is the eigenvalue calculated from Equation 4.4. The thickness calculated using the first frequency is $t = 7.24 \, \mu m$, from the second $t = 7.14 \, \mu m$, and from the third $t = 6.85 \, \mu m$. The thickness calculated using the second resonance frequency was chosen to be used in the model for this cantilever. The reason for this selection is because the calculated contact resonance frequencies are more closely matched to the measured contact frequencies, which will be shown in section 5.3.3.

The measured and calculated free resonance frequencies are shown in Table 5.3. There is a noticeable difference between the measured and calculated frequencies for the first and third modes, with the largest error of 4.27% for the third mode. The difference between the measured and calculated frequencies can more than likely be attributed to variations in the thickness of the cantilever.
Table 5.3: The measured, $f_{exp}$, and the calculated, $f_{calc}$, free frequencies for the rectangular NCS16 cantilever.

<table>
<thead>
<tr>
<th>mode</th>
<th>$f_{exp}$ (kHz)</th>
<th>$f_{calc}$ (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>178.0</td>
<td>175.5</td>
</tr>
<tr>
<td>2</td>
<td>1100.0</td>
<td>1100.0</td>
</tr>
<tr>
<td>3</td>
<td>2004.0</td>
<td>2003.0</td>
</tr>
</tbody>
</table>

Olympus Model

The Olympus model, outlined in section 4.3.4, will be used to model the dynamics of a model dLever A [13] cantilever. The free resonance frequencies were calculated using this model and compared with the first two measured resonance frequencies shown in Figure 5.4. The cantilever is made of Si$_3$N$_4$ with bulk properties of $E = 150$ GPa and $\rho = 3100$ kg/m$^3$.

The dimensions of the cantilever, measured optically, are $L_1 = 178.0$ $\mu$m, $L_2 = 145.2$ $\mu$m, $L_{gap} = 108.9$ $\mu$m, and $W = 33.3$ $\mu$m. The thickness of the cantilever was calculated using the measured free resonance frequencies and Equation 5.4, with $W_1 = W_2 = W$ for a rectangular cross-section. The thickness calculated using the first measured frequency is $t = 2.003$ $\mu$m and the thickness calculated from the second is $t = 2.030$ $\mu$m. The thickness calculated from the first resonance frequency was chosen to be used in the model for this cantilever. The reason for this selection is because the calculated contact resonance frequencies more closely match the measured contact frequencies, which will be shown in section 5.3.3.

The measured and calculated free resonance frequencies are shown in Table 5.4. The largest error between the measured and calculated frequencies is with the second mode, which is 1.3%.

Figure 5.4: The first two free resonance frequencies for the model dLever A cantilever [13].
(a) First resonance frequency. (b) Second resonance frequency.

Table 5.4: The measured, $f_{exp}$, and the calculated, $f_{calc}$, free frequencies for the dLever A cantilever.

<table>
<thead>
<tr>
<th>mode</th>
<th>$f_{exp}$ (kHz)</th>
<th>$f_{calc}$ (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>89.1</td>
<td>89.1</td>
</tr>
<tr>
<td>2</td>
<td>538.9</td>
<td>545.9</td>
</tr>
</tbody>
</table>

Triangular Model

The triangular model, outlined in section 4.3.2, will be used to model the dynamics of a model NCS11 A [65] cantilever. The free resonance frequencies will be calculated using this model and compared with the first two measured resonance frequencies shown in Figure 5.5. The cantilever is made of Si with bulk properties of $E = 169$ GPa and $\rho = 2330$ kg/m$^3$.

The dimensions of the cantilever, measured optically, are $L_1 = 197.84$ $\mu$m, $L_2 = 141.63$ $\mu$m,
Figure 3.5: The first two free resonance frequencies for the NCS11A [65] triangular cantilever. (a) First resonance frequency. (b) Second resonance frequency.

\[ L_{\text{tip}} = 190.39 \, \mu\text{m}, B = 490.57 \, \mu\text{m}, \text{and } W = 44.02 \, \mu\text{m}. \] A thickness of \( t = 0.79 \, \mu\text{m} \) was measured using a SEM.

The measured and calculated free resonance frequencies are shown in Table 5.5. The error between the measured and calculated frequencies for the first mode is 8.84% and the error for the second mode is 2.86%. An adjustment could be made to improve the results for the free resonance frequencies calculated using the triangular model by using a cantilever thickness calculated from the measured frequencies. An adjustment in the thickness could also cause the calculated contact resonance frequencies to differ greatly from the measured frequencies.

Table 5.5: The measured, \( f_{\text{exp}} \), and the calculated, \( f_{\text{calc}} \), free frequencies for the NCS11A cantilever.

<table>
<thead>
<tr>
<th>mode</th>
<th>( f_{\text{exp}} ) (kHz)</th>
<th>( f_{\text{calc}} ) (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38.64</td>
<td>38.4</td>
</tr>
<tr>
<td>2</td>
<td>205.37</td>
<td>211.34</td>
</tr>
</tbody>
</table>

V-shaped Model

The V-shaped cantilever model, outlined in section 4.3.3, will be used to model the dynamics of a model Si\( \text{3} \)N\( \text{4} \) V-shaped cantilever manufactured by Advanced Surface Microscopy [66]. The free resonance frequencies will be calculated using this model and compared with the first two measured resonance frequencies shown in Figure 5.6. The cantilever is made of Si\( \text{3} \)N\( \text{4} \) with bulk properties of \( E = 150 \) GPa and \( \rho = 3100 \, \text{kg/m}^3 \). The dimensions of the cantilever, measured optically, are \( L_1 = 184.0 \, \mu\text{m}, L_2 = 194.88 \, \mu\text{m}, L_{\text{tip}} = 180.0 \, \mu\text{m}, B = 194.45 \, \mu\text{m}, \) and \( W = 41.43 \, \mu\text{m} \). A thickness of \( t = 0.49 \, \mu\text{m} \) was measured using a SEM.

The measured and calculated free resonance frequencies are shown in Table 5.6. The largest error between the measured and calculated frequencies is with the second mode, which is 1.56%.

Table 5.6: The measured, \( f_{\text{exp}} \), and the calculated, \( f_{\text{calc}} \), free frequencies for a Si\( \text{3} \)N\( \text{4} \) V-shaped cantilever.

<table>
<thead>
<tr>
<th>mode</th>
<th>( f_{\text{exp}} ) (kHz)</th>
<th>( f_{\text{calc}} ) (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.72</td>
<td>19.68</td>
</tr>
<tr>
<td>2</td>
<td>105.79</td>
<td>107.44</td>
</tr>
</tbody>
</table>

5.3.2 Torsional Free Vibrations

The AFM used for this research has a split photodetector, which is used for measuring the vertical displacements of the cantilever. It is not adequate for lateral displacement.
measurements. For this reason, torsional measurements were not conducted with the four cantilevers that were analyzed in the previous sections. Instead, the torsional vibrations of a rectangular cantilever will only be examined. The experimental results for a rectangular cantilever were obtained from the Fraunhofer Institute for Nondestructive Testing (IZFP) [67]. The cantilever used in the measurements was a rectangular Si cantilever manufactured by Nanosensors [69]. The bulk properties of $E = 169 \text{ GPa}$ and $\rho = 2330 \text{ kg/m}^3$ for Si were used in calculations. The measured dimensions of the cantilever are: $L_1 = 477.9 \mu\text{m}$, $L_{op} = 447.3 \mu\text{m}$, $W_1 = 52.3 \mu\text{m}$, and $W_2 = 40.7 \mu\text{m}$. A thickness of $t = 1.94 \mu\text{m}$ for the cantilever was calculated from the measured free flexural resonance frequencies.

The measured and calculated free torsional resonance frequencies are shown in Table 5.7. The largest error between the measured and calculated frequencies is with the first mode, which is 21.2%. This large error with the first mode could be attributed to an error in the measurement of the resonance frequency. A peak frequency at 220.0 kHz was measured along with the peak at 265.5 kHz, and it should also be noted that the third flexural mode is located at 204 kHz. This error could also be due to the use of the rectangular model because, in looking at the cantilever, the Olympus model may be a more appropriate choice.

Table 5.7: The measured, $f_{exp}$, and the calculated, $f_{calc}$, free frequencies for a rectangular nanosensor.

<table>
<thead>
<tr>
<th>mode</th>
<th>$f_{exp}$ (kHz)</th>
<th>$f_{calc}$ (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>205.3</td>
<td>209.3</td>
</tr>
<tr>
<td>2</td>
<td>265.5</td>
<td>277.8</td>
</tr>
<tr>
<td>3</td>
<td>1051.0</td>
<td>1066.4</td>
</tr>
</tbody>
</table>

Figure 5.6: First two free resonance frequencies for a V-shaped Si$_3$N$_4$ cantilever. (a) First resonance frequency. (b) Second resonance frequency.
5.3.3 Flexural Contact Vibrations

The measured contact resonance frequencies will be presented for each of the four cantilevers. As the tip of the cantilever contacts the sample surface and the load applied to the cantilever is increased, the resonance frequency shifts. The shift in the resonance frequency is related to changes in the sample surface stiffness. A plot of the change in frequency vs. change in surface stiffness will also be presented for each cantilever.

Rectangular Model

The first two resonance frequency shifts for the rectangular NCS16 cantilever are shown in Figure 5.7. The sample that the cantilever tip is in contact with is Si(111). In Figure 5.7(a) the first resonance frequency for an applied load of 1000 nN is 693.5 kHz and shifts to a frequency of 664.0 kHz for an applied load of 2000 nN. In Figure 5.7(b) the second resonance frequency for an applied load of 1000 nN is 1374.0 kHz and shifts to a frequency of 1374.5 kHz for an applied load of 2000 nN.

Figure 5.8 shows the change in frequency that occurs when the stiffness of the sample increases. The first two flexural vibration modes are plotted. The plot is created by calculating the eigenvalues, λ, from Equation 4.4, for changes in the surface stiffness, which is defined as $\kappa_s/\kappa_s$. The eigenvalues are substitute into the dispersive relation

$$ f = \frac{\lambda}{2\pi} \sqrt{\frac{EI}{\mu s L^p}} $$

(3.5)

to obtain frequency values. The measured resonance frequencies for the two applied loads are also plotted in Figure 5.8. The intersection of the measured frequencies with the curves for modes 1 and 2 correspond to values for the surface stiffness, which are given in Table 5.8.

Figure 5.7: The first two contact resonance frequencies for the rectangular NCS16 cantilever. (a) First resonance frequency. (b) Second resonance frequency.

There is relatively good agreement between the calculated stiffness values for each mode at the given applied loads. The differences between the values can be attributed to variations in the physical dimensions of the cantilever and also to possible errors in measuring the contact resonance frequencies.

Table 5.8: The normal surface stiffness values, $\kappa_s/\kappa_s$, calculated from the plot of the change in frequency vs. change in surface stiffness for the applied loads of 1000 nN and 2000 nN for the NCS16 rectangular cantilever. Frequencies $f_1$ and $f_2$ correspond to the measured vibration modes 1 and 2, respectively.

<table>
<thead>
<tr>
<th>Applied Load (nN)</th>
<th>$f_1$ (kHz)</th>
<th>$f_2$ (kHz)</th>
<th>$\kappa_s/\kappa_s$, mode 1</th>
<th>$\kappa_s/\kappa_s$, mode 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>693.5</td>
<td>1374.0</td>
<td>25.871</td>
<td>25.755</td>
</tr>
<tr>
<td>2000</td>
<td>664.0</td>
<td>1374.5</td>
<td>25.753</td>
<td>25.789</td>
</tr>
</tbody>
</table>
Figure 5.8: The change in resonance frequency due to an increase in the surface stiffness, $k_s/k_o$, for the first two modes of the NCS16 rectangular cantilever.

**Olympus Model**

The first two resonance frequency shifts are shown in Figure 5.9 for the dLeveR A cantilever. In Figure 5.9(a) the first resonance frequency for an applied load of 30 nN is 335.58 kHz and shifts to a frequency of 356.08 kHz for an applied load of 90 nN. In Figure 5.9(b) the second resonance frequency for an applied load of 30 nN is 1112.7 kHz and shifts to a frequency of 1117.55 kHz for an applied load of 90 nN.

Figure 5.10 shows the change in frequency that occurs when the stiffness of the sample increases. The first two flexural vibration modes are plotted. The measured resonance frequencies for the two applied loads are also plotted in Figure 5.10. The intersection of the measured frequencies with the curves for modes 1 and 2 correspond to values for the surface stiffness, which are given in Table 5.9. There is relatively good agreement between the calculated stiffness values for each mode at the given applied loads, especially with the first mode.

Table 5.9: The normal surface stiffness values, $k_s/k_o$, calculated from the plot of the change in frequency vs. change in surface stiffness for the applied loads of 30 nN and 90 nN for the dLeveR A cantilever. Frequencies $f_1$ and $f_2$ correspond to the measured resonance frequency of vibration modes 1 and 2, respectively.

<table>
<thead>
<tr>
<th>Applied Load (nN)</th>
<th>$f_1$ (kHz)</th>
<th>$f_2$ (kHz)</th>
<th>$k_s/k_o$ mode 1</th>
<th>$k_s/k_o$ mode 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>335.58</td>
<td>1112.7</td>
<td>381.64</td>
<td>399.44</td>
</tr>
<tr>
<td>90</td>
<td>356.08</td>
<td>1117.6</td>
<td>391.66</td>
<td>395.18</td>
</tr>
</tbody>
</table>
Triangular Model

The first two resonance frequency shifts are shown in Figure 5.11 for the NCS11 A triangular cantilever. In Figure 5.11(a) the first resonance frequency for an applied load of 60 nN is 62.2 kHz and shifts to a frequency of 62.1 kHz for an applied load of 100 nN. In Figure 5.11(b) the second resonance frequency for an applied load of 60 nN is 223.6 kHz and shifts to a frequency of 234.7 kHz for an applied load of 100 nN.

Figure 5.12 shows the change in frequency that occurs when the stiffness of the sample increases. The first two flexural vibration modes are plotted. The measured resonance frequencies for the two applied loads are also plotted in Figure 5.12. The intersection of the measured frequencies with the curves for modes 1 and 2 correspond to values for the surface stiffness, which are given in Table 5.10. There is relatively good agreement between the calculated stiffness values for each mode at the given applied loads. The largest difference occurs with the stiffness values for an applied load of 100 nN. The difference between the first and second modes for the 100 nN applied load is 0.44%. This is due to the decrease in the resonance frequency as the load is increased from 60 nN to 100 nN.

Table 5.10: The normal surface stiffness values, $k_n$, calculated from the plot of the change in frequency vs. change in surface stiffness for the applied loads of 60 nN and 100 nN for the NCS11 A triangular cantilever. Frequencies $f_1$ and $f_2$ correspond to the measured resonance frequency of vibration modes 1 and 2, respectively.

<table>
<thead>
<tr>
<th>Applied Load (nN)</th>
<th>$f_1$ (kHz)</th>
<th>$f_2$ (kHz)</th>
<th>$k_n/k_o$ mode 1</th>
<th>$k_n/k_o$ mode 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>62.2</td>
<td>223.6</td>
<td>3.0702</td>
<td>3.8191</td>
</tr>
<tr>
<td>100</td>
<td>62.1</td>
<td>234.7</td>
<td>3.7151</td>
<td>4.1658</td>
</tr>
</tbody>
</table>
Figure 5.12: The change in resonance frequency due to an increase in the surface stiffness, $k_n/k_o$, for the first two modes of the NCS11 A triangular cantilever.

V-shaped Model

The first two resonance frequency shifts are shown in Figure 5.13 for the Si$_3$N$_4$ V-shaped cantilever. In Figure 5.13(a) the first resonance frequency for an applied load of 2.2 nN is 47.78 kHz and shifts to a frequency of 47.79 kHz for an applied load of 2.5 nN. In Figure 5.13(b) the second resonance frequency for an applied load of 2.5 nN is 137.54 kHz and shifts to a frequency of 137.75 kHz for an applied load of 4 nN.

Figure 5.14 shows the change in frequency that occurs when the stiffness of the sample increases. The first two flexural vibration modes are plotted. The measured resonance frequencies for the two applied loads are also plotted in Figure 5.14. The intersection of the measured frequencies with the curves for modes 1 and 2 correspond to values for the surface stiffness, which are given in Table 5.11. The difference between the calculated stiffness values for modes 1 and 2 for each applied load is quite large. For the applied load of 2.5 nN the difference is 0.073 and the difference for the 4 nN load is 0.563. These differences can be attributed to errors in the measurement of the contact resonance frequencies and variations in the physical parameters of the cantilever.

Table 5.11: The normal surface stiffness values, $k_n/k_o$, calculated from the plot of the change in frequency vs. change in surface stiffness for the applied loads of 2.5 nN and 4 nN for the V-shaped cantilever. Frequencies $f_1$ and $f_2$ correspond to the measured resonance frequency of vibration modes 1 and 2, respectively.

<table>
<thead>
<tr>
<th>Applied Load (nN)</th>
<th>$f_1$ (kHz)</th>
<th>$f_2$ (kHz)</th>
<th>$k_n/k_o$ mode 1</th>
<th>$k_n/k_o$ mode 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>47.78</td>
<td>137.54</td>
<td>12.494</td>
<td>11.839</td>
</tr>
<tr>
<td>4</td>
<td>47.79</td>
<td>137.75</td>
<td>12.495</td>
<td>11.922</td>
</tr>
</tbody>
</table>
5.3.4 Torsional Contact Vibrations

The first three torsional contact resonance frequencies for the rectangular Nanosensor are plotted in Figure 5.15 along with curves showing the variation in the resonance frequencies associated with an increase in the lateral surface stiffness, \( \eta_y \), which is defined as \( \eta_y = \frac{6M_y}{C_y} \). The calculated lateral surface stiffness for each resonance frequency is presented in Table 5.12. A normal load of 9 nN and a lateral load of 20 nN is applied to the cantilever. The resulting values of the lateral surface stiffness, from Table 5.12, vary a great deal for each mode. The difference between each mode can be attributed to errors in the measurement of the contact resonance frequencies and the model used to model the Nanosensor. More data would be necessary to fully develop a model that matches the measured contact resonance frequencies more closely.

Table 5.12: The lateral stiffness values, \( \eta_y \), calculated for the first three torsional vibration modes of the rectangular Nanosensor.

<table>
<thead>
<tr>
<th>Mode</th>
<th>( f ) (kHz)</th>
<th>( \eta_y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>330</td>
<td>2.663</td>
</tr>
<tr>
<td>2</td>
<td>646</td>
<td>0.699</td>
</tr>
<tr>
<td>3</td>
<td>1070.3</td>
<td>1.734</td>
</tr>
</tbody>
</table>

Figure 5.15: The change in the first three torsional vibration modes due to an increase in the lateral surface stiffness, \( \eta_y \). The measured torsional contact resonance frequencies are also shown.

5.4 Contact Stiffness Calculations

Information about the contact stiffness will be obtained from the flexural vibration results presented in sections 5.3.1 and 5.3.3. The exact solution for the "off-axis spring-coupled"
case, from section 3.1.3, will be used to compare the exact solution with the results obtained using the rectangular model for the NCS16 rectangular cantilever and the Olympus model for the dLever A cantilever. To use the exact solution, a characteristic cantilever constant relating the Young's modulus $E$, mass density $\rho$, and the dimensions of the cantilever is defined as [43]

$$c_p = \sqrt{4\pi^2 \frac{\rho A}{EI}} = \frac{\beta}{f_n}.$$  (5.6)

where $\beta_n$ is the wave number and $f_n$ is the frequency. The eigenvalue, $\beta_n L$, can then be written as

$$\beta_n L = c_p L \sqrt{f_n}.$$  (5.7)

The characteristic equation for the offset spring-coupled case, Equation 3.42, is defined in terms of $\beta_{L_{up}}$ and the ratio $R = \frac{L}{L_{up}}$. It can then be written as

$$\frac{K_n}{K_{up}} \left( \cosh(\beta_{L_{up}} + \sin(\beta_{L_{up}}) \sinh(\beta_{L_{up}})) \times 
(1 + \cosh(\beta_{L_{up}}(\frac{1}{R} - 1))) \cosh(\beta_{L_{up}}(\frac{1}{R} - 1)) - (\cosh(\beta_{L_{up}}(\frac{1}{R} - 1)) \sin(\beta_{L_{up}}(\frac{1}{R} - 1)) - 
\cosh(\beta_{L_{up}}(\frac{1}{R} - 1)) \sinh(\beta_{L_{up}}(\frac{1}{R} - 1)))(1 - \cosh(\beta_{L_{up}}) \cosh(\beta_{L_{up}}))\right)^{-1} = \frac{2 \beta_{L_{up}}^3}{K_{up}} \left[ 1 + \cosh \left( \frac{\beta_{L_{up}}}{R} \right) \cos \left( \frac{\beta_{L_{up}}}{R} \right) \right].$$

(5.8)

It should be noted that since everything is defined in terms of $L_{up}$, then $K_n = \frac{K_{up}}{L_{up}}$, Equation 5.8 is solved for $\kappa/\kappa_0$ in terms of $R$ by calculating $\beta_{L_{up}}$ from the measured resonance frequencies. The measured free frequencies along with the known values of $\beta_{L_{up}}$ (i.e. 1.875, 4.934, etc for the free case) are used to calculate $c_p L_{up}$ for each value of $R$. The measured contact resonance frequencies are then used along with $c_p L_{up}$ to calculate the new values for $\beta_{L_{up}}$. The new $\beta_{L_{up}}$ values are finally substituted into Equation 5.8 to determine $\kappa/\kappa_0$ in terms of $R$.

A plot of the result calculated for the NCS16 rectangular cantilever at an applied load of 1000 nN is shown in Figure 5.16. The calculated stiffness values for the applied loads of 1000 nN and 2000 nN, from Equation 5.8 and the results from Table 5.8 are shown in Table 5.13. The results for the rectangular model compare well with the results from Equation 5.8.

The length ratio of 0.938 is close to the measured ratio of 0.953. The differences between the $\kappa/\kappa_0$ values can be attributed to variations in the physical cantilever dimensions, which would lead to errors in the model used for the cantilever.

Table 5.13: $\kappa/\kappa_0$ results calculated using the rectangular model and Equation 5.8 for the NCS16 rectangular cantilever.

<table>
<thead>
<tr>
<th>Applied Load (nN)</th>
<th>$\kappa/\kappa_0$ mode 1</th>
<th>$\kappa/\kappa_0$ mode 2</th>
<th>$\kappa/\kappa_0$ from Equation 5.8</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>25.671</td>
<td>25.755</td>
<td>21.727</td>
<td>0.938</td>
</tr>
<tr>
<td>2000</td>
<td>25.753</td>
<td>25.789</td>
<td>21.777</td>
<td>0.938</td>
</tr>
</tbody>
</table>

Figure 5.16: Results for $\kappa/\kappa_0$ from Equation 5.8 for the NCS16 rectangular cantilever at an applied load of 1000 nN.
Equation 5.8 is used to calculate stiffness values for the dLever A cantilever. A plot of the $\kappa_n/k_e$ result for an applied load of 30 nN is shown in Figure 77. The marked intersection point is used to determine the $\kappa_n/k_e$ value for the given applied load. The calculated stiffness values, for the applied loads of 30 nN and 90 nN, from Equation 5.8 and the results from Table 5.9 are shown in Table 5.14. The results for the Olympus model don’t compare well with the results from Equation 5.8. The values for $\kappa_n/k_e$ determined from the Olympus model are approximately two times greater than the values determined from Equation 5.8. The length ratio of 0.619 is much smaller than the ratio of 0.949 from the measured dimensions. The difference in the length ratios and $\kappa_n/k_e$ values clearly shows that the Olympus model is more appropriate for modeling cantilevers similar in shape to the cantilever depicted in Figure 4.6.

Table 5.14: $\kappa_n/k_e$ results calculated using the rectangular model and Equation 5.8 for the dLever A cantilever.

<table>
<thead>
<tr>
<th>Applied Load (nN)</th>
<th>$\kappa_n/k_e$ mode 1</th>
<th>$\kappa_n/k_e$ mode 2</th>
<th>$\kappa_n/k_e$ from Equation 5.8</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>301.64</td>
<td>399.44</td>
<td>170.77</td>
<td>0.619</td>
</tr>
<tr>
<td>90</td>
<td>301.60</td>
<td>396.16</td>
<td>179.16</td>
<td>0.619</td>
</tr>
</tbody>
</table>

The $\kappa_n/k_e$ results calculated using the rectangular model for the NCS16 cantilever will be now used to compare the contact stiffness, $\kappa_n$, values with those calculated using Equation 3.45, derived using the Hertzian contact theory. The selection of this cantilever for this comparison is due the available information regarding the cantilever tip. The tip of the NCS16 cantilever has the properties of: $E_t = 130.4$ GPa and $\nu_t = 0.181$. The flexural contact resonance frequency results presented in section 5.3.3 were measured on a Si(111) sample with the properties of: $E_s = 187$ GPa and $\nu_s = 0.36$. The reduced elastic modulus for the tip-sample interaction is calculated from Equation 2.2 as $E^* = 82.836$ GPa. The radius if the cantilever tip is assumed to be 100 nm. The contact stiffness is calculated using Equation 3.45. The spring constant of the NCS16 cantilever was calculated using the rectangular model as $k_c = 56.53$ N/m. A comparison of results calculated using the two methods is shown in Table 5.15. The difference in the results for $\kappa_n$ is due to the assumption made about the tip radius. In order to measure the Young's modulus of a sample, the results calculated here for contact with the Si(111) sample should be used to calibrate the cantilevers. The tip radius can be calculated using the contact stiffness, $\kappa_n$, obtained from the cantilever model and Equation 3.45. This should be done for each resonance frequency and applied load. Once the tip radius has been determined, then Young's modulus measurements can be made on other samples at the same contact resonance frequencies and applied loads. This method is only appropriate for measuring samples with cantilevers calibrated on material with a similar stiffness as compared to the sample. At the present stage of the development,
of this measurement technique the error in calculating $E_s$ is around 20% [42],[69]. This error is mostly due to the model not matching the true dimensions of the cantilever.

Table 5.13: The contact stiffness, $k_n$, results calculated for the NCS16 rectangular cantilever using the rectangular cantilever model and Equation 3.45. A cantilever tip radius of 100 nm was assumed. All dimension are in N/m unless otherwise noted.

<table>
<thead>
<tr>
<th>Applied Load (nN)</th>
<th>$k_n$ mode 1</th>
<th>$k_n$ mode 2</th>
<th>$k_n$ from Equation 3.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1451.11</td>
<td>1455.85</td>
<td>1462.74</td>
</tr>
<tr>
<td>2000</td>
<td>1455.74</td>
<td>1457.77</td>
<td>2019.33</td>
</tr>
</tbody>
</table>

5.5 AFAM Measurement

Results obtained using the dynamic AFAM technique of atomic force acoustic microscopy will now be provided to show how imaging the elastic properties of a sample surface can provide enhanced contrast of different regions on the sample surface not seen with standard AFM techniques. A polysilicon microelectromechanical system (MEMS) material was examined with the AFAM. The topography image of the sample surface is shown in Figure 5.18. A dLever A cantilever, with dimensions given in section 5.3.1, was used for the measurements. A contact resonance frequency of 413.20 kHz was found for an applied load of 300 nN. The voltage supplied to the transducer coupled to the sample was 800 mV. The voltage was selected in order to produce a linear resonance peak with sufficient amplitude to use for AFAM imaging. Higher voltages would cause the peak to be nonlinear and unstable for imaging [31],[32]. The AFAM image of the sample MEMS sample was taken at a frequency of 412.15 kHz, which is on the low frequency side of the resonance peak. The frequency on the high side of the resonance peak is used for the measurements [43],[69]. If the frequency is increased far beyond the resonance frequency, then the contrast is lost.

Figure 5.18: Topography image of a polysilicon MEMS sample taken with a dLever A cantilever. The scan size is 1 µm x 1 µm.

In looking at the AFAM image, it is clear that higher contrast images can be obtained with this dynamic technique. The topography image shows a few of the polysilicon grains. The AFAM image shows details about the grains that can not be seen from the topography image. Some of the individual grains have large variations in stiffness.

These images were taken using the first contact resonance frequency. The use of higher modes with greater sensitivities to changes in the sample surface stiffness can provide more information about the stiffness features of the sample surface [2],[50]. However, taking AFAM images with higher modes is difficult. There are limitations in measuring resonance frequencies with high enough amplitudes using the standard cantilever measurement.
techniques of the AFM used for this research. Using different measurement techniques to measure the displacement of the AFM cantilever or improving the standard measurement techniques will allow the higher modes to be used to provide more information about the sample surface using dynamic AFM techniques.

5.6 Discussion

In this chapter, the vibration response of AFM cantilevers in and out of contact with a sample surface were examined. Also, the spring constants for of AFM cantilevers, calculated using the approximate method, compared well with the results obtained using established experimental techniques. The experimental setup was presented and its use for measuring the vibration response of the AFM cantilevers was explained. The measured free resonance frequencies showed good agreement with the approximate results. The contact stiffness was determined from the measured contact resonance frequencies and the best results were obtained for the rectangular cantilever. A technique for determining the local Young's modulus of a sample surface, using the cantilever model and the measured contact frequencies, was outlined. AFAM results were provided to demonstrate the improved imaging contrast available with the use of this dynamic AFM technique.
Chapter 6

Conclusions

In this thesis, the dynamics of AFM cantilevers has been modeled for flexural and torsional vibration modes. Closed-form expressions for cantilevers with uniform cross-sections have been derived. For cantilevers with nonuniform cross-sections, the Rayleigh-Ritz method was used to develop an approximate solution. The cantilevers with nonuniform cross-sections (i.e., triangular and V-shaped) are modeled as beams with variable cross-sections. The exact closed-form expressions served to validate the approximate solution method.

Four different types of AFM cantilevers were modeled using the approximate method, two of a rectangular shape and two of a triangular shape. To model the interaction between the cantilever tip and the sample, a linear spring was used. This approximation is valid as long as the motion of the sample surface is kept small. The change in frequency and modal sensitivity associated with changes in the tip-sample interaction stiffness was examined. As expected, the results showed that the first mode is the most sensitive for materials that are compliant relative to the cantilever. The usefulness of higher-order vibration modes for examining surfaces with high stiffness was also addressed for each type of cantilever. Using the approximate formulae derived for the different types of cantilevers, predictions of the modal sensitivity may be made such that specific modes or cantilevers with optimum sensitivity may be chosen for specific measurement applications.

The approximate solutions were also used to determine the spring constants of the cantilevers. The results were in good agreement with spring constants determined from other experimental techniques. The spring constant is an important parameter in AFM measurement techniques, especially those techniques that exploit the dynamic properties of the cantilevers.

The frequency response of cantilevers in and out of contact with the sample surface were measured and compared with results obtained from the approximate method. There was reasonably good agreement between the measured and calculated results. One of the major sources of error in the results can be attributed to the models not matching the true geometry of the cantilevers. In particular, the thickness of the cantilever. The thickness, for some cantilevers, can vary along the entire length of the cantilever.

The measured contact resonance frequencies were used to determine the contact stiffness between the cantilever tip and sample surface. The stiffness results calculated from the approximate method were in good agreement with results calculated using the analytic solution of the spring-coupled beam for the rectangular cantilever. The method for determining the elastic modulus of the sample surface, using results calculated from the approximate method, was outlined. In order to make quantitative measurements of
the elastic modulus of a sample surface, the cantilever used for the measurements must be calibrated.

Results from the dynamic AFM technique were presented to show the type of image contrast possible with this technique. Exploiting the contact resonances of the cantilever has allowed the elastic properties of the sample surface to be examined. This technique can provide information about the sample surface that is not available from topography measurements.

In order to make use of the AFM for material property measurements, more information about the true geometry of the cantilevers must be known. This would eliminate some of the errors encountered with measurements done at this time. Accurate models of the cantilevers would allow other features of the tip-sample interaction to be explored, such as the effects of the surface forces on the cantilever and the contact between the cantilever tip and sample surface. With continued advancements in these areas, the dynamic AFM measurement techniques could prove to be valuable tools for measuring the material properties of sample surfaces.

---
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The atomic force microscope (AFM) has traditionally been used for providing data on surface topography of materials. However, interest in the potential of the AFM to provide quantitative information about surface properties has recently increased. When in contact with a sample vibrating at ultrasonic frequencies, the natural frequencies of the cantilever shift to higher frequencies. Using appropriate tip-sample contact theories, it is possible to derive the Young's modulus for the surface from these shifts. The resulting AFM technique, often called the atomic force acoustic microscope (AFAM), can be used to determine the surface stiffness of a variety of samples. This study focused on the experimental development of an AFAM system using an existing commercial AFM. The resulting system was then used to study the surface stiffness for polysilicon microelectromechanical systems (MEMS).

Hertzian contact theory was used to calculate the surface stiffness from the frequency shift data. Silicon <100> was used as a calibration material, and then some additional experiments were done on a silicon <111> sample and polysilicon MEMS device. Using the AFAM method, surface stiffnesses of these samples were determined and some images of the stiffness of the samples were taken, the results of which are discussed and analyzed.
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Chapter 1

Introduction

Since its development in 1986 by Binnig, et al. [1], the atomic force microscope (AFM) has been used to solve processing and materials problems in a wide range of technologies affecting the electronics, telecommunications, biomedical, chemical, automotive, aerospace, and energy industries. The materials under investigation include thin and thick film coatings, ceramics, composites, glasses, synthetic and biological membranes, metals, polymers, and semiconductors. The AFM has been applied to studies of phenomena such as abrasion, adhesion, cleaning, corrosion, etching, friction, lubrication, plating, and polishing. At present, the potential use of the AFM for material properties characterization has not been fully exploited. However, studies dealing with modifications of the AFM to expand its analysis capabilities are gradually emerging [2, 8].

One possible modification involves using the dynamic aspects of the AFM, in which ultrasonic excitations are induced in the sample or base of the cantilever. In this case, the contact between the cantilever tip and the specimen causes the natural frequencies of

the cantilever to shift. Using appropriate contact theories, it is possible to relate these frequency shifts to sample surface stiffness [4]. In this way, it is possible to observe the changes in elastic modulus when scanning the surface of the specimen. The modified AFM, often called an atomic force acoustic microscope (AFAM) due to its ultrasonic component, can be used to analyze a variety of materials on the nanoscale, including but not limited to mixtures of polymers, composite materials, semiconductors and microelectromechanical systems (MEMS). The research in this field is in its initial stages and the AFAM is not commercially available. Most contributions in this field have been made by European and Japanese researchers [3]–[10]. Only recently have research groups across the U.S. started to study the potentials of this modified AFM.

The current research has focused on the development of an AFAM system by coupling a commercial AFM with an ultrasonic transducer. Using contact theories previously developed in the literature [5], the Young's modulus of the surface grains of a polysilicon MEMS have been analyzed.

This thesis begins with a literature review covering the basics of the atomic force microscope, modified AFMs, contact theories and current developments in the field of atomic force acoustic microscopy. The experimental methods used in the research are outlined next. Results, data and image analysis, discussions and recommendations for future work conclude the thesis.
Chapter 2

Background

Since this research is based on standard AFM technology, it is important to illustrate the basics of the atomic force microscope. Therefore, the initial section of this chapter focuses on the principles behind the AFM, its range of applications and the underlying theories for the AFM in both its static- and dynamic mode.

2.1 Atomic Force Microscopy (AFM)

The AFM was first discussed in a research paper by Binning, et al. in 1986 [1]. It is a scanned-proximity probe microscope. These microscopes are routinely used to measure local properties like height, optical absorption, or magnetism using a tip placed very close to the specimen. The small tip-sample separation makes taking measurements over nanoscale areas possible. To acquire an image, the microscope raster-scans the tip over the sample surface while measuring the local property in question. Since these systems do not use lenses, their resolution is generally limited by the size of the tip rather than diffraction

effects. AFMs can achieve a resolution of up to 1 nm, and unlike electron microscopes, can image samples even in air or immersed in liquids.

The AFM (as shown schematically in Figure 2.1) measures attractive or repulsive forces between a tip and the sample (Binning et al. [1]). In its repulsive (or "contact") mode, the instrument touches the sample with a cantilever tip using a small force. As a raster-scan drags the tip over the sample, a detection apparatus measures the vertical deflection of the cantilever, which indicates the local sample height. Thus, in contact mode the AFM measures hard-sphere repulsion forces (where the force fields of the molecules touch but do not overlap) between the tip and sample.

In the attractive (or "noncontact") mode, the AFM produces topographic images from measurements of attractive forces. In this case, the tip does not touch the sample. As seen in Figure 2.2, an optical detector then determines the displacement of the cantilever position. In the following sections the mechanism of the feedback control loop, AFM imaging modes and cantilever displacement detection are discussed in more detail.

Figure 2.1: Concept of the AFM, a cantilever touching a sample. The red line denotes the laser, which reflects from the cantilever. (D. Baezli, Ph.D thesis, California Institute of Technology, 1993).
2.1.1 AFM feedback control loop

The presence of a feedback control loop is one of the more subtle differences between AFMs and older stylus-based instruments such as stylus profilometers. Using its feedback control loop, the AFM measures and regulates the force on the sample, allowing image acquisition at very low forces. Figure 2.3 shows the feedback loop of the AFM. The feedback loop (Figure 2.3) consists of a piezoelectric scanner that controls the distance between the cantilever tip and the sample, the cantilever, the laser and photodetector system, which measures the deflection of the cantilever, and a feedback circuit that tries to keep the cantilever deflection constant by adjusting the voltage applied to the scanner. The bandwidth of AFM feedback loops is about 10 kHz. The scanner can move in the X or Y direction with frequencies which can be varied between 0.1 Hz to 10 Hz. Depending on the chosen scan rate and number of scanned lines, image acquisition can take a wide range of time spans. If the chosen resolution is high, it takes more time than low resolution mode to take an AFM image. Two- and three-dimensional images taken by the AFM from a CrBN sample are shown in Figures 2.4 and 2.5, respectively as examples of AFM topography images.

2.1.2 AFM and surface forces

Surface forces are categorized into two main categories on the basis of their range. Short-range surface forces are those due to chemical or metallic bonding. There are not discussed here, since they have little relevance to the forces encountered in atomic force acoustic microscopy. Long-range surface forces can be categorized in three different categories [6], including:

Electrostatic forces are due to charges, image charges, and dipoles. Since molecules and atoms are polarized by electric fields, forces exist that act between these two. Electric...
fields may also be applied intentionally between the tip and the sample.

Electrodynamic forces may also be present. Oscillating electrons generate a fluctuating dipole field, which interacts with nearby atoms, inducing attractive instantaneous dipole moments. This phenomenon is known as the dispersion force because the frequencies correspond to ultraviolet and visible light, which are dispersed by the fluctuations. Other electrodynamic forces include the van der Waals forces.

Electromagnetic forces are less important in atomic force acoustic microscopy. They are most pronounced when using magnetic force microscopy. Forces due to liquids become important when the sample is immersed in water or surrounded by a thicker layer of water. Such forces are especially important for imaging biological materials, but they are not so important for this research.

2.1.3 AFM imaging modes

As discussed in Section 2.1.1, the AFM tip makes physical contact with the sample in contact mode. As the scanner gradually follows the tip across the specimen, the contact forces cause a deflection in the cantilever to accommodate for changes in the surface topography of the specimen. A typical force-distance curve for this interaction is shown in Figure 2.6.

As we go towards the right of the curve, interatomic distances grow, and repulsive forces give way to attractive ones. When the interatomic separation decreases, the repulsion gradually weakens the attractive force. The force goes to zero when the distance between the atoms reaches an equilibrium distance, which is about a couple of angstroms. If the atoms are forced slightly closer, the total force becomes positive, and the atoms are considered to
Figure 2.6: Typical force distance curve. In contact mode, the distance between the tip and the sample is very small and the repulsive forces are dominant. In non-contact mode, attractive forces pull the cantilever tip toward the sample.

In contact mode, the spatial variation of the cantilever deflection can be used directly to generate the topographic information because the height of the scanner is fixed as it scans. Constant-height mode is often used for taking atomic-scale images of atomically flat surfaces, where the cantilever deflections and thus variations in applied force are small. Constant-height mode is also essential for recording real-time images of changing surfaces, where a high scan speed is desired.

In constant-force mode, the deflection of the cantilever is used as input to the feedback circuit that moves the scanner up and down in z. The scanner responds to the attractive forces acting on the tip of the cantilever. This mode allows for a more gradual approach to the sample and can be useful for imaging softer materials.

Topography by keeping the cantilever deflection constant. In this case, the image is generated from the scanner’s motion. With the cantilever deflection held constant, the total force applied to the sample is constant. The scanning speed in this mode is limited by the response time of the feedback circuit, but the total force exerted on the sample by the tip is well controlled. Since the exerted force on the sample is an essential element of the tip-sample contact theories, this mode is considered most suitable for surface material characterization purposes, such as the ones studied here.

Non-contact mode AFM is one of several vibrating cantilever techniques in which an AFM cantilever is vibrated near the surface of a sample. As explained in Section 2.1.1, in this mode the tip is not directly touching the sample and the AFM measures the attractive force between the cantilever and the sample. The spacing between the tip and the sample for non-contact AFM is on the order of tens to hundreds of angstroms. Non-contact mode imaging is mostly used in biological applications or in applications when the tip is to be immersed in a liquid or in the air. Since this research is focused only on the contact mode, non-contact methods are not discussed in further detail.

2.1.4 AFM cantilever vibrations

The dynamic modes of the AFM can be modeled in different ways. The basic equations of the AFM vibrations are described here. The AFM cantilever as portrayed in Figure 2.7 can be modeled as an Euler-Bernoulli beam. The beam is assumed uniform and homogenous with constant cross-section, cantilevered at one end, with a tip at the end of the cantilever. The equation of motion can be obtained from Hamilton’s principle, which states that the motion of a system can be such that the value of the line integral is equal to
The deflection $w(x, t)$ is defined as the cantilever position relative to its initial static deflection, $y(x)$. The Lagrangian is defined as

$$L = \int_0^L \left( \frac{1}{2} \rho A \left( \frac{\partial w}{\partial t} \right)^2 + \frac{1}{2} kw_0^2 \right) dx,$$

Hamilton's principle states that

$$\delta A = \delta \int_0^L L dt = 0.$$

In this case, Eq. 2.3 can be written as

$$\delta A = \int_0^L \left[ \int_0^L \left( \frac{1}{2} \rho A \left( \frac{\partial w}{\partial t} + \frac{d}{dt} (kw_0) \right)^2 + \frac{1}{2} k(w_L + 2k_0)^2 - \frac{1}{2} EI (w'' + \delta w''')^2 \right) - \frac{1}{2} \rho A (\omega)^3 ight] dx dt = 0,$$

or in other notation

$$\delta A = \int_0^L \left( \frac{1}{2} \rho A (w + \frac{d}{dt} \delta w)^3 + \frac{1}{2} k(w_L + 2k_0)^2 - \frac{1}{2} EI (w'' + \frac{d^2}{dx^2} \delta w)^2 \right) - \frac{1}{2} \rho A (\omega)^3 \right] dx dt = 0.$$

Neglecting very small terms, we have

$$\delta A = \int_0^L \left( \rho A \omega \frac{d}{dt} \delta w + kw_l \delta w_L - EI w'' \frac{d^2}{dx^2} \delta w \right) dx dt = 0.$$

Integration by parts gives

$$\delta A = \int_0^L \rho A \omega \delta w dt - \int_0^L \rho A \omega \delta w dx dt + \int_0^L k w_L \delta w_L - \int_0^L EI w'' \frac{d^2}{dx^2} \delta w dx dt = 0,$$

$$\delta A = \int_0^L \rho A \omega \delta w dt - \int_0^L EI w'' \frac{d^2}{dx^2} \delta w dx dt = 0.$$
It is possible to find the equation of motion for the cantilever beam from the equation above, because \( \delta w \) is arbitrary throughout the domain. The linearized boundary value problem of this system is then expressed as

\[
EI \frac{\partial^4 w(x, t)}{\partial x^4} + \mu A \frac{\partial^2 w(x, t)}{\partial t^2} = 0,
\]

(2.9)

\[
w(x = 0, t) = 0,
\]

(2.10)

\[
w'(x = 0, t) = 0,
\]

(2.11)

\[
w''(x = L, t) = 0,
\]

(2.12)

\[
EIw''(L) = k u(x = L, t).
\]

(2.13)

The boundary conditions expressed in Equations 2.10 and 2.11 correspond to the conditions of zero displacement and zero slope when \( x = 0 \). The boundary condition in 2.12 refers to the moment at \( x = L \). The force balance between the beam and the linear tip-sample stiffness is expressed by Equation 2.13. For the linearized model to hold true, tip displacements must be very small. Such a condition can be maintained experimentally. The actual value of the linear spring constant \( k \) in terms of the tip-sample parameters depends on the contact theory chosen. The contact theory used here to determine \( k \) is the simple Hertzian theory [8]. Linearization of the contact model about equilibrium leads to the value of \( k \).

Equations 2.9-2.13 completely define the linearized flexural vibration problem.

The natural frequencies of the cantilever vibrations are dependent on \( k \). In order to solve Equation 2.9, separation of variables is used. In this case, \( w \) is defined as \( w(x, t) = \psi(x)\eta(t) \).

The eigenvalue problem is then given by

\[
\psi(x)'''' = \frac{\mu A}{EI} \psi(x),
\]

(2.14)

\[
\psi(0) = 0,
\]

(2.15)

\[
\psi'(0) = 0,
\]

(2.16)

\[
\psi''(L) = 0,
\]

(2.17)

\[
EI\psi''(L) = k \psi(L).
\]

(2.18)

The general solution is of the form

\[
\psi(x) = a \cosh \gamma x + b \sinh \gamma x + c \cos \gamma x + d \sin \gamma x.
\]

(2.19)

Using the boundary conditions Equations 2.15-2.17, the constants in Equation 2.19 will have the following relations:

\[
c = -a,
\]

\[
de = -b,
\]

\[
b = -\frac{a \cosh \gamma L + c \cos \gamma L}{\sinh \gamma L + \sin \gamma L}.
\]

(2.20)

Solution of the related eigenvalue problem gives the characteristic equation that governs all the allowable frequencies. Using the last boundary condition, the characteristic equation is given as follows:

\[
\gamma^2 (\cos \gamma L \cosh \gamma L + 1) - k L^3 \left( \sinh \gamma L \cos \gamma L - \sin \gamma L \cosh \gamma L \right) = 0.
\]

(2.21)

where \( \gamma \) is the wave number.

Equation 2.21 must be solved numerically for the values of \( \gamma \). The relation

\[
f = \frac{1}{2} \sqrt{\frac{EI}{D \mu AL}}.
\]

(2.22)
can then be used to determine the natural frequencies in terms of the wave numbers $\gamma$.

Thus, the linear vibrations of the cantilever may be used to study the material properties of samples. The coupling stiffness $k$ can be determined using natural frequency data. Usually, the value given for $k$ from the manufacturing company has variations from the real value of the spring constant. The tip-sample mechanics are then used to calculate the local Young's modulus of the sample.

2.1.5 Hertzian contact theory

In order to illustrate the contact theory used in these calculations, the most general contact mechanics model is discussed. The mechanics of the AFM tip-sample interaction are generally nonlinear. The contact is assumed frictionless and the contact force is assumed to act normal to the tip. In order to account for both the tip and sample curvatures, the reduced tip-sample curvature is defined as

$$\frac{1}{R} = \frac{1}{R_t} + \frac{1}{R_s},$$

(2.23)

where $R_t$ is the radius of the AFM cantilever tip and $R_s$ is the radius of the sample. If the sample is flat, which is often the case, then $R = R_t$. In the experiments here, $R$ is calculated using Equation 2.23, because the MEMS surface is not flat.

The reduced elastic modulus $K$ is expressed as

$$\frac{1}{K} = \frac{3}{4} \left[ \frac{1 - \nu^2}{E_t} + \frac{1 - \nu_s^2}{E_s} \right],$$

(2.24)

where $E_t, \nu_t$, $E_s, \nu_s$ are the Young's modulus and Poisson's ratio of the tip and sample, respectively. In order to determine the Young's modulus of the sample, $K$ has to be measured.

Assuming the material properties of the tip are known, it is only necessary to calculate the tip radius by SEM or by a calibration procedure.

One of the assumptions of the Hertzian contact theory is that the cantilever tip and the sample surface are deformed elastically in contact mode. For deflections of the cantilever tip, which are much smaller than the tip radius, the tip can be considered a sphere. Neglecting friction between the tip and the sample, the tip sphere radius can be expressed as $[10]

$$r = \frac{F_t R}{K},$$

(2.25)

where $F_t$ is the force, $R$ is the reduced tip radius 2.23 and, $K$ is the reduced elastic modulus 2.24.

In the Hertzian model adhesion is neglected, so that an attractive force is not associated with loss of contact. The initial AFM cantilever deflection $y(x)$ is determined by the force balance on the tip. When the cantilever or sample are vibrated using small displacements, a linearization of the above mentioned contact theories can be used to determine the appropriate spring stiffness.

Using the Hertzian contact theory, it is possible to calculate the surface stiffness of materials. For this purpose, the first step is to relate the natural frequency shift to a relative stiffness. It is then possible to calculate the actual surface stiffness from the relative stiffness data obtained. The relative stiffness is found in the same manner discussed in the silicon calibration section. An example surface stiffness calculation is presented for the MEMS sample.

For the surface stiffness calculation, the tip radius is assumed known from the
silicon calibration. The surface stiffness is determined using the Hertzian contact model. Using the frequency shift for the cantilever, the relative stiffness is first found. This value corresponds to a dimensionless relative stiffness obtained from the modal frequency table presented in Appendix A. For a cantilever with rectangular cross section, \( I = \frac{ab^3}{12} \), where \( a \) and \( b \) are the width and the thickness of the cantilever respectively. The actual contact stiffness is then calculated from the relative stiffness using Eq. 2.2.

The reduced elasticity modulus is related to the contact stiffness from the Hertz model as given before,

\[
K = \left( \frac{G}{2} \right)^{1.5} \sqrt{RF}.
\]

The reduced modulus is related to the surface stiffness by

\[
K = \frac{1}{\sqrt{\left( \frac{1 \times 2^4}{24} - \frac{1 \times 4^4}{24} \right)}}.
\]

(2.27)

For tip radius calculations, the surface stiffness is known, and thus \( K \) can be calculated. Then using Equation 2.26 the tip radius can be calculated, when the applied force and the relative stiffness are known.

### 2.2 Atomic Force Acoustic Microscopy (AFAM)

Recent developments in the aerospace and electronic industries demand new materials with complex microstructures on a wide range of scales as small as the nanoscale. These demands necessitates the determination of mechanical properties on these scales, including thin surface and thin interfacial layers. Therefore, nondestructive methods for characterization on these scales is also necessary.

High-resolution acoustic imaging can be a powerful tool for materials research. Using these techniques it is possible to determine elastic properties and defects in materials with a resolution given by wavelengths. In order to exploit the commercially available AFM for this purpose, the sample is coupled with an ultrasonic transducer. The resulting system is calibrated to measure the tip displacements due to this excitation.

Several displacement-detecting methods have been developed based on the excitation signal. Kolesov and Yamasaka [11] detected the nonlinear response of the tip-sample interaction force by propagating an amplitude modulated longitudinal wave through the sample. Rabe and Arnold [12] utilized a beam splitter and a knife-edge detection system to investigate cantilever deflections by generating amplitude images using broadband needle impulse MHz frequencies. Burnham, et al. [13] have investigated three different ultrasonic modes of operation: contact, mechanical diode, and sub-harmonic. In the contact mode, a small amplitude continuous longitudinal wave is propagated through the sample. The probing tip remains in constant contact with the sample due to the small amplitude of the excitation signal throughout the cycle. Larger amplitudes cause the tip to lose contact sporadically and bounce chaotically.

As discussed before, the motivation for studying the hardness of the material in nanoscale led to modifying the original AFM. This modified AFM, often called an atomic force acoustic microscope (AFAM), has been found useful in many applications in the field of materials research. The dynamic properties of the cantilever change during scanning due to changes in surface stiffness. Contact with the sample causes the natural frequency of the cantilever to shift. The stiffer the material surface scanned by the tip, the higher the
frequency shift. Using the contact theories discussed previously it is possible to calculate the stiffness of the sample surface.

2.2.1 Recent research in AFM

In the last decade the literature on dynamic modes of the AFM, and applying an ultrasonic excitation to Atomic Force Microscope specimens (cantilever) to map surface stiffness has grown tremendously.

Rabe and Arnold performed one of the earliest studies in this field in 1994 [14]. They report applying ultrasonic excitations in the range of (5-20 MHz) to a sample. A part of the position-sensing light beam reflected from the cantilever is directed to an external knife-edge detector in order to detect the distribution of the ultrasonic vibration amplitude. The lateral resolution of the acoustic images taken on the surface of a wafer is about 100 nm at an ultrasonic frequency of 20 MHz.

At nearly the same time, Kolesov and Yamanaka [15] published a paper on the nonlinear detection of ultrasonic vibrations with the atomic force microscope. They proposed a new method which uses the average cantilever displacement and makes detection of small amplitude ultrasonic vibrations (less than 0.2 nm) possible. Dubbing the technique as ultrasonic force microscopy (UFM), they successfully detected ultrasonic frequencies up to the GHz range, using an AFM cantilever, which had a resonant frequency of less than 100 kHz. They also found that after the ultrasonic amplitude threshold is crossed, a strong repulsive force acts on the cantilever. The amplitude of this threshold was found to depend on the average force applied to the cantilever tip.

In another article in the same year, Kolesov and Yamanaka [5] studied UFM for applications in nanometer resolution subsurface imaging. According to the method presented, the sample is vertically vibrated at ultrasonic frequencies, which are much higher than the natural resonance frequency of the AFM cantilever. Modulating the ultrasonic vibration amplitude, it is then possible to image subsurface features from the cantilever deflection vibration at the modulation frequency. Adding low-frequency lateral vibrations to the ultrasonic vibration, it is possible to image subsurface features with different shear rigidity from the torsional vibrations of the cantilever. According to their findings, it is possible to distinguish subsurface features of different elastic properties, when directions of the vibrational forces are controlled.

In their research of free- and surface-coupled vibration of AFM cantilevers, Rabe, et al. [16] focused on both the theoretical, as well as the experimental aspects of these vibrations. In order to measure the free vibration spectra and the local vibration amplitude of four rectangular AFM cantilevers made of silicon, they used an optical interferometer in the frequency range of 100 kHz to 10 MHz. They found a good agreement between the experimental results obtained in this manner and the flexural wave theory of elastic beams. According to their observations, when the cantilever tip is in contact with the specimen surface, the resonance frequencies shift. The vibration amplitudes throughout the cantilever are also changed during contact. Using a linear approximation method for the tip-sample interaction forces, they propose a method to calculate the frequency shift caused by contact, from the point-mass model. They note that the results obtained from this method do not agree well with the ones measured experimentally. They speculate that the different geometry of commercial cantilevers and the over simplification of the
linearity assumption of the tip-sample interaction forces might explain the disagreements with experimental values.

Turner, et al. [10] studied high-frequency responses of atomic force microscope cantilevers. They used the flexural vibrations to show the limitations of a one-degree of freedom system. This approach, called a first mode approximation (FMA) or point-mass model, was compared with the complete flexural equation using both linear and nonlinear examples. Using analytical and finite difference techniques, the two systems were observed to have differences in drive-point impedance and it was also observed that they were influenced differently by the interaction damping. It was shown that in order for both the low and high frequency dynamics to be modeled in an accurate manner, the higher modes must be included for excitations above the first resonance.

Rabe and Arnold [12] studied the linear and nonlinear tip-sample interaction forces by atomic force acoustic microscopy. The cantilever-sample system of a commercial atomic force microscope was excited in the frequency range reaching from 10 kHz to 3 MHz. The mechanical system under study consisted of a flexural beam clamped at one end and the sensor tip at the other end. They obtained information about the stiffness and the damping of the whole mechanical system, by analyzing the cantilever vibration in the frequency domain, in forced interaction with the specimen surface. According to their observations, the range of the tip-sample distance covered during the vibration cycles changes with variations of the cantilever sample distance or of the excitation amplitude. They also observed that with increased excitation amplitude or decreased static cantilever load the contact resonance frequencies shift to lower values.

In their study of quantitative material characterization by ultrasonic force microscopy, Yamanaka, et al. [17] observed that the cantilever vibration spectra depend strongly on the excitation power. When a small enough excitation power was used, the resonance peak width decreased and the peak frequency increased to a limiting value. They assumed that if lateral stiffness would also be taken into consideration, the linearity assumption would be valid.

Rabe, et al. [18] studied the measurement of mechanical properties of nanoscale ferrites using atomic force acoustic microscopy. They proposed a quantitative model based on linear tip-sample force which shows that the stiffness of the specimen can be derived from the shift of the contact resonance frequencies relative to resonance frequencies of the free cantilever. They used a silicon <100> single-crystal to prove that the local measurement of modulus was consistent. Using this result as a basis, they determined the influence of the deviation from the stoichiometry on the modulus for a given grain size.

Iwata, et al. [19] used the UFM method developed by Yamanaka and Kossov [20] to perform local stiffness measurements of nanobundle structure of polycarbonate surface. They describe the process of changing modulus during bundle formation, using UFM imaging.

Rabe, et al. [21] have studied the application of the principles of AFAM to measure the Young's modulus of nanocrystalline ferrites with spined structures as a function of the oxidation temperature on a nanoscale. They observed an overall decrease in the Young's modulus with increasing oxidation temperature. The measurements strengthen the argument for the existence of chemical gradients in the γ-phase from the surface layer to the
interior of the films, which occurs during the oxidation process.

Stahl and Bourquin [22] have used the experimental AFAM setup by Rabe and Arnold [14] to characterize mechanical resonators. They evaluated the normal components of the surface vibrations of a 10 MHz quartz crystal resonator and a tuning fork. The cartography of the local characteristics of the resonator material was thus obtained.

Yamana, et al. [23] have studied nanoscale elasticity measurements with in situ tip shape estimation using UFM. The contact radius is a parameter for determining the contact stiffness. They present an in situ model, with the assumption of axial symmetry along the tip, whose parameters are clearly determined from a contact force dependence of the cantilever resonance frequency. The method was shown to provide an accurate prediction of the cantilever thickness, the tip shape and the effective stiffness of soft and hard samples. However, one of the limitations of their model is identified as the necessity of a reference point on the tip profile, since the estimated tip profile depends directly on the selection of the reference point.

Yamana and Nakamoto [11] later developed an improved ultrasonic atomic force microscopy for mapping the resonance frequency and the Q factor of a cantilever, where the tip is in linear contact with the sample. Assuming the vibration amplitude at resonance to be linearly proportional to the Q factor, it was possible to measure the resonance frequency and Q factor in the resonance-tracking mode by scanning the sample in the constant force mode.

2.2.2 AFAM setup

The experimental setup for the AFAM used here is shown in Figure 2.8. As shown, a modified commercial AFM is used for the AFAM experiments. An ultrasonic excitation is produced in the frequency generator and induced in the sample by a transducer. The cantilever tip is pressed on the vibrating sample, which is adhesively mounted. The tip deflection is captured by the photodetector. The signal is routed through a lock-in amplifier and the results are analyzed by the software.

The amplitudes of the cantilever vibrations are evaluated by a lock-in amplifier. For spectroscopy, the excitation frequency is changed in a stepwise manner, and the corresponding response by the cantilever is recorded. For imaging, on the other hand, the excitation frequency is fixed and the sample surface is scanned in contact mode.

When the sensor tip is brought into contact with the sample surface, vertical and lateral elastic forces act between the sensor tip and the sample surface. There is a nonlinear relationship between the tip-sample distance and the interaction forces. In order to be able to interpret AFAM data in a convenient manner, simplifying assumptions have to be made. Therefore, the Hertzian contact model is used in the stiffness calculation. The assumptions in the Hertzian contact model are important. First of all, we assume that the resonance shift is solely a consequence of the tip-sample interaction and can therefore be directly related to the Young’s modulus. We also assume that the cantilever tip has the equivalent diameter of a Hertzian sphere. While over simplified, we will use this model to analyze AFAM images and shift data to calculate surface stiffness. A typical AFAM image, along with its corresponding AFM topography image can be seen in Figure 2.9. Figure 2.10 shows
Figure 2.8: Schematic of the AFAM equipment.

A typical frequency shift due to sample excitation.

2.3 Microelectromechanical systems (MEMS)

Microelectromechanical systems, or MEMS, are integrated micro devices or systems that combine electrical and mechanical components on a very fine scale. They are fabricated using integrated circuit batch processing techniques and their size can range from micrometers to millimeters. In the most general form, MEMS are a set of mechanical microstructures, microsensors, microactuators and electronics integrated in the same environment (normally on a silicon chip). Microfabrication technology enables fabrication of large arrays of devices that individually perform simple tasks, but in combination these

Figure 2.9: An AFM topography image of a polysilicon sample (left image) and an AFAM image of the same sample (right image).

Figure 2.10: First free natural frequency and its shift due to sample contact for a d-lever B cantilever.
devices can accomplish complicated functions. Current MEMS applications include, but are not limited to pressure, chemical and flow sensors, accelerometers, micro-optics, optical scanners, and fluid pumps [24].

MEMS have many advantages over traditional mechanical and electronic devices that perform the similar tasks. Their small size allows hundreds of them to take the same space as a similar macro-device. The integration of the electrical and mechanical components on the same wafer also has the advantage of picking up less electrical noise, thus improving the precision and sensitivity of sensors. Using integrated circuit processing, these devices can be mass produced on a single wafer. This processing reduces the price of each MEMS device dramatically. Thus, MEMS devices can also be less expensive than their macroscale counterparts [24]. Other production methods include the stress-controlled thin film polysilicon process for the production of polysilicon resonator transducers, high energy photon light sources and electrodeposition techniques for the production of high aspect ratio electrostatic resonator and deep x-ray lithography and electrodeposition process for the production of magnetic micro motors and precision engineered gears [25].

The MEMS samples used in this research have columnar grains and a strong <110> out-of-plane texture. They have thicknesses on the order of a few microns, with finer features on the order of one micron [26]. They have been fabricated using low pressure chemical vapor deposition (LPCVD) processes by Cronos Co [27].

Chapter 3

Experimental Methods

In the experimental part of the research, different steps were taken. In the first section of this chapter, some information about our atomic force microscope and the additional necessary equipment for setting up the AFAM is described. In the second section of the chapter, three different configurations used for this research are described in detail. In the third section, the focus is on the experiments done in order to determine the cantilever tip radius, which is another crucial parameter in this research. In the fourth section, the stiffness calculation which uses the data from the experimental configuration and the cantilever tip radius is presented. To conclude this chapter, the experimental stiffness of several samples is calculated.

3.1 AFAM Setup

In this chapter, the experimental setup developed is discussed in detail.
3.1.1 AFAM components and settings

The basic components used for constructing an atomic force acoustic microscope are the following:

- AFM, Thermomicroscopes Autoprobe CP
- HP 33120A, function generator/arbitrary waveform generator
- Transducer V125, Panametrics, central frequency 2.25 MHz
- Cantilevers (NSC-16 and d-lever B, both rectangular)
- Model SR 844 RF lock-in amplifier
- Ultrasonic preamplifier, Panametrics model 5676
- Low voltage module, APSA-1000, Thermomicroscopes

Each of these components is now briefly described and the connections between all components is outlined.

3.1.2 AFM

The main component of the atomic force acoustic microscope is a standard AFM, which in this case is a Thermomicroscopes Auto Probe CP. The specifications of this AFM are as follows:

Scanner: 5 μm piezoelectric scanner
Scan range: Maximum lateral scan range=5 μm
Maximum vertical scan range=2.5 μm

Control resolution: Maximum lateral resolution=0.0013 μm
Maximum vertical resolution=0.009 μm
Sample size: 50 mm 50 mm 25 mm

The main components of the AFM are the probe head, the manual XY stage, the motorized Z stage, and the scanner. The probe head consists of a deflection sensor, which contains a laser diode, a mirror, and a position-sensitive photo detector (PSPD). The probe head holds a probe cartridge, which contains a removable chip carrier with a cantilever chip mounted on it. The probe cartridge can slide in and out on side rails and click into the exact position. A probe head is shown in Figure 3.1.

![AFM head, Thermomicroscopes Co.](image)

Figure 3.1: AFM head, Thermomicroscopes Co.

Using an XY translation stage, the probe head can translate in the X and Y directions. The XY translation makes it possible to position the cantilever tip in a desirable place for scanning using the two screws as shown in Figure 3.1. The displacements using
these screws are large in comparison with the scanning area of the AFM.

The probe head can move up and down in Z direction. Up and down movements of the probe make it possible to increase or decrease the distance between the sample and cantilever. This motion is controlled using tools in the Proscan data acquisition software. The Z-axis step increments are very fine and can be changed from 0.0005 μm to 0.4 μm.

The scanner is a piezoelectric ceramic tube. It is installed below the probe head. A sample holder exists on the top of the scanner. The scanner can move the sample in X, Y and Z directions. However, the range of these movements is very limited. The scanner is used for moving the sample only when the cantilever is used for imaging the sample. Large displacements in the X or Y directions may harm the cantilever and cantilever tip. The range of movements of scanner is limited to 5 μm in both X and Y directions.

The AFM used here has two different modes, contact mode and non-contact mode. For each of these modes, a specific procedure should be followed. In this specific research, the contact mode is the one most frequently used. The non-contact mode is used only for determining the free natural frequencies of the cantilever. The basics of contact and non-contact mode have been discussed in the literature review (Section 2.1.3).

Proscan data acquisition software controls the AFM and collects data. It has two main modes, move mode and image mode. Move mode involves software driven stage control. Image mode includes scan and feedback controls for setting parameters as well as a virtual oscilloscope display.

3.1.3 Function generator/arbitrary waveform generator

The HP 33120A is a high performance 15 MHz wave generator. The peak-to-peak output voltage range is from 50 mV to 10 V. This function generator is able to produce ten standard waveforms although the sine wave form is the primary output wave form used here. The HP 33120 is controlled with a GPIB interface and Labview software.

3.1.4 Transducer V 125

The Panametrics V 125 transducer is a standard longitudinal transducer, and therefore vibrates out of the plane of the transducer. The diameter of this transducer is 0.375 in and the central frequency is 2.25 MHz. The signal waveform and the frequency spectrum for the transducer used is shown in Figure 3.2. These plots are published by the manufacturer for calibration purposes. It is possible to observe the frequency range in which this transducer has a sufficient amplitude response. This transducer is not suitable for frequency ranges above 4.5 MHz. For the frequency range used in this research in which a very low voltage sine wave is applied, it provides a low amplitude vibration that is appropriate for linear vibration of the cantilever. One limitation in using different transducers in this research is their size and weight. A suitable transducer should fit on the top of the scanner and leave enough space for probe head. It also should not be too heavy, since it could damage the scanner or impede the response of the scanner. In addition, it should have enough surface area to mount the sample. Finally, it should be responsive over the frequency ranges which are used in the research.
3.1.5 Cantilevers

In this research, several different cantilevers were used. Cantilevers are usually made of silicon or silicon nitride using micromachining techniques. Cantilevers are usually coated on the back with a thin reflective layer that improves the laser reflection. Reflective coatings are thin aluminum or gold that also prevent magnetization of the tip with the direction usually along the tip axis. It is also possible to coat the cantilever tip. The reason for coating the cantilever tip is to protect the tip from early erosion. The coating for the tip is usually polycrystalline diamond or another wear-resistant coating. Two types of cantilevers were found to be the most suitable cantilevers found for calibrating the AFM and obtaining AFAM vibrational data. The first is the d-lever B cantilever from ThermoMicroscopics Co. [28] and the second one is cantilever NSC-16 from MikroMasch Co. [29]. Both of these cantilevers have a basic rectangular shape and the nominal specifications of both of these cantilevers are shown in Table 3.1.

<table>
<thead>
<tr>
<th>Cantilever type</th>
<th>d-lever B</th>
<th>NSC-16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cantilever length</td>
<td>180 μm</td>
<td>230 μm</td>
</tr>
<tr>
<td>Cantilever width</td>
<td>55 μm</td>
<td>40 μm</td>
</tr>
<tr>
<td>Cantilever thickness</td>
<td>2 μm</td>
<td>7 μm</td>
</tr>
<tr>
<td>Force constant</td>
<td>2.2 N/m</td>
<td>40 N/m</td>
</tr>
<tr>
<td>First resonant frequency</td>
<td>80 kHz</td>
<td>170 kHz</td>
</tr>
</tbody>
</table>

The force constant of commercial cantilevers varies from 0.01 N/m to 80 N/m and for most cantilevers, the force constant is less than 1 N/m. Cantilevers may be divided into two categories, either soft or hard, in terms of their force constant. Soft cantilevers which have a force constant less than 1 N/m are usually used for experiments on soft samples...
3.1.7 Ultrasonic preamplifier

A Panametrics 5076 ultrasonic preamplifier was used to amplify the photodetector signal. This ultrasonic preamplifier has ultra low noise, high gain and has broadband performance. This specific preamplifier is designed to operate in a bandwidth of 50 kHz-20 MHz which covers the frequency range of the present AFAM experiments.

3.1.8 Low voltage module

The low voltage module makes it possible to monitor any signal passing through the low voltage I/O cable. The BNC1 channel is the signal output from the photodetector.

3.2 Experimental Configurations

Three different connection configurations are used for the AFAM experiments. The first configuration is used for obtaining free vibration data using an external transducer and is called the air-coupled method. The second configuration uses an internal transducer and may also be used for obtaining free vibration data. The difference between the two is the amplitude of vibrations they can induce. The third configuration is used for obtaining contact spectra of the vibrating cantilever and for taking an AFAM image of the material.

3.2.1 Free vibrations with air coupling

Free vibrations data are needed as a baseline to measure the shift due to excitation, when in contact with the sample. There are two ways to measure free vibrations: air coupling and using the built-in transducer.
In the air coupling method, a vibrating transducer, which is located on the sample holder, transfers its vibration through the air to the cantilever located on the head of the probe. The configuration of the equipment and all connections are shown in Figure 3.3. A photograph of the equipment is shown in Figure 3.4. With this technique, it is possible to determine the free natural frequencies of the cantilever beam. Experimental results with cantilevers of different stiffnesses have shown that this technique is suitable for detecting only the first free natural frequency for high stiffness cantilevers. However, it can be used to detect several free natural frequencies of soft cantilevers.

Labview software is used to control these measurements. Using this software, a sweep of frequencies is made. As the transducer vibrates, the motion is coupled to the free cantilever above the transducer. The cantilever starts to vibrate at the driving frequency. The laser and position sensitive photodetector can detect very small vibration amplitudes. The signal from the position sensitive photodetector is transferred through low voltage module output BNCI. The signal is first amplified using the preamplifier and then amplified further by the lock-in amplifier.

In order to be able to operate this system, some adjustments are necessary to the system and software and the correct connections between equipment should be established. Two different sets of adjustments are necessary for the AFM. First, it is necessary to adjust the mechanical parameters and laser position on the cantilever. Software adjustments include deactivating the z-control mechanism, which would otherwise prevent cantilever deflection.

After mounting the desired cantilever on the probe cartridge, the head of the AFM...
should be turned on. The laser should be positioned at the end of the cantilever tip using the laser beam steering screws shown in Figure 3.5. In the Procscan software, with the voltmeter option, the A-B and A+V voltages should be checked. For the optimum laser adjustment, the A+V voltage should be more than 1 V and the A-B voltage should be in the range of -300 mV to 300 mV. It is also possible to check the adjustment of the signal using the prism located on the top of the head. The best adjustment is when the green middle light is on and there is no red light in the prism panel.

![Diagram](image)

Figure 3.5: Laser adjustment (Park Scientific Instrument User Guide to Autoprobe CP, 1997).

After all the AFM adjustments are made, the Labview software is activated. It controls both the waveform generator and the lock-in amplifier using an IEEE GPIB interface card in the AFM computer. The transducer is attached to an AFM sample holder using carbon conductive tape and it is placed on the sample holder. The range and the step of the scan is selected within the Labview software. This program receives the amplitude of the vibration from the lock-in amplifier while changing the frequency on the waveform generator.

By choosing large steps (e.g., 2 kHz) it is possible to sweep a wide range of frequencies to find the natural frequency peaks. After locating the coarse natural frequency peak position within the spectrum, a higher resolution scan (e.g., 10 Hz) over a smaller range is made in order to obtain a highly resolved peak. The data from the Labview program are then stored in text files for later analysis.

3.2.2 Free vibrations with built-in transducer

In this method, instead of using an external transducer, as in the air method, the built-in transducer (a piezoelectric actuator) of the AFM is used. The experimental setup is shown schematically in Figure 3.6. The position of the built-in transducer is in the probe cartridge. It is a very thin transducer sandwiched between the cartridge and the cartridge mount. The excitation signal is connected to the piezoelectric actuator through the back panel of the AFM. The AC signal from the waveform generator enters the AFM system through NC Clock input. All other connections are the same as in the air-coupled method.

Using the built-in transducer method, it is possible to detect numerous natural frequencies up to 3 MHz. This limit on detecting frequencies more than 3 MHz is the frequency limit of the photodetector on this specific AFM. In order to detect the higher resonance frequencies, an alternative photodetector with higher frequency detection limit should be used.

The non-contact mode of the PSI Procscan software should be used when applying an excitation to the built-in transducer. The AFM head must be turned off and the Procscan database configuration opened. It is necessary to change the head mode in the dialog box.
Figure 3.6: Schematic of the experimental setup for the piezoelectric actuator technique.

to NCM (Non Contact Mode). After this change, the head should be turned on and the software switched to non-contact mode. A parameter dialog box appears automatically on the screen. The drive % (or drive amplitude), controls the gain of the AC signal, input from the wave generator. This gain must be set large enough for detection, but small enough to avoid nonlinear behavior. The exact range has to be determined on a case to case basis.

3.2.3 Contact vibrations

The procedure for determining the natural frequencies while in contact are described here. In this method, the external transducer (the experimental setup is shown schematically in Figure 2.8) is used to vibrate the sample and cantilever at the same time. An AC signal produced using the waveform generator is used to drive the transducer. Using the image mode in the control panel, the desired force is set in the set point dialog box. The applied force is selected using the Proscan software. After setting the force, an auto approach is done and the cantilever makes contact with the sample. At this point, the scanner is turned off such that the cantilever stays at one point on the sample. Next, the contact natural frequencies are determined using the same frequency sweep technique outlined in Section 3.2.1. For this purpose, the Labview program is used to control the waveform generator and lock-in amplifier simultaneously.

In order to be able to create a surface stiffness image, a frequency in the range of the peak and slightly smaller or larger than the peak itself should be selected. The frequency should be in the range of the peak. Otherwise, the image will not represent the surface stiffness image, but will show the background noise instead. The difference between choosing either right side or left side slope of the peak is in the contrast of the stiffness of the image which is being produced. For two frequencies on opposite sides of the peak, two images would be produced which would be opposite in contrast.

After choosing the driving frequency, the Labview program is stopped and the waveform generator is fixed on this frequency. The amplitude output signal from the lock-in amplifier is connected to the AUX 4 at the back of the AFM. The AUX 4 signal can be monitored using Proscan software. This signal can be mapped similar to the surface topography image. The topography and AUX 4 signals are then activated and an image is taken from the sample. The result is two images, one of which is the ordinary topography of the sample and the other which is the surface stiffness map of the sample.
3.3 Tip Radius Evaluation

Evaluation of the tip radius is important for calculation of the surface modulus as discussed in Section 2.2.4. Because of different techniques and methods used to produce cantilevers, the tip radius will vary between cantilevers. The tip radius also changes due to wear from prolonged use. Three methods for evaluating the tip radius are used in this research. The first method uses calibration gratings. The second method uses single crystal silicon as a material with known stiffness such that the tip radius may be determined. The last method uses a scanning electron microscope to measure the tip radius. In following sections, these methods are described in detail.

3.3.1 Calibration gratings

The use of calibration gratings from MikroMasch Co. and SPIP software (Image metrology Co.) are used to evaluate the tip radius. Gratings are typically an array of tips or other physical shapes which have dimensions and scales that are well known. They are usually made of etched single crystal silicon and can fit in the sample holder of the AFM. Using these geometric patterns, it is possible to take an atomic force microscopy image of these gratings. Because the dimensions and scales for gratings are known with precision, the resulting AFM topography image may be compared with the known geometry. The tip radius is then estimated using SPIP software, which uses blind tip reconstruction and a deconvolution technique [30],[31]. Several types of gratings may be used. Some grating images are shown in Figures 3.7-3.8. As can be seen, the finite geometry of the imaging tip can distort the image data and complicate metrological investigations of the surface features. These images are mixtures of the tip and gratings shape. In order to correct the grating images to the known grating geometry, it is necessary to have a estimation of tip geometry. After taking images, the image is loaded into the SPIP software. The software uses a blind tip reconstruction technique which has been discussed in detail by Williams, et al. [32] and Villacubia [31].

![Figure 3.7: Schematic of the silicon calibration grating TGT01. This grating is an array of sharp tips characterized by strict symmetry of tip sides, small cone angles and small curvature radius (K-TEK International Inc. Mikromasch grating catalog, 2000).](image)

![Figure 3.8: SEM image of silicon calibration grating TGT01 of an array of sharp tips characterized by strict symmetry of tip sides, small cone angles and small curvature radius (K-TEK International Inc. Mikromasch grating catalog, 2000).](image)

Gratings are not only used to estimate tip radius. They can also be used to perform vertical and lateral calibration of the AFM scanner, detect vertical and lateral nonlinearity...
and angular distortions, detect hysteresis, and detect the creep effect.

In this research, a TGT01 model grating was used to evaluate tip radius. The TGT01 grating was placed on sample holder of the scanner of the AFM and several images were taken. As shown in Figures 3.9-3.12, using blind tip reconstruction technique, it is possible to reconstruct the real tip shape and evaluate the tip radius as well as correct the grating images. In Figure 3.9, an AFM image of the TGT01 grating is shown. It has been taken using a new d-lever B. Using the tip estimation in SPIP software, tip radius and dimensions are given in images 3.10, 3.11 and 3.12.

![Figure 3.9: An image of grating TGT01 using a sharp d-lever B tip (Scanning Probe Image Processor Software, SPIP, © Image Metrology Co., 2001).](image)

In Figure 3.9, a topographical image of the grating surface is shown. This image is an input to the SPIP software for calculation of the tip radius. Several grating tips are shown in this Figure.

A 3-dimensional image of the tip reconstructed from the topographical image is shown in Figure 3.10. The SPIP software makes it possible to visualise the tip shape. The tip shown is not symmetric. As can be seen in Figures 3.11 and 3.12, SPIP software makes it possible to draw a profile of the tip from two different views from the side. Using clear profiles, the cone angle of the cantilever tip and the tip radius is calculated by the software. As shown, the tip is not necessarily symmetric and the profiles in X and Y do not overlap each other. This result is due to the deformed and irregular shape of the tip. Current micro machining techniques for producing tips are not accurate enough to control all the dimensions of the tip.

![Figure 3.10: A 3D image of the sharp d-lever B tip (Scanning Probe Image Processor Software, SPIP, © Image Metrology Co., 2001).](image)

A comparison of the color indicator of the grating image in Figure 3.13 with that shown in Figure 3.9, it can be observed that the height of the worn grating tips is much less than
the new tip grating image. When a tip loses its sharpness, it is unable to detect the details of features smaller than the worn tip. Several grating tips are shown on the surface. The three-dimensional shape of the worn-out tip is shown in Figure 3.14. As can be seen in the three-dimensional visualization, the tip is very dull and the tip radius has increased immensely. As shown in Figure 3.15, the deconvolution allows the known grating geometry to be reconstructed. This image shows the reconstructed topography of the grating surface used in this research for determining the tip shape and dimensions. The tip radius can be estimated within a very small error range as shown in Figure 3.16. The accuracy of these calculations is estimated to be 97.5% using the SPIP software. If a grating surface is used instead of an arbitrary AFM image, a more accurate determination of the tip radius is possible, because the dimensions and geometrical values of the grating are well known.
3.3.2 Silicon calibration

In this method, vibration theory and the Hertzian model are used to estimate the tip radius. Several frequency spectra of cantilevers on Si <111> and Si <100> samples with different applied loads were measured and the first shifted natural frequency was determined. Using a method developed by J. A. Turner and J. S. W. Wehn, it is possible to calculate the first five natural frequencies of a cantilever at a specific relative stiffness. Given the dimensions of the cantilever, the density, and the cantilever stiffness, a MATLAB® (Mathworks Corp.) program written by Turner and Wehn in the Department of Engineering Mechanics at the University of Nebraska-Lincoln can be used to produce an output containing the relative stiffness and the corresponding natural frequencies for the different modes of vibration. For the two cantilevers tested in this research, (i.e. the d-liver cantilever and the NSC-16 cantilever), the program outputs are presented in Appendix A.
Using the first column of the output, it is possible to find (directly or by interpolation) the corresponding relative stiffness for a given shifted frequency. The stiffness and Poisson's ratio of the sample and tip are assumed to be known, and the reduced elastic modulus can then be calculated. All other parameters of calculation are known except the tip radius, so it is possible to find the tip radius. In order to investigate the tip radius change as a function of use, a frequency scan on one of the calibration materials (Si <111> or Si <100>) can be repeated. It is possible then to evaluate the tip radius at that specific time. The position of the tip on the cantilever beam is also important in calculations for this technique as it determines the effective length of the cantilever that enters in the vibration calculations. Scanning electron microscopy (SEM) images of the NSC-16 and d-lever B cantilevers were used to determine the position of the tip along the cantilever. Some SEM images of NSC-16 cantilevers and d-lever B are shown in Figures 3.17, 3.18, 3.19 and 3.20. As shown in Figure 3.17, the tip position can be measured using scales at the bottom of the Figure. The tip position is located at 90% of the total length of the d-lever B. As shown in Figures 3.19 and 3.20, the tip radius is located near the end of the cantilever. Using the scales on the SEM images (error <3%), the tip position is calculated to be at 97% of the total cantilever length. A detail of the peak shape is shown in Figure 3.20. An example of this procedure for Si <111> is now given. Assuming the surface stiffness to be known, the tip radius can be estimated with the following procedure.

Using the procedure described in Section 2.1.4, the tip radius can be estimated using the following data. With the frequency shift for the cantilever known, the relative stiffness is found. For the case of Si <111> in contact with the NSC-16 cantilever, the
natural frequency shifts from 173 kHz to 803.7 kHz, when a force of \( F = 600 \) nN is applied. This result corresponds to a dimensionless relative stiffness of \( \Gamma = 31739.9 \) obtained from modal frequency table in Appendix A.

Given that for a rectangular cantilever, \( I = \frac{ab^3}{12} \), where \( a \) and \( b \) are the width and the thickness of the cantilever respectively, for the NSC-16 cantilever we have \( I = 9.802\times10^{-19} \) m\(^4\).

The actual contact stiffness is calculated from the relative stiffness using Eq. 2.2. With the elastic modulus for the cantilever taken to be \( E = 160 \) GPa, and using the effective length of \( L_{\text{eff}} = 0.999 L \), we have \( k = \frac{2EI}{L_{\text{eff}}^3} = 58312 \).

The reduced elasticity modulus is determined using Equation 2.24. The tip radius is calculated using Equation 2.27, is \( R = 7.43(10)^{-5} \) m, 76.43 nm. This calculation is used as a basis for the tip radius estimation required in the surface stiffness calculation for the MEIS sample.

3.3.3 Scanning electron microscopy

Scanning electron microscopes are very useful for estimating the dimensions of the cantilever, as well as the tip radius. In this research, several studies on cantilevers have been done using the Hitachi 3000 and JEOL JSM-840A scanning electron microscopes. After taking an image, the scanning electron microscope software is used to determine the dimensions of the tip. This method is not very accurate in comparison with the grating and calibration methods. Some examples of scanning electron microscope images are presented in Figures 3.21, 3.22 and 3.23. Even using the highest resolution possible for the SEM, it is difficult to take a clear image of the tip in order to estimate the tip radius. Especially when...
the tip is very sharp and new, taking a high resolution SEM image for determining tip radius is a problem. Even with highest resolution possible, many possible errors may arise with the measurement of the tip radius via SEM (e.g., astigmatism of the microscope, movement of the tip because of high concentration of electric discharge). Also, many technical limitations, such as the accumulation of a high concentration of electric charges on cantilever tip during SEM imaging, restrict the resolution and magnification of the SEM.

![Figure 3.21: An SEM image of the tip of cantilever NSC-16.](image)

Using Figure 3.23 and its scale, the estimated tip radius for this worn tip is around 200 nm; however, it is not possible to calculate the tip radius accurately. The profile of the tip is not accurate in these images and the curvature of the end of the tip is neither symmetric nor clear.

![Figure 3.22: An SEM image of the tip of a NSC-16 cantilever.](image)

![Figure 3.23: An SEM image the tip of a d-lever B cantilever.](image)
3.4 Surface stiffness calculation

Using the Hertzian contact theory described earlier in Section 2.2.4, it is possible to calculate the surface stiffness of materials. An example of the surface stiffness calculation is presented for the MEMS sample.

The tip radius is assumed known from the silicon calibration. The surface stiffness is determined using the procedure described in Section 2.4.1. For the case of the MEMS sample in contact with the NSC-16 cantilever, the natural frequency shifts from 173 kHz to 787 kHz when a force of $F = 1000$ nN is applied. This value corresponds to a dimensionless relative stiffness of $\Gamma = 2351.3$, a value obtained from the modal frequency table presented in Appendix A. For a cantilever with rectangular cross section, $I = \frac{ab^3}{12}$, where $a$ and $b$ are the width and the thickness of the cantilever respectively. For the NSC-16 cantilever data given in Table 3.2, $I = 9.802 \times 10^{-9}$ m$^4$. The actual contact stiffness is then calculated from the relative stiffness using Eq. 2.2. With the elastic modulus for the cantilever $E = 169$ GPa, and using the effective length of $L_{eff} = 0.999L$, we have $\kappa = \frac{E}{L_{eff}} = 3.83 \times 10^9$.

Table 3.2: Poisson coefficient and the elastic modulus for the NSC-16 tip and the sample.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$</td>
<td>0.266</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.181</td>
</tr>
<tr>
<td>$E_s$</td>
<td>$130.4(10)^9$ GPa</td>
</tr>
<tr>
<td>$E_t$</td>
<td>$128(10)^9$ GPa</td>
</tr>
</tbody>
</table>

With the tip radius previously estimated at $R = 76.4$ nN and the applied force known to be $F = 1000$ nN, $K$ can be calculated using Equation 2.26. The reduced modulus is related to the surface stiffness by Equation 2.27, where $\nu$, $\nu$, and $E_s$ are known from Table 3.3. The surface stiffness is then $E_s = 128.6$ GPa.

Table 3.3: Some mechanical properties of the tip and the sample.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$</td>
<td>0.180</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.181</td>
</tr>
<tr>
<td>$E_t$</td>
<td>$130.4(10)^9$ Pa</td>
</tr>
</tbody>
</table>

The same principle can be applied to different applied loads, which result in different frequency shifts. The following example shows the variation in the stiffness calculation for different applied loads. Using the frequency shift for the cantilever, the relative stiffness is found. For the case of the MEMS sample in contact with the NSC-16 cantilever, the natural frequency shifts from 173 kHz to 787 kHz when a force of $F = 1500$ nN is applied. This frequency corresponds to a dimensionless relative stiffness of $\Gamma = 3123.4$, which is obtained by interpolation of the modal frequency table presented in Appendix A. Using the same values for $I$, $E$, and $L_{eff}$ gives $\kappa = \frac{E}{L_{eff}} = 5.8434(10)^9$. Assuming the same tip radius gives $E_s = 128.0$ GPa. This example shows that for different applied forces there is only a slight difference in the calculated surface stiffness.
Chapter 4

Results and Discussion

In this chapter, results of the AFAM experiments are described in detail. In the first section of this chapter, the result of the free vibration measurements of the selected cantilevers are shown. This section is critical for the calculations that follow because all the stiffness calculations based on this method rely on the amount of the shift from its initial free vibration case. In the second section, the shift of the first natural frequency of the NSC-16 cantilever in contact with a single crystal silicon $<111>$ is measured and their shift due to varying applied forces are measured. In the next section, shifts of natural frequencies on the single crystal silicon $<100>$ are measured as a function of varying applied forces. These two different orientations of single crystal silicon are mainly used for calibration of the equipment. In the fourth section of the chapter, the MEMS material is investigated and the shifted spectrum is obtained for this polysilicon material. Then, in fifth section, the calculations related to polysilicon MEMS are presented. In the following section, the AFAM images of the surface of polysilicon MEMS samples are presented, as is the related surface stiffness map of the image is presented. In the last section, some nonlinear effects related to the amplitude of the vibration and its relationship to calculation of the stiffness and shift of the peaks are presented and discussed.

4.1 Free Vibration Analysis

In order to determine the natural frequencies of the cantilever prior to contact with the sample, the natural frequency of the sample is measured when vibrating in the air. The free vibration data for two types of cantilevers, the NSC-16 Cantilever from SPM tips Co. and the d-lev B cantilever from Thermomicroscopes have been analyzed using the setup described in Section 3.1.

4.1.1 NSC-16 cantilever

The first natural frequency for the NSC-16 cantilever can be found using the air method as described in Section 3.2.1. In this research it was determined that the air method is not suitable for determining the second and third natural frequencies, for stiff cantilevers such as the NSC-16, since the amplitude of the vibrations it could induce was insignificant. Figure 4.1 illustrates the result of this experiment. While not accurate for stiff cantilevers, this method can still be useful for soft cantilevers, because the wave energy is still powerful enough to vibrate the softer cantilever for second or higher modes. The first smaller peak is considered a non-linear effect. The real peak is outstanding in comparison with this non-linear effect. As can be seen, the first free natural frequency is 173.86 kHz. The sharpness of the peak is related to the damping of the vibrations. Since all the experiments
in this thesis were done in air, it was logical to observe the damping effect of the air on the vibrating cantilever. The damping can be measured using the peak width, where a wider peak indicates a larger damping effect.

![Graph](image)

Figure 4.1: First free natural frequency for cantilever NSC-16 using the air method.

For the second and third natural frequencies the built-in piezoelectric transducer is used. As shown in Figures 4.2 and 4.3, the second and third natural frequencies are found to be 1.06 MHz and 2.643 MHz, respectively. Figure 4.2 also shows the effect of using different voltages for exciting the built-in piezoelectric transducer. It is observed that for an excitation signal with amplitude of 1 V, the peak is not observable. Our experience with the built-in transducer shows that it is sensitive to voltages higher than 1.5 V only. Applied voltages less than 1.5 V give no measurable response to the photo detector. Only for applied voltages of 2 V and 3 V, a peak observed.

![Graph](image)

Figure 4.2: Second free natural frequency for cantilever NSC-16 using the built in piezoelectric actuator in the AFM, for different applied voltages to the built in transducer.

![Graph](image)

Figure 4.3: Third free natural frequency for cantilever NSC-16 using the built in piezoelectric transducer in the AFM.
4.1.2 d-lever B cantilever

As with the NSC-16 cantilever, the first natural frequency for the d-lever B cantilever (Thermomicroscopes Co.) was measured using the air-coupling method. The result is illustrated in Figure 4.4. It can be observed that the first free natural frequency of the d-lever B cantilever is lower than that of the NSC-16 cantilever. This result is expected because of the smaller dimensions of the d-lever cantilever. It is specifically related to the ratio of the length to thickness of the cantilever as discussed in Section 2.1.5. Thus, the first free natural frequency of this cantilever is 98.2 kHz.

![Graph showing the frequency and amplitude for d-lever B cantilever's first free natural frequency.](image)

Figure 4.4: d-lever B, first free natural frequency.

For the second natural frequency the built in piezoelectric transducer was used. The two sets of data taken for Figure 4.5, overlap almost completely which indicates the

![Graph showing the frequency and amplitude for d-lever B cantilever's second free natural frequency.](image)

Figure 4.5: d-lever B, second free peak.

repeatability of the measurements. The second natural frequency for the d-lever B cantilever is 593 kHz and the third natural frequency is 2.64 MHz. Because this cantilever is softer than cantilever NSC-16, the higher natural frequencies can be detected without difficulty. If necessary, it is possible to detect all the natural frequencies up to 3 MHz.

With the natural free frequencies for both cantilevers determined, it is possible to determine the frequency shift for the cantilevers in contact with different material surfaces.

In the following sections, the frequency shift results for these two cantilevers in contact with the surface of silicon <111>, silicon <100> and polysilicon MEMS materials are discussed. Using the Hertzian model described in Section 2.2.1, the natural frequency shifts are used to determine surface stiffness.
4.2 Contact Resonances on Silicon <111>

Silicon wafers are produced with different crystalline structures. In this section, the frequency shift response of silicon <111> for varying applied forces and at varying transducer voltages are studied for the NSC-16 and the d-lever B cantilevers.

d-lever B cantilever frequency shift response. The frequency shift was measured at different applied forces (1 V) for the d-lever B cantilever. The results are shown in Figure 4.6. It can be seen that as expected, although the peak amplitudes are different, the peak shift falls within a narrow range of frequencies. As shown, with higher applied forces, the peak shifts to higher frequencies as expected by theory.

As can be seen in Figure 4.6, the peak shifts due to different applied forces. In these sets of experiments a sine wave with a low actuating voltage amplitude equal to 1 V is used. The reason for using such a low amplitude is for confining the major vibrations of the cantilever in a linear range. As can be seen, with increasing the applied force between cantilever tip and the sample, the peak shifts to a higher frequency. This effect is predicted by theory and according to this set of experiments, matches the theoretical predictions.

From Figure 4.6, it can be also noted that when the applied force is lower, the amplitude of the peak is lower and the width greater. As we apply higher forces, the peak gradually becomes sharper and the amplitude of the peak becomes larger. This effect can also be important for obtaining AFAM images of the surface of different samples. If a constant actuating voltage is used, with applying higher forces for taking an image, the contrast of the image would be higher, and a sharp image is obtained.

Figure 4.6. First peak shift due to different applied loads for d-lever B, applied transducer voltage 1V.

The first peak shift for the d-lever B cantilever in contact with silicon <111> is determined to be in the range of 340-348 kHz depending on the force applied. In addition, the repeatability of the above results were examined to determine the reliability of the acquired data sets. Different data sets were acquired for different applied forces, and the results show that the experiments are relatively accurate, and that the data sets are reliable and repeatable. The results are shown in Figures 4.7, 4.8, 4.9, 4.10 and 4.11. These data were taken with one hour elapsed time between each subsequent trial.

Figure 4.7 shows the natural frequency shift for an applied force of 20 nN, Figure 4.8 for an applied force of 40 nN, Figure 4.9 for an applied force of 60 nN, Figure 4.10 for an applied force of 80 nN, Figure 4.11 for an applied force of 100 nN and Figure 4.12 for an applied force of 120 nN.
Figure 4.7: d-lever B, repeatability of the data for applied force 20 nN.

Figure 4.8: d-lever B, repeatability of the data for applied force 40 nN.

Figure 4.9: d-lever B, repeatability of the data for applied force 60 nN.

Figure 4.10: d-lever B, repeatability of the data for applied force 80 nN.
Cantilever NSC-16 frequency shift response For the NSC-16 cantilever, the frequency response was also measured at different applied forces. In this case, the frequency shift for the different applied forces falls in the range of 855-865 kHz.

Figure 4.13 shows the frequency shift under different applied forces, with the actuating voltage held at 1 V. With lower applied voltages to the transducer, more clear peaks can be obtained. The effect of shifting peaks to higher frequencies with increasing applied force can be observed in Figure 4.14. Also shown in Figure 4.14, increasing actuating voltage to the transducer (e.g., 5V), causes the peaks become more nonlinear and less sharp. However, they still show the appropriate peak shift due to different applied forces.

Figure 4.13: Frequency shift due to different applied loads for cantilever NSC-16 on sample Si<111>, voltage amplitude 1V.
Figure 4.14: First peak shift due to different applied loads on Si <111>, applied voltage 5 V.

Figure 4.15 shows the results of the first natural frequency shift under higher applied forces. For studying the linear peak shift, a range for applied forces can be defined. This limit can be determined with automatic force measurement of the AFM. For each cantilever, a specific deflection is permitted in order to stay in linear zone. This is the threshold by which no non-linear behavior is observed from vibrational data. Although it is possible to control the deflection manually and increase the deflection which results in increasing the applied force, the results would not be reliable, since non-linear behavior could be mistaken as peak shifts.

Figure 4.15: Frequency shift due to different applied forces, Si <111>, actuating voltage 1V.

4.3 Contact Resonances on Silicon <100>

4.3.1 NSC-16 frequency shift response

For silicon <100> the NSC-16 cantilever was used exclusively. Similar to the previous section, the frequency shift was measured for different applied forces with constant voltage. Figure 4.16 shows the results of the first natural frequency shift for different applied forces, at 1 V. As before it can be observed that the peak shifts to higher frequencies with increasing applied forces to the cantilever. According to Figure 4.16, the first natural
frequency shifts from the free vibration value of 173 kHz to 840-860 kHz for different applied forces for the NSC-16 cantilever.

![Graph showing frequency shift due to different applied forces for cantilever NSC-16, applied voltage 1V.](image)

Figure 4.10: Frequency shift due to different applied forces on Si \textless 100\textgreater  for cantilever NSC-16, applied voltage 1V.

4.4 Contact Resonances on Polysilicon

4.4.1 Cantilever NSC-16 and d-lever B

The MEMS specimen was analyzed using both the NSC-16 and the d-lever B cantilevers. The frequency shift response of the NSC-16 cantilever in contact with the polysilicon microelectromechanical system specimen was measured for two different applied forces. The first natural frequency shift (as illustrated in Figure 4.17) lie between 750-780 kHz. The spike which can be observed at lower frequencies is again a nonlinearity effect and can be distinguished from a resonance peak, by the fact that it is unaffected by changes in applied force.

![Graph showing frequency shift on MEMS due to different applied forces for cantilever NSC-16.](image)

Figure 4.17: Frequency shift on MEMS due to different applied forces for cantilever NSC-16.

The frequency shift response of the d-lever B cantilever in contact with the MEMS specimen at 3 V is shown in Figure 4.18. Wide peaks and sometimes two peaks can be observed. This effect is possibly due to the nonhomogeneous sample because of the possible small movements of the cantilever tip on the sample. MEMS materials are made of polysilicon with numerous small grains. In microscopic dimension, the sample is made of different regions with different moduli due to effects such as grain boundaries. The possibility of small motion of the cantilever on the X or Y direction on the sample is not negligible. Random movements of tips from the middle of a grain to its boundary or to the grain next
to it will slightly change the measurements and result in wide peaks or dual peaks.

![Graph showing amplitude vs. frequency](image)

Figure 4.18: First peak shift due to different applied forces on MEMS for d-lever B, applied voltage 5V.

As can be observed from Figure 4.18 the first natural frequency shifts from 82.8 kHz to the range of 340-350 kHz. This result is very similar to the range for silicon <111>, which is to be expected, since the polysilicon MEMS material used in this research has a stiffness close to single crystal silicon <111>. As can be seen, the peaks are not very sharp due to the non-homogenous material structure.

### 4.5 Surface Stiffness Estimation: calculated vs. actual values

Based on the frequency shift data discussed above, the Table 4.1 shows the calculated and actual values (manufacturer data) for surface stiffness of the samples, and the corresponding errors. The surface stiffness calculations are presented in Section 3.4.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Calculated stiffness</th>
<th>Stiffness data (manufacturer)</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si &lt;100&gt;</td>
<td>125.2 GPa</td>
<td>129 GPa</td>
<td>2.9</td>
</tr>
<tr>
<td>Si &lt;111&gt;</td>
<td>128.0 GPa</td>
<td>127 GPa</td>
<td>0.6</td>
</tr>
<tr>
<td>MEMS</td>
<td>128.6 GPa</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

As can be seen from the Table 4.1, the estimation for silicon <100> is very close to the accepted value of surface stiffness (less than 3% error), whereas the value for the silicon <111> sample exhibits an error of 31.5%.

It was demonstrated by the repeatability experiments for silicon <111> that the frequency shift data was repeatable and relatively accurate. The resulting error can be attributed to the following sources:

1. Incorrect Poisson coefficient data for the tip and the sample
2. Inadequacy of the applied surface stiffness calculation method resulting from neglecting the nonlinear effects.
3. Incorrect tip stiffness estimation.
4.6 AFAM Imaging of Polysilicon

In addition to the natural frequency shift which enables us to calculate the surface stiffness, the topography image and mapping photodetector signal taken at an operating frequency near to the actual shifted natural frequency also provides us with visual data on relative stiffness of different parts of the surface material. In the following pages, normal AFM topography images and AFAM images are displayed side-by-side for a number of different applied forces and operating frequencies. The contrast of the AFAM images can be reversed using an operating frequency on the left side of the peak. If an operating frequency is not in the range of the peak, it is impossible to take an AFAM image of the sample and only a noise signal is observed.

As shown in Figure 4.19, in the ordinary AFM topography images which can be observed at the left side, the contrast between grains and their background is not large. However, in AFAM images on the right side, a large contrast is observed. This contrast is due to the changes in surface stiffness of the sample in different parts of the scanned area. The boundary of the grain is well defined and some features within the grain can be observed which is due to the change of stiffness. The indicator color bar in AFM images shows the change in height of the sample. The indicator color bar in AFAM images shows the changes in voltage amplitude. The voltage contrast in AFAM can be interpreted as the change in surface stiffness on the surface of the sample. The AFAM images are simply the map of the signal which is the output from the lock-in amplifier. When the cantilever is sweeping the sample, it moves from the top of grains to the grain boundaries and the different region on the sample. Using the original free spectrum of the cantilever and the spectrum of the cantilever with specific applied load, it is possible to calculate the changes in modulus on the sample.

As shown in Figure 4.20, in AFAM images many variations in background of the grains can be detected. The corresponding AFM topography, does not show these variations. It leads to the conclusion that these changes of the voltage in background are not due to topographical variation of height, but related to the stiffness or softness of the background.

Adjustment of the signal which is coming from the photodetector, plays an important role in the quality of the AFAM image. For taking the best possible image, filter parameters and sensitivity of the lock-in amplifier should be adjusted. Unsuitable adjustment can result in a very noisy image. In this case, sensitivity should be high, otherwise the small changes in voltage amplitude, and respectively, the small changes in surface stiffness can not be distinguished. Figures 4.20-4.23 represent the AFM topography and the AFAM images of the MEMS sample at varying force constants.
Figure 4.19: AFAM images of MEMS using cantilever NSC-16 with force constant 43 N/m, applied force 1200 nN, applied voltage to the transducer 1V. These images were taken using the first mode $f = 837$ kHz.

Figure 4.20: AFAM images of MEMS using cantilever NSC-16 with force constant 43 N/m, applied force 1000 nN, applied voltage to the transducer 1V. These images were taken using the first mode $f = 837$ kHz.
Figure 4.21: AFM images of MEMS using cantilever NSC-10 with force constant 43 N/m, using non-linear peaks. These images were taken using the first mode $f = 740$ kHz.

Figure 4.22: AFM and AFM images of MEMS using cantilever NSC-10 with force constant 43 N/m, applied force 1000 nN, applied voltage to the transducer 1V. These images were taken using the first mode $f = 837$ kHz.
Figure 4.23: AFM and AFAM images of MEMS using cantilever d-lever B with force constant 3.148 N/m, applied force 1200 nN, applied voltage to the transducer 1V. These images were taken using the first mode $f = 355.5$ kHz.

Figure 4.24: AFM and AFAM images of MEMS using cantilever d-lever B with force constant 3.148 N/m, applied force 1200 nN, applied voltage to the transducer 1V. These images were taken using the first mode $f = 355.5$ kHz.
4.7 Nonlinearity Effects

The primary focus of this thesis is on the linear AFM vibrations for determining surface stiffness images. In the course of these investigations, many nonlinear vibration characteristics were observed. As a small part of this thesis, several nonlinear experiments were conducted. These results may be used for comparison with nonlinear AFM models.

4.7.1 Nonlinearity effect on vibrations of the d-lever B cantilever

When higher voltages are applied to the transducer, the peaks of the natural frequency diagram become wider and less sharp. An example of nonlinear effect is observed in Figure 4.25. Because the applied driving voltage amplitude to the transducer is high, the amplitude of the vibration is high and it forces the cantilever to vibrate in a nonlinear fashion. As can be observed, instead of shifting the peaks to higher frequencies with higher applied forces, a reverse effect is created. This effect is a characteristic of a softening nonlinearity.

4.7.2 Nonlinearity effect on vibrations of cantilever NSC-16

As with the d-lever B cantilever, the frequency response shows nonlinearity at higher voltages. The voltages were varied from 1 V to 10 V to observe the effect on the frequency shift of the first natural frequency. In this case, the applied force remains constant. For low actuating voltages to the transducer, the peak is sharp and narrow. With increasing the actuating voltage, the peaks become wider and they lose their sharpness. Peaks also shift to a lower frequency which is less than the linear value of the shift which shows the softening effect. This effect can be observed in Figure 4.25, where the frequency shift at higher voltages is highly nonlinear.

The nonlinearity effect at larger voltages was studied by varying the input voltage and holding the applied force constant. Figure 4.26 illustrates the results of this experiment. As can be seen, the peak shifts to lower frequencies with increasing applied voltage. Figure 4.27 shows the natural frequency shift for an applied force of 40 nN for the nonlinear region (5 V). These peaks shows the repeatability of the nonlinearity effect. Figure 4.28 shows the natural frequency shift for an applied force of 60 nN for the nonlinear region (5 V). As shown, they show a high reliability of the data. Figure 4.29 shows the natural frequency...
Figure 4.26: First peak shift and nonlinearity effect: different applied voltages to the transducer to observe nonlinear behavior. An applied force of 1200 nN was used for each measurement.

For the linearity experiments, after each scan, the head is raised and applied force and voltmeter parameters adjusted. Then an approach to the sample surface with the same force takes place. Figure 4.30 shows the natural frequency shift for an applied force of 100 nN for the nonlinear region (5 V) and Figure 4.31 shows the natural frequency shift for an applied force of 120 nN for the nonlinear region (5 V).

Figure 4.27: Nonlinear repeatability on d-lever B, applied force 40 nN, applied voltage to the transducer 5 V.

Figure 4.28: Nonlinear repeatability on d-lever B, applied force 60 nN, applied voltage to the transducer 5 V.
Chapter 5

Conclusion and Summary

The focus of this research was the development of an atomic force acoustic microscopy system from a commercial atomic force microscope. In order to verify the functionality of this setup, the atomic force acoustic microscope was used to study the surface properties of silicon <111>, silicon <100> and polysilicon MEMS samples. Overall, the experimental setup was successfully implemented, and the results for the surface stiffness calculation are promising. In the following section, the results are compared to actual surface stiffness values and error sources are explored. Subsequently, an outline of future work to be performed is presented.

5.1 Conclusions

The following table shows the calculated and actual values for surface stiffness of the above materials, and the corresponding errors.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Calculated stiffness</th>
<th>Actual Stiffness</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si &lt;100&gt;</td>
<td>128.2 GPa</td>
<td>129 GPa</td>
<td>2.9</td>
</tr>
<tr>
<td>Si &lt;111&gt;</td>
<td>128.0 GPa</td>
<td>187 GPa</td>
<td>31.3</td>
</tr>
<tr>
<td>MEMS</td>
<td>128.6 GPa</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

As can be seen from Table 5.1, the estimation for silicon <100> is very close to the actual surface stiffness (less than 3% error), whereas the value for the silicon <111> sample exhibits an error of 31.3%. The reason for this discrepancy is the fact that the surface calculation method used in this research can only be applied to materials which are less stiff than the cantilever tip itself. Also, the difference with the surface stiffness obtained from bulk methods can be explained by observations made by Sharpe, et al. [26], which indicates that the size of the sample influences the surface stiffness measurements. They found that larger specimens had larger surface stiffness values, indicating that the flaws in these samples were greater than that of smaller samples. They reported a surface stiffness value of 121 GPa for a MEMS sample comparable in size to the one used in this research.

In general, the atomic force acoustic microscope can be considered a useful tool for surface stiffness evaluations on the nanoscale. Many of the results based on this method can be improved by improvements in the contact theories used. In addition, like any normal AFM, it can provide topographical data at the same time.

5.2 Future Work

The work to be performed in future research may be categorized as instrument related, sample related and theory related. In this research, only two cantilevers were used for analysis purposes. Considering the abundance of different cantilevers with different
sensitivities using other cantilevers seems a logical next step. Specially, in order to find the second and third mode frequency shifts, using cantilevers with high tip stiffness (e.g. diamond tip cantilevers), different cantilever cross-sections and dimensions will be helpful.

Also in order for the cantilever to be reflective, they are coated with gold, aluminum and other reflective metals. It would be useful to determine how much these coatings affect the free natural frequencies of the cantilever.

As discussed in Chapter 2, different transducers have different ranges of sensitivity. Extending the results of this research to other transducers should provide valuable information. In order to measure frequencies higher than 3 MHz, higher speed position sensitive photo detectors should be used.

Materials with different grains can be studied effectively using the atomic force acoustic microscope. Composite materials such as stiff fibers and soft matrices, are one example of complex materials samples which could be studied using AFAM. AFAM is also suitable for the study of hard coatings which are composed of several phases, like CrBN.

As discussed earlier, there are two parts for surface stiffness calculation using frequency shift data. The first part is to relate the frequency shift to a dimensionless relative stiffness. The second part is to relate the relative stiffness to surface stiffness. Both parts need improvement, if the AFAM is to be a reliable method for surface stiffness estimation. The use of more complex contact models, such as Maugis may increase the accuracy of the calculated stiffness values.

Bibliography


