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INTRODUCTION

The long-term goal of our research is to develop computer-aided diagnosis (CAD) techniques to improve the detection and diagnosis of breast cancer. The hypothesis to be tested in the present project is that radiologists' ability to differentiate malignant from benign breast lesions can be improved by integrating radiologists' perceptual expertise in the interpretation of mammograms with the advantages of automated computer classification. This project has 3 objectives:

1. To combine radiologist-extracted Breast Imaging Reporting and Data System (BI-RADS) features with image features extracted by a computer to classify malignant and benign clustered microcalcifications in mammograms.

2. To optimally combine radiologists' diagnosis with the result of computer classification.

3. To optimize computer classification for full-field digital mammograms.

BODY

1. Analysis of clinical benefits of CAD

We analyzed data obtained in a previous observer study to find potential clinical benefits from CAD in addition to what has already been demonstrated [1]. In this observer study, 10 radiologists reviewed mammograms of 104 patients both without and with a computer aid, which was designed to help radiologists differentiate malignant from benign clustered microcalcifications in mammograms [2]. Previously, we demonstrated that this computer aid helped the radiologists to improve diagnostic accuracy. Specifically, the computer aid helped each of the radiologists to recommend, on average, 14% more biopsies for malignant lesions and 10% fewer biopsies for benign lesions [1]. In the present analysis, we demonstrated that this computer aid helped radiologists substantially reduce their variability in the interpretation of mammograms. Because of the lack of a universal metric to quantify the degree of variability in the interpretation of mammograms, we used two different approaches in this analysis. An empirical analysis is published in Radiology (reprint included with report) [3]. Part of this work was also presented at an annual meeting of the American Association of Physicists in Medicine (AAPM) [4] and the 86th Scientific Assembly and Annual Meeting of Radiological Society of North America.
(RSNA) [5]. In addition, Dr. Robert F. Wagner, who with colleagues has developed a component-of-variance model that can be estimated from observer study data, analyzed our observer study data and found the same conclusion that CAD reduced reader variability in our study (reprint included with report) [6]. Furthermore, we published a review article on the potential clinical benefits of breast cancer CAD (reprint included with report) [7].

2. **Comparison of BI-RADS lesion descriptors and computer-extracted image features**

We have been conducting an ongoing study to compare computer-extracted image features that we have developed previously [1, 2, 8] and BI-RADS lesion descriptors [9, 10] for computer classification of breast lesions as malignant or benign. Our goal was to identify the relative strengths and weaknesses of these two sources of image features for computer classification and potentially improve the performance of computer classification by combining the image features from both sources. We investigate both clustered microcalcifications and masses in this study, even though we proposed in the original grant application to study only clustered microcalcifications.

We have collected a database (additional images are not yet analyzed) of 67 mammograms containing masses (33 malignant) and 99 mammograms containing microcalcifications (42 malignant), with each case composed of original mammograms in the standard and magnification or spot-compression views. Two expert mammographers who are familiar with BI-RADS have reviewed these cases and provided their descriptions of the lesions and their final assessments in terms of BI-RADS. Analysis showed that: (1) the radiologists were more accurate at diagnosing masses than at diagnosing clustered microcalcifications, (2) computer classification of breast lesions as malignant or benign for masses tended to be more accurate based on BI-RADS lesion descriptions provided by radiologists, and for microcalcifications tended to be more accurate based on computer-extracted image features, and (3) computer classification achieved the best performance based on the combination of BI-RADS lesion descriptions provided by radiologists and computer-extracted image features. Part of this work has been presented or will be presented at the 6th International Workshop on Digital Mammography in Bremen, Germany (preprint included with report) [11, 12], the Department of Defense Era of Hope Breast Cancer Research Program Meeting [13, 14], and the 88th Scientific Assembly and Annual Meeting of the RSNA [15].
We have also been developing a method to use a computer to predict BI-RADS lesion descriptions that a radiologist would most likely use to describe microcalcifications in a mammogram and have achieved limited success. In this method, we selected a set of computer-extracted image features and used linear discriminant analysis (LDA) classifiers to assign a “score” to each BI-RADS lesion description term. We then selected the one or two BI-RADS terms that were assigned the largest “scores” as the computer prediction of what a radiologist would most likely use to describe the microcalcifications. Our analysis showed that the concordance between the computer prediction and data obtained from radiologists is about the same as the concordance between two radiologists. Part of this work was presented at the 44th Annual Meeting of the AAPM [16].

3. "Optimal" combination of radiologists' and a computer's diagnostic assessment

We have been developing a method to “optimally” combine the quantitative diagnostic assessments made by a radiologist and by a computer, based on a bivariate binormal model that was originally developed for ROC analysis [17]. This method takes into account the individual accuracy of the radiologist and the computer, as well as the correlation between their diagnostic assessments. Previously, we evaluated this method on a dataset obtained from a mammography observer study and found that the method produced better results than what radiologists have achieved by using the computer aid in an ad hoc way [18, 19]. We have now evaluated this method on a second dataset from a chest radiograph observer study and have found a similar conclusion that this method produced better results than both radiologists and the computer aid and, therefore, potentially better than what radiologists can achieve by using the computer aid in an ad hoc way. Part of this work was presented at the 87th Scientific Assembly and Annual Meeting of the RSNA [20].

4. Variability of the outputs of artificial neural network

While not proposed in our original grant application, we have started a study of the fundamental properties of artificial neural networks (ANNs) because ANNs are frequently used in CAD techniques as classifiers and they are used in the techniques that we have developed to classify breast lesions as malignant or benign [1, 2, 8]. We recently discovered that there is variability in the outputs from ANNs in an exact analogy as the uncertainties associated invariably with statistical estimates. This fundamental property of the ANNs either has not been recognized before or has been ignored in medical
imaging research, where the main focus has been on the overall accuracy of a classifier. We have found that while one can train multiple ANNs based on a given training dataset to achieve highly similar overall performance (e.g., as measured by the $A_x$ value), the outputs from these ANNs tend to be much more variable (by about two orders of magnitude). Therefore, such variability would logically have practical implications, and likely detrimental effects, on the interpretation of the ANN outputs, and ultimate may affect breast cancer diagnosis when CAD is used. This aspect of the ANNs should, therefore, be a consideration in designing CAD techniques. This work was presented at the Medical Image Perception Conference IX [21] and at the 44$^{th}$ Annual Meeting of the AAPM [22]. We have submitted a manuscript to *IEEE Transaction on Medical Imaging* [23], which will be included with our next report once it is published.

5. **An empirical comparison of Student’s t-test and the Dorfman-Berbaum-Metz method**

We have conducted another study not originally proposed in our grant application, to compare the Student’s t-test and the Dorfman-Berbaum-Metz (DBM) method for comparing competing diagnostic modalities. Both methods are frequently used in the evaluation of CAD in observer studies. Theoretically, the t-test is not appropriate for such comparisons because it takes into account only the reader variance and ignores the case variance [24], whereas the DBM (and other similar methods) are more appropriate because it takes into account both the reader and the case variance [25]. Therefore, strictly speaking, a statistical conclusion from the t-test can be generalized to a population of readers being studied but only for the specific cases being studied, whereas a statistical conclusion from the DBM method can be generalized to a population of readers and a population of cases being studied, which is generally the objective of observer studies.

We analyzed three CAD observer study datasets and compared the results of statistical analysis from the t-test and from the DBM method by sampling readers and cases from the larger pool of data, resulting in several million individual comparisons. We found that the results from the t-test and from the DBM method are often similar; however, they can frequently be different by a larger amount. Therefore, it is indeed not appropriate to use the t-test on both theoretical grounds and on the grounds of our empirical analysis. This work was presented at the SPIE’s International Symposium: Medical
Imaging 2002 (reprint included with report) [26]. We are preparing a manuscript to be submitted to Academic Radiology, and will include the manuscript in our next report once it is published.

KEY RESEARCH ACCOMPLISHMENTS

- Analysis of potential clinical benefits of CAD of malignant and benign breast lesions.
- Initial comparison of BI-RADS lesion descriptors provided by radiologists and computer-extracted image features for computer classification of breast lesions as malignant or benign.
- Development of a method to predict BI-RADS lesion descriptors that a radiologist would most likely use to describe microcalcifications in a mammogram.
- Development of a novel method for the "optimal" combination of quantitative diagnostic assessments made by a radiologist and made by a computer.
- Investigation of the variability in the outputs of artificial neural networks used in breast cancer CAD.
- An empirical comparison of the Student's t-test and the Dorfman-Berbaum-Metz method for statistical comparison of competing diagnostic modalities involving CAD.

REPORTABLE OUTCOMES


**CONCLUSIONS**

We have made progress toward the objectives of this project. The research results are positive and support project continuation.
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Potential of Computer-aided Diagnosis to Reduce Variability in Radiologists’ Interpretations of Mammograms Depicting Microcalcifications

**PURPOSE:** To evaluate whether computer-aided diagnosis can reduce interobserver variability in the interpretation of mammograms.

**MATERIALS AND METHODS:** Ten radiologists interpreted mammograms showing clustered microcalcifications in 104 patients. Decisions for biopsy or follow-up were made with and without a computer aid, and these decisions were compared. The computer was used to estimate the likelihood that a microcalcification cluster was due to a malignancy. Variability in the radiologists’ recommendations for biopsy versus follow-up was then analyzed.

**RESULTS:** Variation in the radiologists’ accuracy, as measured with the SD of the area under the receiver operating characteristic curve, was reduced by 46% with computer aid. Access to the computer aid increased the agreement among all observers from 13% to 32% of the total cases (P < .001), while the κ value increased from 0.19 to 0.41 (P < .05). Use of computer aid eliminated two-thirds of the substantial disagreements in which two radiologists recommended biopsy and routine screening in the same patient (P < .05).

**CONCLUSION:** In addition to its demonstrated potential to improve diagnostic accuracy, computer-aided diagnosis has the potential to reduce the variability among radiologists in the interpretation of mammograms.

Multiple investigators (1–4) have shown that considerable variability exists among radiologists in the interpretation of mammograms. This variability affects the diagnostic accuracy of radiologists, as measured with receiver operating characteristic (ROC) analysis. Moreover, it directly affects their clinical decisions to recommend either biopsy or follow-up. Because such variability decreases the clinical effectiveness of breast cancer screening, it should be eliminated whenever possible. Some (5–7) have suggested that computer-aided diagnosis (CAD), in which a radiologist combines an independent analysis of mammograms performed by using a computer technique with his or her own reading, can potentially reduce interpretation variability. However, to our knowledge, this potential of CAD has not yet been demonstrated. We analyzed data obtained in an observer study (8) to compare variabilities in the interpretation of mammograms with and without use of a computer aid. Previously, we analyzed the data of that observer study and found that radiologists can improve their diagnostic performance by using a computer aid (8). The purpose of this study was to evaluate whether CAD can reduce interobserver variability among radiologists in the interpretation of mammograms.

**MATERIALS AND METHODS**

Case Materials

We obtained (from the University of Chicago Hospitals, Illinois) 104 mammograms of 46 consecutive malignant and 58 consecutive benign clustered microcalcifications that
were examined at biopsy. Our institutional review board approved a waiver for patient consent for this study because our study involved only retrospective review of existing mammograms. We included only cases of microcalcification because our computer aid was specifically designed to analyze this common type of mammographic lesion (work on computer analysis of breast masses is ongoing [9]) and because microcalcifications are often the only mammographic indication of breast cancer (10).

Of the malignant cases, 37 were ductal carcinoma in situ, and nine were invasive ductal carcinoma. Of the benign cases, two were lobular carcinoma in situ, four were atypical ductal hyperplasia, 16 were hyperplasia without atypia, seven were adenosis, six were fibroadenoma, 18 were fibrocystic change or fibrosis, and five were breast tissue without specific abnormality.

Consecutive cases were collected by using the following criteria: (a) A cluster of microcalcifications was the only suspect lesion, which led to the biopsy and for which the pathologic results were definitive; (b) original mammograms, including at least two standard views and one magnification view, were available; and (c) the technical quality of the mammograms was adequate for interpretation (8). To balance the number of malignant and benign cases and thereby increase statistical power, the malignant cases were collected, necessarily, from a longer period (11,12). These cases were clinically evaluated before the Breast Imaging Reporting and Data System was implemented; therefore, they were not assigned a Breast Imaging Reporting and Data System assessment category (8). Additional specific details regarding case selection are reported elsewhere (8).

Radiologist Observers

Ten radiologists, who had experience in mammography but who had not previously seen the study cases, interpreted the mammograms. Five observers were practicing radiologists from the Chicago metropolitan area, and five were senior radiology residents from our Institution. For the attending radiologists, mammography was accounted for an average of 30% of their clinical practice, and they were certified readers according to the Mammography Quality Standards Act. They had been reading mammograms for an average of 9 years (median, 6 years; range, 1-30 years), and they had read at least 1,000 mammograms in the preceding year. The residents had limited experience from training rotations of 1-2 months duration. Written informed consent, as approved by our institutional review board, was obtained from all observers after the nature of the experiment was fully explained. Data analysis was performed for three observer groups: all observers (n = 10), attending radiologists (n = 5), and residents (n = 5).

Computer Aid

The computer aid was an estimate of the likelihood (0%-100%) that a microcalcification cluster was due to a malignancy. An artificial neural network calculated the estimate on the basis of eight image features that were automatically extracted from standard-view screen-film mammograms (13). Mammograms were digitized with a 0.1-mm pixel size and a 12-bit gray scale by using a digitizer (Luminiscan 100; Luminys, Sunnyvale, Calif). Locations of microcalcifications were manually identified on a computer monitor (8).

The observers were explicitly instructed to use the computer aid in their interpretation. They were told that the computer output had a sensitivity (defined as the fraction of cancers for which biopsy would have been recommended) of approximately 90% and a negative predictive value (defined as the fraction of all cases for which biopsy would have been recommended that were cancers) of approximately 61% when a threshold of 30% was applied to the computer-estimated likelihood of malignancy. The performance estimates of the computer were obtained from the study cases. One interpretation of this instruction is that any observer could have achieved the same accuracy as the computer by recommending biopsy only when the computer reported a likelihood of malignancy of 30% or greater.

Data Acquisition

Each observer reviewed the cases twice: once with and once without the computer aid; each review was separated by an average of 30 days (range, 10-60 days). The following counterbalanced study design was used: Half of the mammograms were read without the computer aid in the first reading session and were read again with the computer aid in the second reading session; the other half of the mammograms were read first with the computer aid and then without the aid. The study design minimizes potential biases; it has been well documented (11,12) and has been described (8) in detail. The observers were asked to report (a) their level of confidence (on an analog scale of 0%-100%) that a lesion was malignant and (b) their clinical recommendation (Table 1).

Data Analyses

We assessed interpretation variability by using three methods: (a) sensitivity, specificity, and ROC analysis; (b) analysis of interobserver agreement; and (c) analysis of substantial disagreements in clinical recommendations. Interobserver variability was assessed in these analyses. Intraobserver variability was not measured because no observer repeated mammographic interpretation either with or without the computer aid. Custom software was used to perform all calculations except calculations of p values, which were determined by using other software (splus; MathSoft, Seattle, Wash). The Student t and McNemar x2 tests were used to calculate p values, and the bootstrap method was used to estimate the 95% CIs in the statistical analyses.

Sensitivity was defined as the fraction of benign lesions for which surgical biopsy or alternative tissue sampling was recommended. Specificity was defined as the fraction of benign lesions for which short-term or routine follow-up was recommended. Because sensitivity and specificity incompletely describe accuracy and because they depend on how a radiologist selects a decision threshold to define positive diagnoses, we also performed an ROC analysis, which is the standard method for evaluating observer accuracy (6,14,15). We obtained ROC curves by fitting the binormal model to the confidence data, and we obtained summary ROC curves for the 10 observers as a group by averaging the slope and intercept parameters of the individual curves (14). The area under the ROC curve (AUC) was used as a summary index of accuracy. AUC can have values between...
0.5, which represents no apparent accuracy (diagnoses corresponding to random chance alone), and 1.0, which represents perfect accuracy.

A histogram of interobserver agreement regarding clinical recommendations was constructed, and the $\kappa$ statistic was computed. This histogram displayed the number of cases as a function of the number of observers in agreement. For the 10 observers, 11 patterns of agreement in the recommendations were possible; these patterns included 10 biopsy recommendations, nine biopsy and one follow-up recommendation, eight biopsy and two follow-up recommendations, and so on. For this analysis, we compared the recommendations for biopsy (option a or b in Table 1) versus those for follow-up (option c or d in Table 1), because this is the most important clinical decision. Separate histograms were constructed for cancers and benign lesions. Separate histograms were also constructed for attending radiologists, residents, and all radiologists. The histograms were similar for the three observer groups; we report only the summary histogram of all radiologists combined.

The $\kappa$ statistic is widely used as a measure of agreement (16). It reflects the proportion of agreement after the proportion of agreement that can be attributed to chance alone is subtracted (17). $\kappa$ equals 1 for perfect agreement, and $\kappa$ equals 0 when the agreement can be attributed to chance alone. We computed the multireader $\kappa$ value (18) and estimated the 95% CIs by using the bootstrap method.

Using the definitions by Elmore et al (1), we defined substantial disagreement as a situation in which one radiologist recommended biopsy (option a or b in Table 1) and another recommended routine follow-up (option c or d in Table 1) in the same case (short-term follow-up was excluded from this particular analysis to emphasize extremes in decision making). Pairwise and per-patient frequencies of substantial disagreement were calculated. The pairwise frequency was the occurrence of substantial disagreement in all recommendation pairs (ie, recommendations made by two different observers in the same case). The total number of recommendation pairs was equal to the following: [number of cases $\times$ number of readers $\times$ (number of readers $- 1$)]/2. For 10 observers, there were a total of (104 $\times$ 10 $\times$ 9)/2, or 4,660, recommendation pairs. The per-patient frequency was the fraction of total cases (ie, 104 cases) in which different observers simultaneously recommended at least one biopsy procedure and at least one routine screening procedure. Because of the large differences in the denominators, the pairwise frequency tended to produce a low estimate, and the per-patient frequency tended to produce a high estimate of the substantial disagreement; neither was clinically accurate, because it was unlikely that 10 radiologists would have independently evaluated the case in clinical practice. Because the true frequency of substantial disagreement was expected to be between the pairwise and per-patient frequencies and because, to our knowledge, no single accurate measure is known, we report both pairwise and per-patient results, as Elmore et al (1) did.

RESULTS

Effect of the Computer Aid on Sensitivity, Specificity, and ROC Curves

Sensitivity and specificity data and summary ROC curves are shown in Figure 1. The ranges and averages of the sensitivity, specificity, and positive predictive values are shown in Table 2. For the group of all observers ($n = 10$), without the computer aid there was a range of 35% in sensitivity and 44% in specificity. When the computer aid was used, the range in sensitivity was reduced to 26%, but the range in specificity remained 45%. Results for the groups of attending radiologists ($n = 5$) and residents ($n = 5$) were similar (Table 2). The average sensitivity, specificity, and positive predictive values increased significantly with the computer aid (8). Table 3 lists the $A_i$ values. The SD of $A_i$ values was reduced from 0.056 to 0.030, or 46%, with the computer aid.

Effect of Computer Aid on Agreement in Recommendations

The histogram of interobserver agreement (Fig 2) provides detailed information concerning the extent of agreement, for both cancers and benign lesions, and the changes as a result of the computer aid. With the computer aid, complete agreement among all 10 radiologists was achieved in 20 (43%) cancer cases. Agreement in benign cases had a broader distribution. Highlights of Figure 2 are summarized in Table 4. Without the computer aid, complete agreement by all observers on a correct recommendation (biopsy for cancers and follow-up for benign lesions) occurred in nine cases (nine malignant and no benign lesions). With computer aid, the
### Table 2
Effect of CAD on Sensitivity, Specificity, and Positive Predictive Values

<table>
<thead>
<tr>
<th>Value</th>
<th>All Observers (n = 10)</th>
<th>Attending Radiologists (n = 5)</th>
<th>Residents (n = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without Aid</td>
<td>With Aid</td>
<td>Without Aid</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>52±87</td>
<td>74–100</td>
<td>52±87</td>
</tr>
<tr>
<td>Range</td>
<td>74±11</td>
<td>87±9</td>
<td>75±14</td>
</tr>
<tr>
<td>Average ± SD</td>
<td>32±15</td>
<td>42±15</td>
<td>29±18</td>
</tr>
<tr>
<td>Positive predictive value (%)</td>
<td>42±52</td>
<td>51±4</td>
<td>42±51</td>
</tr>
<tr>
<td>Range</td>
<td>46±3</td>
<td>55±4</td>
<td>46±4</td>
</tr>
</tbody>
</table>

Note.—P values (Student t test) for the all observers, attending radiologists, and residents, respectively, were as follows: sensitivity, <.001 (t = 5.2, df = 9); .03 (t = 3.3, df = 4); and .02 (t = 3.7, df = 4); specificity, .003 (t = 4.1, df = 9); .007 (t = 5.0, df = 4), and .14 (t = 1.8, df = 4); and positive predictive value, <.001 (t = 11.9, df = 9), <.001 (t = 9.3, df = 4), and .002 (t = 7.7, df = 4).

### Table 3
Effects of CAD on $A_{c}$

<table>
<thead>
<tr>
<th>Observers</th>
<th>$A_{c}$ without Aid</th>
<th>$A_{c}$ with Aid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attending</td>
<td></td>
<td></td>
</tr>
<tr>
<td>radiologists</td>
<td>0.64 (0.055)</td>
<td>0.76 (0.046)</td>
</tr>
<tr>
<td>B</td>
<td>0.60 (0.056)</td>
<td>0.76 (0.047)</td>
</tr>
<tr>
<td>C</td>
<td>0.72 (0.051)</td>
<td>0.77 (0.046)</td>
</tr>
<tr>
<td>D</td>
<td>0.54 (0.056)</td>
<td>0.72 (0.050)</td>
</tr>
<tr>
<td>E</td>
<td>0.59 (0.057)</td>
<td>0.79 (0.043)</td>
</tr>
<tr>
<td>Average</td>
<td>0.62 (0.067)</td>
<td>0.76 (0.028)</td>
</tr>
<tr>
<td>Radiology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>residents</td>
<td>0.53 (0.056)</td>
<td>0.70 (0.050)</td>
</tr>
<tr>
<td>G</td>
<td>0.63 (0.055)</td>
<td>0.77 (0.045)</td>
</tr>
<tr>
<td>H</td>
<td>0.60 (0.057)</td>
<td>0.73 (0.049)</td>
</tr>
<tr>
<td>I</td>
<td>0.66 (0.054)</td>
<td>0.75 (0.047)</td>
</tr>
<tr>
<td>J</td>
<td>0.64 (0.056)</td>
<td>0.79 (0.044)</td>
</tr>
<tr>
<td>Average</td>
<td>0.61 (0.050)</td>
<td>0.75 (0.036)</td>
</tr>
<tr>
<td>All average</td>
<td>0.61 (0.056)</td>
<td>0.75 (0.030)</td>
</tr>
</tbody>
</table>

Note.—Data in parentheses are $P$ values.

Figure 2. Histograms show the effect of CAD on the agreement in the recommendations for clinical management that were made by the 10 radiologists. Recommendations for biopsy versus any type of follow-up were made after the radiologists independently interpreted mammograms that depicted clustered microcalcifications. The computer aid provided an estimate of the likelihood that the microcalcifications were due to a malignancy. Black bars = without the computer aid, white bars = with the computer aid, and * = ideal situation of complete agreement in the correct recommendation.

Distribution of Recommendations (No. Biopsy/No. Follow-up)

- **Malignant cases**
- **Benign cases**

Effect of Computer Aid on Substantial Disagreement in Recommendations

Interobserver agreement implicitly quantifies disagreement, but it does not distinguish between minor disagreements and completely incompatible diagnoses. Substantial disagreements represent contradictory diagnoses that can potentially cause greater confusion for the referring physicians and patients. Figure 3 shows the pairwise and per-patient frequencies of substantial disagreements. For recommendations made by attending radiologists without aid, the pairwise frequency of contradiction was 7%, and the per-patient frequency of contradiction was 23%. The frequencies were higher among residents: The pairwise frequency was 19%, and the per-patient frequency was 51%. Use of the computer aid re-


### TABLE 4

<table>
<thead>
<tr>
<th></th>
<th>All Observers (n = 10)</th>
<th>Attending Radiologists (n = 5)</th>
<th>Residents (n = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without Aid</td>
<td>With Aid</td>
<td>Without Aid</td>
</tr>
<tr>
<td>Complete agreements*</td>
<td>13 (13)</td>
<td>33 (32)</td>
<td>38 (37)</td>
</tr>
<tr>
<td>Correct recommendations</td>
<td>9</td>
<td>26</td>
<td>17</td>
</tr>
<tr>
<td>Missed cancers</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Conflicting recommendations†</td>
<td>43 (41)</td>
<td>28 (27)</td>
<td>31 (30)</td>
</tr>
</tbody>
</table>

Note.—Data are the number of cases (n = 104). Data in parentheses are percentages.
* Complete agreement was defined as a situation in which all observers made the same recommendation for either biopsy or follow-up. P values (McNemar χ² test) for all observers, attending radiologists, and residents, respectively, were < .001 (χ² = 14.29), .05 (χ² = 3.95), and < .001 (χ² = 10.94).
† Conflicting recommendations were considered to occur when the minority opinion was held by more than 20% of the observers. P values (McNemar χ² test) for all observers, attending radiologists, and residents, respectively, were .02 (χ² = 5.49), .03 (χ² = 4.57), and .07 (χ² = 3.27).

### TABLE 5

<table>
<thead>
<tr>
<th></th>
<th>Observers</th>
<th>Without Aid</th>
<th>With Aid</th>
<th>Improvement*</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.19 (0.13, 0.28)</td>
<td>0.41 (0.32, 0.51)</td>
<td>0.22 (0.11, 0.33)</td>
<td></td>
</tr>
<tr>
<td>Attending radiologists</td>
<td>0.21 (0.13, 0.32)</td>
<td>0.44 (0.32, 0.36)</td>
<td>0.23 (0.07, 0.38)</td>
<td></td>
</tr>
<tr>
<td>Residents</td>
<td>0.17 (0.08, 0.28)</td>
<td>0.37 (0.26, 0.48)</td>
<td>0.19 (0.05, 0.23)</td>
<td></td>
</tr>
</tbody>
</table>

Note.—Data in parentheses are 95% CIs obtained by using the statistical method of bootstrapping with 10,000 repetitions.
* P < .05 in all improvement categories.

DISCUSSION

Interpretation of Results

To our knowledge, there is no single measure of agreement that can be universally used to quantify interpretation variability. Although κ is widely used as a quantitative measure of agreement, it is not without limitations when the findings of different studies are compared (20). More important, there is no explicit relationship between κ statistic and ROC analysis; the latter is often used to quantify diagnostic accuracy. Therefore, we extended our calculations beyond determining the κ value to three separate but related analyses. First, we calculated the variability that is evident in the ROC summary indices. This analysis could serve as a direct link between the calculation of variability and the calculation of diagnostic accuracy by means of ROC analysis. Second, we calculated the κ value and the pattern of agreement. Third, we assessed variability from the points of view of the referring physician and the patient by using a calculation in the literature (1). Each of the three analyses addressed a different aspect of variability, and together they helped to define its magnitude and the ability of CAD to help reduce the variability.
### Table 6: Effect of CAD on Observer Variability

<table>
<thead>
<tr>
<th>Study</th>
<th>Task of Interpretation</th>
<th>Accuracy Index</th>
<th>Average Accuracy*</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Getty et al (5)</td>
<td>Differentiation of malignant and benign</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>breast lesions on mammograms</td>
<td>( A_t )</td>
<td>0.832</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.880</td>
<td>0.020</td>
</tr>
<tr>
<td>Chan et al (21)</td>
<td>Detection of clustered</td>
<td>( A_r )</td>
<td>0.924</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>microcalcifications on mammograms</td>
<td></td>
<td>0.953</td>
<td>0.041</td>
</tr>
<tr>
<td>Kegelmyer et al (22)</td>
<td>Detection of spiculated masses on</td>
<td>Sensitivity/specificity</td>
<td>0.806/0.954</td>
<td>0.051/0.054</td>
</tr>
<tr>
<td></td>
<td>mammograms</td>
<td></td>
<td>0.903/0.969( ^# )</td>
<td>0.048/0.039</td>
</tr>
<tr>
<td>Jiang et al (8)</td>
<td>Differentiation of malignant and benign</td>
<td>( A_r )</td>
<td>0.614</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>clustered microcalcifications on mammograms</td>
<td></td>
<td>0.755</td>
<td></td>
</tr>
<tr>
<td>Chan et al (23)</td>
<td>Differentiation of malignant and benign</td>
<td>( A_r )</td>
<td>0.860/0.912</td>
<td>0.037/0.020</td>
</tr>
<tr>
<td></td>
<td>masses on mammograms</td>
<td></td>
<td>0.900/0.947</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.944</td>
<td>0.027</td>
</tr>
<tr>
<td>Kobayashi et al (24)</td>
<td>Detection of lung nodules on chest</td>
<td>( A_r )</td>
<td>0.894</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>radiographs</td>
<td></td>
<td>0.940</td>
<td></td>
</tr>
<tr>
<td>Difazio et al (25)</td>
<td>Detection of temporal change on chest</td>
<td>( A_r )</td>
<td>0.887</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>radiographs</td>
<td></td>
<td>0.984</td>
<td>0.011</td>
</tr>
<tr>
<td>Monnier-Cholley et al (26)</td>
<td>Detection of interstitial infiltrates in</td>
<td>( A_r )</td>
<td>0.948</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>chest radiographs</td>
<td></td>
<td>0.970</td>
<td>0.024</td>
</tr>
<tr>
<td>Ashizawa et al (27)</td>
<td>Differential diagnosis of interstitial lung disease on chest radiographs</td>
<td>( A_r )</td>
<td>0.826</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.911</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Note.—Number in parentheses is the reference number.
* Unless otherwise specified, \( P < .05 \) for all improvements in the accuracy index, as reported in the original article.
1 Data were derived from data in the reference.
2 Data were taken directly from the reference.
3 \( P > .05 \) for all improvements in the accuracy index, as reported in the original article.
4 Data are reported for reading condition 1/reading condition 2.

Our analysis revealed that there is considerable variability in the interpretation of mammograms by radiologists; this finding is consistent with that of other studies (1–4). We found similar or poorer agreement between radiologists, compared with the results of Elmore et al (1). Elmore et al reported a per-patient substantial disagreement frequency of 25%, which is similar to our result of 23% for attending radiologists. However, our \( \kappa \) values were generally lower; these values suggested poorer agreement. This result may have been caused by differences in the calculation of \( \kappa \) values (ie, averaging two-reader \( \kappa \) values [1] vs calculating multireader \( \kappa \) values); also, our study (8) did not include cases that were not evaluated at biopsy. To increase the statistical power of the study by enhancing the proportion of cases that were difficult to diagnose, only normal cases that had biopsy confirmation were used in our study (11). These difficult cases can be presumed to generate more variability in interpretation. We found a range of 35% in sensitivity and a range of 44% in specificity. These results agree with the ranges of 53% in sensitivity and 45% in specificity reported by Bean et al (2), who studied the results of 108 radiologists.

Two sources can potentially generate variability in the interpretation of mammograms. First, variations in diagnostic accuracy (ie, variations in radiologists' abilities to correctly diagnose cancerous and cancer-free lesions) may be a primary source of variability. \( A_r \) values vary as a result of this variation. Second, a radiologist's selection of a decision threshold that defines a positive diagnosis in his or her interpretation can also produce variability (6). A decision threshold is necessary in all binary diagnostic tasks, and its selection is influenced by a radiologist's perception of disease prevalence and the benefits and costs associated with correctly diagnosing the disease (14). Although selection of different thresholds causes sensitivity and specificity to vary simultaneously and in opposite directions, such variations are not caused by and do not represent variations in diagnostic accuracy (6). Selection of the different thresholds does not cause \( A_r \) values to vary because an ROC curve, for which \( A_r \) is a summary index, depicts all of the tradeoffs available as the threshold is varied. Therefore, selection of the decision threshold is an issue that is separate from the variation in diagnostic accuracy as quantified with \( A_r \) values.

Our results (Fig 1) showed that the sensitivity and specificity data points were on or near the average ROC curves; these results indicated that much of the variation in sensitivity and specificity was caused by the use of different decision thresholds during interpretation and not by variations in diagnostic accuracy. This is consistent with the interpretation of D'Oriol and Swets (6) of the results of Elmore et al (1). As one might expect, the similarity in the ranges of sensitivity and specificity with and without use of a computer aid indicated that CAD had little influence on the radiologists' choices of decision thresholds, since CAD is not expected to influence the radiologists' perception of disease prevalence and the benefits and costs associated with correctly diagnosing the disease. The improvement in accuracy achieved with CAD is a result of the radiologists being able to improve their performance, as reflected with a different (higher) ROC curve. Moreover, compared with the without-aid data, the decreased dispersion of the with-aid sensitivity and specificity data points from the average ROC curve shows that CAD helped the radiologists to interpret mammograms with a more uniform, as well as higher, level of accuracy. Therefore, although CAD caused little change in the ranges of sensitivity and specificity (which in our study appear to have been determined largely by the radiologists' choice of decision thresholds), our results showed that CAD helped the radiologists to reduce variation in their diagnostic accuracy.

We analyzed data for attending radiologists and residents both in aggregate and in
two separate groups, and we found that the results were similar except in the frequencies of substantial disagreement (Fig 3). We believe the residents' data are clinically relevant because the majority of recent residents and fellows who go into private practice are assigned to reading screening mammograms. Although on may interpret data from attending radiologists and residents differently, inclusion or exclusion of the residents' data did not alter the findings of this study.

Comparison with Other Observer Study Data

We compared our findings with those of eight other investigations (5,21-27) of the effects of CAD on observer performance. By re-analyzing the results of these studies, we deduced general conclusions that are not limited to a particular computer aid or imaging task, as these were different in each of the studies; rather, our conclusions pertain to CAD in general. We used the accuracy indices (A4, in all studies except one) and corresponding SIs that were reported in the original investigations as measures of diagnostic accuracy and variability. The results (Table 6) showed that accuracy was always higher and that its SL was always smaller when a computer aid was used; these results indicated that accuracy was consistently improved and that variability was consistently reduced when a computer aid was used. Although these studies were not specifically designed to measure the effect of a computer aid on observer variability, the clear trend of a reduction in reader variability in all of these nonuniformly designed studies indicates that the reduction is likely a consequence of, rather than a coincidental finding with, use of a computer aid.

The ability of CAD to improve diagnostic accuracy is conceptually similar to double reading by two radiologists (28), in which gains in accuracy are expected if two radiologists are able to complement each other (29). Several investigators (5,8,21-27) suggest that the clinical role of CAD might be to serve as a less expensive alternative to double reading by radiologists. However, to our knowledge, the ability of CAD to reduce variability has not been previously investigated, and we present the first evidence. We believe that the computer aid provides a reference point, much as reading with a skilled partner does. In clinical practice, the variability of the second human reader is one of the major problems that prohibits widespread use of this technique, despite its promised advantages. Because the computer aid is used indepen-
dent of the radiologists' interpretations of the mammograms, it can serve as a reference reader that is completely immune to human variability. This could be a unique advantage of CAD when it is compared with other approaches for reducing variability that depend on radiologists' interpretations, which are subject to the inherent variation in human perception and decision making. CAD also eliminates or reduces the need for arbitration or reconciliation between differing opinions when two human readers disagree, because the course of action is ultimately determined by the radiologist using the added opinion of the computer output. The final clinical decision remains in the hands of a single human reader, and studies (28-31) have consistently shown that computer-assisted readers perform at a higher level, with improvement comparable to or exceeding that seen in traditional double-reader studies.

Impediments to the clinical use of CAD include the radiologic community's underestimation of the extent of individual variability in daily practice and the effects that missing important low-prevalence events or overreacting to common benign conditions has on screening. Recent studies have focused attention on these problems and have created an appreciation of the need for more standardization of the observer's role in the screening process.

In summary, a CAD joint reading could promote agreement and eliminate some of the extreme or erroneous diagnostic opinions. Both of these outcomes are highly desirable in the medical, social, and economic contexts of breast cancer screening in an asymptomatic population.

Two major conclusions can be drawn from our data and our findings from analysis of nine independent observer-performance studies (5,8,21-27). CAD can improve diagnostic performance and CAD can simultaneously reduce interpretation variability. These beneficial effects are possible because CAD can help radiologists to avoid performing biopsy in benign lesions, while it increases, rather than decreases, the number of correct diagnoses of cancers. The second capability is a substantial enhancement to the knowledge of CAD, which has been demonstrated in several studies. Our findings suggest that if CAD is incorporated into clinical radiology, improvements in both accuracy and consistency in image interpretation can be expected. Patients and referring physicians would agree that both of these goals are highly desirable. These goals support the intention of the Breast Imaging Reporting and Data System lexicon introduced by the American College of Radiology and the Mammography Quality Standards Act, that is, to improve the daily practice and results of breast cancer screening by fostering more uniform interpretations.
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Rationale and Objectives. Several of the authors have previously published an analysis of multiple sources of uncertainty in the receiver operating characteristic (ROC) assessment and comparison of diagnostic modalities. The analysis assumed that the components of variance were the same for the modalities under comparison. The purpose of the present work is to obtain a generalization that does not require that assumption.

Materials and Methods. The generalization is achieved by splitting three of the six components of variance in the previous model into modality-dependent contributions. Two distinct formulations of this approach can be obtained from alternative choices of the three components to be split; however, a one-to-one relationship exists between the magnitudes of the components estimated from these two formulations.

Results. The method is applied to a study of multiple readers, with and without the aid of a computer-assist modality, performing the task of discriminating between benign and malignant clusters of microcalcifications. Analysis according to the first method of splitting shows large decreases in the reader and reader-by-case components of variance when the computer assist is used by the readers. Analysis in terms of the alternative splitting shows large decreases in the corresponding modality-interaction components.

Conclusion. A solution to the problem of multivariate ROC analysis without the assumption of equal variance structure across modalities has been provided. Alternative formulations lead to consistent results related by a one-to-one mapping. A surprising result is that estimates of confidence intervals and numbers of cases and readers required for a specified confidence interval remain the same in the more general model as in the restricted model.
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The field of random-effects receiver operating characteristic (ROC) analysis has made important advances during the past decade. Its major applications include the assessment of modalities for diagnostic imaging and computer-assisted diagnosis (CAD) and the comparison of competing diagnostic modalities. A particularly important paradigm is the multiple-reader, multiple-case (MRMC) approach in which every reader reads every patient case. This is the so-called reader study that allows for a proper accounting of both reader and case variance and thus provides estimates of uncertainties of ROC parameters that are said to be “generalizable to a population of readers as well as to a population of cases.” This paradigm was first modeled by Swets and Pickett in 1982 (1). Dorfman, Ber-
baum, and Metz (DBM) later provided a more flexible theoretical and also more practical solution to the MRMC problem (2). Their use of a general linear model together with “jackknife” resampling allowed the application of standard analysis-of-variance (ANOVA) techniques. Their approach and several alternatives were discussed at a 1993 symposium, and the proceedings were published in a supplement to this journal (3).

Beiden, Wagner, and Campbell (BWC) have recently provided a review of some of the issues in random-effects ROC analysis, together with an alternative solution to the MRMC problem (4). The BWC analysis includes not only the estimation of uncertainties in performance estimates in the MRMC paradigm but also a method to uniquely decompose these uncertainties into contributions in a components-of-variance model (2,4,5). These components are referred to as the “variance structure” of the problem and include the case variability, the reader variability, various interactions among cases, readers, and modalities and, finally, experimental replication error. The BWC alternative to previous solutions involves the analysis of a set of population experiments in terms of the model components. In any realistic clinical context, such population experiments are not possible. The practical solution is to replace the set of population experiments with the set of corresponding bootstrap resampling experiments on the available finite data set. This leads to a system of linear equations that may be solved for estimates of the components of variance (i.e., the sources of randomness). In turn, one then obtains estimates of the confidence intervals of interest, as well as the ability to size a pivotal study from a pilot study.

In the previous work, we followed the model and assumption of DBM, namely, that the reader and case variances and their interaction for one modality are so similar to those for the other modality that they can be assumed to be equal. A central goal of CAD and other evolutions in imaging technology, however, is to create new modalities that will outperform older ones—in ways that include reducing the magnitude of these components of variance. A comparison of the performance of such new and older technologies will therefore require a more general model.

In the present article, we extend our previous work to the more general case of unequal variance structures across two modalities under comparison. We will show how to solve for estimates of the variance structure for this more general MRMC paradigm. In the next section, we present one formulation of a solution to this estimation problem. An alternative formulation is presented in the Appendix. Our analysis is applied to the study of Jiang et al (6), in which unaided readers of suspicious mammographic clusters of calcifications were compared with readers who used a CAD modality as an adjunct. In a companion article (7), we analyze the uncertainties in the estimates of the variance structure.

MATERIALS AND METHODS

Following DBM (2), we analyze the MRMC paradigm within the framework of a general multivariate linear model for ROC parameter estimates. We will use the ROC area parameter, $A_i$, (dropping the $z$ for simplicity), to exemplify the model; the model is nevertheless applicable to any other ROC model parameter or accuracy index. For completeness, we repeat the multivariate linear model for an ROC accuracy index, $A$, by used DBM:

$$A_{ij} = \mu_i + r_j + c_k + (mr)_{ij} + (mc)_{ik} + (rc)_{jk} + (mrc)_{ijk} + z_{ijk}$$

where $i$ indicates a particular imaging modality, $j$ denotes a particular image reader, $k$ is a particular case sample, and $n$ is a particular replication of the experiment. (The index for case sample, $k$, is included in this model because DBM studied jackknife pseudo-values.) The term $\mu_i$ represents the contribution of modality $i$ to the expected value of the accuracy index, while the remaining terms are independent zero-mean random variables. The terms with a single index are the reader and case contributions to the variability, with variances $\sigma_r^2$ and $\sigma_c^2$, respectively. The terms with two subscripts represent the two-way interactions between modality and reader, modality and case, and reader and case, with variances $\sigma_{mr}^2$, $\sigma_{mc}^2$, and $\sigma_{rc}^2$, respectively. The term with three subscripts represents the three-way interaction among modality, reader, and case, with variance $\sigma_{mrc}^2$. The last term is a pure error term in experimental reproducibility, with variance $\sigma_e^2$. For the case where multiple-reader experiments are conducted but readers do not independently repeat their readings, the last two terms, with variances $\sigma_{mrc}^2$ and $\sigma_e^2$, are inseparable, and we combine them into a single term with variance $\sigma_e^2$.

A major distinction in applications of this model is that between random and fixed factors. A random factor is one that—on replication of the experiment—is drawn independently from a specified population; a fixed factor is one that remains unchanged on replication. As written
in Equation (1), modalities are considered fixed factors, while readers and cases are random factors. Finally, we note that it will not be necessary for the present article to invoke assumptions of normality.

The model of Equation (1) assumes that the variance structure is homogeneous across modalities. Our present interest, however, is the case in which this structure changes across modalities. A parsimonious model for this case and the application where readers do not independently repeat their readings can be obtained by making the reader, case, and reader-by-case interaction terms a function of modality (i), respectively, \( r_j(i) \), \( c_k(i) \), \( (rc)_p(i) \). It can be written as

\[
A_{ijk} = \mu_j + r_j(i) + c_k(i) + (mr)_{ij} \\
+ (mc)_{ik} + (rc)_{p}(i) + \varepsilon_{ijk}.
\]

The two-way interaction terms involving modality \( m \) and readers \( r \) (or cases \( c \)) carry information related to the reader (or case) correlation across modalities; they do not require generalization. (All else being equal, the interaction strength is higher when the correlation is lower, and vice versa.) However, for the case where readers independently repeat their readings, the three-way interaction term also would not be made a function of modality, but the final term in Equation (1) would be. An alternative formulation, described in the Appendix, generalizes Equation (1) in a different way.

The variances produced by any linear model, such as Equation (2), and that contribute to observations over repeated experiments depend on which factors are held fixed and which are sampled randomly from a population when a particular ROC experiment is repeated. In reference 4 we showed that, for the equal-variance model considered there, it is possible to perform six population experiments, chosen from the family of 32 considered by Roe and Metz (5), that would allow one to solve for the six variance components in Equation (1), combining the final two components as just described. In the present work, we extend this approach to solve for nine components in the new model, using nine equations.

We use the notation of Roe and Metz (5), where variables to the left of the vertical bar in the subscript of an accuracy index are random factors, while those to the right are fixed factors. For example, suppose we consider replications of the experiment where readers \( R \) as well as cases \( C \) are drawn randomly from the population but the modality \( M \) is a fixed factor. All six variance components for a given modality contribute to the observed variance in this experiment. This is stated by the following expression, which, for the case of two modalities, provides two equations:

\[
\text{var}(A_{RCM}) = \sigma^2_r(M) + \sigma^2_c(M) + \sigma^2_{nc} \\
+ \sigma^2_{mr} + \sigma^2_{mc}(M) + \sigma^2_{ir}.
\]

When readers are also a fixed effect, the pure reader term and the modality-by-reader term do not contribute. That experiment and observed variance are given by

\[
\text{var}(A_{RCM}) = \sigma^2_r(M) + \sigma^2_{mc}(M) + \sigma^2_{ir},
\]

which also provides two equations when two modalities are being studied.

An experiment that is generally of most interest is the one in which two fixed modalities, \( M \) and \( M' \), are compared in terms of the ROC performance estimates obtained from randomly drawn reader and case samples. The population variance that is observed in that experiment can be calculated after subtracting two equations of the form of Equation (2) above:

\[
A_{ijkl} - A_{ijkl'} = [\mu_1 - \mu_2] + [r_j(1) - r_j(2)] \\
+ [c_k(1) - c_k(2)] + [r_{jk}(1) - r_{jk}(2)] \\
+ [mr_{ij} - mr_{j2}] + [mc_{ik} - mc_{k3}] \\
+ [\varepsilon_{ijkl} - \varepsilon_{ijkl'}].
\]

The first term in square brackets on the right-hand side is a random variable, and so it contributes no variance. The variance of the next term in square brackets involves the correlation of \( r_j(1) \) and \( r_j(2) \). In the present model, we take these components to be different in magnitude but perfectly correlated, that is, \( r_j(1) = \gamma r_j(2) \), where \( \gamma \) is a constant. (We treat the pure case and reader-by-case components similarly.) Thus,

\[
\text{var}[r_j(1) - r_j(2)] = [\sigma_r(1) - \sigma_r(2)]^2.
\]

This approach is consistent with the interpretation that the reader component was originally not a function of modality for the equal-variance model of Equation (1) and thus could be thought of as perfectly correlated across modalities in this special case to which the present model degenerates. More generally, of course, the reader variation
may not be perfectly correlated across modalities. However, the flexibility to include arbitrary correlations of readers (or cases) across modalities is achieved in the general linear model as used here through the presence of the interaction terms. (For split-plot designs, however, where the readers [or cases] are drawn independently for the two modalities [8], the present model would be modified to set the reader [or case] correlation across modality to zero.)

By similar steps, the variance of the complete difference expressed by Equation (5) can then be written as

\[
\text{var}(A_{RC|M} - A_{RC|M'}) = 2(\sigma^2_{nc} + \sigma^2_{nc} + \sigma^2_c) \\
+ (\sigma_c(M) - \sigma_c(M'))^2 \\
+ (\sigma_n(M) - \sigma_n(M'))^2. \quad (7)
\]

One similarly obtains the following results for the other experiments that are required in order to solve for all of the variance components in this model:

\[
\text{var}(A_{CR|M} - A_{CR|M'}) = 2(\sigma^2_{rc} + \sigma^2_c), \quad (8)
\]

\[
\text{var}(A_{CR|M} - A_{CR|M'}) = 2(\sigma^2_{nc} + \sigma^2_c) \\
+ (\sigma_c(M) - \sigma_c(M'))^2 \\
+ (\sigma_n(M) - \sigma_n(M'))^2, \quad (9)
\]

\[
\text{var}(A_{CR|M} - A_{CR|M'}) = \sigma^2_{rc}(M) + \sigma^2_{rc}(M') \\
+ 2(\sigma^2_{nc} + \sigma^2_c) \\
+ (\sigma_c(M) - \sigma_c(M'))^2. \quad (10)
\]

Notice that Equations (3), (4), and (8) each describe two independent experiments \((M = 1 \text{ or } 2)\). The system of nine equations represented by Equations (3), (4), and (7)–(10) then expresses nine observable variances as a multivariate quadratic equation in the square roots of nine variance components. These equations reduce to the linear expressions in our previous work (4) for the case where the variances are equal across modalities.

The left-hand sides of Equations (3), (4), and (7)–(10) are observables that are independent of any model. Thus, we may equate the right-hand sides just derived for the present model with the corresponding right-hand sides that follow from the model for the equal-variance case given in BWC (4). When necessary to distinguish between models, we shall use the presubscript \(A\) to refer to components in the BWC model of reference 4 and the presubscript \(B\) to refer to components in the model described up to this point in the present article. (Components of variance in the alternative formulation described in the Appendix will be denoted by a presubscript \(C\). Otherwise in this article, the components will refer to the present model, model B.) For example, equating Equation (8) as written above to the corresponding version of this for the equal-variance case yields

\[
[\sigma^2_{nc}(1) + \sigma^2_{nc}(2)]/2 + \sigma^2_c = \sigma^2_{nc} + \sigma^2_c. \quad (11)
\]

The average on the left-hand side of this equation results from the fact that in BWC (4) the observable quantity was taken to be the average over the fixed effect \(M\), and thus we average over the two equations implied by Equation (8).

By repeating this exercise with Equations (4) and (3), and taking differences with Equation (11), two additional expressions parallel to Equation (11) can be found: one in which all versions of \(\sigma^2_c\) replace the corresponding versions of \(\sigma^2_{nc}\) and all versions of \(\sigma^2_{nc}\) replace the corresponding versions of \(\sigma^2_c\), and another in which all versions of \(\sigma^2_{nc}\) replace the corresponding versions of \(\sigma^2_c\) and all versions of \(\sigma^2_c\) replace the corresponding versions of \(\sigma^2_{nc}\). The complete parallel of these expressions with Equation (11) becomes apparent on recalling that \(\sigma^2_c\) includes \(\sigma^2_{nc}\).

Another set of relationships can be found by first performing a similar exercise on Equations (10) and (4). The difference of the two results yields

\[
A\sigma^2_c = \sigma^2_{nc}(1)\sigma^2_{nc}(2). \quad (12)
\]

Similar results follow for the components \(\sigma^2_{nc}\) and \(\sigma^2_{nc}\). These expressions will be useful as a check on the results below.

We now proceed as in our previous analysis (4) where, in practice, we replace a given population experiment with the corresponding bootstrap experiment. (Details of the statistical bootstrap are reviewed in reference 4, based on Efron [9] and Efron and Tibshirani [10].)

The nonlinear system, Equations (3), (4), and (7)–(10), can be solved for the unknown variance components by
Components of Variance in Equal- and Unequal-Variance Models (All Values $\times 10^{-4}$)

<table>
<thead>
<tr>
<th>Variance Component</th>
<th>Equal Variance</th>
<th>Unequal Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Modality 1</td>
</tr>
<tr>
<td>$c$</td>
<td>7.31</td>
<td>7.66</td>
</tr>
<tr>
<td>$r$</td>
<td>7.78</td>
<td>17.84</td>
</tr>
<tr>
<td>$rc$</td>
<td>2.11</td>
<td>10.92</td>
</tr>
<tr>
<td>$mc$</td>
<td>4.43</td>
<td>4.42</td>
</tr>
<tr>
<td>$mr$</td>
<td>7.72</td>
<td>4.48</td>
</tr>
<tr>
<td>$mr/c$</td>
<td>14.00</td>
<td>10.45</td>
</tr>
</tbody>
</table>

*Ellipses indicate no new parameter; these components do not split in the new model.

numerical iteration. We first write the variance components as a vector $\boldsymbol{\alpha}$, whose transpose, $T$, is

$$(\sigma)^T = (\sigma_r(1), \sigma_r(2), \sigma_c(1), \sigma_c(2), \sigma_m, \sigma_m, \sigma_m(1), \sigma_m(2), \sigma_c).$$  \hspace{1cm} (13)

Each of the nine equations is then rearranged such that the vector $\boldsymbol{\alpha}$ is on the left-hand side of the system; the right-hand side is then the remaining nonlinear operation on $\boldsymbol{\alpha}$, which we call $f$. The system can then be written as

$$\boldsymbol{\alpha} = f(\boldsymbol{\alpha}).$$  \hspace{1cm} (14)

We use a method of simple iteration to solve this system, with the initial estimate being taken to be the solution of the linear system that results when the two structures are equal. This system of quadratic equations can be shown to have only one physically meaningful solution set, and thus the problem is well defined.

RESULTS

Application to CAD

We use the study of CAD by Jiang et al (6) to exemplify this approach. These authors compared the performance of 10 radiologists—unaided versus with the aid of a computer-assist modality—reading mammograms from 104 patients with clustered microcalcifications. The truth state for these patients was established with biopsy (46 malignant, 58 benign cases). ROC analysis for individual readers and also their average performance within the MRM paradigm and model of DBM were published in reference 6. Here we use the methods described above to solve for the components of variance in these MRM experiments, both in terms of the previous model that assumes equal variance structure across modalities and in terms of the new model that does not make that assumption.

Components of Variance

In the Table, we present the components of variance according to our present analysis within the two models: the first model assuming equal variances across modalities and the second model assuming unequal variances. Here, the first modality (modality 1) refers to the combination of mammographic images and unaided readers; the second modality (modality 2) refers to the combination of mammographic images and readers aided by the computerized feature extraction, fusion, and rating of probability of cancer described in reference 6.

The following observations can be made from the Table. In the equal-variance model, the reader component of variance and the case component of variance have similar strengths. The patient component of variance, which can be interpreted as the range of case difficulty as represented by the finite sample, hardly changed when we went to the unequal-variance treatment. The reader component of variance, which can be interpreted as a range of reader ability, “splits” into two quite unequal components in the unequal-variance model. Without the assist of CAD, the reader component is now seen to be much greater than the case component; the addition of CAD is seen to reduce this component more than fivefold. The reader-by-case component also splits into two quite unequal components, with a more than 25-fold reduction after the addition of CAD. Larger values of this component imply that the range of sampled case difficulty depends on the particular reader (or by the symmetry of that component, that the range of reader skills depends on the case); smaller values imply less such dependence. Thus, we take this splitting to indicate that the addition of CAD in the study of reference 6 almost eliminated the dependence of the range of case difficulty on the particular reader in that study (or, symmetrically, that it almost eliminated the dependence of the range of reader skills on the case).

For later reference (companion article, reference 7) these results are shown graphically in Figure 1, together with error bars on the model results that represent $\pm 1$ standard deviation. In the companion article (7), we provide the analysis of uncertainty in these results. In a few words, the error bars are obtained by using a resampling technique known as the jackknife.
Figure 1. (a) Variance components c (case), r (reader), and rc (reader-by-case) in the present analysis of the study in reference 6. Vertical bars represent mean estimates, ± 1 standard deviation estimated with the method of reference 7. Unsplit components (to the left in each set of three) are estimated with the model of reference 4 (denoted model A). Splitting components (the pair to the right in each set) are estimated with model B of the present analysis (i.e., not assuming equal variance structure across modalities). (b) Variance components mc (modality-by-case), mr (modality-by-reader), and ε (residual error) in the present analysis of the study in reference 6. These three components shift rather than split in going from model A of previous work to model B of the present article.

after-bootstrap (10), followed by linear propagation of variance for the model of equal variance structure or its modification for the model of unequal variance structure.

We note also that the model components in the unsplit model are indeed the geometric mean of the model components in the split model, consistent with the theoretical analysis of the model. Thus far, these observations are for the splitting components of the model. We now turn to the components that are not split in the new model.

In the new model, the reader-by-modality interaction changed to accommodate the new values of reader variance. There was little change in the case-by-modality interaction, as expected from the small change in the case component. Finally, the last component, or effective error term, is reduced when going to the new model. (The effective error term includes the contribution to the variance due to reader inconsistency that was called “jitter” in reference 11 and subsequent parlance.)

The shifts in the unsplit model terms that accompany the move to the more elaborate model can be accounted for by simple algebraic relationships. The change in the effective error term just noted, that is, the difference between the solution to the linear system, \( \sigma_{\text{lin}}^2 \), and the corresponding solution to the quadratic system, \( \sigma_{\text{quad}}^2 \), is simply related to the change in going from the solution to the linear system, \( \sigma_{\text{lin}}^2 \), to the solutions to the quadratic system, \( \sigma_{\text{quad}}^2 \). The relationship is found from Equations (11) and (12):

\[
\frac{[\sigma_{\text{lin}}^2(1) + \sigma_{\text{lin}}^2(2)]}{2} - \sigma_{\text{lin}}^2(1)\sigma_{\text{lin}}^2(2) = \frac{[\sigma_{\text{lin}}^2(1) - \sigma_{\text{lin}}^2(2)]^2}{2}
\]

\[= \sigma_{\epsilon}^2 - \sigma_{\epsilon}^2. \quad (15)
\]

That is, the shift in the nonsplitting component is the difference of the geometric mean and the arithmetic mean of the splitting components. Two additional expressions exactly parallel to Equation (15) can be found: one in which \( \sigma_r \) replaces \( \sigma_{\text{lin}} \) everywhere on the left-hand side and \( \sigma_{\text{quad}}^2 \) replaces \( \sigma_{\epsilon}^2 \) on the right-hand side of Equation (15), and another in which \( \sigma_r \) replaces \( \sigma_{\text{lin}} \) everywhere on the left-hand side and \( \sigma_{\text{quad}}^2 \) replaces \( \sigma_{\epsilon}^2 \) on the right-hand side of Equation (15). (Recall again that \( \sigma_{\epsilon}^2 \) contains \( \sigma_{\text{quad}}^2 \)).

**DISCUSSION**

**Inference and Experimental Design**

An important consequence of the model and analysis above is that the present approach does not change the confidence intervals on the difference of ROC parameters between competing modalities, compared with our previous work (4). These confidence intervals are found from the single-bootstrap experiment represented by the left-hand side of Equation (7). The right-hand side of this
The equation is new in the present model, and thus the interpretation is new. The input to the equation represented by the left-hand side has not changed, however.

The new model also does not change the design of a pivotal study from results of a pilot study that was described in our previous analysis (4). In that analysis, the variance components $mc$, $mr$, and $e$ were the only contributors to the estimation of the numbers of cases and readers required for a specified confidence interval on the difference of ROC parameters between competing modalities, but in the present analysis there are nine contributions to that estimation task (right-hand side of Equation [7]). Although the former three terms may be reduced in the new model, inspection of Equation (15) and its analogues shows that this reduction is exactly offset by the remaining terms of Equation (7). Thus, the design of experiments according to the previous model and model parameters obtained in reference 4 is unchanged, if only the difference in performance between two modalities is of interest. However, the partitioning of the variances obtained in the present work provides additional insight for the entire family of possible experiments embraced in Equations (3), (4), and (7)–(10).

Since confidence intervals on differences between modalities and associated inferences based on them in our analysis do not change when going to the new model, it would be reasonable to expect that inferences based on an elaboration of the DBM analysis to the case of unequal variance structures across modalities would also remain unchanged. We have argued in reference 4 that our analysis is a distribution-free generalization of the approach of DBM. Since inferences based on this generalization remain unchanged when the variance structure is allowed to change across modalities, inferences based on an elaboration of DBM (ie, use of the jackknife rather than the bootstrap) might also be expected to remain unchanged. In the Appendix, we present an alternative to model B that contains no expressions nonlinear in the variance components and could thus be readily incorporated into the method of DBM. We refer to this alternative as model C. In the approach of the present article, inferences and design of experiments based on model C are identical to those based on model B, and they are thus identical to those based on BWC (4) when estimation of differences between modalities is the object of the experiment.

**Generality of the Present Work**

An anonymous reviewer (December 2000) has suggested that one could address the present problem by a natural extension of the DBM approach, using jackknifed pseudo-values with the PROC MIXED routines in the SAS software package (12). This would lead not only to estimates of the confidence intervals of interest but also to maximum-likelihood (ML) or residual (often called restricted) maximum-likelihood (REML) estimates of the variance components. The approach of using REML to obtain estimates of the variance components had also been mentioned to one of us (R.F.W.) previously (D.D. Dorfman, oral communication, 1999). We agree that this is indeed a reasonable alternative to the present approach, but it does not address the level of generality we seek here. We summarize this issue as follows.

The BWC approach (4), and its extension to the case of unequal variance structures as provided above, is built on the same general components-of-variance model used by DBM. However, it replaces the jackknife and ANOVA with a family of bootstrap resampling experiments and a corresponding system of equations that lead to explicit solutions for the variance components and confidence intervals of interest. It is thus a distribution-free approach, whereas classic ANOVA is based on the assumption of normality for all the components. (REML also requires assumptions for the relevant distributions.)

An additional feature of the present approach was cited in reference 4. The bootstrap includes not only the leave-one-out jackknife, but also more general leave-$X$-out terms where $X$ is greater than one, among the other kinds of terms that sampling with replacement generates. For the case where the statistic of interest is linear, all of the terms that can contribute to the calculation of that statistic on a single-bootstrap pass are already included in the jackknifed data sets; this is not true of nonlinear statistics, that is, statistics that involve interactions between the data points two or more at a time (10). The nonparametric estimate of ROC area, for example, includes sums of rankings of data points two at a time (13,14) and thus falls into the latter category. Thus, the leave-one-out jackknife does not in general capture all of the information in the data regarding this statistic. Nevertheless, only small differences were found in reference 4 between the DBM and BWC methods for the variance structures and samples sizes studied there. Also, in our (unpublished) Monte Carlo simulations of bootstrap and jackknife estimates of variance for the nonparametric measure of ROC area, small differences between mean estimates were seen, but only when the number of patients per class was smaller than 25. This issue bears further investigation, including the case of parametric accuracy measures.
Finally, we emphasize a general point about the philosophy of the bootstrap made by Efron and Tibshirani (10). The empirical distribution function is the nonparametric ML estimate of the population distribution. In this sense, the nonparametric bootstrap provides "nonparametric ML estimates" in the language of reference 10, or "distribution-free" ML estimates in language that we and others prefer. The system of equations used here to propagate those estimates back into estimates of the variance components will thus also lead to distribution-free ML estimates. (This follows since the ML estimate of a function of a parameter of interest is that function of the ML estimate of the parameter.) For all of the above points, we would argue that the approach of reference 4 and its present extensions are the most general proposed so far for the family of problems under consideration here.

CONCLUSIONS

The present approach to random-effects ROC analysis extends our previous work (4) to the case where the variance structure may change across modalities. An example comparing unaided readers with readers assisted by CAD showed that both the reader and the reader-by-case components of variance were greatly reduced after the addition of CAD. These results are consistent with previous expectations regarding that study (15), but such results had not been previously isolated quantitatively.

Several comments regarding the future are in order. The present model provides a quantitative framework for interpreting the variability in MRMC studies in terms of a model of the components of that variability. It may thus offer the opportunity to contribute to the solution of several outstanding problems in the field of medical image science. The first of these is the connection between physical performance measurements on diagnostic imaging systems, that is, measurements of "image quality," and measures of clinical outcome such as the ROC curve (16,17). The variability observed at present in mammographic imaging (18), to take just one example, may mask the gains to be expected from evolution of the physical performance of mammographic imaging systems. The present approach may make it possible to peel back this mask with an efficient clinical experimental design.

The ability to isolate the contributions to variability in performance that arise from the readers from those that arise from the patient and the imaging system opens up new possibilities for imaging system optimization. The professional community of radiologists may be better able to quantitatively measure and fine-tune their training of readers, while the professional community of physicists and engineers of imaging systems may be better able to fine-tune their system designs, each with the appropriate focus and emphasis.

Finally, the emergence of the field of computer-assisted reading of images adds another layer of complexity to the problem of assessing diagnostic imaging modalities. The present work may contribute toward extending our understanding and optimization of the interface between the imaging physics and human image readers to the further interference of these with computerized reading-assist modalities.

APPENDIX

The formulation described in the body of the present article models the situation where the variance structure is allowed to be unequal across modalities by splitting the case, reader, and reader-by-case components in the general linear model, that is, it makes them a function of modality; it leaves the modality-by-case, modality-by-reader, and modality-by-reader-by-case components unsplit. An alternative to this model can be constructed by splitting the latter three components and leaving the former three components unsplit. We present the alternative model equations here, together with a demonstration of a one-to-one correspondence between the two alternative models.

In the alternative model, the modality-by-case, modality-by-reader, and modality-by-case-by-reader terms are functions of modality, i, and are written $mc(i)$, $mr(i)$, and $(mrc)_{ij}(i)$, respectively. These components are taken to be independent across modalities. The linear model of Equation (1) then becomes

$$A_{ijm} = \mu_j + r_j + c_k + (rc)_{jk} + (mr)_{ik}(i) + (mc)_{ij}(i) + (mrc)_{ijk}(i) + z_{ijk}(i).$$  \hspace{1cm} (A1)

The strengths of the components of variance of this model will be distinguished from those of the models discussed in the body of the present article by the addition of a subscript C. Here, as earlier, we consider the case of no replication and thus set $c\sigma^2_c(i) = c\sigma^2_{mr}(i) + c\sigma^2_r(i)$. Equations (3), (4), and (7)–(10) for the observable variances in terms of the model components of variance for the case of no replication then become

$$\text{var}(A_{RC|MN}) = c\sigma^2_r + c\sigma^2_c + c\sigma^2_{mr}(M) + c\sigma^2_{mc}(M) + c\sigma^2_{rc} + c\sigma^2_{mrc}(M).$$ \hspace{1cm} (A2)
\[
\begin{align*}
\text{var}(A_{\text{MR}}) &= c\sigma_r^2 + c\sigma_{mc}^2(M) + c\sigma_r^2 + c\sigma_e^2(M), \quad (A3) \\
\text{var}(A_{\text{RC}M} - A_{R'\text{CM}}) &= c\sigma_{mr}^2(1) + c\sigma_{mr}^2(2) \\
&+ c\sigma_{me}^2(1) + c\sigma_{me}^2(2) \\
&+ c\sigma_r^2(1) + c\sigma_r^2(2), \quad (A4) \\
\text{var}(A_{\text{CM}R} - A_{C'MR}) &= 2c\sigma_r^2 + 2c\sigma_r^2(2), \quad (A5) \\
\text{var}(A_{\text{CM}R} - A_{C'R'M}) &= c\sigma_{mc}^2(1) + c\sigma_{mc}^2(2) \\
&+ c\sigma_m^2(1) + c\sigma_m^2(2), \quad (A6) \\
\text{var}(A_{\text{CM}R} - A_{C'R'M}) &= 2c\sigma_r^2 + c\sigma_{mc}^2(1) \\
&+ c\sigma_{mc}^2(2) + c\sigma_r^2(1) + c\sigma_r^2(2). \quad (A7)
\end{align*}
\]

As with Equations (3), (4), and (7)–(10), these equations also reduce to the expressions in our previous work (4) for the case where the variances are equal across modalities. Notice, however, that Equations (A2)–(A7) are now linear in the model components. Thus, they may be solved for these components by linear algebra in the same manner as was used in our earlier work (4).

As noted earlier, the left-hand sides of Equations (A2)–(A7) are observables that are independent of any model. Thus, we may equate the right-hand sides for the present model with the corresponding right-hand sides of Equations (3), (4), and (7)–(10) to discover the relations between the components of variance in the two models. For example, equating the right-hand sides of Equation (8) and Equation (A5) yields

\[
\begin{align*}
\beta\sigma_{mc}^2(M) + \beta\sigma_r^2 &= c\sigma_r^2 + c\sigma_e^2(M), \quad (A8)
\end{align*}
\]

where, as above, the presubscript \( \beta \) refers to the model in the body of the present article. Similarly, equating the right-hand sides of Equation (4) and Equation (A3), and subtracting Equation (A8) yields

\[
\begin{align*}
\beta\sigma_r^2(M) + \beta\sigma_{me}^2 &= c\sigma_r^2 + c\sigma_{mc}^2(M), \quad (A9)
\end{align*}
\]

and equating the right-hand sides of Equation (3) and Equation (A2) and subtracting the results in Equations (A8) and (A9) yields

\[
\begin{align*}
\beta\sigma_r^2(M) + \beta\sigma_{me}^2 &= c\sigma_r^2 + c\sigma_{mc}^2(M). \quad (A10)
\end{align*}
\]

The complete parallelism of Equations (A8)–(A10) may be more apparent on recalling that \( \sigma_r^2 \) in all models here contains \( \sigma_{mr}^2 \). These three equations show that changing from model B to model C changes the distribution of variance strength within the three compartments defined by these three equations, but it does not redistribute variance strength across these three compartments or equations. Continuing in this way, we may solve for the components of model B in terms of those of model C and vice versa, as we now show.

Equating the right-hand sides of Equations (10) and (A7), equating the right-hand sides of Equations (4) and (A3), and subtracting yields

\[
\begin{align*}
\beta\sigma_r^2 &= \beta\sigma_r(1)\beta\sigma_r(2). \quad (A11)
\end{align*}
\]

Finally, the equivalence of the right-hand sides of Equations (9) and (A6), and of Equations (7) and (A4), leads in a similar way to

\[
\begin{align*}
c\sigma_r^2 &= \beta\sigma_r(1)c\sigma_r(2) \quad (A12)
\end{align*}
\]

and

\[
\begin{align*}
c\sigma_r^2 &= \beta\sigma_r(1)c\sigma_r(2). \quad (A13)
\end{align*}
\]

Thus, from Equations (A8)–(A10) and Equations (A11)–(A13), we have also

\[
\begin{align*}
c\sigma_{mc}^2(M) &= \beta\sigma_{mc}^2(M) + \beta\sigma_{me}^2 - \beta\sigma_r(1)c\sigma_r(2), \\
c\sigma_{me}^2(M) &= \beta\sigma_{me}^2(M) + \beta\sigma_{me}^2 - \beta\sigma_r(1)c\sigma_r(2), \\
c\sigma_r^2(M) &= \beta\sigma_r^2(M) + \beta\sigma_r^2 - \beta\sigma_r(1)c\sigma_r(2). \quad (A14)
\end{align*}
\]

Equations (A12)–(A14) express the components of model C in terms of the components of model B. The relationships in the other direction may be obtained as follows.

The first equation of the set, Equation (A14), provides two equations whose difference is

\[
\begin{align*}
\beta\sigma_r(1) - \beta\sigma_r(2) &= \beta\sigma_{mc}^2(1) - \beta\sigma_{mc}^2(2). \quad (A15)
\end{align*}
\]

The square of Equation (A13) may be used to rewrite the second term of Equation (A15) in terms of the first (and vice versa), providing a quadratic equation in \( \beta\sigma_r^2(1) \) (or
The solutions are

\[ \sigma_r^2(1) = [(c \sigma_e^2 + (b/2)^2)]^{1/2} + b/2, \quad (A16) \]

\[ \sigma_r^2(2) = [(c \sigma_e^2)^2 + (b/2)^2]^{1/2} - b/2, \]

where

\[ b = c \sigma_m^2(1) - c \sigma_m^2(2). \]

The form of Equation (A16) shows that there is only one nonnegative solution. Parallel solutions of identical form can be found in the same way for \( \sigma_r^2(M) \) and \( \sigma_e^2(M) \).

Finally, expressions for the nonsplitting components in model B may be obtained in terms of the components in model C by combining Equation (A16) and its analogs with Equations (A8)–(A10).

The present exercise demonstrates a one-to-one mapping between model C and model B. The selection between them thus appears to be a matter of intuitive appeal or taste. An appealing feature of model B is that the components that are split correspond to populations (cases, readers, readers-by-cases) that seem intuitively natural, and thus model B is pedagogically attractive. On the other hand, the splitting employed by model C may be more intuitive for some, and an attractive feature of this model is the fact that the equations to which it leads, Equations (A2)–(A7), remain linear in a set of independent variance components. As a consequence, it is suitable for incorporation into conventional ANOVA (as in DBM [2], for example). (The feature of linearity is not an issue for the multiple-bootstrap approach; the choice of model B versus model C leads to only small differences in the computer coding that is required in that approach.)

Finally, model C requires no adjustment to accommodate split-plot designs.

In the same manner as above, we may also show that the interaction components in model A are related to those in model C as simple arithmetic averages:

\[ \sigma_{mr}^2 = \frac{c \sigma_m^2(1) + c \sigma_m^2(2)}{2}, \quad (A17) \]

and similarly for \( \sigma_{me}^2 \) and \( \sigma_e^2 \). Now, it is Equation (A4) that determines the confidence intervals on the difference of ROC accuracy measures across two fixed modalities when readers and cases are taken as random effects. The left-hand side of Equation (A4) describes the underlying population or bootstrap experiment. The right-hand side is its decomposition according to model C and is proportional to the sum of three averages, namely, the right-hand side of Equation (A17) and the analogous terms for the \( \sigma_{me}^2 \) and \( \sigma_e^2 \) components. The averaged components are precisely the terms that contribute in model A, the equal-variance model. Thus, as far as the confidence interval of interest here is concerned, no new issues arise when moving from model A to model C. (This is the same conclu-
tion found in the body of the article when moving from model A to model B.)

The example of the present article may be analyzed in terms of model C of this Appendix. The results are shown in Figure A1a and A1b. The particular details of these figures are different from those in Figure 1a and 1b of the text, because the absolute levels of the quantities that are split differ across the two models. However, because of the one-to-one correspondence between the two models, there is no fundamental difference between the conclusions drawn from either set of figures.
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Introduction

Breast cancer is the most frequently diagnosed cancer in women and the second leading cause of cancer mortality in women (1). Screening mammograms are effective in detecting asymptomatic breast cancers that can be treated effectively. However, mammography faces challenges to increase sensitivity further and to reduce the number of false-positive mammograms (2). Computer-aided diagnosis (CAD) is proposed to help improve radiologists' diagnostic performance in radiology in general and in mammography in particular. In CAD, a radiologist interprets mammograms that are also analyzed by a computer that detects potential breast lesions or differentiates breast lesions as malignant or benign. The radiologist's interpretation of the mammograms and his or her diagnosis are enhanced by the computer analysis of the same mammograms.

CAD consists of two essential components: an automated computer technique that analyzes the mammograms, and the consideration of the computer analysis results rendered by a radiologist that effects the radiologist's diagnostic decision making. Both components are important. A high-performance computer technique is the essence of any CAD method, and the effect of this computer technique on radiologists' diagnostic decision-making is equally important. An analogy may be drawn between CAD and the current image-based practice in diagnostic radiology. The computer analysis is analogous to the high-quality images that must be interpreted by highly skilled radiologists whose interpretation of the diagnostic images determines diagnostic accuracy.

CAD can be broadly described as either for the purpose of detection or for the purpose of classification. Computer detection techniques identify potential lesions in mammograms, such as masses and clustered microcalcifications, to help radiologists avoid missing subtle lesions that may be small cancers. Computer classification techniques classify lesions into specific diagnostic cate-
gories, such as malignant versus benign, to help radiologists better analyze the lesion once it is detected and decide on an appropriate approach for management. In this report, we focus on computer-aided classification of breast lesions. The purpose of this report is to review the evidence in the literature supporting a potential clinical role of CAD in the diagnosis of malignant and benign breast lesions.

**Computer Classification of Breast Lesions**

Several computer techniques that classify breast lesions as malignant or benign have been reported in the literature. These techniques use a common general approach that involves the extraction of lesion features from mammograms and an analysis of the lesion features using a statistical classifier. This is loosely modeled after the interpretation process used by the radiologist (3, 4). Table I lists the image features that we extracted from mammograms of clustered microcalcifications. These image features correlate qualitatively with radiologists’ perceptual experience and this correlation serves as a basis for the use of these image features in our computer technique to classify microcalcifications as malignant or benign (5). These image features were analyzed and merged into an estimate of the lesion’s likelihood of malignancy in our computer technique with an artificial neural network. Other classifiers such as linear discriminant analysis (LDA) have also been used in other techniques (6, 7).

**Evidence of Potential Clinical Benefits**

To date, the most direct evaluation of computer-aided diagnosis of malignant and benign breast lesions is made in observer performance studies conducted retrospectively in research laboratories. In these studies, radiologists review a set of mammograms without the computer aid and record their diagnostic performance. They then review a set of mammograms with the computer aid and compare their diagnostic performance to their unaided performance. These studies simulate the clinical use of CAD and provide evidence of the potential effects of CAD on improving radiologists’ diagnostic performance. The results of these studies are more convincing than a comparison of the computer performance alone and the performance of radiologists because this latter comparison does not represent how CAD will be used clinically. We review an observer performance study that we have performed in our laboratory and describe the results of a few other studies.

**An Observer Performance Study**

We performed an observer study to evaluate the effects of CAD in the diagnosis of malignant and benign clustered microcalcifications (8). Clustered microcalcifications lead to the diagnosis of approximately half of breast cancers. We used 104 cases of mammograms from a consecutive biopsy series of clustered microcalcifications. In 56 cases the microcalcifications corresponded to a malignant lesion and in 48 cases the microcalcifications corresponded to a benign lesion. Five attending radiologists and 5 senior radiology residents, none of whom had read the study cases prior to the study, reviewed the mammograms. The attending radiologists read mammograms in their routine clinical practice for an average of 9 years (median 6, range 1-30 years) and for an average of 30% of their clinical work, and they read at least 1,000 cases of mammograms in the preceding year. The residents had limited experience in mammography from their residency training. Results from the attending radiologists and residents were analyzed separately and those results were combined only when the differences were small.

The mammograms interpreted by the radiologists consisted of the original films in the mediolateral oblique and cranio-caudal projections of both breasts and magnification views of the microcalcification cluster in the same projections. The microcalcification cluster was identified on all films by wax pencil marks so that the readers were not asked to detect these lesions. A sophisticated study design, sometimes referred to as a counterbalanced study, was used to minimize potential biases that can arise from radiologists reading the same images twice under the unaided and the computer-aided reading conditions (9, 10). The readers read the entire set of mammograms twice in two reading sessions that were separated by 10-60 days (mean 30, median 35 days). In the first reading session, 5 readers read half of the cases without the computer aid and the other half of the cases with the computer aid. In the second reading session, these

<table>
<thead>
<tr>
<th>Table I</th>
</tr>
</thead>
<tbody>
<tr>
<td>List of Computer-Extracted Image Features for Classification of Clustered Microcalcifications as Malignant or Benign</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No.</th>
<th>Computer-Extracted Image Feature</th>
<th>To Characterize</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Microcalcification:</td>
</tr>
<tr>
<td>1</td>
<td>Area of a cluster (i.e., a group of multiple microcalcifications)</td>
<td>Spatial distribution</td>
</tr>
<tr>
<td>2</td>
<td>Circularity of a cluster</td>
<td>Spatial distribution</td>
</tr>
<tr>
<td>3</td>
<td>Number of microcalcifications in a cluster</td>
<td>Number</td>
</tr>
<tr>
<td>4</td>
<td>Average microcalcification area</td>
<td>Size</td>
</tr>
<tr>
<td>5</td>
<td>Average effective microcalcification volume (area times effective thickness, effective thickness is calculated from contrast)</td>
<td>Size</td>
</tr>
<tr>
<td>6</td>
<td>Relative standard deviation in effective microcalcification volume (contrast)</td>
<td>Size uniformity</td>
</tr>
<tr>
<td>7</td>
<td>Relative standard deviation in effective microcalcification thickness (contrast)</td>
<td>Size uniformity</td>
</tr>
<tr>
<td>8</td>
<td>Shape-irregularity of microcalcifications</td>
<td>Shape</td>
</tr>
</tbody>
</table>
readers read the images in the complimentary reading condition. For the other 5 readers, the sequence of the reading conditions was exactly reversed. In the first reading session, these readers read the first half of the cases with the computer aid and the second half of the cases unaided. In the second reading session, they read the images in the complimentary reading condition.

The radiologists reported two assessments after reading each case in each of the two reading sessions. They reported their confidence that the microcalcifications corresponded to a malignant lesion and these confidence data were used to compute ROC curves. They also reported their recommendation for patient management from the choices of (1) surgical biopsy, (2) alternative tissue sampling, (3) short-term follow-up, and (4) routine follow-up. These lesion management recommendation data were used to calculate the sensitivity, specificity, and positive predictive value. The readers were told at the onset of the study that approximately half of the lesions were malignant and they were provided with example images with the computer aid to familiarize them with the use of the computer aid.

Improvement in Diagnostic Accuracy

We analyzed the results of our observer performance study and characterized the radiologists' diagnostic performance with receiver operating characteristic (ROC) analysis and by calculating the sensitivity, specificity, and positive predictive value associated with the radiologists' lesion management recommendations (11, 12). For the ROC analysis, we used the summary performance indices of area under the ROC curve, $A_2$ (13), and a partial area index that is considered to be more clinically relevant, $0.96A_2$ (14), that represents the area under a portion of the ROC curve with sensitivities above 90%. The ROC analysis and statistical significance test were done with the Dorfman, Berbaum, and Metz (DBM) method (15).

Figure 1 shows the ROC curves of the radiologists as a group in the unaided and the computer-aided readings, and of the computer performance alone. A substantial improvement in the radiologists' diagnostic performance is apparent as a result of the use of the computer aid. The $A_2$ value increased from 0.61 in the unaided reading to 0.75 in the computer-aided reading. This improvement was statistically highly significant ($P < 0.0001$). The partial area index, $0.96A_2$, also increased: from 0.05 in the unaided reading to 0.24 in the computer-aided reading ($P < 0.0001$, Student's t-test for paired data). Note that the computer performance alone was better even than the computer-aided radiologists. The $A_2$ value of the computer performance alone was 0.80. This indicates that although the radiologists achieved substantial improvements in performance, they have not realized the full potential of gains in accuracy that was possible from the use of the computer aid. The ROC curves of the attending radiologists and the residents were similar, and the differences between their average $A_2$ values were less than 0.01.

From an analysis of the radiologists' lesion management recommendation data, we found that the average sensitivity of the radiologists increased from 74% in the unaided reading to 87% in the computer-aided reading ($P = 0.0006$). Simultaneously, their average specificity increased from 32% in the unaided reading to 42% in the computer-aided reading ($P = 0.003$). These increases in sensitivity and specificity resulted in an increase in the positive predictive value from 46% in the unaided reading to 55% in the computer-aided reading. In terms of the number of patients that a radiologist made the correct diagnosis, use of the computer aid helped each radiologist, on average, to recommend biopsy for 6.4 addition cancer cases and for 6.0 fewer benign lesions.

Reduction of Variability in Mammogram Interpretation

The interpretation of mammograms is influenced by many sources of variations. Radiologists do not always agree with their colleagues in their interpretations of the same mammograms and they do not always agree with themselves in repeated blind interpretations of a single mammogram. Such variability in the mammogram interpretation may be sub-
stantial and it lowers the overall effectiveness of mammographic screening for breast cancer (16-18). We analyzed the data of our observer performance study to see if CAD had an effect on reducing the variability of mammogram interpretation (19, 20).

We characterized variability in mammogram interpretation by calculating the agreement and disagreement among the radiologists in their lesion management recommendations, i.e., whether to recommend a biopsy. Agreement was characterized with the kappa statistic (21). Disagreement was characterized with the frequency of substantial disagreement, defined as a situation in which one radiologist recommended biopsy and another radiologist recommended routine follow-up for the same lesion (16). The frequency of substantial disagreement was further calculated in two different ways: in terms of a percentage of the lesions (i.e., patients) in which a substantial disagreement occurred between at least two radiologists who interpreted the patient’s mammograms (the per-patient frequency), and in terms of a percentage of all possible recommendation pairs made by any two radiologists who interpreted the same mammogram (the pairwise frequency).

We found that use of the computer aid helped the radiologists to agree more frequently in their lesion management recommendations. The kappa statistic increased from 0.19 (95% CI 0.13 to 0.28) in the unaided reading to 0.41 (95% CI 0.32 to 0.51) in the computer-aided reading. This improvement was statistically significant ($P < 0.05$).

In addition, use of the computer aid also helped the radiologists to reduce the number of substantial disagreements in their lesion management recommendations (Fig. 2). In the unaided reading and calculating only the lesion management recommendations made by the 5 attending radiologists, the pairwise frequency of substantial disagreement was 7% and the per-patient frequency was 23%. Use of the computer aid reduced these frequencies of substantial disagreement among the attending radiologists by 63%. This reduction was statistically significant for all cases combined and for cancer cases ($P < 0.04$), but was not significant for benign cases alone. The residents had more frequent substantial disagreements in their lesion management recommendations. Their pairwise frequency of substantial disagreement was 19% and their per-patient frequency was 51%. Use of the computer aid reduced these frequencies by 28%. This reduction was statistically significant only for all cases combined ($P < 0.04$) and was not significant for the cancer cases or benign cases separately.

In these calculations, the pairwise frequencies are smaller because they represent fractions of 4,680 pairs of recommendations made by two radiologists for the same lesion. In contrast, the per-patient frequencies are larger because they represent fractions of 104 lesions each interpreted by 10 radiologists. A more clinically relevant frequency that corresponds to two radiologists interpreting a patient’s mammogram would be between the pairwise and the per-patient frequencies calculated here.

**Other CAD Observer Performance Studies**

Other mammography observer performance studies have found similar effects of CAD in improving diagnostic performance. Getty et al. performed one of the first of such studies (6). In this study, they developed a checklist that a radiologist would fill out as he or her interprets a mammogram. This checklist was intended to guide the radiologist to analyze the appearance of the lesion in a systematic way. By filling out this checklist, the radiologist would also have

![Figure 2. Histograms showing the effect of CAD on substantial disagreement in lesion management recommendations (biopsy vs. routine follow-up). Data shown are pairwise (top) and per-patient (bottom) frequencies. Pairwise frequencies were calculated from all pairs of recommendations made by two different radiologists. Per-patient frequencies were calculated from the total number of cases (104) in which the recommendations were made by multiple radiologists ($n = 5$ for attending radiologists, $n = 5$ for residents, and $n = 10$ for all readers). Black bars = unaided reading and white bars = computer-aided reading. (Reprinted with permission from (19).)
extracted lesion features from the mammogram. These lesion features were then analyzed and merged into an estimate of the probability of malignancy with an LDA classifier. They evaluated the combination of the checklist and the LDA classifier by comparing the diagnostic performance of 6 general radiologists who read 118 cases of mammograms containing breast lesions with and without the aid of the checklist and the LDA classifier (58 lesions were malignant). Both breast masses and clustered microcalcifications were included in the study. The average $A_x$ value of the 6 general radiologists reading the mammograms without the aid of the checklist and the LDA classifier was 0.83. Their average $A_x$ value increased to 0.88 when their mammogram reading was enhanced by the checklist and the LDA classifier. This improvement in diagnostic performance was statistically significant. In addition, they also measured the diagnostic performance of 5 mammography specialists reading the same mammograms without the CAD enhancement. The specialists achieved an average $A_x$ value of 0.88. Therefore, they concluded that the computer aid helped general radiologists to perform at the level of mammography specialists. The disadvantage of this approach, however, is that it requires the radiologist to rate the lesion features interactively as input to the computer classifier.

Chan et al. developed a computer technique that classifies breast masses as malignant or benign and evaluated this technique in an observer performance study (7). They used a computer to extract texture-related image features of breast masses and an LDA classifier to calculate a relative malignancy rating of the lesion. Their observer performance study compared the ROC curves of 6 radiologists approved by the Mammography Quality Standard Act who reviewed 238 single-view mammograms with and without their computer aid. They found that use of the computer aid improved the radiologists' diagnostic performance. Their average $A_x$ value increased from 0.87 to 0.91 in the single-view interpretation of the mammograms, and from 0.92 to 0.96 in the interpretation of two-view mammograms. These improvements were statistically significant. Huo et al. evaluated in an observer performance study a different computer technique that classifies breast masses as malignant or benign (22). Their computer technique employed computer-extracted image features of lesion morphology and an artificial neural network. They compared in the observer study the performance of 12 radiologists with and without the computer aid and found significant improvement in performance when the computer aid was used (the average $A_x$ increased from 0.93 to 0.96).

**Discussion**

Results of these observer performance studies show clearly and consistently that radiologists can improve their diagnosis of malignant and benign breast lesions by using computer-aided diagnosis. By considering the computer-estimated likelihood of malignancy of the breast lesion, in a way similar to consulting a fellow radiologist for a second opinion, the radiologist can potentially recommend more malignant lesions to biopsy while recommending fewer benign lesions to biopsy. The radiologist will operate on a higher ROC curve, and achieve greater diagnostic accuracy. In addition to this improvement in diagnostic performance, the radiologist will potentially be more consistent in his or her diagnostic performance, with himself or herself over time, and with the performance of other fellow radiologists. The reduction of variability in radiologists' interpretation of mammograms will be an important added benefit to the improvement of the ROC curves. Both of these improvements can be achieved without having the patient going through an additional examination of another imaging modality and without additional radiation exposure to the patient; these improvements can be achieved from a better use of the information already recorded in a mammogram.

We have focused our discussion of CAD in this report on the diagnosis of malignant and benign breast lesions. The clinical potential of CAD in mammography is not limited to this particular application. CAD methods have been developed to help radiologists detect subtle and early stage breast cancers. Observer performance studies similar to those described in this report have been conducted and have demonstrated that these methods can help radiologists avoid missing subtle breast lesions (23, 24). Some of these methods are now available commercially and are being evaluated in clinical use (25). In addition, methods of computer analysis of mammographic breast density are being developed for analysis of the risk of developing breast cancer (26, 27). These methods promise to identify women at higher risk for developing breast cancer so that early cancer detection may be achieved through better surveillance.

While much research has been done, CAD is still a relatively new concept clinically and it has just begun to enter clinical mammography practice. Over time, one expects to witness the gains in diagnostic accuracy as indicated by the laboratory observer performance studies. The continuous improvement of current CAD techniques and the development of new computer techniques that target other aspects of breast imaging should also increase this gain in diagnostic accuracy over time. CAD could prove to be a powerful and indispensable tool for breast imaging where radiologists face high volume and extremely low cancer prevalence in a screening population that requires their constant vigilance, the challenge of detecting small and curable cancers and the challenge of distinguishing between malignant and benign lesions, and the need to merge information from mammogram, ultrasound, magnetic resonance imaging, nuclear medicine imaging, and patient clinical history.
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Abstract. We compared Breast Imaging Report and Data System (BI-RADS) lesion descriptors provided by radiologists and image features extracted by a computer for computer classification of breast lesions as malignant or benign. Our results indicate that combining the BI-RADS lesion descriptors provided by radiologists and the computer-extracted image features produced the best computer classification performance.

1. Introduction

We are developing computer-aided diagnosis (CAD) techniques to help radiologists more accurately diagnose suspicious malignant and benign breast lesions. Using only computer-extracted image features that we have developed previously, we have shown that our computer techniques can classify breast lesions as malignant or benign as accurately as or more accurately than radiologists [1, 2]. Another approach to computer classification of malignant and benign breast lesions is to use lesion descriptions provided by radiologists in terms of the standard lexicon of the Breast Imaging Report and Data System (BI-RADS) [3, 4]. The purpose of our present study was to compare these two approaches and to investigate whether it is beneficial to combine BI-RADS lesion descriptors provided by radiologists and computer-extracted image features for computer classification of malignant and benign breast lesions.

2. Materials and Methods

The computer-extracted image features of suspicious breast lesions that we have developed previously are described in detail elsewhere. For masses, the computer-extracted image features include two features that characterize spiculations of a mass, margin sharpness of the mass, the density of the mass (average gray level), and texture [5]. For clustered microcalcifications, the computer-extracted image features
include the number of microcalcifications within a cluster, the area of the cluster, the circularity of the cluster, the average area of the individual microcalcifications, the average volume of the individual microcalcifications where volume is defined as the product of area and contrast with contrast expressed in terms of a measurement of effective thickness, the relative standard deviation in microcalcification volume, the relative standard deviation in microcalcification effective thickness, and a microcalcification shape irregularity measure [6].

We used the lexicon of lesion descriptions defined in the 3rd edition of BI-RADS (1998) [4]. For masses, the BI-RADS contains mass size (we implemented this descriptor into six categorical measurements from < 1 cm to > 5 cm in 1 cm intervals), 4 descriptors of mass shape, 5 descriptors of mass margin, and 4 descriptors of mass density. Because it is often difficult to select one descriptor to represent accurately the entire margin of a mass, we instructed the radiologists to select up to two margin descriptors for each mass. For clustered microcalcifications, there are 5 descriptors for the distribution of microcalcifications, and 14 descriptors for the morphology of microcalcifications. Similar to the analysis of masses, because it is often difficult to select one morphology descriptor to represent accurately all microcalcifications in a cluster, we instructed the radiologists to select up to two morphological descriptors for each microcalcification cluster. In addition, we added 4 categorical descriptors for the number of microcalcifications in a cluster: <5, 5-10, 10-30, and >30.

We used a database of 92 cases of mass lesions and 127 cases of clustered microcalcifications lesions in this study. The following analysis is on a subset of cases: 67 mass lesions (33 malignant) and 99 microcalcification lesions (42 malignant). In all cases, 4 standard-view mammograms and magnification or spot-compression views of the lesion were available to the radiologists. The standard-view mammograms were digitized to a 100-micron pixel size and analyzed by the computer that extracted the image features. The computer did not analyze the magnification and spot-compression views. Two expert mammographers who are familiar with the BI-RADS standard participated in the study and each of them interpreted all the cases.

The radiologists reviewed the mammograms in a similar fashion as in typical clinical practice where all mammograms of a given case were interpreted together based on which the radiologist reported an overall interpretation. The cases were presented in random order and no time limit was imposed on reading of the mammograms. The radiologists reported their impression either via a laptop computer or verbally to an assistant who recorded the data on the laptop computer. For each case, the radiologists reported on all relevant BI-RADS lesion descriptors for either a mass or a cluster of microcalcifications, the BI-RADS final assessment category, and a quasi-continuous estimate of the likelihood of malignancy.

For the classification of masses, we used a Bayesian artificial neural network [7]. For the classification of clustered microcalcifications, we used the standard feed-forward error back propagation artificial neural network. These classifiers were designed to differentiate between malignant and benign breast lesions. Separate classifiers were designed that used the following as input: (1) the computer-extracted
image features only, (2) the BI-RADS lesion descriptors provided by a radiologist only, and (3) the computer-extracted image features plus the BI-RADS lesion descriptors provided by a radiologist. In addition, separate classifiers were designed to use as input the BI-RADS lesion descriptors provided by each radiologist. Finally, separate classifiers were designed to classify masses and clustered microcalcifications as malignant or benign. Each classifier was trained and evaluated using the leave-one-out method. Area under the receiver operating characteristic (ROC) curve, $A_c$, was used as a measure of the performance of the classifiers.

3. Results

Table 1 shows a comparison of the $A_c$ values of the various computer classifiers described above and the $A_c$ values achieved by the radiologists based on their own assessment of the lesions.

Table 1. Summary $A_c$ values of computer classification of malignant and benign breast masses or clustered microcalcifications in comparison to radiologists' assessment of the same lesions.

<table>
<thead>
<tr>
<th>Reader</th>
<th>Masses Reader A</th>
<th>Masses Reader B</th>
<th>Microcalcifications Reader A</th>
<th>Microcalcifications Reader B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer-extracted image features only</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>BI-RADS descriptors only</td>
<td>0.88</td>
<td>0.87</td>
<td>0.48</td>
<td>0.72</td>
</tr>
<tr>
<td>Computer-extracted image features plus BI-RADS descriptors</td>
<td>0.96</td>
<td>0.89</td>
<td>0.75</td>
<td>0.81</td>
</tr>
<tr>
<td>BI-RADS final assessment</td>
<td>0.88</td>
<td>0.92</td>
<td>0.60</td>
<td>0.61</td>
</tr>
<tr>
<td>Estimate of likelihood of malignancy</td>
<td>0.88</td>
<td>0.91</td>
<td>0.62</td>
<td>0.66</td>
</tr>
</tbody>
</table>

4. Discussion

Computer classification of masses achieved higher $A_c$ values based on the BI-RADS descriptors provided by radiologists than based on the computer-extracted image features. The opposite was true for computer classification of clustered microcalcifications: higher $A_c$ values were obtained based on the computer-extracted image features. The results do not show clearly whether computer classification...
based on the BI-RADS lesion descriptors provided by radiologists performed better than the radiologists' own assessments in terms of the BI-RADS final assessment categories. In general, the $A_t$ values associated with the classification of masses by either the computer or the radiologists were higher than the corresponding $A_t$ values for the classification of clustered microcalcifications.

The results indicate that combining the computer-extracted image features and the BI-RADS lesion descriptors provided by the radiologists produced the highest $A_t$ values in the classification of both masses and clustered microcalcifications. The combined results were better than results from the computer-extracted image features alone and from the BI-RADS lesion descriptors provided by the radiologists alone.

There is considerable amount of variability in the $A_t$ values based on the BI-RADS lesion descriptors provided by each of the two radiologists. This variability is not unexpected [8, 9]. However, given this variability, we need to collect BI-RADS data from additional expert radiologists and to investigate the effect of this variability on the computer classification of malignant and benign breast lesions.
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Comparison of Student’s t-Test and the Dorfman-Berbaum-Metz (DBM) Method for the Statistical Comparison of Competing Diagnostic Modalities
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ABSTRACT

Both Student’s t-test for paired data and the Dorfman-Berbaum-Metz (DBM) method report a P value in comparing ROC curves of competing diagnostic modalities. We empirically compared the P values from the t-test and the DBM method using data of two observer studies involving lung-nodule detection (15 readers 240 cases) and breast-lesion classification (10 readers 104 cases). We made 596,637 comparisons based on data drawn from different combinations and subsets of the readers and cases. The average difference in the P values was 0.11 and 0.058 in the lung nodule study (of two separate analyses) and 0.0061 in the breast lesion study. The lung nodule study showed, in the analysis that demonstrated statistical significance with the original full dataset, both P < 0.05 or both P > 0.05 in 83% of the comparisons. The t-test alone reported P < 0.05 in 17%, and the DBM method alone reported P < 0.05 in 1% of the comparisons. A second analysis of the part of the lung nodule study that did not show statistical significance with the original full dataset found both P < 0.05 or both P > 0.05 in 99% of the comparisons. The t-test alone reported P < 0.05 in 1%, and the DBM method alone reported P < 0.05 in less than 1% of the comparisons. The breast lesion study showed both P < 0.05 or both P > 0.05 in 91% of the comparisons. The t-test alone reported P < 0.05 in 5%, and the DBM method alone reported P < 0.05 in 4% of the comparisons. These results indicate that the t-test and the DBM method generally report similar P values, but their conclusions regarding statistical significance often differ and the DBM method should be used because it accounts for both reader and case variances.

Keywords: ROC analysis, statistical test, computer-aided diagnosis

1. INTRODUCTION

Both the Student’s t-test\(^1\) for paired data and the Dorfman-Berbaum-Metz (DBM) method of jackknifing and ANOVA\(^2\) can be—and have been—used to compare the diagnostic performance of competing diagnostic modalities. For example, several studies have compared the conventional film interpretation to computer-aided film reading or computer-aided diagnosis (CAD). The area under the ROC curve, \(A_e\), is commonly used as a summary index of diagnostic performance, but other indices of diagnostic performance can also be used. In a typical observer study, the \(A_e\) value is estimated from a group of multiple readers who interpret a set of multiple cases. Both the t-test and the DBM method report a P value for the differences in the \(A_e\) values of the two modalities. In these experiments, because both the cases and the readers are random samples, the total variance of the \(A_e\) values will include a case and a reader variance component (plus interactions\(^2,4\)). Therefore, the P value should account for both the case variance and the reader variance. To apply the Student’s t-test, however, one must first reduce the data by calculating an \(A_e\) value for each reader and for each modality. By doing so, Student’s t-test for paired data cannot account for case variance in its calculation of the P value. Therefore, strictly speaking, the statistical inference of the t-test is valid only for the particular set of study cases\(^1\). This implies serious limitations for studies that employ Student’s t-test as the method of statistical analysis. The DBM method, on the other hand, takes both case variance and reader variance into account in its calculation of the P value and, therefore, its statistical inference is considered valid for the population of cases and the population of readers that are represented by the study\(^2\). The purpose of the present work is to empirically compare the results of the t-test and the DBM method to substantiate these theoretical considerations.
2. DATASETS

We used two observer study datasets in this empirical comparison of the t-test and the DBM method. The first dataset was that of Freedman et al. This observer study compared radiologists' performance in the detection of solitary lung nodules in plain chest radiographs with and without computer-aided detection. The study consisted of 240 cases (80 abnormal and 160 normal) and 15 radiologist observers. Each observer read all cases three times: first without the computer aid, then after a sufficiently long period of time again without the computer aid and, immediately after reading each case, re-reading of the same case with the computer aid. We call these three reading conditions the independent unaided reading, sequential unaided reading, and computer-aided reading conditions, respectively. The study showed statistically significant improvements in the average $A_z$ values of the radiologists from the two unaided reading conditions to the computer-aided reading condition ($P = 0.0058$ and $P < 0.0001$). In addition, the study did not find the difference in the average $A_z$ values between the independent unaided reading and the sequential unaided reading conditions to be statistically significant ($P = 0.6$).

The second dataset was that of Jiang et al. The purpose of this observer study was to compare radiologists' performance in the diagnosis of malignant and benign clustered microcalcifications in mammograms with and without the aid of a computer technique that provided an estimate of the lesions' likelihood of malignancy. This study consisted of 104 cases (46 malignant and 58 benign) and 10 radiologist observers. Each observer read all cases twice, once without the computer aid and once with the computer aid. A counterbalanced design was used to determine the sequence in which the observers read the mammograms, as described in detail elsewhere. The study found statistically significant improvement in the average $A_z$ values between the unaided reading and the computer-aided reading conditions ($P < 0.0001$).

3. METHODS OF COMPARISON

To compare the t-test and the DBM method, we applied both methods to the same ROC dataset and compared the $A_z$ values and the $P$ values calculated by the two methods. To apply the t-test, we first applied the LABROC4 algorithm to the data of an individual reader to obtain a maximum-likelihood fit of the data to the univariate binormal model and to obtain an estimate of the $A_z$ value. We then used the t-test to evaluate the difference in the means of the $A_z$ values of the two reading conditions using data from a group of readers. The mean $A_z$ values of the two reading conditions and the $P$ value reported by the t-test were recorded. The DBM method was applied as described elsewhere. The ROC data of the group of readers under both reading conditions were used as input to the DBM method simultaneously. The average $A_z$ values of the two reading conditions and the $P$ value associated with the difference in the average $A_z$ values of the two reading conditions were recorded. These recorded $A_z$ values and $P$ values from the t-test and from the DBM method were then compared.

To compare the t-test and the DBM method meaningfully, we applied the two methods on a large number of ROC datasets. These ROC datasets were derived from the two observer study datasets as described below. (1) The two observe study datasets included 15 and 10 readers, respectively. From these full datasets, we obtained data of subsets of readers that consisted of 2-15 readers and 2-10 readers respectively for each study. With a fixed number of readers, different groups of readers can be drawn from the larger pools of readers; we obtained ROC data for each of these groups of readers by performing combination analysis. (2) The two observer study datasets consisted of 240 and 104 cases, respectively. From these full sets of cases, we obtained six subsets of cases from the Freedman et al. study dataset with the total numbers of cases of 177, 178, 185, 198, 222, and 240 in each subset (the last subset was the full case set). The number of normal cases was 160 in all six case subsets. These case subsets were defined in the original study for the purpose of analyzing diagnostic performance of cases of some particular characteristics. But for our present purpose, the details of the characteristics of these case subsets are not important and it suffices to note that the numbers of cases were different among the cases subsets but the individual case in each case subset was held fixed. From the Jiang et al. study dataset, we obtained 201 case subsets. These consisted of 100 randomly selected case subsets of 90 cases (45 malignant, 45 benign), 100 randomly selected case subsets of 50 cases (25 malignant, 25 benign), and the full set of
cases of 104 cases (46 malignant, 58 benign). (3) The Freedman et al. study included data of the independent unaided reading and the sequential unaided reading conditions. Comparison of these two reading conditions in the original paper did not show statistical significance. Therefore, this dataset had different statistical conclusion from the other two datasets that compared unaided reading and computer-aided reading conditions. This dataset was therefore included in our present work. The combination of the above three approaches yielded a total of 393,024 ROC datasets from the Freedman et al. study and 203,613 ROC datasets from the Jiang, et al. study. Our comparison of the t-test and the DBM method was then based on all of these ROC datasets.

4. RESULTS

The $A_z$ values calculated by the t-test and by the DBM method were numerically similar. The absolute value of the average difference in the $A_z$ values between that calculated by the t-test and that calculated by the DBM method was 0.0024 in the analysis of the Freedman et al. study dataset that showed statistical significance with the full dataset, 0.0018 in the analysis of the Freedman et al. study dataset that did not show statistical significance with the full dataset, and 0.0033 in the analysis of the Jiang et al. study dataset. Figure 1 shows a histogram of the difference in the $A_z$ values calculated by the two methods.

The P values calculated by the t-test and by the DBM method were similar, on average, but with considerably large differences in some instances. The absolute value of the average difference in the P values calculated by the t-test and by the DBM method was 0.107 in the analysis of the Freedman et al. study dataset that showed statistical significance with the full dataset, 0.058 in the analysis of the Freedman et al. study dataset that did not show statistical significance with the full dataset, and 0.0061 in the analysis of the Jiang et al. study dataset. The median differences were closer to zero in all three analyses, but the range in these differences exceeded 0.2 in both the positive and negative directions. Figure 2 shows a histogram of the differences in the P values calculated by the two methods.

There were both agreements and disagreements between the t-test and the DBM method regarding statistical significance based on the calculated P values. In the analysis of the Freedman et al. study that demonstrated statistical significance
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**Figure 1.** Histograms of the differences between the $A_z$ values computed by the Student's t-test for paired data and by the DBM method. SD = significant difference in the original full dataset. NS = not significant in the original full dataset.
Figure 2. Histograms of the differences between the P values computed by the Student's t-test for paired data and by the DBM method. SD = significant difference in the original full dataset. NS = not significant in the original full dataset.

Figure 3. Frequency of disagreement between the t-test and the DBM method in reporting statistically significance at the $\alpha = 0.01$ level as a function of the number of readers. The denominator, which is not a constant, is the number of ROC datasets with a fixed number of readers and with both the individual reader and the number of cases being variable. SD = significant difference in the original full dataset. NS = not significant in the original full dataset.
with the full dataset, both the t-test and the DBM method reported $P < 0.05$ for 27% of the ROC datasets and neither method reported $P < 0.05$ for 56% of the ROC datasets. The t-test alone reported $P < 0.05$ for 17% and the DBM method alone reported $P < 0.05$ for 1% of the ROC datasets. In the second analysis of the Freedman et al. study that did not show statistical significance with the full dataset, both the t-test and the DBM method reported $P < 0.05$ for less than 1%, neither method reported $P < 0.05$ for 99%, the t-test alone reported $P < 0.05$ for 1%, and the DBM method alone reported $P < 0.05$ for less than 1% of the ROC datasets. Finally, in the analysis of the Jiang et al. study, both the t-test and the DBM method reported $P < 0.05$ for 81%, neither method reported $P < 0.05$ for 10%, the t-test alone reported $P < 0.05$ for 5%, and the DBM method alone reported $P < 0.05$ for 4% of the ROC datasets.

The discrepancy between the t-test and the DBM method in statistical significance depended on the number of readers (Fig. 3). With small numbers of readers, the t-test tended to fail to find statistical significance that was found by the DBM method. However, with large numbers of readers, the t-test had a tendency to find statistical significance that was not found by the DBM method.

5. SUMMARY

We compared Student's t-test for paired data and the DBM method in multiple-reader and multiple-case ROC analysis of competing diagnostic modalities using data drawn from two observer studies. A large number of comparisons were made between the t-test and the DBM method. Results show that the two methods report numerically similar $A_c$ values and often report similar $P$ values. However, the two methods also often come to different conclusions of statistical significance depending on the study, the number of readers, etc. Because the DBM method takes both reader variance and case variance into account, and because the t-test takes only reader variance into account, statistical comparisons of diagnostic modalities should be performed using the DBM method (or other similar methods).
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