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Executive Summary

Integrated surveillance is concerned with the integrated management of the surveillance assets as well as the integration of the information they collect. Whereas benefits would appear *prima facie* to derive from increased integration in terms of planning, coordination and fusion, quantifying them requires a measure for the information collected in relation to the information sought. It is necessary to quantify the issue not only to *assess* improvements in surveillance effectiveness arising from increased integration, but also to *fully exploit the potential* for enhanced effectiveness, because benefits will only accrue if the potential for them is actively exploited. Improved communications and computational resources in support of surveillance operations will provide the *opportunities* for enhanced effectiveness, but it will be better planning and control decisions which *realise* the enhancements. Therefore, quantification is a prerequisite not only for the assessment of integrated surveillance but also for its full exploitation.

This document reports on progress in addressing an integrated surveillance issue in which sensors and platforms are dynamically retasked during a search operation so as to enhance their collective search effectiveness. A surveillance dynamic tasking tool has been developed and implemented for the purpose of demonstrating benefits in terms of enhanced operational effectiveness through the coordinated deployment and control of a suite of surveillance assets. The underlying theory is developed for mathematically representing surveillance information, and the problem of optimising a search operation so as to maximise the information collected is stated formally. A technique for solving the problem is proposed using evolutionary programming and a simplified version of the tool has been implemented in order to demonstrate the feasibility of the approach. An indication is given as to how the theory may be extended to deal with more general surveillance information requirements and competing prioritised requirements.

This work represents progress towards improved planning and control for integrated surveillance operations, whether civilian or military, as well as improved techniques for assessing surveillance effectiveness. It provides a scientific basis for understanding the quantitative aspects of surveillance issues. It is planned to continue this work for more general sets of surveillance information requirements and using more sophisticated optimisation techniques. It is also intended to be applied to specific surveillance problems such as Coastwatch flight route planning, UAV route optimisation and satellite surveillance operations, some of which is already in progress.
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1. Introduction

The purpose of this work is to demonstrate that deployed surveillance assets (sensors and their platforms) can be controlled cooperatively so as to enhance their combined effectiveness in collecting surveillance information. In order to demonstrate this an algorithm is proposed which dynamically tasks the surveillance assets based upon the information requirement and their performance in satisfying it. This requires

- A representation of the physical domain and the information collection process undertaken by the surveillance assets
- A formal representation of the surveillance information requirement and a measure for how effectively it is being achieved
- Identification of the sensor and platform decision and control variables
- The dynamic tasking algorithm which monitors past effectiveness and optimises future expected effectiveness through judicious choice of values for the decision and control variables

The dynamic tasking algorithm attempts to optimise the overall surveillance operational effectiveness resulting from sensor and platform control actions specified by decision and control variables. These will, in general, be a mix of discrete and continuous variables and are also likely to be constrained. Optimisation is required to be performed over a time horizon with the additional difficulty of targets moving unpredictably. The algorithm must perform in real time and may, in practice, never have sufficient time to generate a truly optimal solution. Therefore if the algorithm is terminated prematurely it must provide a feasible, albeit sub-optimal, solution (i.e. an 'Anytime Algorithm'). Also, obtaining a few good solutions is more desirable than obtaining a single perfect solution in order that human planners can choose between a range of options and consider other factors less amenable to modelling such as risk and survivability. These requirements preclude the use of standard mathematical programming techniques and so this work explores the use of biologically-inspired techniques such as evolutionary programming (EP).

It should be noted that there is a range of timescales over which decisions can be taken with regard to the deployment of sensors and their platforms. To distinguish between them the following terminology is employed: planning refers to the allocation of surveillance resources to a general area during a time period in advance; scheduling refers to the advanced specification of the times at which those resources will be deployed; tasking is the actual commitment of the resources to be deployed either at the scheduled times or at other times; and control refers to the direction in real time of sensors and platforms which are on-task. The use of the term dynamic tasking in the title refers to the tasking and control of previously scheduled assets. This implies that the assets to be used have previously been determined as well as the general area and times at which they will be deployed. The purpose of the techniques is to determine the precise timings and locations to which the assets will be deployed in response to information acquired through sensing of actual targets.
2. Modelling Requirements

2.1 The Surveillance Information Space

The Surveillance Information Space (S.I.S.) is defined as the set of all variables relevant to a particular Surveillance Information Requirement. This includes the specification of the region of interest, the time period of interest and all variables, and their ranges or allowed values, for the attributes of the targets of interest, such as total numbers of targets, their locations, speeds, tracks, types and identities. The actual values assumed by these variables will never be precisely known because of uncertainty arising from incomplete coverage, unpredictable target motion and imperfect measurements. Their values will therefore be expected to change over time as the situation evolves and as new evidence arises. The purpose of the S.I.S. is to represent the process which leads to the satisfaction of the S.I.R., the aim of the present paper being to demonstrate how this process can be optimised in some sense. Note that even if a target attribute is not explicitly stated in the S.I.R., it may be required for the S.I.S. For example, if the requirement is to identify a target, a location estimate will be needed initially to enable a suitable asset to be cued to measure this attribute.

2.2 The Surveillance Information Requirement

The purpose of surveillance is to gather information pertinent to an area and time period, but not just all or any information. Surveillance assets are a limited resource and they must therefore be directed to gather only that information which is required. The simplest way would be to specify the area and the types of targets within it, or targets moving within a particular speed range or within a range of directions. This requirement would be based upon some estimate of the threat posed by targets conforming to this requirement. The problem with this ‘all or nothing’ approach is that information which falls just outside such a requirement specification will be completely ignored. So for example, a target just outside the region of interest but moving towards it would be considered not to satisfy the requirement even though it will at some future point in time. A target which has been mis-classified may be deemed not to have satisfied the requirement whereas it would be better to monitor it until its classification can be confirmed. Therefore what is needed is a way of prioritising information according to its current or future relevance to the hypothesis (eg level of threat) which the surveillance operation is attempting to confirm or deny.

2.3 The Surveillance Asset Decision Space

Whereas the Surveillance Information Space is composed of dependant variables which are a function of the operational situation and sensor performances and whose values ultimately contribute to the satisfaction of the S.I.R., the Surveillance Asset Decision Space $D$ is composed of independent control variables and their allowable values. The decision variable values are set at discrete instants of time or are controlled
continuously over time, and are determined so as to best satisfy the S.I.R. (i.e. achieve optimality) subject to operational, environmental and resource constraints (i.e. maintain feasibility) over a given time horizon. In order to gauge how well a S.I.R. is being met and plan to satisfy it optimally in the future, a Measure of Surveillance Effectiveness (M.S.E.) is required. As will be seen, a M.S.E. differs from most military Measure of Effectiveness in needing to be a measure of information, specifically information derived from sensors. If there is prior knowledge about the likely existence of targets and their location, for example from a normalcy database, then this should taken into account when deciding where to deploy surveillance effort since it is obviously better to look where targets are expected to be than where they are not.

3. Dynamic Optimisation of Search Operations

The surveillance tasking tool in its current state of implementation deals with the first stage of surveillance, namely search, where the objective is to collect as much information as possible, consistent with the S.I.R., about the existence of targets within a region during a time period, which may subsequently be followed up by additional surveillance activities. For the search mode of a surveillance operation the tool must automatically account for the need to minimise overlap between sensors, unless overlap is required to provide the necessary level of confidence in information obtained, and not to search areas which have already been previously searched, unless required by the fact that previously undetected targets have drifted into the area from elsewhere since last searched.

It is assumed that the region of interest $\mathcal{R}$ is divided into cells labelled $i=1,\ldots,N$. The shape of the region is immaterial but the cells can be considered to be squares of uniform size. Note the cells are taken to be sufficiently small that there can be no more than one target in each cell, or at least the probability of such an occurrence is exceedingly small and to all practical purposes can be ignored. The cell size may be related to the pixel size in an image. Each cell has a probability associated with it of containing a single target $p_i^t$ at time epoch $n$. This probability distribution for the existence and location of targets is initialised to the a priori distribution $p_i^0$ at time $t=0$. As sensors sweep, scan and dwell upon cells within $\mathcal{R}$, the probabilities for the occupation of the cells by targets change depending upon whether detections occur or not. If it is assumed for present purposes that sensors are perfect, then a detection at epoch $n$ in cell $i$ will set $p_i^t = 1$, whereas a non-detection will set it to 0. By a perfect sensor is meant that a detection occurs in a cell if and only if there is a target in that cell, assuming that the sensor 'looks' in that cell. If a cell is not inspected then the probability of a target residing within it is assumed not to change. Note that these assumptions can be generalised. One can update probabilities based upon imperfect sensors using Bayes' Rule and can modify target probability distributions to take
account of target motion using a Markovian target motion model (eg Gauss-Markov). These issues are described in detail in Berry et al [1].

A surveillance asset tasking and control algorithm such as that described in [1] and the present paper could be useful for actual surveillance planning, tasking and control operations, or could be used to task and control surveillance assets within operational simulations for the purpose of assessing surveillance effectiveness. A coarser, but more efficient, analysis approach for undertaking the latter is the Integrated Surveillance Assessment Model described in Berry [2].

In order to provide a unified framework for the development and application of a tasking tool, the problem is approached from a probabilistic perspective as probability theory is able to address all of the modelling issues referred to above in a theoretically consistent fashion. These ideas are developed in the following sections.

3.1 Maximising information over a physical surveillance information state space

The objective of a search operation is to gather information about the existence, and non-existence, of targets within a given area. To gauge how well this objective is being satisfied and to satisfy it in the shortest time or with the minimum of resources it is necessary to quantify it. To this end, a measure for the information derived from the sensors undertaking the search operation will be defined, namely entropy. From the probabilities for the occupation of single cells comprising \( \mathcal{R} \) a single state space \( S \) is constructed for the numbers of targets and their locations and a probability distribution defined over \( S \):

\[
\Pr\{s_{j_1, j_2, \ldots, j_k}\} = \Pr\{\text{target in cells } j_1, j_2, \ldots, j_k\} = \prod_{i=1}^{k} p_{j_i} \prod_{i \neq j_i} (1 - p_i)
\]

This is true if it is assumed that all cells are independent in the sense that information about the existence of a target in one cell has no effect on the likelihood of targets in any other cells. This would not be correct if targets were correlated with each other, for example ships comprising a naval fleet, or if the total number of targets were assumed known. This is referred to as the local formulation of the target location problem and leads to some simplifying features (see Berry et al [1]). It is, in fact, a two dimensional Bernoulli distribution which, in the continuous limit, becomes a two dimensional Poisson distribution.

The sum of these probabilities over \( S \) is, of course, unity:

\[
\sum_{s_{j_1, j_2, \ldots, j_k} \in S} \Pr\{s_{j_1, j_2, \ldots, j_k}\} = 1
\]

and the entropy corresponding to a particular probability distribution is:

\[
h(p_s) = - \sum_{s_{j_1, j_2, \ldots, j_k} \in S} \Pr\{s_{j_1, j_2, \ldots, j_k}\} \ln \Pr\{s_{j_1, j_2, \ldots, j_k}\}
\]
where the summation is over all possible states of \( S \) and \( p_s \) is the vector of all probabilities over \( S \). Substituting for \( \Pr\{s_{j_1,j_2,\ldots,j_k}\} \) one obtains, in the case of independent cells,

\[
h(p_s) = - \sum_{j=1}^{N} [p_j \ln p_j + (1 - p_j) \ln(1 - p_j)]
\]

which is simply the sum of the entropies for the individual cells, each regarded as a state space in its own right. This expression is readily computed; furthermore, the linearity in contributions to total entropy from individual cells means that it is easy to specify entropy for sub-regions \( \mathcal{R}' \subset \mathcal{R} \) if only targets occupying \( \mathcal{R}' \) are of interest.

This expression provides a quantitative measure of surveillance effectiveness. It will be seen that using this expression it is also relatively easy to predict the expected entropy arising from a search decision.

As observations of targets are made the cell probabilities are updated using Bayes' rule, but not the cells where no observations occur, because cells are assumed independent. Because targets are likely to move between observations, the probabilities for their locations should be changed to reflect this according to appropriate target motion models (see Berry et al [1]).

This probability distribution is a representation of the search S.I.R. and the entropy is a measure of how well it has been satisfied in terms of either confirming or denying the existence of targets in \( \mathcal{R} \) and their locations. If the objective of a surveillance search operation is to make the information about targets and their locations in \( \mathcal{R} \) as complete as possible then the value of the entropy must be minimised. If it ever achieves the value of zero then the information obtained will be complete and lacking in any uncertainty. In practice this will never be achieved because of imperfect sensors, unpredictable target motions and inadequate coverage so the objective must be to minimise it as far as is practically possible. Any choice of sensor action \( d \) in the decision space \( D \) must be such as to minimise the expected entropy which will result from the action.

Let \( p_s^n = \Pr\{s \in S \text{ at time epoch } n\} \) for an element of \( S \), and \( p_s^n = \{p_s^n\}_{s \in S} \) be the vector of all such probabilities over \( S \) at time epoch \( n \). For a choice of decision \( d \in D \) there is a set of measurements or observations \( M(d) \) possible, each element \( m \in M(d) \) of which has probability \( P(m,d) \) of occurring. For each decision \( d \in D \) and consequent measurement set \( m \in M(d) \), the probabilities are updated using Bayes' Rule

\[
p_s' = \frac{L(m \mid s,d)p_s}{P(m,d)}
\]

where the likelihood function \( L(m \mid s,d) \) is defined as the probability that measurement set \( m \in M(d) \) will occur given that the system is in state \( s \in S \) and decision \( d \in D \) is taken. Depending upon how the state space is defined, \( s \) could be simply the existence of a target within a cell, or a pattern of target distribution within
\( R \). Note that the probability of a particular measurement set \( m \) occurring can be obtained from the likelihood function thus

\[
P(m, d) = \sum_{s \in S} L(m \mid s, d) p_s
\]

The entropy of the system following the measurement set \( m \) which, in turn, depends upon the decision \( d \), is given by

\[
h(p'_s \mid m, d) = -\sum_{s \in S} p'_s \ln p'_s
\]

This can be used to predict what the entropy will be in advance of an observation for a choice of decision \( d \) by regarding the entropy function as a random variable over the measurement space \( M(d) \). Then its expected value is

\[
h_e(p'_s \mid d) = E_{m \in M(d)} h(p'_s \mid m, d) = \sum_{m \in M(d)} P(m, d) h(p'_s \mid m, d)
\]

If the preferred action \( d' \in D \) is such as to minimise the expected entropy at the next epoch, then it satisfies

\[
h_e(p'_s \mid d') = \min_{d' \in D} h_e(p'_s \mid d)
\]

or, equivalently

\[
E_{m \in M(d)} h(p'_s \mid m, d') = \min_{m \in D} E_{m \in M(d)} h(p'_s \mid m, d)
\]

This analysis has been developed for a completely general state space and set of observations. In practice the size of the state space and the set of all possible observations may be combinatorially large which could render the computation of the expected entropy difficult, particularly so because the expected entropy would to be evaluated for a potentially large number of possible decisions, enabling the optimal one to be selected. However, a general expression may be derived for the expected entropy which simplifies its evaluation somewhat, and also enables approximations to it to be derived systematically.

Taking the expression for the entropy following an observation

\[
h(p'_s \mid m, d) = -\sum_{s \in S} p'_s \ln p'_s
\]

and substituting for \( p'_s \) using Bayes' Rule

\[
p'_s = \frac{L(m \mid s, d) p_s}{P(m, d)}
\]

the following expression is obtained

\[
h(p'_s \mid m, d) = -\frac{1}{P(m, d)} \sum_{s \in S} \{ p_s L(m \mid s, d) \ln L(m \mid s, d) + L(m \mid s, d) p_s \ln p_s \} + \ln P(m, d)
\]

Substituting this into the expression for the expected entropy

\[
h_e(p'_s \mid d) = \sum_{m \in M(d)} P(m, d) h(p'_s \mid m, d)
\]

and simplifying, yields
\[ h_i(p'_s \mid d) = h(p'_s) - \sum_{s \in S} p_s \sum_{m \in M(d)} L(m \mid s, d) \ln L(m \mid s, d) + \sum_{m \in M(d)} P(m, d) \ln P(m, d) \]

where \( h(p'_s) \) is the entropy of the system immediately prior to the observations based upon the \textit{a priori} probabilities. Note that this expression relates the expected \textit{a posteriori} entropy to the \textit{a priori} entropy and therefore expresses the difference between them which is to be maximised in order to maximise the improvement in information.

In the special case of independent cells which is proposed as the state space for the search problem, the expected entropy can be computed for each cell independently and then summed over all of the cells. The fact that this is possible was pointed out previously.

For cell \( i \) there are two possible states \( s \) (the cell is either occupied by a target or it is not with probabilities \( p_i \) and \( 1 - p_i \) respectively) and two possible measurements \( m \) (either a target is observed or it is not). The likelihood function \( L(m, d) \) is therefore

\[
\begin{align*}
L(\text{target observed} \mid \text{target exists}) &= p_d  \\
L(\text{target not observed} \mid \text{target exists}) &= 1 - p_d  \\
L(\text{target observed} \mid \text{target does not exist}) &= p_{fa}  \\
L(\text{target not observed} \mid \text{target does not exist}) &= 1 - p_{fa}
\end{align*}
\]

The contribution to the expected entropy for each cell inspected (no Bayesian updates occur for cells not inspected due to the independence assumption) is therefore

\[
h_{i,d} = h_i - p_i [p_d \ln p_d + (1 - p_d) \ln(1 - p_d)]
\]

\[
- (1 - p_i) [p_{fa} \ln p_{fa} + (1 - p_{fa}) \ln(1 - p_{fa})]
\]

\[
+ [p_d p_i + p_{fa} (1 - p_i)] \ln[p_d p_i + p_{fa} (1 - p_i)]
\]

\[
+ [1 - p_d p_i + p_{fa} (1 - p_i)] \ln[1 - p_d p_i + p_{fa} (1 - p_i)]
\]

This assumes that information regarding all targets is required everywhere in \( \mathcal{R} \). In practice the requirement may be for information about targets within a strict subregion \( \mathcal{R}' \subset \mathcal{R} \) and that sensor actions should therefore be optimised within this subregion. Of course information may happen to be obtained about targets outside of \( \mathcal{R}' \) but still within \( \mathcal{R} \) and which may be relevant to some future surveillance information requirement. Let \( S' \) consist of the states in \( S \) corresponding to targets in \( \mathcal{R}' \), that is \( s_{j_1, \ldots, j_k} \in S' \) if and only if at least one of cells \( j_1, \ldots, j_k \) is in \( \mathcal{R}' \). Then probabilities for occupation of states in \( S \) can be conditioned on \( S' \) as follows:

\[
p(s \mid s \in S') = \frac{p(s)}{p_{S'}}
\]

where \( p_{S'} = \sum_{s' \in S'} p_{s'} \),

that is the probabilities are summed over the states in \( S \) which contain \( s' \).
As will be seen in what follows it is possible to define an information requirement more precisely than simply all target information relevant to a region or subregion.

4. Experimental Implementation

4.1 Principles

The analysis demonstrates that it is possible to mathematically define an objective function which represents the quantity of the information obtained about targets within a region. Furthermore it is possible, given the imperfections of sensors, to task the sensors in advance so to observe at those locations where the expected improvement in information is likely to be the greatest. It is also possible, in doing so, to take account of the physical constraints placed upon where sensors may observe by virtue of the platforms they reside upon. This could, in principle, be applied to the forward planning of surveillance flight routes, for instance, but in the present paper interest is confined to the problem of dynamically reassigning airborne sensors whose routes have already been scheduled.

In formulating this problem meaningfully it is necessary to consider what changes would be possible to the tasking of a surveillance asset and what benefits would be derived from such changes. If an optimal route has already been scheduled to meet a requirement then why would it be necessary to change it? This can only be because the assumptions underlying the original plan have lost their validity. This could be because of unforeseen delays in platform take-off times, deviations in platform speeds due to headwinds, unexpected localised environmental conditions affecting sensor performances, additional information provided by opportunistic assets such as multi-role platforms, and changing information requirements or priorities. Alternatively, the original search plan may be sub-optimal and therefore capable of improvement.

Given that changes may be required to previously planned surveillance flight routes, the next consideration is to the choice of times at which such changes should be made and how far ahead in time the changes should be planned for, namely the choice of planning horizon. It is assumed that changes to routes are implemented by moving the next defined waypoint for a platform and that all remaining future waypoints remain unchanged. The amount of the deviation can be constrained. This avoids the problem of replanning the entire route and maintaining the constraint that a platform must return to an airfield before exhausting its fuel load, which would be computationally expensive in real time. This has the effect of constraining a platform not to deviate too far from its original planned route.

It is possible, in principle, then, to generate a well-defined dynamic tasking problem in terms of an objective function and a set of constraints which aims to maximise the information collected. Its implementation within a simulated surveillance operation can be expected to demonstrate benefits in dynamically tasking sensors and platforms.
However, a suitable optimisation algorithm is required which although it may not provide truly optimal solutions, is at least capable of yielding good quality solutions in real time.

The above methodology has been applied to a specific surveillance asset tasking problem, namely optimising the allocation resources provided by a constellation of surveillance satellites for the purpose of tracking surface maritime targets (Berry & Fogg [6]). This problem is characterised by complexity in satellite orbit computation but relative simplicity in terms of the planning horizon because one only needs to plan ahead to the next epoch at which a satellite flies past the region of interest.

4.2 Practice

Prior to the development of the above analysis, an experimental tasking tool was developed within SSD to gain familiarity with the application of existing methodologies used to address this type of problem, and to explore the required structure to enable connectivity to ISAT (Integrated Surveillance Assessment Tool) simulations. Algorithm options included Genetic Algorithms, Neural Networks and Evolutionary Programming (EP) [3]. The latter technique, the simplest, was chosen for this exploratory work.

Genetic methods store multiple solutions to a problem each solution referred to as member of a population. Associated with each member is its fitness, which is simply a measure of how well this solution solves the problem at hand. Throughout the search for the optimal solution, a ‘survival of the fittest’ procedure is used, meaning that a solution with a higher fitness is chosen over one with a lower fitness. The main difference between a Genetic Algorithm and Evolutionary Programming is how new solutions (or offspring) are generated from existing members. In the former, two solutions are mated to form a new solution, while in the latter, each member of the population generates a offspring by mutation.

The current problem consisted of determining how best to task a given set of mobile platform-mounted sensors to achieve a specified set of surveillance objectives, over a given area, against a specified set of targets. The scenario was based on a version of the test case described in [4], but extended to allow more detailed discussion of surveillance issues.

The technique consists simply of starting with an initial tasking of assets in terms of prescribed start times and waypoints, and then perturbing and measuring effectiveness at regular intervals of time. After each perturbation, for each sensor system, if there is a gain that is greater than a random number in the range [-p,0] the alteration is accepted. In this implementation, p was chosen as 5%. Note that allowing negative gain facilitates escaping from local minima.
The EP algorithm was implemented using MATLAB and required a single input structure containing asset state information such as type, positional information, waypoints, etc. The output is also a single structure containing asset information, but only includes future waypoint details.

In addition, software was developed to enable sensor requirements and achievements to be displayed as two-dimensional colour displays. The difference between required and achieved surveillance could also be displayed. This software was used to demonstrate the potential and ease of use of such aids to tasking surveillance assets. Examples using this process showed consistent improvement towards achieving the desired surveillance capability.

As part of this work JAVA-to-MATLAB middleware was developed to enable connectivity between a JACK intelligent software agent and the tasking tool function. This allows the future use of such tools in STAGE simulations (STAGE is a high fidelity operational simulation model) (see Clark [5]).

5. Generalisation

This section has been included in order to indicate how the surveillance information requirement can be generalised beyond simply the existence and location of targets within a defined region.

5.1 Maximising information over a surveillance information space posed as a hypothesis or set of hypotheses

Consider first the representation of the S.I.R. This is assumed to be stated for the purpose of supporting or denying a hypothesis which is of significance to the end user, such as a threat hypothesis, and therefore embodies the end user's preference for information. The hypothesis can either be true or false and the purpose of undertaking the surveillance operation is to determine which is correct. If a hypothesis of significance is true then some appropriate response will be required, but if not then it can be safely ignored. The intention is that the decision point at which action is required to be taken should be achieved as quickly as possible within the resource limitations and surveillance asset capabilities so as to enable the operational response to be as effective as possible.

In practice there are likely to be a number of competing requirements for surveillance information so these are distinguished between by use of the subscript $r$. For present purposes it will not be necessary to understand the meaning of such hypotheses, only their quantitative relationship to the S.I.S. variables. The simplest way of developing this idea is to assume that certain cells being occupied by targets are fully consistent with a hypothesis $H$ and remaining cells, whether occupied or not, are of no relevance to it. Note that each cell has its own probability of occupation which is unrelated to the
probability of occupation of any other cell. This is equivalent to assuming that all targets are independent. Then one may assign a random variable \( I^*_i \) to each cell \( i \) which is either 0 if the cell is unoccupied or 1 if it is. Then the probability of it being occupied at time epoch \( n \) is \( p^*_i = \Pr(I^*_i = 1) \). The global S.I.S. is obtained by compounding together all of the individual cell states thus:

\[ S = I_1 \otimes I_2 \otimes \cdots \otimes I_N \]

so that if targets are truly independent the probability of the occupation of a global state can be obtained from the product of the occupation of the appropriate local states. The hypothesis \( H \) may be considered to be a subset \( S_H \subset S \) so that if a given \( s \in S_H \subset S \) then \( H \) is true and if \( s \in S_H^c \subset S \) then \( H \) is false, where \( S_H \cup S_H^c = S \) of course. This may be expressed formally as

\[
\Pr(H \mid s \in S_H) = 1
\]

\[
\Pr(H \mid s \in S_H^c) = 0
\]

so that at any time epoch \( n \) the truth or otherwise of the hypothesis \( H \) can be estimated thus

\[
\Pr(H) = \sum_{s^* \in S} \Pr(H \cap s^*) = \sum_{s^* \in S} \Pr(H \mid s^*) \Pr(s^*) = \sum_{s \in S_H} \Pr(s^*)
\]

This is the ‘all or nothing’ approach referred to previously. The occupation of certain states fully supports the hypothesis and occupation of any of the rest deny it.

Other examples of hypotheses \( H \) are the existence of a specified number \( k \) of targets within \( \mathcal{R} \), or the existence of at least one target in \( \mathcal{R} \). Let \( H_k \) be the hypothesis that exactly \( k \) cells are occupied, and \( S_k \) be the space corresponding to any \( k \) cells being occupied and the remainder unoccupied. Then

\[
\Pr(H_k) = \sum \Pr(s \in S_k)
\]

The probability that at least one cell is occupied is then

\[
\Pr(H_{\geq 0}) = \sum_{k=0}^{\infty} \Pr(H_k) = 1 - \Pr(H_0)
\]

In general, one can compute the entropy of a hypothesis \( H \) regarded as a random variable to determine how strongly the evidence supports or denies its truth. If it is determined that it is likely to be true, or that the risk or ignoring its truth is operationally too high, one can also condition the state of the S.I.S. on its truth thus:

\[
\Pr(s^n \mid H) = \frac{\Pr(H \mid s^n) \Pr(s^n)}{\sum_{s'} \Pr(H \mid s') \Pr(s')}
\]

This is simply conditioning the probability distribution on a subset \( S_H \) of \( S \). The purpose in doing this is to enable future sensor actions to be optimised so as to either confirm or deny the truth of a hypothesis regarding the spatial distribution of a collection of targets, rather than just their existence and individual locations. It should be noted that the probability distribution for the target locations conditioned upon the
hypothesis $H$ can be updated simply by updating the probabilities for the individual cells and then conditioning.

More generally one would wish to associate a hypothesis more strongly with some states than others but not to some at the total exclusion of the rest. Therefore define $H$ as a random variable which is either true or false and is correlated with the states of $S$. This is done by creating the joint state space $\{T, F\} \otimes S$ and then specifying the probabilities on it, namely

$$\Pr\{H = T, s\} \text{ and } \Pr\{H = F, s\}$$

where

$$\sum_{s \in S} [\Pr\{H = T, s\} + \Pr\{H = F, s\}] = 1$$

From these correlations between $H$ and $S$, which can be based upon historical data, one can compute the probability of the hypothesis $H$ being true for a given state $s \in S$ being assumed to be true:

$$\Pr\{H = T \mid s\} = \frac{\Pr\{H = T, s\}}{\Pr\{H = T, s\} + \Pr\{H = F, s\}}$$

Note that this is a generalisation of the above where the conditional probabilities were either 0 or 1. From these conditional probabilities one can compute at any time epoch $n$ the probability that the hypothesis $H$ is true:

$$\Pr\{H = T\} = \sum_{s \in S} \Pr\{H = T \mid s^n\} \Pr\{s^n\}$$

and, as before, condition the probabilities over the state space on the assumption that the hypothesis is true:

$$\Pr\{s^n \mid H = T\} = \frac{\Pr\{H = T \mid s^n\} \Pr\{s^n\}}{\Pr\{H = T\}}$$

If it is decided to deploy sensors so as to collect information for the purpose of confirming or denying the hypothesis $H$ then the overall objective must be to minimise the entropy associated with $H$, namely $h(H)$ defined by:

$$h(H) = -\Pr\{H = T\} \ln \Pr\{H = T\} - \Pr\{H = F\} \ln \Pr\{H = F\}$$

Hence at any time epoch $n$ the actions taken should be such as to cause the maximum incremental reduction in the expected entropy following the target motions and sensor actions:

$$\max_{d \in D} E_{e(d)}[h(H^n) - h(H^{n+1})]$$

where $D$ is the decision space, $d$ is an element of $D$ and $e(d)$ is evidence arising from sensor decision $d$. From any given sensor decision $d$ the evidence $e$, ie set of measurements, arising from the sensors is stochastic in nature and hence the need for an expectation over all possible evidence. For each possible set of values for $e$ the state $s^{n+1}$ is computed using Bayesian inference. If it is assumed that the sensors are perfect then the expectation and Bayesian inference is rendered redundant because the measuring process is deterministic, that is the outcome of a measurement is that a target exists within an inspected cell with probability 0 or 1 irrespective of its prior probability. Although the problem has been simplified through this assumption a
probabilistic approach is still necessary because probabilities still lie between 0 and 1 where sensors have not yet searched and because non-deterministic target motion has the effect of spreading out distributions.

Intuitively one would expect to have sensors search areas not previously searched or at least those areas not previously searched which are most relevant to the truth or otherwise of the hypothesis. If the hypothesis embodies the assumption that there is a given number of targets, then confirming that they are not in an easily accessible area will help to prove that they are elsewhere in a location which may be less easily accessible (referred to as negative information).

5.1.1 Example – continuous decision variable

One can see how this idea works if one assumes a single continuously-valued decision variable $d$ which is constrained to make small changes between epochs. This is a simplified example chosen for the purpose of demonstration. In reality there will be several decision variables and some will be constrained to assume discrete values. The intention is to maximise $h(H^n) - h(H^{n+1}) = h(H(s(d^n))) - h(H(s(d^{n+1})))$ over $d^{n+1}$. Performing a Taylor series expansion about $d^n$ we have

$$h(H(s(d^{n+1}))) = h(H(s(d^n))) + (d^{n+1} - d^n) \frac{\partial h(H(s(d)))}{\partial d} \bigg|_{d=d^n}$$

to first order. Hence

$$h(H^n) - h(H^{n+1})$$

$$= -(d^{n+1} - d^n) \frac{\partial h(H(s(d)))}{\partial d} \bigg|_{d=d^n}$$

$$= -(d^{n+1} - d^n) \frac{\partial}{\partial d} [\text{Pr}(H = T) \ln \text{Pr}(H = T) - \text{Pr}(H = F) \text{Pr}(H = F)] \bigg|_{d=d^n}$$

$$= (d^{n+1} - d^n)(1 + \ln \text{Pr}(H = T)) \frac{\partial \text{Pr}(H = T)}{\partial d} + (1 + \ln \text{Pr}(H = F)) \frac{\partial \text{Pr}(H = F)}{\partial d}$$

$$= (d^{n+1} - d^n) \ln \frac{\text{Pr}(H = T)}{1 - \text{Pr}(H = T)} \frac{\partial \text{Pr}(H = T)}{\partial d}$$

The intention is to maximise this expression w.r.t. $d^{n+1}$ subject to $d^{n+1}$ being constrained. In fact $d^{n+1}$ is constrained to be close to $d^n$ in order that this expression be valid as it has resulted from the truncation of a Taylor series.

Now \( \ln \frac{\text{Pr}(H = T)}{1 - \text{Pr}(H = T)} \) is 0 when \( \text{Pr}(H = T) = \text{Pr}(H = F) = 0.5 \), is positive when \( \text{Pr}(H = T) > 0.5 \) and negative when \( \text{Pr}(H = T) < 0.5 \). This says that if $H$ is more likely to be true than false then $d$ should be changed in a direction which improves the probability that $H$ is true and, conversely, if $H$ is less likely to be true than false then $d$
should be changed so as to reduce the probability that \( H \) is true. If \( \Pr(H = T) = \Pr(H = F) = 0.5 \) then the second order term in the Taylor series needs to be inspected.

5.1.2 Example – discrete decision variable

In practice \( \Pr[H=T] \) will depend upon the variables comprising the decision space in complex ways so for present purposes it will continue to be assumed that the sensors are perfect. Suppose that the hypothesis \( H \) is the statement that there is at least one target in \( \mathcal{R} \) so that if \( H=F \) there are no targets in \( \mathcal{R} \). Then

\[ \Pr(H = T) = 1 - \prod_{i} (1 - p_i) \]

Note that only one target needs to be detected in order for the hypothesis to be deemed true. If the decision \( d \) is the label for the next cell to be inspected and only one cell can be inspected at each epoch, then intuitively the best option is to inspect a cell which has the highest probability of containing a target because when \( p_{i=d} = 1 \), \( \Pr(H = T) = 1 \). An alternative strategy is to attempt to prove that \( \Pr(H = T) = 0 \) but this involves inspecting every cell in \( \mathcal{R} \) to ensure that there is no target in it. This will eventuate anyway if in the course of trying to prove that \( \Pr(H = T) = 1 \) no cells are found to contain targets.

This can be formalised as follows. Note that when a cell is inspected and no target is observed then its probability of occupation becomes zero. Irrespective of the value of \( \Pr(H = T) \) before the inspection, the expected consequence of inspecting cell \( i=d \) is \( \Pr(H = T) = p_{i=d} \), the probability that there is a target in the cell inspected. If a target is detected in cell \( i=d \) then

\[ \Pr(H = T \mid \text{detection in } i = d) = 1 \]

but if none is detected then

\[ \Pr(H = T \mid \text{no detection in } i = d) = 1 - \prod_{i \neq d} (1 - p_i) \]

Since the entropy for hypothesis \( H \) is, in general:

\[ h(H(s)) = -\Pr(H = T) \ln \Pr(H = T) - [1 - \Pr(H = T)] \ln[1 - \Pr(H = T)] \],

the entropy following a detection in cell \( i=d \) is:

\[ h(H \mid \text{target observed in } i = d) = 0 \]

and the entropy following no detection in cell \( i=d \) is:

\[ h(H \mid \text{no target observed in } i = d) = -[1 - \prod_{i \neq d} (1 - p_i)] \ln[1 - \prod_{i \neq d} (1 - p_i)] - \prod_{i \neq d} (1 - p_i) \ln \prod_{i \neq d} (1 - p_i) \]

Hence the expected entropy prior to observing cell \( i=d \) is:
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\begin{align*}
E\{h(H)\} &= p_{\text{detection in } d}h(H \mid \text{detection in } d) + (1 - p_{\text{detection in } d})h(H \mid \text{no detection in } d) \\
&= - (1 - p_{\text{detection in } d})\left[\prod_{i \neq d} (1 - p_i)\right] \ln \left[\prod_{i \neq d} (1 - p_i)\right] + \prod_{i \neq d} (1 - p_i) \ln \prod_{i \neq d} (1 - p_i) \\
\end{align*}

If we put $1 - p_{\text{detection in } d} = \alpha$ and $\prod_{i \neq d} (1 - p_i) = \pi$, where the product is over all $i$, then this simplifies to

$$E\{h(H)\} = -\alpha \ln(1 - \pi / \alpha) + \pi \ln(\alpha / \pi - 1)$$

The decision to be made is the choice of cell $d$ to inspect which will maximise the expected entropy. Note that the parameter $\pi$ is fixed and independent of the choice of cell whereas $\alpha$ does depend upon the choice of cell through its probability. This could be solved by computing the expected entropy for all cells and selecting that cell which has the least value. However it will be shown that the expected entropy is a monotonically increasing function of $\alpha$ and hence decreases with increasing $p_{\text{detection in } d}$.

Hence the choice of cell should be that which has the highest probability as originally proposed. By differentiating the expression for the expected entropy

$$\frac{\partial E\{h(H)\}}{\partial \alpha} = -\ln(1 - \pi / \alpha) > 0,$$

it is seen that the function is a monotonically increasing function of $\alpha$.

6. Conclusions

It has been demonstrated that it is possible to specify the state of a surveillance search operation probabilistically, evolve the state space probabilities over time according to the likely target behaviours, update the state space probabilities in the light of evidence from imperfect sensors, and define an objective function of the state space probabilities in terms of entropy which quantitatively expresses the level of completeness and accuracy of the target information. By scheduling sensors so as to minimise the expected entropy it is possible, in principle, to maximise the quality of the information obtained. An evolutionary programming technique has been implemented in conjunction with a simulated surveillance scenario to demonstrate the feasibility of the approach, albeit for an heuristically defined objective function. The specification of the sensor scheduling problem has been extended to indicate how more general surveillance information requirements can be accommodated within this formulation. Although the feasibility of the approach has been established, further work is required to fully implement it and demonstrate its benefits for scenarios of practical interest.
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