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The primary objective of this research was to characterize and understand: (a) the interaction of a range of bulk-dissolved hydrogen concentrations with the complex tempered martensitic microstructure of AerMet®100 ultra-high strength steel, (b) the effect of such trapped hydrogen on fracture resistance associated with internal hydrogen embrittlement (IHE), and (c) the levels of trapped and diffusible hydrogen achieved after cadmium plating and baking operations. Studies of hydrogen transport rates, trapping and redistribution after heating sought to correlate embrittlement-threshold levels with redistribution of diffusible hydrogen during IHE.

A strong dependence of the threshold stress intensity (Kth) for the onset of IHE in AerMet®100 on diffusible H concentration was measured and modeled in this project. H was trapped at the interfaces of M2C precipitates that are responsible for strengthening of peak aged AerMet®100. Modeling showed that very high levels of H can redistribute within the crack tip process zone and promote transgranular fracture due to two factors; unexpectedly high crack tip normal and hydrostatic stresses, as well as substantial weak reversible H trapping at M2C precipitates unique to AerMet®100. Upon stressing, H redistributes to the crack tip process zone due to lattice dilation from the crack tip stress field.

Slow hydrogen transport rates, high trap densities and a variety of microstructural trap sites complicate the effectiveness of conventional baking procedures in AerMet®100. Hydrogen capacity is large due to a high trap density and transport rates are over one order of magnitude slower in AerMet®100 than seen in other tempered martensitic microstructures. H transport is, also, dependent on diffusible hydrogen concentration. Nonetheless, diffusible and reversible trapped hydrogen concentrations were significantly reduced by baking bare electrochemically precharged AerMet®100 at 190°C, but intensified during 0.5-3 h of baking of cadmium plated AerMet®100. In the latter case, H was released from the cadmium layer into the steel. Diffusible hydrogen was eventually out-gassed to approximately 50% of as-plated values at long baking times. However, baking times up to 200 h did not lower reversibly and deeply trapped hydrogen contents. As shown by modeling, this reservoir of residual reversibly trapped hydrogen can promote IHE.

The second objective was to identify the extent to which occluded pit/crevice geometry and electrochemical conditions affect local hydrogen production and uptake in PH 13-8 Mo stainless steel exposed to aqueous environments. Localized corrosion scaling laws of the type x/gap, where x is the pit depth and gap is the crevice or pit diameter, were successfully exploited to rescale the sizes of model pits from micrometer to millimeter-scale dimensions. Such rescaling enabled successful hydrogen measurements on global and local length scales inside rescaled model pits. Severe local hydrogen uptake was observed in model pits under conditions where boldly exposed surfaces on planar electrodes were in the passive state.
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Trap-Governed Hydrogen Diffusivity and Uptake Capacity in Ultrahigh-Strength AERMET 100 Steel
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The hydrogen-uptake capacity and mobility in ultrahigh-strength AERMET 100 are characterized for various electrochemical charging and baking conditions. From thermal desorption spectroscopy, the apparent hydrogen diffusivity \(D_H < 3 \times 10^{-8} \text{ cm}^2/\text{s at 23 °C}\) is over tenfold less than the values typical of tempered martensitic steels such as AISI 4130. The value of \(D_H\) decreases with decreasing temperature below 200 °C, with a relatively high apparent activation energy for diffusion of 17.7 to 18.8 ± 0.2 kJ/mol at the 95 pct confidence level. The value of \(D_H\) also decreases with decreasing diffusible H concentration from less-severe charging or increased baking. Potentiostatic charging in saturated Ca(OH)\(_2\) produced total and diffusible H concentrations in AERMET 100 which increase with (H\(^{+}\)/H) overpotential and are significantly higher than results for AISI 4130 steel under the same conditions. A significant H\(^{+}\) concentration was produced by zero overpotential deposition. These characteristics are explained by extensive reversible and irreversible H trapping involving at least three unique trap states in the ultrafine AERMET 100 microstructure. The former likely include coherent \(M_2\)C carbides, soluble Ni, or precipitated austenite, and the latter include larger incoherent \(M_2\)C or martensite lathed-packet interfaces. Baking at 23 °C and 200 °C removes H from the lowest binding-energy sites, but results in reduced \(D_H\) levels to prolong outgassing time. Additionally, substantial H was retained in stronger trap states. These trapping effects are pertinent to hydrogen embrittlement of AERMET 100 steel.

I. INTRODUCTION

A. Effect of Trapping on H Diffusivity and Solubility in Steels

THE lattice diffusivity of hydrogen (H) in steel is impeded strongly by the presence of microstructural inhomogeneities including grain boundaries, dislocations, carbides, and nonmetallic particles, which are potential H trapping sites.\(^{[1]}\) Whether a microstructural feature can act as a trapping site is governed by a potential-energy well (and binding energy \(E_b\)) relative to normal interstitial positions in the Fe lattice. With increasing strength of trapping proportional to the energy well depth, traps are categorized as reversible then irreversible.\(^{[2]}\) In the absence of traps, H diffusion occurs by random-jump migration between interstitial lattice positions, with a very short residence time for a diffusing H atom.\(^{[3]}\) Hydrogen diffusion is then described by the ideal lattice diffusivity \((D_L)\) and governed by the activation energy for diffusion associated with the energy barrier (or lattice migration energy \((E_m)\)) between interstitial positions. In pure annealed Fe, \(D_L = 1.3 \times 10^{-5} \text{ cm}^2/\text{s at 25 °C,}^{[1]}\) and \(E_m = 7 \text{ kJ/mol (0.07 eV/atom,)}^{[2]}\) Reversible trap sites with \(E_b > E_m\) create an “effectively” higher barrier to H movement. Consequently, trapping decreases the rate of transport of H through the lattice and increases the activation energy for diffusion. This trap-affected, or apparent, H diffusivity \((D_H)\) is up to three orders of magnitude lower than \(D_L\), depending on the nature and extent of trapping.\(^{[3,4]}\)

The effect of each type of trap depends on dissolved H concentration. In a lattice containing only irreversible traps which can be saturated, H diffusivity decreases to \(D_H\) during H uptake, until the irreversible traps fill with H. Ideal irreversible traps are often saturable at a low lattice H concentration and, once filled, no longer interact with dissolved H; consequently, the apparent \(D_H\) value increases to \(D_L\). In contrast, reversibly trapped H is in “dynamic equilibrium” with H dissolved in the lattice and represents a permanent “impedance” to H transport.\(^{[5]}\) Therefore, the apparent \(D_H\) value in a lattice containing reversible traps is always less than \(D_L\), and the difference is intensified at a lower H concentration.\(^{[5]}\)

In a perfect lattice, solubility is governed by the heat of solution for the solute in an ideal dilute solution.\(^{[6]}\) For a heat of solution for H in Fe equal to 28.6 kJ/mol, the perfect lattice H solubility \((C_p)\) in equilibrium with \(10^3 \text{ Pa H}_2\) is \(3 \times 10^{-4} \text{ ppm at 25 °C.}^{[5]}\) In steels, however, the apparent H solubility \((C_H)\) is increased dramatically by traps, where H accumulation alters the local heat of solution.\(^{[4,5]}\) For example, at 25 °C, the H solubility in martensitic AISI 4135 steel \(s_{55} = 1380 \text{ MPa) is 0.4 ppm,}^{[8,9]}\) about four orders of magnitude greater than that in high-purity Fe, due to H trapping at dislocations, solute, and other microstructural inhomogeneities.

Numerous studies have shown that \(D_H\) decreases and \(C_H\) increases, relative to values for pure iron, with increasing trap density and trap strength in steels.\(^{[10-15]}\) Quenched and tempered ultrahigh-strength steel (UHSS) microstructures possess many potential trap sites, including dislocations, solutes, martensite lath and packet boundaries, prior-austenite grain boundaries, retained or precipitated austenite, and
carbides. Tensile strength and trapping frequently correlate, because nanoscale features that strengthen often provide effective sites for H trapping. For example, grain boundaries in iron-based alloys are traps with a binding energy ranging from 29 kJ/mol (0.3 eV/atom) to 58 kJ/mol (0.6 eV/atom). Dislocations exhibit a H binding energy of 29 kJ/mol. Dislocations and semi-coherent carbides were characterized as traps with binding energies ranging from 34 to 97 kJ/mol (0.35 to 1 eV/atom), increasing as the degree of coherence of the carbide/matrix interface decreased. Uncertainties in the value of the activation energy for H desorption.

The E_h below which trapping is termed reversible, depends on temperature (T). As T increases, dissolved H atoms possess more thermal energy, given by kT (k being the Boltzmann’s constant) energy. The probability of H escape from a trap site increases with T for a given trap binding energy. At room temperature, where kT = 4 x 10^-21 J (0.025 eV), a binding energy of 29 kJ/mol (0.3 eV/atom) was determined to be the value below which trapping was reversible in Fe-M-C (M = V, Nb, and Ti) alloys. A separate investigation reported a higher value of 77 kJ/mol (0.8 eV/atom) as the upper value, below which trapping was reversible in steel at room temperature.

B. Trap-Rich AERMET® 100 Microstructure

AERMET 100 is a martensitic secondary hardening UHSS in which a specific austenitization, air quench, refrigeration, and temper-age procedure was developed for optimal fracture toughness and slightly overaged yield strength. Optimized tempering at 482 °C produces an extremely fine microstructure with a large density of potential trap sites, including (1) less than 0.1-μm diameter incoherent carbides (i.e., (MoCr)C, (FeCr)2C, TiC, and (TiCrMo)C) which provide grain refinement, (2) martensite laths (or plates) on the order of 0.15-μm thick, both twinned and untwined, with interfaces that are qualitatively high angle and arrayed in packets, (3) prior-austenite grain boundaries, (4) dislocations in martensite and not recovered at this tempering temperature, (5) finely distributed and generally crystalline-coherent M_2C (where M = 66 at. pct Cr, 18 Fe, and 16 Mo) in martensite, averaging 3 nm in diameter x 10 nm in length, (6) solute clusters preceding M_2C precipitation, (7) precipitated austenite, and (8) Ni, Cr, and Mo dissolved in martensite and austenite. The amount of retained austenite is essentially nil due to refrigeration. Precipitated austenite is present exclusively as a thin layer (~3 nm) at martensite lath interfaces based on electron microscopy, but the volume fraction from X-ray diffraction measurements is uncertain, ranging from an average vol pct of 0.8% to 4.9% for the 482 °C temper. The martensite-lath interface area and the proportion covered by precipitated austenite are uncertain. The Ni, Co, Cr, and Mo contents of austenite and martensite solid solutions were not measured. Among these AERMET 100 microstructural features, some should trap H with a relatively low binding energy (i.e., coherent M_2C, solute zones, solute in martensite or austenite, dislocations, and low-misorientation martensite interfaces), while others should trap H with relatively high binding energies, such as high-misorientation interfaces (prior-γ boundaries and martensite lath/packet interfaces), dislocation cores, and incoherent carbides. The lattice solubility of H in fcc austenite is high compared to martensite. Consequently, both reversible and irreversible trapping may be extensive in AERMET 100 in the temperature range from 25 °C to 300 °C.

Although studies on H trapping in AERMET 100 are lacking, experiments with Fe-M-C (where M = Ti, V, Nb) alloys revealed that both reversible and irreversible traps were produced by the precipitation of finely distributed coherent TiC, VC, and NbC during tempering. For quenched and tempered Fe-Mo-C, the effective H solubility was increased by one order of magnitude, relative to the as-quenched condition, due to precipitation of coherent Mo-C. In such microstructures, the number of reversible traps was much greater than that of irreversible traps: 10^-2 to 10^-3 vs. 10^-2 to 10^-4 mol/cm^3, respectively. In H-charged specimens, a significant fraction of the total dissolved H, relative to the interstitial lattice H concentration, resides in reversible traps. If this trend is obeyed in H-charged AERMET 100, the quantity of reversibly trapped, mobile H may be substantial, and D_H may be reduced, regardless of the extent of additional irreversible trapping.

C. Effect of H Trapping on Hydrogen Embrittlement of UHSS

Hydrogen trapping critically affects the resistance of a steel to hydrogen embrittlement (HE). First, H diffusion to the crack-tip fracture-process zone is a key step in hydrogen-induced cracking. A lower D_H value results in lower rates of internal hydrogen embrittlement (IHE) as well as hydrogen-environment embrittlement (HEE) in trap-rich steels. Second, strong reversible or irreversible H traps, connected in three dimensions and containing “in-place” bound H, may define a brittle-crack path and decrease resistance to HE. Third, the strength and distribution of traps alter the time-stress-dependent redistribution of H to microstructural features that constitute a brittle crack path. In a closed system (i.e., a fixed quantity of total dissolved H), the quantity of H available to diffuse to brittle fracture sites depends on the strength and distribution of the H traps. Hydrogen trapped in a large population of low-binding energy traps will have a high probability of release from such traps at room temperature, and, therefore, a large population of weak traps provides a reservoir of highly mobile H. This mobile H could diffuse to areas of lower H chemical potential, such as the dilated region under triaxial tensile stress ahead of a crack tip, and exacerbate embrittlement. For example, K_TH in AISI 4135 steel decreased as the concentration of presolved-diffusible H increased. In contrast, a homogeneous distribution of irreversible or strongly reversible traps can prevent H from segregating to lower-interaction energy sites, such as prior-austenite and martensite-lath boundaries, which are susceptible to H. A Mo addition to AISI 4130 steel caused a significant increase in resistance to HEE, attributed to strong H trapping at fine FeMoC precipitates. Strong irreversible H trapping at TiC carbides and PdAl particles improved the HE resistance of an HSLA
Table I. Chemical Compositions (Weight Percent) of AERMET 100 and AISI 4130

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Co</th>
<th>Ni</th>
<th>Cr</th>
<th>Mn</th>
<th>Mo</th>
<th>Cu</th>
<th>Si</th>
<th>C</th>
<th>Ti</th>
<th>P</th>
<th>S</th>
<th>H</th>
<th>(wppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AERMET 100</td>
<td>bal</td>
<td>13.43</td>
<td>11.08</td>
<td>3.00</td>
<td>—</td>
<td>1.18</td>
<td>0.18</td>
<td>0.26</td>
<td>0.23</td>
<td>0.23</td>
<td>0.009</td>
<td>0.003</td>
<td>0.0008</td>
<td>0.35</td>
</tr>
<tr>
<td>AISI 4130</td>
<td>bal</td>
<td>—</td>
<td>0.18</td>
<td>0.92</td>
<td>0.54</td>
<td>0.23</td>
<td>0.18</td>
<td>0.26</td>
<td>0.3</td>
<td>0.3</td>
<td>0.011</td>
<td>0.008</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

Table II. Mechanical Properties of AERMET 100

<table>
<thead>
<tr>
<th></th>
<th>σTS</th>
<th>σUTS</th>
<th>RA</th>
<th>KIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPa (ksi)</td>
<td>MPa (ksi)</td>
<td>(Pct)</td>
<td>MPa·m (ksi·in)</td>
</tr>
<tr>
<td></td>
<td>1765 (256)</td>
<td>1985 (288)</td>
<td>61</td>
<td>139 [LR] (120)</td>
</tr>
<tr>
<td></td>
<td>127 [CR] (116)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

D. Objective

Trap-governed H diffusivity and solubility have not been characterized in AERMET 100, as required to understand the HE behavior of this new alloy and design optimal baking procedures. The goal of this research is to quantitatively characterize and understand the influence of H trapping in a UHSS, AERMET 100, on H transport and solubility. Trapped H capacity and H diffusivity are determined, and apparent activation energies for diffusion are calculated as a function of hydrogen concentration. The roles of unique microstructural features, such as coherent M₄C carbides, solute zones, and precipitated austenite, are assessed qualitatively by comparison of the H-trapping behaviors of AERMET 100 to quenched and tempered AISI 4130 steel.

II. EXPERIMENTAL PROCEDURES

A. Material

The material for study was AERMET 100. A 15.2-cm-diameter × 30.5-cm-long forged bar, of the chemical composition shown in Table I, was obtained in the annealed condition. After machining, specimens were vacuum heat-treated (for optimal strength and toughness) as follows: solution treated at 885 ℃ for 1 hour, air cooled to room temperature in 2 hours, chilled at −73 ℃ for 1 hour, and aged at 482 ℃ for 5 hours. Table II shows the mechanical properties that resulted. These values are consistent with the tensile yield strength (σTS) of 1740 MPa, ultimate tensile strength (σUTS) of 1950 MPa, and plane-strain fracture toughness (KIC) of 166 MPa·m reported for this processing condition. The expected microstructural features associated with these mechanical properties were detailed in the Introduction. In selected cases, comparisons are made to quenched and tempered (2 hours at 300 ℃) AISI 4130 steel with a martensitic microstructure and yield strength of 1330 MPa. Its chemical composition is listed in Table I.

B. Electrochemical H Charging

The H charging was performed at constant electrochemical potential under potentiostatic control. The charging solution was saturated with Ca(OH)₂ at a pH of ~12.1 in pre-electrolyzed, 18.2 MΩ deionized water. The reversible H oxidation/reduction potential (E°(H₂/H₂O)) in this solution was −1.33 V (vs Hg/Hg₂SO₄). Prior to charging, each specimen was ground to a 600-grit finish and degreased ultrasonically.

C. Determination of Dₜ

Specimens (12.7 × 6.4 × 1 mm) were H charged potentiostatically at several hydrogen overpotentials (EₜH = E_H₂O - E°(H₂/H₂O)) of −1.17, −0.62 or −0.07 V at 60 ℃ for 60 h. This time was determined using a solution to Fick’s Second Law for one-dimensional diffusion in a plane sheet and a conservative estimate for Dₜ of 3 × 10⁻⁸ cm²/s at 60 ℃ as necessary to produce a uniform H concentration across the 1 mm specimen thickness. After charging, samples were stored in liquid nitrogen or tested immediately. Thermal desorption spectroscopy (TDS) was utilized to measure the H egress from each specimen at various constant temperatures between 60 ℃ and 200 ℃. The TDS detects H by monitoring the increase in H₂ partial pressure (PₜH₂) in a high-vacuum chamber with a quadrupole gas analyzer. The background PₜH₂ in the vacuum chamber was approximately 0.04 μPa, as determined by performing TDS experiments on uncharged specimens. To restore the vacuum in the chamber upon specimen installation, specimens were first held at room temperature for 30 to 40 m in an upper chamber, then dropped into a preheated lower chamber for isothermal TDS. This holding time is small compared to the 60-h charging time.

From the TDS data, the quantity of total H egressed at each temperature was determined by calculating the area under the PₜH₂-time curve, after background PₜH₂ subtraction, using the trapezoidal integration method. The time needed to egress one-half of this quantity (tₜH₂) was determined, as demonstrated in Figure 1, and Dₜ was calculated using

\[
Dₜ = \frac{0.0492B²}{tₜH₂}
\]

where B is the specimen thickness. Equation [1] assumes a hydrogen diffusion coefficient independent of the H-concentration profile during testing and is valid for flat-plate specimens. For temperature-dependent diffusion, Dₜ(T) is determined by
and the H egress is surface-reaction-limited, a process governed by recombinative H desorption of dihydrogen (H₂). In these experiments, df/dt was converted to dC/dt, and detrapping/diffusion-limited desorption was confirmed through Eqs. [3] and [4].

D. Determination of Diffusible H Capacity

The Barnacle electrode method[51] was used to measure the diffusible H concentration, \( C_{\text{H, diff}} \). Specimens (12.7 × 6.4 × 0.6 mm) were H charged at 23 °C for 48 hours to produce uniform H concentrations at various constant H overpotentials between −0.17 and −1.17 V. The \( C_{\text{H, diff}} \) rate resulting from each charging potential was determined in the same cell without air exposure according to[51]

\[
C_{\text{H, diff}} = J_t \left( \frac{D_0}{zF} \right)^{-1/2} \pi t^{-1/2}
\]  

where \( J_t \) is the measured H-oxidation current density (A/cm²) recorded at time \( t \). Equation [5] assumes fixed \( C_{\text{H, diff}} = 0 \) at the steel surface at \( t > 0 \) and a uniform diffusible hydrogen concentration in the steel sample at \( t = 0 \). It is the first-term approximation of a complex expression and, therefore, requires that \( B^2/D_{\text{diff}} \gg 4 \). This condition was ensured for all experiments. Deaerated-saturated Ca(OH)₂ was used as the extraction solution for H oxidation. An extraction potential of −1.00 V (vs Hg/HgO/SO₄₃) (~330 mV anodic to E₉) and ~300 mV cathodic to the open-circuit potential (E₉) was maintained potentiostatically. The temperature was constant at 23 °C during extraction.

Use of the measured H oxidation currents to determine \( C_{\text{H, diff}} \) requires that the experimental data adhere to Eq.[5].[51] The majority of measured total oxidation current must result from H oxidation, and the oxidation current cannot be either raised or reduced by other electrochemical reactions such as oxygen reduction.

E. Determination of Total H Capacity

Specimens (12.7 × 6.4 × 1.0 mm) were H charged at 60 °C for 60 hours to produce uniform H concentrations at various constant H overpotentials between −0.07 and −0.47 V. Immediately following charging, the specimens were submersed in liquid nitrogen. The total H concentration (C_{H,tot}) in each specimen was determined using a modification of the LECO®/ASTM E1447 melt-extraction method[51] Rather than melting, the specimen was heated to a temperature below the fusion temperature to extract the H into an inert carrier gas. This method produced less scatter in H-concentration data than the LECO fusion method.

III. RESULTS

A. Apparent Hydrogen Diffusivity

The TDS results yielded reproducible but H-concentration- and temperature-dependent \( D_H \) values for AERMET
Figure 2—Net H pressure vs time at various temperatures for AERMET 100 specimens charged at $\eta_{\text{chg}} = -1.17$ V and 60 °C (background H pressure, $P_{H_2,\text{back}} = 0.04$ µPa).

Figure 4—Apparent H diffusivity vs hydrogen overpotential at various temperatures. The data shown for 23 °C were extrapolated from TDS data obtained at temperatures between 90 °C and 120 °C. Specimens were H-charged at 60 °C.

Figure 4 shows log $D_H$ measurements vs charging overpotential at egress temperatures of 120 °C, 110 °C, 100 °C, and 90 °C. As shown, $D_H$ increases with $\eta_{\text{chg}}$ and the slope of the log $D_H$ vs $\eta_{\text{chg}}$ relationship is similar for each egress temperature. The H diffusivities were extrapolated from the TDS results to 23 °C, preserving the log $D_H$ vs $\eta_{\text{chg}}$ trend established by the elevated-temperature egress data. Linear-regression analysis of these extrapolated $D_H$ values yielded the following empirical relationship between apparent $D_H$ at 23 °C and charging overpotential in saturated Ca(OH)$_2$ at 60 °C for AERMET 100

$$\log(D_H) \left( \frac{\text{cm}^2}{\text{s}} \right) = -0.461\eta_{\text{chg}}(\text{V}) - 8.14 \quad [6]$$

The TDS data in Figure 3 show that $D_H$ for AISI 4130 charged at $\eta_{\text{chg}} = -0.47$ V is significantly greater than that in AERMET 100 for all $\eta_{\text{chg}}$ values considered. The room-temperature value of $D_H = 2.5 \times 10^{-7} \text{ cm}^2/\text{s}$, extrapolated from the TDS data for AISI 4130, is in excellent agreement with literature results established by other methods, such as electrochemical permeation.\[13,35,32,33,54\] Linear-regression analysis of the TDS data for AISI 4130 yielded an apparent activation energy of 8.7 kJ/mol in Eq. [2], about half the value determined for AERMET 100.

B. Effects of Baking on Diffusivity

Test specimens were first charged at $\eta_{\text{chg}} = -0.62$ V and 60 °C. Then isothermal TDS was performed to determine $D_H$ for specimens that were as-charged, after 3 days of exposure at 23 °C (or 23 °C baking) and after baking at 200 °C for 2.3 h. The H desorption curves for each test condition are shown in Figure 5. In Figure 6, the apparent H diffusivity is plotted against the reciprocal of absolute temperature. As shown in Figure 6, the range of egress temperatures is extended (from 120 °C in Figure 3) to 200 °C. Comparing the value of $E_{\text{app}}$ in Figure 6 for the as-charged specimens (18.0 kJ/mol or 0.187 eV/atom) with that in Figure 3 (17.9 kJ/mol or 0.186 eV/atom) after
charging at the same overpotential of $-0.62$ V indicates good reproducibility in the method.

Notably, H diffusivity depends on the quantity of H remaining after electrochemical charging plus subsequent outgassing exposure. As indicated in Figure 6, 23 °C baking causes a general decrease in the diffusivity at all temperatures, as compared with the as-charged condition. Increasing the baking temperature to 200 °C further decreases $D_H$ at each egress temperature. For instance, at 90 °C, $D_H$ decreases from $4 \times 10^{-8}$ cm$^2$/s for the as-charged sample to $3 \times 10^{-8}$ cm$^2$/s for the 23 °C baked sample, and then to $2 \times 10^{-8}$ cm$^2$/s for the 200 °C baked sample. However, the variation in the activation energy is marginal: almost no change in $E_{\text{app}}$ after 23 °C baking and only a slight increase in $E_{\text{app}}$ after 200 °C baking.

This slow-down in the apparent diffusivity is due to hydrogen-concentration-dependent diffusion behavior, as the gross H concentration is appreciably decreased upon baking prior to TDS, especially when baked at 200 °C. This latter point is confirmed by the decrease in the total H concentration (LECO results) as well as in the diffusible H concentration at 23 °C (results of the barnacle electrode technique) after baking is performed, as shown in Table III. Note that substantial total H remains after 200 °C baking compared to the H content of as-processed AERMET 100 (0.35 wppm in Table I), but $C_{H_{\text{diff}}}$ approaches zero.

To examine to what extent the baking processes affected the coverage of specific H trap sites, TDS analysis was conducted at a fixed rate of specimen heating. The results obtained for a heating-ramp rate of 5 °C/min are shown in Figure 7 for the specimens charged at the same H overpotential of $-0.62$ V and then subjected to the same baking

---

**Table III. Total H and Diffusible H in AERMET 100 Affected by Baking**

<table>
<thead>
<tr>
<th>Condition Prior to TDS</th>
<th>$C_{H_{\text{total}}}$ (wppm) at 60 °C</th>
<th>$C_{H_{\text{diff}}}$ (wppm) at 23 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-charged ($\eta_{\text{eq}} = -0.62$ V)</td>
<td>27.4</td>
<td>7.5</td>
</tr>
<tr>
<td>Charged + baked at 23 °C for 72 h</td>
<td>20.2</td>
<td>0.34</td>
</tr>
<tr>
<td>Charged + baked at 200 °C for 2.3 h</td>
<td>9.67</td>
<td>*</td>
</tr>
</tbody>
</table>

*Not detectable by Barnacle cell methods, but some diffusible H remains as indicated by TDS results in Figs. 5 and 7.*

---

**Fig. 5**—Net H$_2$ pressure vs time at typical desorption temperatures for AERMET 100 specimens charged at $\eta_{\text{eq}} = -0.62$ V and 60 °C (background H$_2$ pressure, $P_{\text{H}_2, \text{background}} = 0.04$ μPa). Conditions prior to the desorption are labeled on each plot.

**Fig. 6**—Apparent hydrogen diffusivity, $D_H$, vs $1/T$ for specimens of AERMET 100 charged at a H overpotential of $-0.62$ V and 60 °C. Tests were performed in the as-charged condition and after two different baking conditions.

**Fig. 7**—The H desorption rate as a function of temperature, measured by TDS at a ramp heating rate of 5 °C/min, showing the effect of baking compared with the as-charged condition (charged at $\eta_{\text{eq}} = -0.62$ V and 60 °C). At least three peaks are observed, as indicated by the arrows.
conditions as in Figure 6. Each peak on a H-desorption-rate curve signals a burst of H egress as a result of H release from a specific type of trap site when the thermal energy at the temperature exceeds the trap-H binding energy. At least three distinct trap states are seen in Figure 7. The desorption energy for the first peak (labeled "peak 1") is estimated to be ~21 kJ/mol or ~0.2 eV/atom based on TDS ramp-test data, using a desorption-temperature maxima vs heating-rate relationship. Baking at 23 °C lowers the magnitude of the desorption rate vs temperature curve, especially between 23 °C and 200 °C. In contrast, baking at 200 °C substantially removes the first peak. As estimated from the \( \frac{dC_H}{dt} \) vs time curves obtained from TDS, the amount of H associated with the first peak in Figure 7 decreases by about 20 pct for the 23 °C baked specimen and by nearly 100 pct for the 200 °C baked specimen, compared to the as-charged case. It is indicated in Figure 7 that little additional H was released from trapping sites with desorption maxima temperatures above 200 °C for these baking conditions. The H egress after 200 °C baking was restricted to the remaining H associated with the first peak. Thus, trap states for the first peak likely correspond to diffusible hydrogen (made up of reversibly trapped H and lattice H) that is substantially removed by 23 °C and 200 °C baking.

C. Diffusible H Capacity

Large diffusible H concentrations are produced in AERMET 100 by H charging in saturated Ca(OH)\(_2\) at modest overpotentials. Figure 8 illustrates \( J_i \) vs \( \log t \) data generated using the barnacle electrode technique, applied to specimens H charged at the four indicated H overpotentials and 23 °C. Equation [5] yields the solid lines which have a slope of ~0.5 for \( D = 3.0 \times 10^{-8} \text{ cm}^2/\text{s} \) and theoretical values of \( C_{H,\text{diff}} \) of 1.5 or 12 wppm. The experimental data for each specimen also have a slope of ~0.5, indicating that the measurements are valid and well described by Eq. [5].

The diffusible H concentration produced vs charging potential is shown in Figure 9 for AERMET 100 and AISI 4130. The value of \( C_{H,\text{diff}} \) was determined using Eq.[5] applied to the H-oxidation current density at \( t = 300 \text{ s} \). The specific H diffusivity used in Eq. [5] for each charging overpotential was determined from Eq.[6]. For AERMET 100 at charging overpotentials of ~0.19 V > \( \eta_{\text{chg}} \) > ~0.62 V, \( C_{H,\text{diff}} \) increased linearly with increasing cathodic overpotential. Linear-regression analysis of the calculated diffusible H concentrations between \( \eta_{\text{chg}} = -0.19 \) and ~0.62 V at 23 °C yielded

\[
C_{H,\text{diff}} \text{ (wppm)} = -8.66 \eta_{\text{chg}} \text{ (V)} + 2.01
\]

The value of \( C_{H,\text{diff}} \) is extrapolated to equal 2.01 wppm at a hydrogen overpotential of 0.0 V and temperature of 23 °C.*

* A similar relationship was found after charging at 60 °C, except that the exact slope and intercept differed.

Charging at overpotentials more cathodic than ~0.62 V produced a diffusible H concentration of approximately 8 wppm, independent of \( \eta_{\text{chg}} \) (Figure 9).

For identical charging conditions, substantially greater diffusible H concentrations are produced in AERMET 100 than in AISI 4130 in the microstructures tested, as demonstrated in Figure 9. Linear regression of the diffusible-H-concentration data for AISI 4130 between \( \eta_{\text{chg}} = -0.19 \) and ~0.62 V yielded an extrapolated value of \( C_{H,\text{diff}} \) of 8 wppm at \( \eta_{\text{chg}} = 0.0 \) V, about one-third that produced in AERMET 100. Charging at more-cathodic overpotentials produced diffusible H concentrations in AISI 4130 steel as low as one-quarter the levels produced in AERMET 100.

D. Total H Capacity

The total H capacity, given as the sum of diffusible and deeply trapped H and characterized by the high-temperature LECO extraction measurements, is represented in Figure 10 for the two alloys studied. For AERMET 100 charged at 60 °C, total H concentrations ranged from approximately 14 wppm at \( \eta_{\text{chg}} = -0.07 \) V to ~30 wppm at \( \eta_{\text{chg}} = -0.62 \) V. Linear-regression analysis of the data in Figure 10 yielded

\[
C_{H,\text{tot}} \text{ (wppm)} = -32.45 \eta_{\text{chg}} \text{ (V)} + 11.41
\]

The value of \( C_{H,\text{tot}} \) is extrapolated to equal 11.41 wppm at a hydrogen overpotential of 0.0V and temperature of 60 °C.
The high total H concentrations measured in AERMET 100 (Figure 10) are consistent with the high diffusible H concentrations measured (Figure 9) and suggest that the H capacity of AERMET 100 is high, even for H overpotentials that approach zero and increase to positive values. The total H capacity of AERMET 100 in the microstructure is significantly greater than that of quenched and tempered AISI 4130 steel, as compared in Figure 10. Linear regression of the total-H-concentration data for AISI 4130 yielded an extrapolated value of $C_{H,\text{tot}} = 4.1$ wppm at a hydrogen overpotential of 0.0 V, less than half that produced in AERMET 100.

**IV. DISCUSSION**

**A. General**

The high H concentrations produced in AERMET 100 result from a high capacity for H trapping and are produced even by charging at modest hydrogen overpotentials. For example, charging AERMET 100 specimens in saturated Ca(OH)$_2$ at $\eta_{\text{chrg}} = -0.47$ V produced a total H concentration of 28 wppm, whereas charging AISI 4130 under identical conditions produced a total H concentration of only 6 wppm. As further evidence for the high H capacity of AERMET 100, H charging of specimens at the reversible H oxidation/reduction potential (i.e., $\eta_{\text{chrg}} = 0$) in saturated Ca(OH)$_2$ produced a total H concentration of 11.41 wppm. These results establish that substantial H, a fraction being mobile at room temperature, can be introduced to AERMET 100 by modest electrochemical conditions.

The slow H diffusivity in AERMET 100 must be considered in assessing the depth to which H penetrates during Cd electroplating for corrosion-resistant components. Furthermore, the slow H diffusivity and substantial H uptake in AERMET 100 must be considered in the design of thermal treatments to remove H dissolved during such processes.\[3,5,6\] Substantially longer baking times may be necessary to completely remove H, which is dissolved during such processes. Furthermore, the H-concentration dependence of the apparent $D_H$ in AERMET 100 must be considered in modeling of H diffusion and egress during baking. As the hydrogen content decreases during baking, $D_H$ slows and longer time may be required to reduce $C_{H,\text{diff}}$ compared to that predicted using a single value of H diffusivity independent of $C_{H,\text{diff}}$. This issue is particularly important for AERMET 100, due to susceptibility to severe IHE.\[8,6\]

The behavior of H in AERMET 100 is likely to affect both IHE and HEE. The high fraction of mobile H could provide either a cracking-prone path or a source of H for partitioning to such a brittle crack path. The low $D_H$ value could result in relatively slow kinetics of such hydrogen cracking.\[3,5\] provided that the diffusion distance is large compared to the spacing of active trap sites in the microstructure.

**B. Evidence for Volume Diffusion-Limited Desorption**

Hydrogen desorption during TDS experiments was volume-diffusion limited, not surface-reaction limited. According to Eq. [3], this is confirmed by the linearity of the desorption rate vs time curve for AERMET 100 specimens charged at various H overpotentials and subjected to thermal desorption at different temperatures. Figure 11 shows one example of these data for verification, and Figure 12 shows $dX_d/dt$ vs both $X_d$ and $(1 - X_d)$ for H desorption at 120 °C from specimens charged at $\eta_{\text{chrg}} = -0.62$ V and 60 °C. The linearity of the $dX_d/dt$ vs $X_d$ data in Figure 12 ($0.1 < (1 - X_d) < 0.5$) provides further evidence for diffusion-limited desorption during the TDS experiments, according to Eq. [4]. In all cases, $\tau_H$ (Figure 1) was greater than 1000 s, indicating that the depth of H egress from which $D_H$ was determined was significantly greater than the trap spacing in AERMET 100. For $D_H = 10^{-8}$ cm$^2$/s and $\tau = 1000$ s, $x = \sqrt{D_H \tau} = 32 \mu$m. This distance is more than 3 times the prior-y grain size in AERMET 100 (11 μm) and orders of magnitude larger than the martensite interface, austenite film, and $M_7C$ spacings.\[29,29a,30\]

**C. Concentration-Dependent Diffusion**

Trap-sensitive hydrogen diffusion in AERMET 100, for $20 < T < 120$ °C, is concentration dependent. The combination of Eqs. [6] through [8] yields $D_H$ at 23 °C:

---
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Fig. 12—The rate of H egress expressed as the derivative of $X_d$ (the fraction of H desorbed), $dX_d/dt$, vs $X_d$ and $(1 - X_d)$ during thermal desorption of H at 190°C from the specimen charged at $\eta_{ch} = -0.62$ V. An approximately linear relationship is obtained.

\[
\log D_H \text{ (cm}^2/\text{s}) = 0.057 \, C_{\text{H,diff}} \text{ (wppm)} - 8.27 \tag{9a}
\]

\[
\log D_H \text{ (cm}^2/\text{s}) = 0.012 \, C_{\text{H,tot}} \text{ (wppm)} - 8.26 \tag{9b}
\]

In these formulations, $C_{\text{H,diff}}$ was established by electrochemically charging at 23°C and $C_{\text{H,tot}}$ was established by charging at 60°C. Figure 13 shows plots of $D_H$ (23°C) vs $C_{\text{H,diff}}$ and $C_{\text{H,tot}}$, establishing that the apparent $D_H$ value in AERMET 100 decreases with decreasing H concentration. These trends are consistent with concentration-dependent H diffusivity in iron and steel, as reported in the literature.\textsuperscript{[13,27]} It is also confirmed by the results on the effect of baking prior to TDS measurements, as shown in Figure 6. As indicated in Figure 7, baking at room temperature and 200°C can change, to varying degrees, the status of trap occupancy.

The sensitivity of apparent $D_H$ to H concentration is likely due to the variation of trap occupancy by H. As the perfect-lattice H concentration ($C_0$) increases, due to increasing $\eta_{ch}$ or reduced baking, the coverage of trap sites in equilibrium within lattice sites increases. This leads to decreased interaction between lattice dissolved H and the more highly occupied trap sites and, therefore, results in an increase in apparent H diffusivity. For example, a diffusion-trapping model predicts that the apparent $D_H$ in AISI 4340, with an estimated $2.1 \pm 0.5 \times 10^{18}$ reversible trap sites per cm$^3$, increases by more than one order of magnitude when $C_0$ increases from 10$^{-3}$ to 0.1 wppm.\textsuperscript{[57]} Similar calculations for a 3.5 pct Ni-Cr-Mo-V steel, with an estimated $4.9 \pm 0.6 \times 10^{18}$ reversible trap sites per cm$^3$, showed an even greater increase in $D_H$ for the same increase in lattice H concentration.\textsuperscript{[57]} In both calculations, a single reversible trap state with a H binding energy of 48.2 kJ/mol (0.5 eV/atom) was determined by fitting the trapping model to permeation transient data.

To establish the effect of reversible trapping on apparent $D_H$, Oriani assumed that dynamic equilibrium exists between the reversibly trapped H population and H in interstitial lattice sites.\textsuperscript{[14]} The constant interaction between diffusing H and lower-binding-energy reversible traps slows diffusion.

In contrast, strong irreversible traps are not in equilibrium with the lattice H and, upon saturating, do not further interact with lattice H. Using this assumption, Oriani formulated an equation describing the apparent H diffusivity in a trap-containing alloy. Assuming a low reversible trap-site coverage and low $C_0$, $D_H$ is related to the number of reversible trap sites of each type per unit volume ($N_{R_i}$) with binding energy ($E_{b_i}$), according to\textsuperscript{[14]}

\[
D_H = \frac{D_L}{1 + \sum_{i} \frac{N_{R,i}}{N_L} \exp \left( \frac{E_{b_i}}{RT} \right) \left( 1 - \Theta_{T,i} \right)} \tag{10}
\]

where $D_L$ is the ideal trap-free lattice H diffusivity (for steels, $D_L = D_{\text{H(pure Fe)}}$), $N_{L}$ is the number of ordinary interstitial sites available for H in the pure lattice ($2.5 \times 10^{25}$ octahedral sites per m$^3$ for bcc Fe$^{[40]}$), and $\Theta_{T,i}$ is the fractional site coverage. The value of $D_H$ in AERMET 100 is over three orders of magnitude slower than H diffusivity in pure iron, $D_L \sim 10^{-5}$ cm$^2$/s at 25°C.\textsuperscript{[31]}

Assumptions of equilibrium between lattice and reversibly trapped H, and that $C_0/N_L < 1$, implies that an increase in
C\textsubscript{0} leads to a proportional increase in reversibly trapped H concentration, (C\textsubscript{TR}) for a single trap state:[4,58]

\[ C_{TR} = \frac{N_{TR}}{N_L} \exp \left( \frac{E_a}{RT} \right) C_0 \]  \hspace{1cm} (11)

The effect of H concentration on apparent D\textsubscript{H} for a single dominant trap state is given by[41]

\[ D_H = \frac{D_L C_0}{C_0 + C_{TR} (1 - \Theta_T)} = \frac{D_L}{1 + \alpha (1 - \Theta_T)} \]  \hspace{1cm} (12)

where \( \alpha = N_{TR}/N_L \exp (E_a/RT) \) and D\textsubscript{L} is assumed to be independent of H concentration. Equation [12] is relevant to electrochemically charged AERMET 100 and suggests that an increase in apparent D\textsubscript{H} with increasing \( \eta_{bg} \) and C\textsubscript{H,diff} is due to an increase in fractional reversibly trap-site coverage, assuming \( \alpha \neq f(\Theta_T) \). That is, \( \Theta_T \) increases with increasingly cathodic \( \eta_{bg} \) or reduced postcharging baking concurrent with increasing C\textsubscript{H,diff}. However, D\textsubscript{H} never approaches D\textsubscript{L} (Figures 3, 6, and 13), since \( \Theta_T \) never approaches 1 in Eq. [12] for a high density of low-strength reversible traps.

The low solubility of H in Fe[62] and the high diffusible-H capacity of AERMET 100 (Figure 9) suggest that C\textsubscript{TR} is significantly larger than C\textsubscript{0} and both are small compared to the concentration associated with unity coverage. As such, \( \Theta_T \ll 1 \) and \( C_0 \ll C_{TR} (1 - \Theta_T) \), and, from Eq. [12],

\[ \frac{D_H}{D_L} = \frac{C_0}{C_{TR}} \]  \hspace{1cm} (13)

From Eq. [13], it can be seen that the ratio of D\textsubscript{H}/D\textsubscript{L} is approximately equal to that of C\textsubscript{0}/C\textsubscript{TR}. The ratio of D\textsubscript{H}/D\textsubscript{L} is on the order of 4 \times 10^{-4} if D\textsubscript{L} is taken as \( 10^{-5} \) cm\textsuperscript{2}/s[3] and D\textsubscript{H} is calculated to equal \( 4 \times 10^{-5} \) cm\textsuperscript{2}/s from Eq. [6] at \( \eta_{bg} = 0 \) and 23 \textdegreeC. Therefore, the ratio of C\textsubscript{0}/C\textsubscript{TR} should also be about \( 4 \times 10^{-4} \), if the trap theory expressed in Eqs. [11] through [13] describes the data for AERMET 100. This is indeed the case. Recognizing that C\textsubscript{H,diff} = C\textsubscript{0} + C\textsubscript{TR} and that C\textsubscript{0} \approx C\textsubscript{TR}, then C\textsubscript{H,diff} can be estimated from Eq. [7]. The value of C\textsubscript{H,diff} is 2.2 wppm at \( \eta_{bg} = 0 \). The value of C\textsubscript{0} can be estimated from the relationship between the equilibrium concentration of hydrogen in a perfect lattice and effective hydrogen pressure, recognizing that the partial pressure of hydrogen equals 1 atm at \( \eta_{bg} = 0 \). Under this condition, C\textsubscript{0} is approximately 10\textsuperscript{-4} wppm. The numerical value of the ratio C\textsubscript{0}/C\textsubscript{TR} (2.2/5.2 = 5 \times 10^{-5}) is, thus, found to equal D\textsubscript{H}/D\textsubscript{L} (4 \times 10^{-4}) to a reasonable, albeit not perfect, approximation. Uncertainty arises because the solid-solution composition of AERMET 100 is not equal to that of pure iron, such that C\textsubscript{0} and D\textsubscript{L} should differ. However, errors in D\textsubscript{L} and C\textsubscript{0} may be roughly offsetting.

D. Apparent Activation Energy for Diffusion During Egress

Linear-regression analysis of the TDS data for AERMET 100 yielded an apparent activation energy for H diffusion (E\textsubscript{a,app}) in the narrow range of 17.7 to 18.8 kJ/mol (0.18 to 0.19 eV/atom), quite insensitive to diffusible H concentration for the levels examined. For AISI 4130, similar analysis revealed that E\textsubscript{a,app} = 8.7 kJ/mol (0.09 eV/atom). Previous studies indicate that the apparent activation energy for H diffusion increases with increasing strength and density of reversible traps.[19] The approximately twofold increase in E\textsubscript{a,app} in AERMET 100, relative to that for AISI 4130, implies that reversible H trapping is more extensive in AERMET 100 and is consistent with the diffusible H concentration and H diffusivity data for each steel (Figures 3 and 9).

The E\textsubscript{a,app} values for AERMET 100 and AISI 4130, determined from TDS data, are lower than those determined from electrochemical permeation studies for other quenched and tempered steels, but higher than E\textsubscript{a,app} for pure Fe (~7 kJ/mol or ~0.07 eV/atom). Hydrogen permeation studies of quenched and tempered UHSS typically result in apparent activation energies between 30 and 40 kJ/mol (0.31 to 0.41 eV/atom).[4,54,56,60] In all these studies, diffusion was volume, and not surface, controlled. For example, for quenched and tempered microstructures, E\textsubscript{a,app} is 37 kJ/mol (0.38 eV/atom) for H diffusion in Fe-Mo-C,[41] ~32 kJ/mol (~0.33 eV/atom) for AISI 4130 steel (yield strengths not specified),[54,60] and 30.7 kJ/mol (0.32 eV/atom) for PH 13-8 Mo stainless steel.[40] As shown in Figure 3, E\textsubscript{a,app} values for both AERMET 100 and AISI 4130, determined from TDS experiments, are significantly less than these reported energies. However, despite differences in E\textsubscript{a,app} for TDS and permeation data, the room-temperature value of D\textsubscript{H} for AISI 4130 extrapolated from TDS data is consistent with D\textsubscript{H} values determined using permeation methods.[53] Similarly, the extrapolated room-temperature D\textsubscript{H} values for AERMET 100 (from TDS) are consistent with limited estimations of D\textsubscript{H} made from permeation data.[44]

The discrepancy between the E\textsubscript{a,app} values from TDS experiments and those determined for other quenched and tempered steels through permeation studies is unexpected, since the room-temperature D\textsubscript{H} values are similar. Several permeation methods, each with various boundary conditions, are utilized to determine D\textsubscript{H} in steels; these include rise time, time lag, breakthrough, and decay transient methods.[61] Under certain conditions, a permeation method may exhibit some differences in H-concentration profile from the TDS, which may cause a difference in E\textsubscript{a,app} thus measured.[62] It is not known, however, whether the experimental differences between TDS and electrochemical permeation can fully account for the discrepancy mentioned. Further investigations are needed to understand the underlying causes.

E. Reversible H Trapping

Figures 3, 9, and 10 show that apparent H diffusivity is slower and H capacity is higher in AERMET 100, with a secondary-hardening martensitic microstructure and precipitated austenite, compared to quenched and tempered AISI 4130 with a martensitic microstructure and Fe-C. Similarly, the apparent H diffusivity, even after irreversible traps are filled, is one order of magnitude slower in AERMET 100 than in other quenched and tempered high-strength steels with a similar high strength and dislocation substructure.[53,63] Diffusible H concentrations produced during electrochemical charging are also significantly higher in AERMET 100 than in such steels. These observations suggest that reversible H trapping is significantly more extensive in AERMET 100 than in older quenched and tempered steels.

The high diffusible H concentrations measured in AERMET 100 also support the notion of high H concentrations...
associated with a population of H at low trap binding-energy states. This fact, and Eqs. [10] and [13], suggest a large concentration of reversible traps in AERMET 100. This is confirmed by the results shown in Figure 7, which reveal that the occupancies of trap sites (especially those to be energetically activated at around 200 °C) decrease with room-temperature baking and are essentially eliminated with 200 °C baking.

The data in the present study are not sufficient to produce systematic binding-energy values to identify the exact type(s) of trapping in AERMET 100. A variety of microstructural features may act as reversible H traps in AERMET 100. Based on studies of H trapping in other steels,[14,16,18,19,24,46,64] candidate reversible H traps in AERMET 100 are dislocations, coherent M₂C carbides, solute zones and substitutional elements, precipitated austenite, low-angle boundaries, and coherent interfaces.

1. Dislocations

The dislocation density in AERMET 100 is large due to the unrecovered martensitic microstructure which is promoted by the high level of Cn in this steel.[65] The H trapping at dislocations in steel, first discussed by Darken and Smith,[15] has been confirmed through the use of H-permeation transient and internal friction measurements.[14,31,66] A trap binding energy of ~29 kJ/mol (~0.3 eV/atom) is commonly reported for H trapping in the elastic-strain field of a dislocation, while higher binding energies, ~58 kJ/mol (~0.6 eV/atom), are reported for trapping at dislocation cores.[22,23] Reversible H trapping in the elastic-strain field of dislocations and at low-misorientation dislocation sub-boundaries is typically considered to be the major cause for the decrease of apparent D₈ in quenched and tempered steels, relative to that of annealed Fe.[67] Large dislocation densities are produced in such steels during the austenite-to-martensite transformation.

The decrease of apparent D₈ for AERMET 100, relative to that of iron, is due to some extent to reversible H trapping at these sites. However, the dislocation density in AERMET 100 is likely on the same order of magnitude as that in other quenched steels tempered at lower temperatures for similar high strength, yet the apparent D₈ in AERMET 100 is one order of magnitude slower than that reported for such steels and confirmed for AISI 4130 in Figure 3. The binding energy (E₉) for H traps associated with the first peak in Figure 7 is estimated to be 8 to 9 kJ/mol (0.08 to 0.09 eV/atom), less than the values for typical dislocation structures cited previously. These observations suggest that the low apparent D₈ value in AERMET 100 cannot be entirely attributed to reversible H trapping at dislocations and dislocation sub-boundaries.

2. M₂C Carbides

The M₂C carbides formed in AERMET 100 during the 482 °C/5-hour heat treatment are coherent, with some fraction existing as precursor solute zones.[29,29a] The H binding energies of 67.5 to 96.5 kJ/mol (0.7 to 1 eV/atom) were reported for various incoherent particles in Fe.[68] However, the binding energy of H to precipitates in steels decreases with increasing precipitate coherency,[69] and the H-coherent M₂C binding energy will be less than these values. For a secondary-hardening Fe-Mo-C steel,[41] the apparent H diffusivity was lowest and the diffusible H capacity was at a maximum when the microstructure contained a fine distribution of coherent Mo₂C carbides in the peak-hardened condition. This suggests that these particles are reversible H traps in Fe-Mo-C alloys. Hydrogen-Mo₂C binding energies between 22 and 28 kJ/mol (0.23 and 0.29 eV/atom) were reported,[41] values that are slightly lower than those typically reported for H-dislocation binding energies,[34,70] but higher than the binding energy associated with the first peak (Figure 7) in this study. Permeation studies revealed that coherent VC carbides in a Fe-V-C alloy were reversible H traps with a binding energy of 17.4 kJ/mol (0.18 eV/atom)[23] The apparent H diffusivity in the Fe-V-C alloy was more than one order of magnitude slower than recrystallized Fe, due to reversible trapping at the coherent VC carbides.

It is likely that the M₂C carbides in AERMET 100, like the Mo₂C carbides in Fe-Mo-C alloys and VC carbides in Fe-V-C alloys, are reversible H traps and a major contributor to the low H diffusivities measured and the high diffusible H concentrations. As estimated according to the volume fraction and dimensions of M₂C in the peak-hardened AERMET 100, the coverage of H on the M₂C/matrix interface can be high, with up to 5 × 10⁹ atom-center sites/cm², which is about 7 to 8 times the corresponding value reported for the TiC-TiN/ferrite interface in an Fe-Ti alloy.[71] As a reference, the total available ordinary interstitial lattice sites for H occupancy (N₁ in Eq. [10]) is estimated to be 2.6 × 10¹¹/cm³.[63]

3. Substitutional Alloy Elements

Substitutional alloy elements can reversibly trap H and affect apparent D₈ and Cn. Cobalt dissolved in ferrite has little effect on D₈ in steels.[44] In contrast, the apparent D₈ in single-phase Fe-4.7 Cr (wt pct) was two orders of magnitude slower than that for pure Fe.[64] Bernstein and Pressouyre[68] reported a H binding energy of 9.7 kJ/mol (0.10 eV/atom) to Cr substitutional atoms in Fe, suggesting that the H associated with Cr solute atoms in AERMET 100 may contribute to C₈. The effect of Ni on D₈ in bcc Fe alloys is smaller than that of Cr, although still significant.[63] The D₈ value in Fe-10 Ni (wt pct) is approximately one order of magnitude less than the D₈ value in Fe.[65] The binding energy of H to Ni atoms in Fe was estimated to be 7.7 kJ/mol (0.08 eV/atom).[64]

In view of the chemical composition, it is probable that Cr and Ni contribute to the slow D₈ value in AERMET 100, although the magnitudes are not known. Cr[64] and Ni[68] additions to Fe cause a substantial increase in H solubility. The H trapping at Cr may be limited by the low amount (~3 pct) of this alloy addition, particularly after M₂C precipitation.[29] Since Ni is not present in M₂C, Ni solute atoms are likely the more important reversible H traps. Although some of the 11 wt pct Ni in AERMET 100 partitions to austenite, the nil retained austenite and low volume fraction of precipitated austenite (~0.8 to 4 vol pct) upon aging at 482 °C[29] suggest a significant Ni content in the martensite matrix, particularly compared to older quenched and tempered steels such as AISI 4340 with a very low Ni content.

4. Precipitated Austenite

In the standard-aged condition, precipitated austenite represents about 0.8 to 4 vol pct of the AERMET 100 microstructure and could affect D₈.[29,29a] The H diffusivity in austenite is about three orders slower of magnitude than that in ferritic iron.[63] Thus, the presence of austenite could slow H diffusivity. Ritchie et al.[72] observed a considerable
decrease in Stage II crack growth rates during HEE of 300M and attributed the decrease to the slowing of \( D_h \) by the presence of 12 vol pct retained austenite. The extent to which precipitated austenite affects H diffusivity in AERMET 100 is not known. Its thin-film morphology increases the likelihood that H atoms must cross austenite layers during diffusion. However, since the austenite layer is only ~3-nm thick (equivalent to 30 H atom diameters), its effect on \( D_h \) may be small.

5. Interfaces

A variety of interfaces in AERMET 100 may affect H trapping. Pressouyre and Bernstein\(^{105}\) reported binding energies between 29 and 97 kJ/mol (0.3 and 1 eV/atom) for interfaces including the particle/matrix, grain boundaries, and internal free surfaces. The most significant effect of precipitated austenite on diffusible H capacity may result from the increased interface area with the surrounding martensite laths. The precipitated austenite/martensite lath interface in AERMET 100 has not been characterized. If the H binding energy of this interface is ~30 to 40 kJ/mol (~0.3 to 0.4 eV/atom), then the interface could act as a reversible H trap. The same argument can be applied to the other interfaces in the microstructure, i.e., lower misorientation in segments of martensite lath boundaries. In contrast, high-misorientation interfaces, such as prior-austenite grain boundaries and martensite lath segments or packet interfaces, have higher binding energies and are likely stronger, irreversible H traps.

A binding energy of 27 kJ/mol (0.28 eV/atom) was reported for martensite lath boundaries in AISI 4130.\(^{125}\) High-resolution microautoradiography revealed that H preferentially concentrated on martensite lath interfaces in a quenched Fe-Cr alloy.\(^{170}\) The fineness of the AERMET 100 microstructure creates a large number of martensite lath interfaces. If trapping at these interfaces is reversible in AERMET 100, then their presence will contribute significantly to the low apparent \( D_h \) and high diffusible H capacity in this steel. However, it is unclear why lath interfaces in AERMET 100 would produce behavior radically different than in other quenched and tempered alloys.

F. Irreversible H Trapping in AERMET 100

Unlike the diffusible H content, the total H concentration includes the concentration of irreversibly trapped H that releases during near-melt extraction. Furthermore, the total H concentration contains H which exists in the strongest reversible traps and could not escape under the conditions (i.e., temperature and surface-electrode potential) at which the diffusible H concentration was measured. Traps with binding energies greater than 77 kJ/mol (0.8 eV/atom) were found to irreversibly trap H at room temperature in steel.\(^{151}\) In a separate study, traps with a binding energy greater than 55 kJ/mol (0.57 eV/atom) irreversibly trapped H in Fe-M-C (where M = V, Nb, Ti) alloys.\(^{125}\) In martensitic steels, traps with sufficiently high binding energies for classification as either irreversible or strong-reversible are likely interfaces such as prior-austenite grain boundaries, high-misorientation martensite lath and packet boundaries, and the matrix/carbonate interface of incoherent carbides.\(^{16,17,19,23}\) Of these, incoherent carbides are reported to have the highest binding energies, up to 97 kJ/mol (1 eV/atom).\(^{12,16,18,35,70}\) The high total H capacity of AERMET 100, shown in Figure 10, indicates that extensive reversible trapping (implied by the low apparent \( D_h \) and high diffusible H concentrations, Figures 3 and 9) is accompanied by widespread irreversible and strong-reversible trapping.\(^{17,25,34}\) A comparison of data in Figures 9 and 10 (e.g., \( C_{H_{Irre}} - C_{H_{Tot}} \)) provides an estimate of the irreversible H suggests that the quantity of irreversibly trapped H in AERMET 100 is much greater than that in AISI 4130 steel.

Solutionizing AERMET 100 at 885 °C dissolves virtually all of the metal carbides (i.e., (MoCr)\(_2\)C, (FeCr)\(_2\)C, TiC, and (TiCrMo)C).\(^{36}\) However, for grain refinement, a small fraction of these carbides remain. Also, a small fraction of the M\(_2\)C carbides in peak-hardened AERMET 100 are incoherent.\(^{29}\) The H-incoherent carbide binding energy in AERMET 100 has not been determined; however, the binding energies of other incoherent carbides in steels have been reported. A binding energy of 95 kJ/mol (0.98 eV/atom) was reported for TiC in an Fe-Ti-C alloy.\(^{18}\) Chromium carbides in an Fe-9 Cr alloy trapped H with a binding energy of approximately 68 kJ/mol (0.7 eV/atom).\(^{70}\) A similar binding energy was determined for e-carbides in an Fe-23Ni-0.4C martensitic alloy.\(^{67}\) These high values reported for incoherent carbides in several Fe alloys suggest that the binding energies of the incoherent complex-metal and M\(_2\)C carbides in AERMET 100 are similarly high and that they are likely irreversible H traps.

Trapping at martensite lath boundaries in AERMET 100 may occur with a stronger binding energy than that in older quenched and tempered steels. Binding energies ranging from less than 29 to 59 kJ/mol (0.3 to 0.61 eV/atom) have been reported for H/grain-boundary interactions in steels.\(^{56,59}\) Transmission electron microscopy investigations revealed that a significant fraction of the martensite lath interfaces in AERMET 100 were highly misoriented.\(^{29}\) In contrast, Krauss reported that small laths in a model Fe-C steel, sized similarly to those in AERMET 100 with a mean width of about 0.15 μm, are arrayed on a single dominant (557), habit plane and should, accordingly, exhibit a low-boundary misorientation.\(^{173}\) The crystallographic orientations of martensite laths in the austenite of AERMET 100\(^{29,29a,30}\) or other complex UHSS\(^{173}\) were not reported to determine if such boundaries are uniquely disordered. If so, however, then the H-trapping strength of these interfaces is expected to increase with increasing misorientation, and, therefore, a significant fraction of the martensite lath interfaces in AERMET 100 may be irreversible traps. The high total H concentrations measured in AERMET 100 are consistent with irreversible and/or strong-reversible trapping at these abundant microstructural interfaces.

V. CONCLUSIONS

1. Extensive reversible H trapping significantly slows the apparent volume-controlled H diffusivity in ultrahigh strength AERMET 100 at temperatures between 20 °C and 200 °C. The room-temperature \( D_h \) value of \(< 3 \times 10^{-8}\) cm\(^2\)/s is at least ten-fold slower, and the activation energy for diffusion (17.7 to 18.8 ± 0.2 kJ/mole at the 95 pct confidence level) is three-fold higher for AERMET 100 compared to tempered martensitic AISI 4130 steel.
2. The apparent H diffusivity in AERMET 100 is concentration dependent, increasing with increasing diffusible-H concentration according to

$$\log D_H (\text{cm}^2/\text{s}) = 0.057 \ C_{H,\text{diff}} (\text{wppm}) - 8.27$$

As $C_{H,\text{diff}}$ increases, the fractional coverage of reversible trap sites increases and local impedance to H migration is reduced which explains the rising $D_H$ value. During baking to lower $C_{H,\text{diff}}$, the converse is true.

3. The diffusible and total H capacities of AERMET 100 are significantly higher than those of AISI 4130 under equal H charging conditions, due to the more extensive reversible and irreversible H trapping in AERMET 100. Potentiostatic charging at various potentials in saturated Ca(OH)$_2$ (23 °C) produces diffusible H concentrations between 3.9 and 10.5 wppm in AERMET 100, with 2.0 wppm achieved by zero-overpotential hydrogen deposition. Identical charging produces diffusible H concentrations between 1.1 and 2.4 wppm in AISI 4130. Similarly, such charging at 60 °C produces total H concentrations in AERMET 100 that are three-fold greater than those produced in AISI 4130.

4. Extensive reversible H trapping in AERMET 100 likely occurs at three or more distinct trap states; coherent $\text{M}_2\text{C}$ carbides, dissolved Ni, and precipitated $\gamma$ interfaces may be particularly unique reversible trap sites. Extensive irreversible trapping occurs at high-misorientation interfaces likely associated with grain-refining incoherent metal carbides and martensite lath structures. The fineness of the AERMET 100 microstructure creates a large number of both types of trapping sites.

5. Baking at 23 °C and particularly 200 °C leads to reduced diffusible and total H, substantially reducing the quantity of hydrogen associated with the lowest-energy trap state. Substantial H remains in two or more higher-energy states, even after 200 °C baking.

6. The $D_H$ value for H in baked AERMET 100 is reduced due to both strong trapping and H egress from lattice and reversible trap sites. Baking parameters and considerations of HE of AERMET 100 must account for reduced H mobility and strong trapping.
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Abstract

The objective of this research is to examine critically the importance of hydrogen diffusion in the crack tip process zone during intergranular hydrogen environment embrittlement of high strength alloys. The fastest rates of K-independent Stage II cracking are directly proportional to hydrogen diffusivity, with each changing over five orders of magnitude for a wide range of nickel, aluminum, iron, and titanium-based alloys. Hydrogen diffusion rate limits such cracking, however, surface-reaction limitation can occur for weak-H producing environments and high-H diffusivity alloys. Models predict that the critical distance for H-diffusion limited intergranular cracking is small, but different, for high strength alloys in H-producing gases (5-10 nm) and electrolytes (~0.7 μm). This critical distance is not understood based on classical micromechanical concepts. Rather, high-H concentration localized within 1 μm of an electrochemically active crack tip, high stresses from restricted crack tip plasticity, and intense-H trapping could focus HEE damage very near to the growing crack tip. These factors enrich concentration such that hydrogen effectively embrittles high strength alloys.

Introduction

High strength alloys based on Fe, Ni, Al, or Ti are prone to severe hydrogen environment embrittlement (HEE) when stressed in a gas or electrolyte that produces atomic hydrogen (H). The H production is localized on the crack tip surface, and enters the fracture process zone (FPZ) to promote stress-based damage that is often intergranular (IG) and ascribed to interface decohesion from H (plus segregated impurity) interaction [1,2]. Extensive fracture mechanics data on the threshold stress intensity factor ($K_{TH}$) and rates of subcritical crack growth (da/dt) for HEE were followed by micromechanical and chemical models [3,4]. Modeling is complicated by the need to integrate: (1) mass transport and electrochemical reactions in the occluded crack, (2) H diffusion and distribution between microstructural-trapping features in the FPZ, (3) stresses and plastic strains proximate to the crack tip, and (4) a failure criterion based on the unproven mechanism of embrittlement. These factors change sharply over distances on the order of 0.1-50 µm in the FPZ [5]. Equilibrium models of $K_{TH}$, with the onset or arrest of H cracking at a combination of local-tensile stress and enriched-critical H concentration ($C_{CRIT}$) [6,7], provide a basis for more complex modeling of the kinetics of HEE.

Wei and coworkers modeled the K-independent Stage II crack growth rate $(da/dt)$ as proportional to the rate of supply of H to the FPZ; enabled by a sequence of environment-mass transport, surface reaction to produce H, and H diffusion to competing fracture sites in the FPZ [8,9]. The contribution of each process depends on temperature, environmental-H activity, and material-kinetics parameters; but regimes exist where one step is HEE-rate limiting [9]. For high strength steels, $(da/dt)$ is rate limited by surface-reaction for water vapor and perhaps H$_2$ [10,11], gas-phase transport for low pressure H$_2$S [11,12], and H diffusion in the FPZ for higher-pressure H$_2$S [11,12] and H$_2$ [13-15] environments. Identification of the rate-limiting step for a gas was based on comparisons between measured vs. predicted pressure and temperature dependencies of $(da/dt)$. However, these conclusions are not absolute because of modeling assumptions and unknown material-environment parameters. Additionally, the rate limiting steps for cracking in electrolytes and a variety of alloys have not been established [16]. Surface reaction has not been integrated with 2-dimensional H diffusion in the FPZ [17].

Internal hydrogen embrittlement (IHE) from H predissolved prior to loading does not involve crack environment and surface reactions, and growth kinetics have been modeled as governed by H diffusion to the crack tip FPZ [18-26]. Such models were used to describe HEE, from the concentration of H on the crack tip surface and in equilibrium with the local environment ($C_o$ for H in stress and strain-free metal) [14,17,25-32]. The $C_o$ depends on environmental parameters such as temperature, resulting in the need to model coupled surface reaction and H diffusion to describe $(da/dt)$ [15,17,32]. Diffusion-based models include two important parameters: the critical distance ahead of the crack tip surface where H damage nucleates ($\chi_{CRIT}$) and the trap-sensitive diffusivity of H in the metal (the apparent diffusivity, $D_H$). None of the H-diffusion models were confirmed by a range of data and important uncertainties persist, including: (1) the time dependence and level of $C_o$ on the strained crack surface, (2) $\chi_{CRIT}$ from the crack tip surface, (3) the distribution of stress and plastic strain at the IG crack tip, (4) $D_H$ in the trap-rich FPZ, and (5) the magnitude of trapped H. The objective of this research is to examine these unresolved issues by analyzing a broad range of literature data on the kinetics of HEE, and compared to new probes of H uptake and damage local to the FPZ.

Results: Correlation and Analysis

HEE in Aqueous Chloride Solutions

Extensive crack growth rate data were obtained from the literature [9,18,33-40] and produced at
the University of Virginia [41-51]. Only high strength alloys were examined, as listed in Table I and exhibiting a wide range of \(D_H\). The environment was aqueous chloride solution of varying pH and electrode potential at 25°C. Crack growth was essentially intergranular for each alloy-environment system and likely occurred by HEE, with a high overpotential for cathodic H production at the strain-bared crack tip enabled by hydrolytic acidification and reduced crack tip potential [52,53]. Crack growth rates were within Stage II and independent of applied K for each case tabulated. (While modest-K dependencies (viz, \(da/dt \propto K^{0.1 - 1}\)) were sometimes reported, the crack growth rates presented in the following plots were outside of the strongly K-dependent Stage I regime and at K levels well above \(K_{TH}\).) Literature values of \(D_H\) were typically obtained from H-permeation measurements, and approximate the H trapping typical of complex microstructures but not of the plastically strained state of the crack tip [22,54,55].

<table>
<thead>
<tr>
<th>Alloy</th>
<th>(\sigma_{YS}) (MPa)</th>
<th>(D_H) @ 25°C (cm²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nickel-based Superalloy: IN-718 [39,41]</td>
<td>1125</td>
<td>9-14 x 10⁻¹² [56,57]</td>
</tr>
<tr>
<td>Precipitation Hardened Al: 7050-T6, 7079-T6 [9,38,42,43,46,47]</td>
<td>500</td>
<td>1 x 10⁻⁹ [38,44,46]</td>
</tr>
<tr>
<td>18Ni Maraging Steel [33,58]</td>
<td>&gt;1700</td>
<td>2.5 x 10⁻⁹ [33,34]</td>
</tr>
<tr>
<td>Tempered Martensitic Steel: H-11 [35]</td>
<td>1650</td>
<td>4 x 10⁻⁹ [35]</td>
</tr>
<tr>
<td>Tempered Martensitic Steel: AerMet 100, AF1410 [40]</td>
<td>1700</td>
<td>2 x 10⁻⁹ [51]</td>
</tr>
<tr>
<td>Tempered Martensitic Steel: AISI 4340-type [36]</td>
<td>1650</td>
<td>1 x 10⁻⁹ to 1 x 10⁻⁷ [36]</td>
</tr>
<tr>
<td>Tempered Martensitic Steel: AISI 4340-type [37]</td>
<td>&gt;1500</td>
<td>1-2 x 10⁻⁷ [18,35,51]</td>
</tr>
<tr>
<td>Tempered Martensitic Steel: AISI 4340 [18,35]</td>
<td>&gt;1500</td>
<td>1-2 x 10⁻⁷ [18,35,51]</td>
</tr>
<tr>
<td>Tempered Martensitic: ASTM A723 [39,40]</td>
<td>&gt;1150</td>
<td>1-2 x 10⁻⁷ [18,35,51]</td>
</tr>
<tr>
<td>(\beta+\alpha) Ti: Ti-8V-6Cr-4Mo-4Zr-3Al, 15Mo-3Nb-3Al [45,48-50]</td>
<td>1150</td>
<td>5 x 10⁻⁹ in (\beta) [45]</td>
</tr>
</tbody>
</table>

Fastest-Reported Rates of HEE in Chloride Solution | Since extensive data exist for each alloy in Table 1, it is possible to select the fastest-reported rates of HEE as representing minimal surface reaction limitation. For each alloy-chloride environment examined, the fastest-measured \(da/dt_H\) is directly proportional to \(D_H\) as shown in Fig. 1. The Ni-based superalloy was cracked in NaCl that was either acidified (pH 0.3 – 1) NaCl [41] or contained a H recombination poison (As₂O₃) with cathodic polarization [39]; aluminum alloys in acidified chromate-chloride solution [38,42,43,47]; steels in neutral NaCl [33,35-37], H₂S-bearing acidified chloride (NACE) [37], or concentrated H₂SO₄/H₃PO₄ acid [40]; and Ti alloys in neutral chloride solution [45,49,50]. AA7079-T6 is the only aluminum alloy ever reported to exhibit crack growth rates in chloride solution that exceed about 0.1 μm/s [38]. The correlation in Fig. 1 is particularly strong for the alloy steels of widely varying \(D_H\). Reduced \(D_H\), from 10⁻⁷ cm²/s for conventional tempered martensitic steels to 10⁻⁸ cm²/s for precipitation hardened AerMet 100 and 10⁻⁹ cm²/s for 18Ni Maraging steels, resulted in a 2 order of magnitude reduction in \(da/dt_H\) for essentially identical environment chemistry and fracture mechanics conditions. Silicon addition to martensitic AISI 4340-type steel reduced \(da/dt_H\) from 25 μm/s to 0.6-2 μm/s, ascribed to reduced H mobility from the presence of low-\(D_H\) austenite [59,60].

1 Note added in proof: Underwood and coworkers recently reported that ASTM A723 Gr 2 steel (\(\sigma_{YS} = 1310\) MPa) exhibits an unexpectedly high \(da/dt_H\) of 600 μm/s when stressed in pure H₂SO₄ [61] compared to previous experiments with H₂SO₄/H₃PO₄ solutions [39,40]. This point, plotted in Fig. 1 (A723), reflects substantially faster HEE compared to other tempered martensitic steels and all alloys in the general correlation. Much like AA7079, the abnormally severe HEE in A723 steel in H₂SO₄ is not understood.
Figure 1 The dependence of the fastest-measured $\frac{da}{dt_{II}}$ on $D_H$ from permeation measurements for a variety of high strength alloys that exhibit HEE in aqueous chloride solutions at 25°C. Specific alloys and references are identified by the H diffusivity values presented in Table I.

For HEE, rate limited by H diffusion in the FPZ, $\frac{da}{dt_{II}}$ is modeled as equaling the ratio of $\chi_{CRIT}$ to the time required for H to diffuse over this distance and reach $C_{CRIT}$. Models are of varying complexity depending on whether the Hs-diffusion field is: (a) concentration and/or stress driven, (b) transient or steady state, (c) ahead of a stationary or moving crack, (d) modeled in one or two dimensions (e) emanating from environment-sensitive $C_o$, (f) microstructure-trap affected, (g) plastic strain-trap affected, and (h) coupled with a H-failure criterion [7-9,14,17-32,61-63]. The results of 1-dimensional modeling are of the general form:

$$\frac{da}{dt_{II}} = \frac{D_H}{\chi_{CRIT}} \left[ \xi \left( \frac{C_o}{C_{CRIT}}, D_H, \chi_{CRIT}, \sigma_{YS}, t \right) \right]$$

where $\xi$ is a function of the indicated variables and was predicted to equal:

4.0 for H diffusion in a concentration gradient and at steady state without a failure criterion involving $C_o/C_{CRIT}$ [14,32].

2.9 obtained from $\{4.5\sigma_{YS}V_H/RT\} \{C_o/(C_{CRIT} + C_o)\}$ for stress enhanced H diffusion at steady state with cracking at a fixed value of $C_o/C_{CRIT}$ [18,19]. $V_H$ is the partial molar volume of H in Fe, $C_o/C_{CRIT}$ is assumed to equal 0.5, $R$ is the gas constant, temperature ($T$) = 23°C, and $\sigma_{YS} = 1600$ MPa.

2.8 for transient-H diffusion under concentration and stress-gradient control, where $\xi$ is estimated from the results of a numerical solution for $C_o/C_{CRIT} = 0.5$ and $\chi_{CRIT} = 25$ μm [23].

0.35 to 2.3 for stress enhanced H diffusion in the concentration gradient ahead of a crack tip moving at steady state [29,30]. The exact value of $\xi$ depends on the length-scale of H diffusion ahead of the crack tip, given by $D_H/(\chi_{CRIT} \frac{da}{dt_{II}})$. 
0.01 to 0.3 for H diffusion in the concentration gradient ahead of a crack tip moving at steady state and for \( C_0/C_{CRIT} = 3.3 \) coupled with \( D_H/(da/dt_H) = 2 \times 10^{-5} \) cm from the correlation in Fig. 1 [28]. (\( C_0 > C_{CRIT} \) for models that do not include stress enhancement of H solubility.)

The observed and predicted direct proportionality between Stage II crack growth rate and \( D_H \) supports H-diffusion control of HEE. An upper bound of \( \chi_{CRIT} \) can be determined from the data in Fig. 1. The highest-reasonable value of \( \xi \) is 3 and constant, provided that the fastest rates of HEE in Fig. 1 are not sensitive to differences in \( C_0 \) for the various chloride solutions and if cracking is governed by constant \( C_{CRIT}/C_0 \) of order 2 [37]. These assumptions result in \( \chi_{CRIT} = 0.7 \) \( \mu \)m for the trend line in Fig. 1, and independent of alloy. Smaller values of \( \xi \) result in smaller \( \chi_{CRIT} \); for example Johnson’s model for a moving crack tip [28] suggests that \( \chi_{CRIT} \) is between 0.01 and 0.06 \( \mu \)m for the trend line in Fig. 1.

The correlation and associated \( \chi_{CRIT} \) in Fig. 1 are sensitive to the values of \( D_H \) employed, and such diffusivities are variable due to substantial H trapping from microstructural features that confer high strengths [8,14,23,54,55]. The effective \( D_H \) is reduced well below values typical of H transport in pure-annealed metals as the density of reversible trap sites increases [64,65], and for such cases, \( D_H \) increases as the concentration of lattice-soluble H increases due to increasing environmental severity [64-66]. This behavior was modeled for the Ni-based alloys [57] and demonstrated experimentally for the ultra-high strength steels [51] represented in Fig. 1. The dilemma that H trapping presents to a broad correlation with \( da/dt_H \) (Fig. 1) is clear and uncertainties are particularly associated with the crack tip. For example, the permeation experiment should employ an environment that approximates the occluded crack tip [66], and a microstructural and strain based trap density similar to the FPZ condition [22,62,63]. Microstructures are likely similar for permeation and crack growth experiments. However, the crack environment is typically more aggressive with regard to H production, favoring increased \( D_H \) compared to a permeation result. A 10-fold increase in the lattice H associated with increasing environmental severity produces a 3-fold [51] to 10-fold [66] increase in \( D_H \) for steel; the exact dependence depends on specific trapping parameters for a given alloy. High plastic strain about the crack tip may enhance trapping to slow \( D_H \) [22,62,63], but could enable dislocation transport that raises effective \( D_H \) [54,67]. A small \( \chi_{CRIT} \) could involve H-diffusion distances that are small compared to the bulk length typical of a permeation experiment. If important traps are spaced above \( \chi_{CRIT} \), then \( D_H \) could approach faster lattice values compared to the permeation measurements plotted in Fig 1 [26]. Experimental \( D_H \) can be in error due to surface-reaction rate limitation of permeation, particularly for passivated alloy surfaces in the aluminum and titanium systems [44]. The trend shown in Fig. 1, and agreement with diffusion-based models, suggest that these complications are offsetting or not primarily important in the context of a broad correlation. This is speculative; the \( \chi_{CRIT} \) of 0.7 \( \mu \)m could be in error by up to an order of magnitude.

**All Reported Rates of HEE in Chloride Solution** Refined modeling of \( da/dt_H \) is complicated because \( \xi \) depends on \( C_{CRIT} \) and \( C_0 \), with the former dependent on microstructure and \( \sigma_{YS} \), and the latter on environment chemistry. To examine this behavior, all \( da/dt_H \) are correlated with \( D_H \) in Fig. 2. The vertical arrows represent the range of growth rates reported for a given material and in response to electrochemical or metallurgical variables. The increases in \( da/dt_H \) for IN 718 and AA7050 were produced by changing-applied electrode potential [41,43]; for the 18Ni Maraging steel due to steel composition and strength change from the 250 to 350 grades [33,58]; for 4340-type steels due to sulfide addition to the chloride solution (\( \Delta \)) [37], for Ni-Cr-Mo ASTM A723 steel due to increasing \( \sigma_{YS} \) from 1150 to 1380 MPa (\( \Box \)) [40], and for \( \beta \)-Ti alloys due to crack tip strain rate increase [45].
The results in Fig. 2 show that da/dt_{II} can be 1-3 orders of magnitude less than the upper-bound trend from Fig. 1. With ξ = 3, larger χ_{CRIT} (5 to 850 μm) are associated with the dashed lines for da/dt_{II} ∝ D_{H}. Analysis of limited data below the upper bound leads to large χ_{CRIT} above 1 μm that is incorrect due to three situations that reduce da/dt_{II} below the fastest levels reported. These include reduced-equilibrium C_0 due to chemical factors [32], the intervention of environmental mass transport or crack-surface reaction rate-control that reduces the surface-H concentration to below the equilibrium C_0 [8], and strength or metallurgy effects on C_{CRIT}. Essentially, ξ depends on C_0 and C_{CRIT}, and is reduced below the value of 3.0 used to analyze the data in Fig. 1. Stated alternately, da/dt_{II} ∝ D_{H}C_0/χ_{CRIT} [8] and environmental conditions that lower C_0 will lower da/dt_{II} for constant χ_{CRIT}. Estimation of χ_{CRIT} from these data is complicated because C_0 or ξ are unknown.

The data in Fig. 2 illustrate chemically limited C_0 and reduced da/dt_{II}. First, consider the large amount of data for steels (10^{-8} < D_{H} < 10^{-7} cm^2/s) cracked in neutral NaCl solution at the free corrosion potential [18,35-37,39,40]. Electrochemical conditions (e.g., cathodic polarization) that increase C_0 will increase da/dt_{II} toward the upper bound line with χ_{CRIT} between 5 and 0.7 μm. This is supported by data for high strength AISI 4340-type steel cracked in neutral NaCl solution (• at D_{H} = 1.0-1.2 x 10^{-7} cm^2/s) and H_2S-saturated acidified chloride (NACE solution, △) [37]. The latter promoted H uptake in steel and the da/dt_{II} increased substantially to the upper-bound. The large amount of steel HEE data reviewed by Carter, Fig. 3, further illustrates this behavior [68]. The da/dt_{II} span the range from 0.007 to 40 μm/s, with the fastest rates fitting the upper-bound trend line and χ_{CRIT} = 0.7 μm in Figs. 1 and 2. For lower D_{H} steels (10^{-9} < D_{H} <10^{-8} cm^2/s), da/dt_{II} for the lower-C_0 neutral chloride solution correlates with the higher upper bound trend line. Since D_{H} and da/dt_{II} are lower, reaction rate control is less likely to affect H uptake. Turnbull and coworkers modeled coupled surface reaction and H diffusion to predict that H is lost through crack walls adjacent to the tip for high D_{H} materials such as alloy steels (D_{H} ~ 10^{-7} cm^2/s); C_0 is limited to less than the equilibrium level [17]. This H loss reduces da/dt_{II}, consistent with the data in Figs. 2 and 3.

Figure 2  The dependence of da/dt_{II} on D_{H} for a wide variety of high strength alloys that exhibit HEE in various chloride solutions at 25°C.
The data for steels in Figs. 2 and 3 illustrate the effect of alloy strength on HEE; \( \text{da/dt}_{\text{II}} \) increases with increasing \( \sigma_{\text{YS}} \) [3]. An example is provided for ASTM A723 (□ in Fig. 2), where the vertical arrow shows increasing \( \text{da/dt}_{\text{II}} \) for \( \sigma_{\text{YS}} \) from 1150 to 1380 MPa and HEE in NaCl solution [39,40]. Similar strength dependence is apparent for the 18Ni Maraging steels in Fig. 2 (\( D_H = 2.5 \times 10^{-6} \text{ cm}^2/\text{s} \)) [33,58] and suggested in Fig. 3 (e.g., AISI 4340 in water, ●). The adverse effect of strength on \( \text{da/dt}_{\text{II}} \) is due to increasing crack tip stress, proportionate to \( \sigma_{\text{YS}} \) for a given \( K \) and achieving the H-failure condition at reduced \( C_{\text{CRIT}} \) [1,6,7,18,19,23,24,32]. In H diffusion models (Eq. 1), reduced \( C_{\text{CRIT}} \) results in increased \( \xi \) and \( \text{da/dt}_{\text{II}} \) at fixed \( C_0 \).

The data in Fig. 2 for aluminum alloys illustrate the complexity of establishing \( C_0 \) and \( \chi_{\text{CRIT}} \). For HEE in AA7050-T6 (\( D_H = 1 \times 10^{-9} \text{ cm}^2/\text{s} \)) in acidified chloride-chromate solution, \( C_0 \) increased with increasing-applied polarization that reduced crack tip pH and electrode potential [43]. Since surface reactions on aluminum are rapid and \( D_H \) is low, the difference in \( \text{da/dt}_{\text{II}} \) shown by the arrow in Fig. 2 is likely due to varying-equilibrium \( C_0 \) with \( \text{da/dt}_{\text{II}} \) limited by H diffusion. The open circles in Fig. 2 represent crack growth in AA7075-T6 [9] and AA7050-T6 [46], stressed in water vapor-saturated air at 25°C (lower \( D_H \)) and 90°C (higher \( D_H \)) [44,46]. (The \( D_H \) at 90°C were scaled with an activation energy from thermal desorption spectroscopy (TDS), but permeation-based \( D_H \) in Fig. 2 are 20-times less than the TDS \( D_H \).) The high temperature result is near to the upper bound and \( C_0 \) for cracking at 25°C may be low due to equilibrium consideration, but kinetic limitation cannot be ruled out. A single \( \chi_{\text{CRIT}} \) is not obtained from diffusion modeling due to temperature dependent \( D_H \) and \( C_0 \).

The complexities associated with environment-sensitive equilibrium \( C_0 \), kinetic limitation of surface H production, and strength dependent \( C_{\text{CRIT}} \) are minimized through the use of the fastest-reported \( \text{da/dt}_{\text{II}} \) in Fig. 1. It is reasonable to conclude that fast \( \text{da/dt}_{\text{II}} \) is proportional to \( D_H \), as predicted by H-diffusion limitation, and that \( \chi_{\text{CRIT}} \) is less than 1 μm.

**HEE in Gaseous Environments**

Hydrogen diffusion control of HEE is further established by correlating \( D_H \) with \( \text{da/dt}_{\text{II}} \) for IG cracking of high strength alloys in gaseous \( H_2 \) and \( H_2S \) environments. Data are plotted in Fig. 4 for the alloys listed in Table II. High strength austenitic stainless steel and nickel superalloys were cracked in high pressure (100–200 MPa) \( H_2 \), while maraging and tempered-martensitic steels were cracked in low pressure (~100 kPa) \( H_2 \). The dotted line represents TG cracking of Fe-3%Si single crystal, exposed to 100 kPa \( H_2 \) at 0°C to 125°C [14].

**Figure 3** The dependence of \( \text{da/dt}_{\text{II}} \) on \( \sigma_{\text{YS}} \) for high strength steels in distilled water or chloride solution [68].
Table II  High Strength Materials Investigated for Gaseous HEE

<table>
<thead>
<tr>
<th>Alloy</th>
<th>$\sigma_{YS}$ (MPa)</th>
<th>$D_H$ @ 25°C (cm²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-3%Si Single Crystal [14]</td>
<td>300</td>
<td>$1.4 \times 10^{-10}$ [14]</td>
</tr>
<tr>
<td>Precipitation Hardened Austenitic Stainless: JBK-75 [69]</td>
<td>850</td>
<td>$2 \times 10^{-12}$ [71]</td>
</tr>
<tr>
<td>Nickel-based Superalloy: IN-903, IN-718 [70,71]</td>
<td>1125</td>
<td>9-14 $\times 10^{-12}$ [56,71]</td>
</tr>
<tr>
<td>18Ni (250) Maraging Steel [13]</td>
<td>1700</td>
<td>$2.5 \times 10^{-9}$ [34]</td>
</tr>
<tr>
<td>Tempered Martensitic Steels: AISI 4340 type [8,10,11,18,35,37,72]</td>
<td>&gt; 1500</td>
<td>1-2 $\times 10^{-7}$ [18,35,51]</td>
</tr>
</tbody>
</table>

The fastest Stage II crack growth rates in H₂ and H₂S are reasonably proportional to $D_H$, paralleling the correlation from Fig. 1 for chloride solutions and suggesting that H diffusion limits crack growth. The results for 4340-type steels at high $D_H$ (□, $1.5 \times 10^{-7}$ cm²/s), and to a lesser extent 18Ni Maraging steels (□, 2.5 $\times 10^{-9}$ cm²/s), are consistent with a $C_o$ reduced by either surface reaction-rate limitation [8,9] or reduced environmental activity at equilibrium [13,32]. This effect on $C_o$ is prominent at the faster $D_H$ and da/dt, were rate limitation is more likely, and for these cases where lower pressures of hydrogen were used. For HEE in pure H₂, C₀, and da/dt increase with H₂ pressure raised to powers between 0.5 and 1 [11,13]. The vertical arrows in Fig. 4 reflect this influence of increasing hydrogen pressure and hence $C_o$. While the alloy steels have not been studied in high pressure H₂, faster da/dt were reported for HEE in H₂S (Δ in Fig. 4 [37,68]) where surface reaction is not likely to rate limit crack growth and efficient-H uptake leads to a high-equilibrium level of $C_o$. Compelling support for this argument is provided by da/dt data reported for AISI 4130 steel tested in either low pressure H₂ (lowest □ at $D_H = 2.0 \times 10^{-7}$ cm²/s in Fig. 4) or thermally dissociated H (highest two values of da/dt, ■) [73]. Crack growth is low for the molecular gas case, but increases in response to predissociation of H₂ to H and the resultant substantial increase in $C_o$. It is likely that da/dt for the maraging steels increases for higher H₂ pressures, H₂S, or dissociated-H environmental
conditions, and approaches the upper-bound line drawn in Fig. 4. The behavior of Fe-3%Si may similarly be raised towards the upper bound by increasing $H_2$ pressure. Notably, $da/dt_{II}$ values measured at elevated temperatures were below the dotted-trend line because surface reaction became rate limiting over $H$ diffusion [14]. Similar behavior was reported for high strength alloy steels [13]. The $D_H$ values for the face-centered cubic stainless steel and Ni-based alloys were estimated to reflect the trapping typical of such precipitation hardened microstructures [56,57,71], but are subject to the uncertainties discussed in a previous section. The variation in $da/dt_{II}$ for the A-286 type stainless steel (JNK-75) is due to changes in grain boundary precipitation [69], and likely reflects changing $C_{CRIT}$.

An extremely low critical distance, $\chi_{CRIT} = 5$ nm, is suggested for the $H$-producing gases based on the diffusion analysis of the trend line using $\xi = 3$ in Eq. 1. This distance is 150 times lower than the value calculated for the upper bound for the electrolytes, contradicting the notion that $\chi_{CRIT}$ should be independent of environment and $C_{o}$. The correlations in Fig. 4 suggest an intriguing possibility. Corrosion could produce a high concentration of vacancies localized to within a short distance of the crack-tip surface [74-77]. Hydrogen is trapped at vacancies or vacancy clusters that are not annihilated by self-diffusion [44,54], suggesting that $H$ transport in this near-surface layer is characterized by a reduced $D_H$. The correlations in Fig. 4 show that $D_H$ must be reduced 200-fold to superpose the gas and electrolyte data.

**Discussion**

The correlations in Figs. 1, 2 and 4 strongly support $H$-diffusion control of the fastest rates of intergranular hydrogen environment embrittlement of high strength alloys. Important insights are obtained regarding recurring uncertainties that hinder modeling, including: (1) $\chi_{CRIT}$, (2) stress and plastic strain about the IG crack tip, and (3) the magnitude of crack-tip surface and fracture process zone hydrogen concentrations.

**Critical Distance for HEE**

Critical distance is centrally important to modeling hydrogen embrittlement. The $\chi_{CRIT}$ has been equated to the location of highest tensile stress ahead of a crack tip [6,18,19,23], microstructural features such as grain size or precipitate spacing [8,18,20,25,26,60,78,79], strain-generated $H$-trap sites [22,25,26,62,63], or the crack-tip surface [6,32,80-82]. The correlations in Figs. 1, 2 and 4 suggest that $\chi_{CRIT}$ for Stage II HEE in high strength alloys is extremely small, less than 1 $\mu$m and as small as 5 nm. For the alloys represented, grain size ranged from 20 to 100 $\mu$m; this distance does not correlate with $\chi_{CRIT}$. Fracture mechanics modeling locates the maximum in crack tip tensile and hydrostatic stresses at 1 to $4\delta_T$ where $\delta_T = K^2/2\gamma_{YS}E$ for a blunted crack tip [4,83,84]), well inside of the crack tip plastic zone. For the alloys and stress intensities at the onset of Stage II HEE in Figs. 1 to 4, this location ranges from 2 to 6 $\mu$m to as high as 24 - 96 $\mu$m (Table III). Typically, $da/dt_{II}$ was sustained for K levels 2 to 4 times higher than used in these calculations, resulting in distances that are 4 to 16 times higher than listed in Table III. These comparisons suggest that $H$ damage occurs much closer to the crack tip than expected based on elastic-plastic stress control.

Several studies concluded that $\chi_{CRIT}$ is very small for HEE. Circumstantial evidence suggested that, when $H$ diffusion was rate limiting for steel in $H_2S$ or $H_2$, the FPZ was well within one austenite grain diameter [11]. For transgranular HEE in low strength Fe-3%Si, acoustic emission and crack-surface arrest markings suggested that $\chi_{CRIT}$ was less than 1 $\mu$m [14]. Measurements of rapid change in $da/dt$, with changing $H_2$ pressure [6,85-87] or temperature [13] suggested a near-surface FPZ for HEE with $\chi_{CRIT}$ less than 0.1 to 1 $\mu$m. Ficalora and
Table III  Calculated Blunted Crack Tip Opening Displacement, $\delta_T = K^2/2\sigma_{YS}E$

<table>
<thead>
<tr>
<th>Alloy</th>
<th>$\sigma_{YS}$ (MPa)</th>
<th>Applied $K$ (MPa$\sqrt{m}$)</th>
<th>1 to 4 $\delta_T$ ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-3%Si Single Crystal</td>
<td>300</td>
<td>30</td>
<td>10 to 40</td>
</tr>
<tr>
<td>Precipitation Hardened Austenitic Steel</td>
<td>850</td>
<td>90</td>
<td>24 - 96</td>
</tr>
<tr>
<td>Nickel Based Superalloy</td>
<td>1125</td>
<td>50</td>
<td>6 - 22</td>
</tr>
<tr>
<td>Precipitation Hardened Aluminum</td>
<td>500</td>
<td>15</td>
<td>3 - 12</td>
</tr>
<tr>
<td>18Ni Maraging Steel</td>
<td>1700</td>
<td>30</td>
<td>2 - 6</td>
</tr>
<tr>
<td>Tempered Martensitic Steel</td>
<td>1600</td>
<td>40</td>
<td>3 - 10</td>
</tr>
<tr>
<td>$\beta + \alpha$ Ti Alloy</td>
<td>1150</td>
<td>30</td>
<td>4 - 14</td>
</tr>
</tbody>
</table>

coworkers argued that a surface reaction-limiting model effectively describes HEE in the steel/H$_2$ system, and by default, the process zone must be near to the crack tip to enable rapid H diffusion [82]. Vehoff and coworkers modeled da/dt$_H$ as controlled by surface adsorption-limited supply of H, with $\chi_{CRIT}$ assumed to be less than 1 nm [80,81,86,87]. Gerberich and coworkers predicted the temperature dependence of da/dt$_H$ for HEE of high strength steels cracked in H$_2$, with adjustable values of $\chi_{CRIT}$ in the range from 50 to 400 nm providing the best fit of experiment and a H-diffusion model [32]. The observed independence of the rising-K growth-initiation threshold on applied $dK/dt$ between $10^{-3}$ and $10^{-4}$ MPa$\sqrt{m}$/s is consistent with $\chi_{CRIT}$ less than 1 µm for nickel-based superalloy X-750 in high pressure H$_2$ [79]. The same experimental method, applied to $\beta/\alpha$-Ti alloys cracked in NaCl (Fig. 1), established that $K_{HI}$ was independent of $dK/dt$ over the wide range from $10^{-4}$ to $4$ MPa$\sqrt{m}$/s [45]. Severe intergranular HEE was sustained in this Ti alloy at a loading rate that is 3-4 orders of magnitude faster than the highest rate used for X-750, consistent with the $10^3$-times faster $D_H$ for $\beta$-Ti compared to a Ni-based alloy.

A consensus is emerging that $\chi_{CRIT}$ is small for HEE, but large for IHE in the same microstructure. Predicted $\chi_{CRIT}$ values were 10–100 µm for IHE of tempered martensitic steels [18,20,32], nickel based X-750 [79], and nickel-based IN-903 (in Stage I) [25,26,78]. These larger values of $\chi_{CRIT}$ were related to grain size, particle spacing, or the boundary of the crack tip plastic zone (or at least 5 to 10 $\delta_T$). HEE and IHE experiments were conducted with notched specimens to better determine the controlling length scale in the FPZ, as suggested by Rice [88,89]. While IHE nucleated just before the elastic-plastic boundary and well ahead of the notch root, HEE in the same high strength steel occurred at or 0.1-10 µm ahead of the notch surface in contact with the environment [90-92]. The exact distance was not resolved. The $\chi_{CRIT}$ is likely controlled by a different crack-tip H distribution for IHE vs. HEE For example, calculations indicate that H is lost from the near-crack tip region during IHE, since the specimen is typically cracked in moist air, resulting in a large $\chi_{CRIT}$ [17,79]. In contrast the near-surface H concentration is high for HEE [92], in a location where crack tip plastic strain is presumably large and associated trapping is significant [22,62,63], resulting in a small $\chi_{CRIT}$.

Extensive results for slow-$D_H$ nickel-based superalloys demonstrate that the critical distance is affected by interactions of microstructure, FPZ-H concentration, fracture mechanism, K level, and the source of H [24-26,78,93-95]. For some systems (18Ni Maraging steel [96] and small grain superalloys [93] in H$_2$) HEE is intergranular for all K levels, while a transgranular to IG transition occurred as K increased from Stage I to II for other alloys (IN-718 in NaCl [41] and large grain superalloys in H$_2$ [93]). A fracture path change is likely accompanied by a change in the governing critical distance [24-26]. For example, the Stage I threshold for HEE in IN-
903 in high pressure H₂ increased with increasing grain size, coincident with a change from IG to transgranular H-enhanced cracking [93]. This behavior was predicted by a change from stress-based IG cracking, with \( \chi_{\text{CRIT}} \) equaling the grain size of 20-50 \( \mu \)m [78,94], to strain based transgranular cracking, with \( \chi_{\text{CRIT}} \) equating the spacing (35 \( \mu \)m) of carbides within large (> 100 \( \mu \)m) grains [93]. These critical distances are orders of magnitude larger than the values inferred from the intergranular Stage II \( \frac{da}{dt} \) data and H-diffusion analysis associated with Fig. 4. Specifically, \( \frac{da}{dt} \) for intergranular HEE of IN-903 in high pressure H₂ [71], included in Fig. 4, is well described by H diffusion over \( \chi_{\text{CRIT}} \) of \( \sim 5 \) nm. For transgranular IHE in the same alloy, Moody and coworkers conclude that \( \chi_{\text{CRIT}} \) is large (20-40 \( \mu \)m) and dictated by carbide spacing from strain-based modeling of Stage I cracking [78,95]. Here, H diffusion is not important since equilibrium redistribution of H to the FPZ is enabled over a relatively large distance by low \( \frac{da}{dt} \) and long time [78,95]. This model distance is reduced to \( \sim 0.8 \) \( \mu \)m for transgranular Stage II, based on the assumption that \( \frac{da}{dt} \) is controlled by the much shorter time associated with short-range H redistribution from \( \gamma \)-precipitate trap sites to crack nuclei at slip band intersections of a 0.8 \( \mu \)m spacing [25,26]. A similar analysis has not been conducted for intergranular HEE where the boundary condition of the starting-H source is very different compared to IHE. None-the-less, these results suggest that a small \( \chi_{\text{CRIT}} \) may govern Stage II cracking and this critical distance may increase to a large value typical of a larger-scale microstructure length at low crack growth rates within Stage I.

**Intergranular-Crack Tip Mechanics**

Crack tip stresses are central to understanding the critical distance and damage during HEE. The calculated \( \delta_T \) values in Table III are based on a continuum-plasticity theory solution for a smoothly blunting crack [4,83,84,97]. However, experimental results in Fig. 5 show that intergranular cracking typical of HEE exhibits a reduced-tip opening for a high strength \( \beta+\alpha \) Ti alloy (Ti-8V-6Cr-4Mo-4Zr-3Al) [45,48]. A transgranular crack produced by fatigue loading (lower-left image) and an intergranular crack from prior HEE in NaCl solution (lower-right image showing the crack tip at a grain-boundary triple point, TP) were loaded in the vacuum stage of a scanning electron microscope. Crack-surface displacement in the Mode I direction (CDSI at a distance of 3 \( \mu \)m behind the crack tip) was measured as a function of applied K. The K dependence of \( \delta_T \) for the stationary-blunted TG crack in Fig. 5 is consistent with the Hutchinson-Rice-Rosengren (HRR) model [83,97]. However, this model over-predicts CDSI for the crack, as reported for transgranular fatigue cracks in other alloys [98]. Critically, both the data on CDSI vs. applied K and the SEM images, obtained at the same magnification for K = 33 MPa\( \sqrt{\text{m}} \), show that the opening of the intergranular HEE crack is substantially less than that of the TG crack. For example in Fig. 5, the HRR-calculated \( \delta_T \) is 3.9 \( \mu \)m for K = 33 MPa\( \sqrt{\text{m}} \), while the measured CDSI is 1.3 \( \mu \)m for the TG crack and 0.3 \( \mu \)m for the IG TP crack.

Restricted opening of an intergranular crack should shift H-damage sites nearer to the crack tip compared to \( 1 - 4\delta_T \) from the blunted crack analysis (Table III), contributing to small \( \chi_{\text{CRIT}} \). Crack tip stresses are bounded by a singular 1/(distance)^{1/2} distribution for elastic deformation, and a nonsingular distribution maximized at \( \delta_T \) and located at \( 1 - 4\delta_T \) from the blunted crack tip subjected to elastic-plastic deformation [4,83,84,88,97]. It is reasonable to speculate that stresses near the tip of the very sharp IG crack tend to the singular-elastic distribution and high values. Oriani [6,850] and van Leeuwen [23] so speculated to fit models of K_{H} with experimental measurements. Such stresses were ascribed to local irregularities in the stress state, perhaps associated with restricted plastic deformation on a sub-\( \mu \)m length scale.

Advances have been recorded in modeling near-singular stress levels at crack tips in deformable metals. Shih and coworkers modeled such high stresses based on a hypothesized thin-elastic
zone embedded about a crack tip and surrounded by elastic-plastic deformation [99]. Chen and
Gerberich predicted very high stresses in a single crystal [14], using a model of the interaction
of elastic stress fields about shielding dislocations arrayed in a pileup standing-off from the tip
of a sharp crack [100-102]. In this work with Fe-Si ($\sigma_{YS} = 300$ MPa), the blunt-crack model
predicted that the mean of the opening-direction tensile stresses was 600 MPa, maximized at
2$\delta_T = 10$ $\mu$m ahead of the crack tip for $K = 20$ MPa$\sqrt{m}$. The dislocation model predicted that
this hydrostatic stress equaled 22,000 MPa, maximized 20 nm ahead of the sharp tip. Crack tip
dislocation configurations in the complex microstructures of high strength alloys are uncertain.

Continuum-plasticity models provide an alternate approach to understanding crack tip
deformation. Consider an explanation at the meso-length scale. Lee and Kim demonstrated
that both the opening-mode tensile and hydrostatic stresses ahead of a crack tip along an
interface are increased by up to 50% at a given $K$ due to differences in elastic properties as well
as the yield strength and work hardening capacity of the two bounded materials [103]. The plastic zone size is reduced dramatically (up to 15 times) in the hard material and increased modestly (~15%) in the softer material. This effect could be exacerbated due to hardening by an elevated dislocation density [104] and compatibility stresses from anisotropic deformation local to the grain boundary [105]. This stress elevation and restricted crack tip plasticity in 1 of the 2 crystals could be manifest as a restricted crack tip blunting. Similar differences could occur locally in the polycrystals proximate to a grain boundary, but the effect would be countered for an array of randomly oriented grains along a crack front. This behavior has not been modeled.

A strain gradient mechanism for crack tip stress elevation could operate at the dislocation-length scale. Experiment and theory show that plastic flow is hindered by a strain gradient that is substantial over a restricted and material-constant length on the order of 0.5 - 5 µm [106]. Geometrically necessary dislocations result in added hardening, with the density of necessary-extra dislocations scaling with the magnitude of the strain gradient. Continuum models that capture this hardening in various problems in deformation and fracture predict lower crack opening displacements and higher stresses compared to classical plasticity theory [106-110]. For example, Hutchinson and coworkers reformulated crack tip stress and strain fields, using gradient plasticity, and demonstrated a factor of 3 reduction in δT and large increases in crack tip stresses (from 4σYS to 10σYS) within the first 2-4% of the plastic zone diameter [107,109]. This situation is illustrated schematically in Fig. 6. Jiang and coworkers used an alternate formulation of strain gradient plasticity to confirm that crack tip stresses are increased several times above the predictions of classic theory, in the region within 30% of the characteristic-material dimension for storage of necessary dislocations in a strain gradient [108]. Effectively, a zone of material is gradient hardened, adjacent to the crack tip surface and embedded well within the plastic zone. Crack tip stress elevation increases as the ratio of the gradient length scale to plastic zone increases [110]. High levels of gradient hardening are therefore expected when the material length is large or the extent of plasticity ahead of the crack tip is restricted.

![Schematic diagram of the effect of enhanced hardening at the crack tip due to strain gradient plasticity (SGP) effects, based on results from Wei and Hutchinson [109]. After Begley [111].](image)

Increased stresses are important to a damage process localized to the scale of strain-gradient hardening [106-109]. When the crack tip plastic zone, and included FPZ associated with the work of fracture separation, extend over ~25 to 500 µm, as in microvoid fracture, then strain
gradient effects on the crack tip stresses and strains that drive this damage are not important [106,107]. However, when the intrinsic plastic zone and FPZ damage distances are small, less than ~5 to 10 μm and only 2 to 3 times the gradient distance for altered hardening, then stress elevation and reduced plastic dissipation are likely to be important. This should be the case for HEE, given the very small $\chi_{\text{CRIT}}$ inferred from hydrogen diffusion modeling. For such situations, crack tip stresses are elevated and damage sites are shifted close to the crack tip.

The issue is whether this mechanism is promoted for a HEE crack along a boundary between deformable grains in a complex alloy. If H is trapped at the grain boundary, then fracture is localized there and strain gradient plasticity will be important. Wei and Hutchinson show that gradient plasticity elevates the stresses in a thin-deformable layer deposited on a nondeformable substrate, and this process is exacerbated when a crack is present along the interface [107]. Interface fracture is promoted by this hardening when there is either an elastic zone about the boundary [14,99] or plastic deformation in the metal [107]. If the plastic zone size is reduced by differences in elastic and plastic flow between the bounded grains [103,105], or by reduced boundary-fracture resistance, then the length scale of the crack tip strain gradient is a more significant fraction of the plastic zone at fixed K and crack tip stresses rise. If large H concentrations are present in one or both grains, in a layer above and below the crack wake and tip, then deformation may be restricted and stresses rise due to the elastic singularity [14,99] as well as strain gradient hardening [107]. There are a variety of scenarios by which gradient plasticity could promote intergranular HEE, however, modeling and experimental probes of such effects are nonexistent.

Consider the crack tip images in Fig. 5 based on these concepts. The TG crack was extended by fatigue in moist air at a K level (15 MPa√m) below the range employed for the in situ SEM experiment. The IG TP crack was extended by HEE in NaCl at a K level of about 40 MPa√m. Each specimen was machined to produce a smaller specimen and H was likely lost prior to loading in the vacuum of the SEM. These results should not reflect an influence of H on deformation about the crack tip. A likely hypothesis is that this deformation was restricted by elastic and plastic property differences between adjacent grains for the IG crack. For a given applied K, the crack opening was reduced by this restricted deformation, the length for strain gradient plasticity was a larger fraction of this plastic zone, the crack tip opening was further decreased, and crack tip tensile stresses were increased. For the more complex HEE case, if H in the IG process zone affects damage at a lower K, or hinders plastic deformation in either grain, then strain gradient hardening and stress elevation are further amplified.

**Process Zone H Enrichment**

**Model Predictions** In addition to critical distance and local stress concentration, H enrichment about the crack tip is critical to understanding HEE and IHE [1,6,7,14,18-24,27,32,79,112]. The total concentration of H at damage sites within the stressed FPZ (C_H) is affected interactively by the lattice concentration of H (C_o), hydrostatic stress (σ_H), and the strength of H trapping at one or more sites. The C_o in equilibrium with the crack tip environment is determined by the local overpotential for H production. The enhancing effect of σ_H on lattice-H concentration, C_{H,o}, is approximated by the elastic solution [23,113]:

$$C_{H,o} = C_o \exp \left[ \frac{\sigma_H V_H}{RT} \right]$$  \hspace{1cm} (2)

The amplifying effect of trapping on C_o and C_{H,o}, to yield C_H, is given by [64,65,114]:


for the case where $C_{He}$ is small and $H_T$ is the binding energy of H to a dominant-single trap site.

The amount of H associated with process zone failure has been controversial, in large part due to uncertainties with the magnitudes of $C_o$ and $\sigma_{H}$ [23,85]. For example, McMahon argued that intergranular HIE and HEE only occur in steels if impurities such as S and P co-segregate because $C_H$ is orders of magnitude smaller than the concentrations of other embrittling-boundary solute [1,115]. In this interpretation, $C_o$ was calculated from a solubility relationship for low pressure H$_2$ without trapping and $\sigma_{H}$ was modeled to equal 2.4$\sigma_{YS}$. The $K_{TH}$ for HEE of high strength steels correlated with a composition parameter equaling ($10^4 C_o + Mn + Si/2 + P + S$) in weight pct. The origin of the $10^4$ multiplier of $C_o$ was not specified, and precise levels of P and S responsible for intergranular embrittlement of high strength steels were not measured [1,115]. This analysis is suspect; results show that high levels of H can accumulate about the crack tip, particularly in high strength alloys.

One or more factors promote high-H content in the FPZ. (1) 

$H$ Trapping: Symons showed that H trapping at boundary carbides ($H_T = 26$ kJ/mol) in a nickel superalloy, combined with stress enhancement typical of a blunted crack ($\sigma_{H} = 4.5\sigma_{YS}$) resulted in predicted $C_{He}$ of 0.6-0.9 atom fraction at intergranular fracture sites and in equilibrium with 140 kPa H$_2$ at an applied K of ~40 MPa$^{-1}$m$^{-1}$ [79]. Trapping of H at microstructural features in high strength steels produces orders of magnitude increase in $C_H$, inferred from trapping theory and permeation measurements [3]. (2) Stress: The previous discussion of intergranular crack tip mechanics shows that there are several mechanisms for elevation of the crack tip tensile stresses to the level where $\sigma_{H} = 10$ to 20$\sigma_{YS}$. If $C_{He0}$ is proportional exponentially to $\sigma_{H}$ (Eq. 2), then a 5-fold increase in crack tip $\sigma_{H}$, from 2.5 to 12.5 $\sigma_{YS}$, results in a $10^4$ to $10^5$ increase in $C_o$ to $C_{He0}$. This effect was recognized by Oriani, Gerberich, van Leeuwen, and coworkers who argued that "elastic" levels of $\sigma_{H}$ that were of order $E/10$ resulted in $C_{He0} \sim 30,000$ $C_o$ [6,14,23,85].

(3) (Electro)Chemistry: Expectations of the magnitude of low $C_o$ in equilibrium with a H-producing gas or electrolyte are based largely on the results of measured-H fluxes in permeation experiments. However, high fugacities are predicted for H production on bare metal surfaces [53]. While the enhancing effects of aggressive electrochemical factors and plastic deformation on H uptake have been considered broadly, it is difficult to simulate the situation at a crack tip. Such work supports substantial H uptake at a crack tip in Al, Ti, and Ni based alloys in chloride solution [38,41,43,47,53,116,117], as well as for aluminum alloys in water vapor [9,46].

Experimental Measurement Progress in modeling HEE is hindered by the lack of direct measurements of $C_H$ in the FPZ of a high strength alloy. Dissolved H is difficult to measure due to small atomic size, high mobility, small $\chi_{CRIT}$, and strong concentration gradient. Thermal desorption spectroscopy provided evidence of extreme-H enrichment in the wake of an intergranular HEE crack in AA7050-T6 stressed in acidified chromate-chloride solution [43,47]. The TDS spectra in Fig. 7 show this enrichment from 0.03 ppm to 0.10 and 0.29 ppm, the integrated amount of H evolved during ramp heating of 1-mm thick crack-wake specimens, for HEE at 2 applied-electrode potentials. A $C_H$ above the bulk-measured concentration of 0.045 ppm was not observed for the wake of the transgranular corrosion fatigue precrack, grown at a lower electrode potential, or a fracture produced in liquid nitrogen (LN$_2$) after the
specimen was removed from solution. The increase in \( C_H \) with decreasing electrode potential shown in Fig. 7 correlated with increasing \( \text{da/dt}_{III} \), consistent with electrochemical considerations of \( \text{H} \) production at the occluded crack tip [43].

![Graph depicting thermal desorption spectroscopy results for 1-mm thick specimens from the wake of a HEE crack grown at 2 different potentials, a corrosion-fatigue precrack, and a solution-exposure free rapid-LN\( \text{2} \) fracture surface in AA7050-T6 stressed in aqueous chromate-chloride solution [43,47].](image)

Figure 7  Thermal Desorption Spectroscopy results for 1-mm thick specimens from the wakes of a HEE crack grown at 2 different potentials, a corrosion-fatigue precrack, and a solution-exposure free rapid-LN\( \text{2} \) fracture surface in AA7050-T6 stressed in aqueous chromate-chloride solution [43,47].

The result in Fig. 7 is unexpected since TDS measured the total amount of \( \text{H} \) dissolved in a relatively large specimen that extended 1000 \( \mu \text{m} \) below the crack surface. If \( \text{H} \) is enriched within 1 \( \mu \text{m} \) of the crack surface, then thick-specimen dilution should cloak the amount dissolved during HEE. Results of neutron activation analysis (NRA) of the same crack surface provide an explanation [47]. As shown in Fig. 8, the amount of \( \text{H} \) retained in the wake of the HEE crack in AA7050-T6 stressed in chloride is massive, between 600 and 6000 ppm by weight or 3 to 15 \( \text{H} \) atoms per 100 \( \text{Fe} \) atoms, localized within 0.2 \( \mu \text{m} \) of the crack surface. This \( \text{H} \) profile explains the average amount of \( \text{H} \) resolved by the TDS measurements (Fig. 7) in spite of dilution. Young measured even larger amounts of \( \text{H} \) dissolved in the crack wake for AA7050 stressed in water vapor saturated air at 90\( ^\circ \text{C} \) [46]. TDS and NRA experiments represented in Figs. 7 and 8 have not been conducted with other material-environment systems, and must be replicated due to the complexity of the measurements.

Based on the time and temperature associated with NRA-specimen preparation, the \( \text{H} \) profile in Fig. 8 should only be retained if \( D_H \) is of order \( 10^{-13} \text{ cm}^2/\text{s} \) [47], or 4 orders of magnitude slower than measured in permeation experiments with 7000-series aluminum alloys [44]. This suggests that \( \text{H} \) is trapped strongly by a high dislocation density or vacancies from dissolution. Shifting the point in Fig. 4 for AA7050-T6, from \( D_H = 10^{-9} \text{ cm}^2/\text{s} \) to \( 10^{-13} \text{ cm}^2/\text{s} \) at the same \( \text{da/dt}_{III} \) of 0.1 \( \mu \text{m}/\text{s} \), results in good agreement with the upper bound for HEE in \( \text{H}_2 \), as hypothesized previously based on vacancy trapping of \( \text{H} \) in the FPZ.

A high level of \( \text{H} \) in the first \( \mu \text{m} \) of a HEE crack surface can explain the near tip fracture process zone derived from the correlations in Figs. 1, 2 and 4. Speculatively, if a crack surface
is reactive due to electrochemistry or plastic strain, then near-monolayer-H coverage and high $C_H$ could form quickly. This H penetrates by diffusion over a micrometer-scale distance and is retained by trapping. High H eliminates the need for longer range diffusion to the region of highest crack tip stresses, if such stresses are maximized more deeply beneath the surface, as suggested in Fig. 6 for both conventional and strain gradient plasticity models. Crack advance is governed by a small volume of hydrogenated material of weakened bond strength and subjected to crack tip stresses of yield level. While tensile stress is required for cracking, the distribution of crack tip stress does not establish $\chi_{\text{CRIT}}$. If crack stresses are high due to restricted plasticity, then the embrittling effect of high $C_H$ is exacerbated.

Conclusions

1. The fastest rates of Stage II intergranular hydrogen environment embrittlement are directly proportional to hydrogen diffusivity for a wide range of high strength alloys in the nickel, aluminum, iron, and titanium classes. Hydrogen diffusion about the crack tip appears to rate limit this brittle cracking, however, surface-reaction limitation may occur in these alloy-environment systems depending on chemical (low-H production) and material variables (high-H diffusivity).

2. The critical distance ahead of the crack tip for H-diffusion control and intergranular embrittlement is small, less than 1 \mu m and perhaps as small as 5-10 nm, for high strength alloys in H-producing electrolytes and gases, respectively. This small-critical distance is not understood based on classical micromechanical and electrochemical modeling.

3. Extraordinarily high hydrogen concentration localized within 1 \mu m of an electrochemically active crack tip, coupled with high crack tip stresses from strain gradient plasticity or elastic shielding as well as H trapping at microstructural sites, focus HEE damage very near to the growing crack tip. With these amplifying factors to enrich concentration, hydrogen is an effective embrittler of high strength alloys.
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ABSTRACT

The outstanding strength of α-precipitation hardened β-Ti alloys is compromised by low plane strain fracture toughness, hydrogen embrittlement and perhaps elemental segregation. Solution treated all-β alloys are immune to hydrogen cracking for low to moderate H concentrations, but critical aging to form α triggers transgranular internal hydrogen embrittlement (TG IHE, along α/β interfaces) and intergranular hydrogen environment embrittlement (IG HEE, along β-grain boundaries). Increased strength does not explain this deleterious effect of aging. Rather, the aging dependence of TG IHE appears to be related to H enrichment in β and microscopic stress intensification at α/β interfaces arrayed continuously through β grains. Intergranular HEE is not explained by either grain boundary α formation or deformation localization due to aging. HEE persists when all α is dissolved, suggesting that elemental segregation of Si or impurities may be the requisite for IG cracking, but the offending species have not been resolved.
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INTRODUCTION

Titanium alloys based on a bcc (β) matrix that is hardened by fine precipitates of the hcp-α phase exhibit high strength to weight, excellent formability, and hardenability properties that enable high performance aerospace, marine, and land-based applications [1,2]. For example, a martensitic alloy steel must exhibit a tensile yield strength (σYS) of about 2400 MPa to exceed the strength-to-density ratio of the strongest β-Ti alloys (σYS ~ 1600 MPa). Results suggest, however, that fracture toughness and resistance to hydrogen (H)-assisted cracking are degraded substantially in concert with α strengthening of metastable β. The objective of this work is to examine the effect of α formation on the fracture resistance of modern β/α-Ti alloys, emphasizing deleterious hydrogen embrittlement and the crack tip damage mechanisms that govern damage tolerant properties.

EXPERIMENTAL PROCEDURES

Several β-Ti alloys were examined, including Ti-15-3 (Ti-15V-3Cr-3Sn-3Al in weight pct) [3-5], LCB (Low Cost Beta, Ti-7Mo-4.5Fe-1.5Al) [3], Beta-21S (Ti-15Mo-3Nb-3Al) [4,6], and Beta-C (Ti-8V-6Cr-4Mo-4Zr-3Al) [6-8]. Each alloy contained a total-dissolved H content of C_H = 25-200 ppm (parts-per-million by weight). High strength microstructures were developed by solution treatment (ST) above the β transus, air cooling to retain β only, and heating isothermally to precipitate α. This solution treated and aged (STA) microstructure is shown in Figure 1 for Ti-15-3 sheet where up to 60-volume pct of sub-micrometer α needles precipitate in the Burger’s orientation of $\{110\}_\beta \| \{001\}_\alpha$, $\{111\}_\beta \| \{11\0\}_\alpha$ [9]. In addition to α, (Ti,Zr)2Si3 can precipitate at high aging temperatures and ω may be produced at low aging temperatures [9,10].
Crack growth resistance was measured with a fatigue precracked specimen subjected to increasing crack mouth opening displacement ($\delta$) at a fixed rate and using elastic-plastic J-integral fracture mechanics [11]. For cracking in moist air, the plane strain initiation toughness ($K_{PC} \sim K_{IC}$ [11]) was obtained for specimens with as-processed levels of H and the threshold K ($K_{TH}$ or $K_{TH}$) for the onset of H-assisted subcritical cracking was obtained for specimens electrochemically precharged to $C_H$ of 100 to 10,000 ppm [3]. For specimens in aqueous chloride solution without H precharging, $K_{TH}$ and stable crack growth rate (da/dt) were measured vs dK/dt [4,6].

RESULTS AND DISCUSSION

Fracture Toughness

The plane strain fracture toughness of high strength $\beta/\alpha$-Ti alloys is deficient compared to martensitic steels at similar high strengths. The data compiled in Figure 2 show that the benefit of the 30% lower density typical of a $\beta$-Ti alloy is insufficient to compensate for the very high toughnesses achieved in steels such as AerMet 100 ($K_{IC}$ $\sim$ 120-170 MPaVm at $\sigma_Y$ $\sim$ 1800 MPa). Such steels exhibit up to an order of magnitude higher fracture toughness compared to $K_{IC}$ approaching 25 MPaVm for very high strength $\beta$-Ti alloys.

Figure 2: The yield strength dependence of plane strain fracture toughness for a variety of high strength $\beta/\alpha$-Ti alloys and martensitic steels fractured in moist air at 25°C.
Low fracture toughness in $\beta$-Ti is traced to the size and location of deformable $\alpha$ that localizes plastic strain and tensile stress to exacerbate microvoid nucleation, growth and coalescence [12-16]. For the lower strengths, $\alpha$ films or colonies precipitate heterogeneously at $\beta$-grain boundaries and large needles of $\alpha$ precipitate intragranularly; each provides preferred sites for microvoid damage and reduced $K_{IC}$ [3,12,13,15]. To produce high strength, the size of $\alpha$ is reduced and the distribution is homogenized by low temperature aging with added nucleation sites such as dislocations, vacancies, or $\alpha$. The toughnesses of such microstructures are, however, low due to deformation banding and microvoid coalescence associated with the particularly high work hardening of fine $\alpha$ relative to $\beta$ [14-16]. The dependencies of work hardening on $\alpha$ and $\beta$ size and composition must be better understood, and local stresses from cooperative deformation in $\alpha$ and $\beta$ must be incorporated into micromechanical models of fracture toughness [17].

**Internal Hydrogen Embrittlement**

Atomic hydrogen can dissolve in titanium during processing, fabrication, or service to degrade fracture resistance during subsequent deformation, so-called internal hydrogen embrittlement (IHE). Modern STA $\beta/\alpha$-Ti alloys are prone to severe IHE for the tensile strengths in Figure 1 [3,5,8,18-20]. For example, experiments with H-precharged STA LCB ($\sigma_{YS} = 1180$ MPa) and Ti-15-3 ($\sigma_{YS} = 1200$ MPa) sheet showed that $K_{\text{TH}}$ for IHE under rising-$\delta$ loading ($dK/d\delta = 0.008$ MPa$\sqrt{m}$/s) was reduced to 50% of $K_{IC}$ at $C_H$ levels of 400–500 ppm, and to 25% of $K_{IC}$ at $C_H = 750–900$ ppm [3]. Absolute values of $K_{\text{TH}}$ as low as 12 MPa$\sqrt{m}$ were measured [3].

Aging and/or precipitation of $\alpha$ in $\beta$ are a requisite for IHE in the moderate-$C_H$ regime ($< 2500$ ppm) [5,8,18-20]. Figure 3 shows the aging time and strength dependencies of $K_{IC}$ for as-processed ST Ti-15-3 with 60 ppm H, and $K_{\text{TH}}$ for IHE of ST Ti-15-3 that was H-precharged electrochemically ($C_H = 1300$ ppm) [3]. ST Ti-15-3 is immune to IHE that only occurs for aging in excess of 5-6 h at 510°C. The reduction in $K_{\text{TH}}$ below $K_{IC}$ is accompanied by a change from dimpled rupture to transgranular-faceted cracking, as shown in Figure 3. Hydrogen cracking was likely along the interface between $\alpha$ needles and the $\beta$ matrix, with facet surfaces reflecting the Burger’s relationship between $\alpha$ and the multiple variants of (110) in $\beta$ [3]. Intergranular (IG) cracking was never observed for IHE of STA LCB and Ti-15-3 for conditions typical of the data in Figure 3 [3].

**Ultimate Tensile Strength (MPa)**

![Ultimate Tensile Strength (MPa)](image)

**Aging Time at 510°C (Hours)**

![Aging Time at 510°C (Hours)](image)

**Figure 3:** The isothermal-aging time and yield strength dependencies of plane strain fracture toughness at the as-processed H content of 60 ppm and the threshold stress intensity for IHE of H-precharged ($C_H = 1300$ ppm) ST Ti-15-3 stressed in moist air at 25°C. The SEM fractograph shows the morphology of transgranular IHE for the 12 h age case [3]. (The subscript, J, denotes $K$ calculated from the J-integral and the bar indicates the average of 1st initiation and blunt-line offset definitions of crack growth [3,11].)

Generally, IHE of STA $\beta$-Ti alloys involves a variety of fracture modes depending on $C_H$, $\alpha/\beta$ microstructure, $dK/d\delta$, and constraint. The crack path in STA Beta-C changed from microvoid-based at low $C_H$, to intergranular along $\beta$ boundaries (at 1300 ppm H), to crystallographic cleavage (2200 ppm H), to $\alpha/\beta$-interface cracking at 3300 ppm H [8,19,20]. Intergranular cracking (1000 ppm H), slip plane cracking (4000 ppm H), and cleavage (5600 ppm H) were associated with IHE in Beta-21S [5,18]. ST $\beta$-Ti is susceptible to IHE by cleavage at very high $C_H$ [21].
Hydrogen Environment Embrittlement in Aqueous Chloride Solutions

STA $\beta/\alpha$-Ti alloys are susceptible to severe intergranular cracking when stressed in aqueous-NaCl solution [4,6,22-25] and the cracking mechanism was established with substantial certainty to be hydrogen environment embrittlement (HEE) [6,7,26,27]. H is produced exclusively at crack tip sites where the passive film is breached by concurrent plastic deformation and diffuses into the process zone to cause embrittlement. Locally large amounts of H can be introduced into Ti by this electrochemical scenario, provided that an occluded crack tip exists and crack tip strain rate conditions are favorable for H production and uptake [25-29]. Under such conditions, $K_{TH}$ for HEE is as low as 15-20 MPa$\sqrt{m}$ and da/dt is as high as 200 $\mu$m/s for STA alloys such as Beta-C and Beta-21S [22-25].

Aging and/or precipitation of $\alpha$ in $\beta$ is a requisite for IG HEE. Figure 4 shows the strength and isothermal-aging time dependencies of $K_{JC}$ and $K_{TH}$ for ST Beta-C stressed under rising $\dot{\delta}$ ($dK/dt = 0.004$ MPa$\sqrt{m}$/s) in moist air and neutral-aqueous chloride solution, respectively [6,22]. ST Beta-C is immune to HEE that only occurs for aging in excess of 3-4 h at 500°C. The reduction in $K_{TH}$ below $K_{JC}$ is accompanied by a change from microvoid to 100% IG cracking, as shown in Figure 4 and with no evidence of the brittle-transgranular cracking mode typical of IHE (Figure 3).

![Figure 4](image_url)

**Figure 4:** The strength and isothermal-aging time dependencies of fracture toughness and the threshold K for HEE of ST Beta-C stressed in moist air and aqueous-chloride solution at 25°C [6,22]. The highest strength and lowest $K_{JC}$ were achieved by 20% cold work prior to aging to stimulate fine-$\alpha$ precipitation. SEM fractographs show the morphology of 100% intergranular HEE for the 6 to 24 h age cases (top, 100 $\mu$m bar) and the high magnification view of an IG facet surface in these STA microstructures (bottom, 250 nm bar) [36].

Hydrogen Damage Mechanism and Metallurgical Culprit

Both IHE and HEE can be promoted by increasing yield strength since the magnitude of crack tip stresses increases proportionate to 3 to 5 $\sigma_{YS}$ and H-damage mechanisms are exacerbated [30,31]. However, it is unlikely that strengthening explains the deleterious effect of aging on IHE (Figure 3) and HEE (Figure 4). For Beta-C, the ST $\beta$ microstructure was immune to HEE for prior cold work levels from 0 to 80 pct, causing strength increases over the range typical of age hardening in Figs. 3 and 4 [22,23]. Experiments with notched-tensile specimens showed that cold worked Beta-C was also immune to HEE [19,20]. Yield strength increases are of secondary importance, perhaps because work hardening decreases with aging to offset the effect of rising $\sigma_{YS}$, and blunted crack solutions that equate crack tip stresses to 3-5 $\sigma_{YS}$ may not be accurate for hydrogen embrittlement due to unique aspects of tip deformation for a crack localized to an interface or grain boundary [32].

Rather than strength, a metallurgical factor that changes during aging is responsible for the occurrence of IHE and HEE in $\beta/\alpha$-Ti. Determination of the culprit is complicated by the multiple changes and fine scale of the $\alpha$ microstructure that evolve during aging of ST $\beta$-Ti. Additionally, the damage mechanism for hydrogen embrittlement is controversial, with possible contributions from hydride-phase transformation, hydrogen enhanced-localized plasticity, and interface decohesion [30,31,33].
**IHE:** Considerations of the kinetics of $K_{TH}$ and $\text{d}a/\text{d}t$ vs $\text{d}K/\text{d}t$ for IHE in Ti-15-3 suggest that H diffuses rapidly during loading and over a short distance (0.5-5 μm) through β in the fracture process zone to reach the α/β interface [3]. While brittle TiH may form in α [34], hydrides are less important in β alloys due to the high solubility of H in bcc Ti (~15,000 ppm at 25°C) [19,20]. H is enriched in β when α precipitates are present; local hydriding of α, at the interface with β, should occur for total C_H above 2500 ppm [19,20]. This hydriding was not observed experimentally and is not a likely cause of cracking at the C_H levels in Figure 3. The effect of locally high interface stresses on hydride precipitation is uncertain and this mechanism cannot be discounted. Fracture without H occurs at α/β interfaces in STA alloys such as Ti-15-3. It is reasonable to speculate that this fracture mode is promoted by H, trapped at this interface and with locally high tensile stresses, as envisioned in classic decohesion theory [30,31].

The aging dependence of TG IHE may be understood based on the need for a critical amount of intragranular α. Considering Figure 3, α precipitation was restricted to β-grain boundaries during 0-5 h of aging (α volume fraction of 0 to 0.48) and when Ti-15-3 was immune to IHE. H cracking correlated with α precipitation within many β at the 6 h age (0.52 α) and within all grains at 10-12 h (0.68-0.80 α) [3]. A critical amount of α in β may be required for: (1) a connected path for H cracking [35], (2) locally high tensile stresses from microscopic constraint adjacent to the α/β interface, or (3) H enriched in β and trapped at the interface with α. A connected crack path is not sufficient for IHE since the immune microstructures in Figure 3 exhibited α on all grain boundaries, but IG cracking did not occur.

**HEE:** Metallurgical variables could promote intergranular HEE by enhancing H production and uptake near β-grain boundaries at the crack tip, and by enabling brittle cracking of H-enriched boundaries within the process zone. Two factors constrain the governing metallurgical variable. The fully-IG fracture mode observed for susceptible STA Beta-C (Figure 4) dictates that the HEE mechanism and variable must operate at essentially every grain boundary, at least for some β-Ti alloys. Second, since H damage appears to occur within 0.1-1 μm of the crack tip surface contacting NaCl solution, the metallurgical variable must be sized and interconnected on this length scale [25,32]. Three microstructural factors may be consistent with these constraints and change during isothermal aging of the ST-β phase: grain boundary α, slip localization, and elemental segregation.

A study isolated these candidate explanations of aging-dependent HEE for the situation represented in Figure 4, but the results were not conclusive [36]. Two features, grain boundary α and H-enhanced slip localization, are not the cause of IG HEE in Beta-C stressed in NaCl solution. TEM and SEM analyses showed that α decorated less than 5% of the β-grain boundaries, but HEE was nearly 100% IG. High magnification examination of matching surfaces of IG facets, using an SEM with a field-emission gun and dual detectors to optimize topographic contrast and resolution, failed to evidence localized plasticity of the sort reported for IG HEE of β/α-Ti [19,20] and hydrogen embrittlement in general [33]. As illustrated by the high-magnification SEM fractograph in Figure 4, the only features resolved were perturbations of the cracked β-grain boundary surface by intersection of occasional α plates. The predominant feature was mildly undulating and featureless grain surfaces, consistent with interface decohesion.

Circumstantial evidence suggested that solute segregation to β-grain boundaries during aging, combined with trapped H, explained the onset of IG HEE in β/α-Ti (Figure 4). A similar explanation was adopted for IG IHE of STA Beta-C [20] and H embrittlement of steels [31]. Results implicated segregated Si as reducing boundary cohesion in β-Ti without H [37]. Experiments, where STA Beta-C was aged at higher temperatures to progressively dissolve α and remove segregation, support the importance of elemental segregation [36]. For example, a double aged and α-free microstructure was susceptible to IG HEE, confirming that grain boundary α and intragranular α are not required for embrittlement. Double aging at higher temperatures and longer times eliminated IG HEE in the all-β microstructure and restored the original ST immunity to cracking. The hypothesis was that HEE was precluded by elimination of boundary segregation, due to either reduced thermodynamic driving force or formation of (Ti,Zr)Si. Boundaries in HEE-immune and susceptible single and double ages of Beta-C were examined by small-probe STEM. No segregant was observed to correlate with the IG cracking tendency. Auger spectroscopy of intergranular facets produced by in situ fracture of H-precharged STA Beta-C failed to resolve segregation that correlated with severe IG IHE in long time single-aged specimens [20].

Similar aging times and α precipitation are required to trigger IHE and HEE of ST β-Ti, as shown by the similar $K_{TH}$ relationships in Figures 3 and 4. As such, the mechanisms for these aging dependencies of TG vs IG H embrittlement may share a common feature. Elemental segregation to α/β interfaces during aging has not been considered for TG IHE, and enhanced-H trapping for enrichment in β or stress localization due to the presence of α have not been considered for IG HEE.
CONCLUSIONS

1. The outstanding strength capability of α-precipitation hardened β-Ti alloys is compromised by low plane strain fracture toughness compared to martensitic steels, and by both IHE and HEE.

2. All-β alloys are immune to hydrogen embrittlement for low to moderate H concentrations, but transgranular IHE (along α/β interfaces) and intergranular HEE (along β-grain boundaries) are triggered by a critical amount of aging to form α.

3. Increased strength does not explain the deleterious effects of aging on H embrittlement. The onset of TG IHE appears to be related to H enrichment in β and stress intensification at α/β interfaces continuous through β grains. For IG HEE, neither grain boundary α nor deformation localization explain the effect of aging. Segregation may be the requisite for IG cracking, but offending species were not resolved.
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Abstract: Environment assisted cracking (EAC) occurs in annealed-α/β Ti-6Al-4V (ELI) and Ti-6Al-2Zr-2Sn-2Cr-2Mo in aqueous chloride solution, as evidenced by rising-displacement threshold stress intensity factors well below K_{IC} and a mode transition from ductile fracture to transgranular cleavage of α. The acicular-α/α2 microstructure of Ti-6-2222 is susceptible to severe cracking in 3.5% NaCl compared to the equiaxed-α/α2 structure of Ti-6-4. Thresholds and growth rates depend on loading rate, and appear most environment sensitive at intermediate crack tip strain rates. EAC is sustained to high loading rates (dK/dt = 0.3 MPa/√m/s for Ti-6-4 and above 10 MPa/√m/s for Ti-6-2222) and crack growth rates are rapid (10 µm/s). The hydrogen environment embrittlement mechanism is consistent with such rapid cracking kinetics, but only if the process zone is within 0.001 to 1 µm of the crack tip surface. A near-tip process zone may be promoted by high H produced electrochemically on active areas of the crack surface, or by a sharp crack tip.

Keywords: Hydrogen embrittlement, stress corrosion cracking, titanium alloy, fracture mechanics, crack tip strain rate, crack propagation

Introduction

Two-phase α/β titanium alloys are susceptible to transgranular (TG) environment assisted cracking (EAC) when stressed in aqueous solutions with halide anions including Cl\textsuperscript- [1-5]. Embrittlement is promoted by an existing crack [6, 7] and occurs at a fraction of the fracture toughness with subcritical crack growth rates approaching 50 µm/s. The likely mechanism is hydrogen environment embrittlement (HEE) [8], where atomic hydrogen (H) uptake is localized from the crack tip surface into the process zone [9]. Transgranular H damage is in the hexagonal-close packed α phase, and involves lattice decohesion or brittle-hydride formation leading to near-basal plane cracking and slip-
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based tubular microvoiding [2, 4, 8, 10]. Cracking along $\alpha/\beta$ interfaces is promoted at high levels of H [11]. The body-centered $\beta$ phase in metastable $\beta$-Ti alloys is susceptible to intergranular HEE in chloride solution [12] and cleavage at high dissolved H contents [13], but may act as a crack arrester during TG EAC in $\alpha/\beta$-Ti alloys [2, 8, 11].

Stress intensity factor (K) and crack tip strain rate ($\dot{\varepsilon}_{CT}$) interactively govern EAC propagation in $\alpha/\beta$-Ti alloys. The K controls process zone tensile and hydrostatic stresses [14]. $\dot{\varepsilon}_{CT}$ affects the stability of the crack tip passive film that governs cathodic H production and uptake [15-20], as well as the time for H transport in the process zone. Experimental results are contradictory. Embrittlement appears to be maximized at intermediate $\dot{\varepsilon}_{CT}$ for loading in an electrolyte and eliminated under static or very slow-rate loading [21-23]. Other data suggest that EAC is increasingly severe as dK/dt decreases to quasi-static levels for chloride solution [3, 24] and H$_2$ [8, 25]. Comparisons are complicated by subtle differences in prestressing of a cracked specimen prior to hydrogen exposure; conditions that promote crack tip creep and reduced $\dot{\varepsilon}_{CT}$ may retard HEE [26, 27]. EAC is generally eliminated at high loading rates, but the levels of environmental crack growth rate (da/dt) and applied stress intensity rate (dK/dt) where brittle cracking persists in $\alpha/\beta$-Ti alloys are high [21, 25, 28]. The process that rate limits HEE was speculated to be either dislocation transport of H in equiaxed $\alpha$ [21], short-range diffusion of H in $\alpha$/TiH for low H concentration-continuous $\alpha$ microstructure conditions [11, 25], or long range diffusion of H in $\beta$ for high crack tip H levels and a continuous $\beta$ phase [28]. The details of these rate-sensitive processes are not understood.

 Crack tip strain rate effects on HEE in Ti alloys are uncertain because quantitative fracture mechanics methods have not been employed [8, 11, 21, 25]. Experimentation to characterize the effect of $\dot{\varepsilon}_{CT}$ on the threshold K for the onset of EAC and subsequent da/dt must precisely monitor crack growth, and systematically vary loading rate and format to probe a range of $\dot{\varepsilon}_{CT}$. Modeling must define $\dot{\varepsilon}_{CT}$ to establish the factors that rate limit crack tip damage; particularly film rupture, electrochemical hydrogen adsorption, and H transport into the crack tip process zone. Such understanding is a critical element of life prediction to control EAC in a high performance component [29].

The objectives of this research are to characterize the aqueous-EAC resistance of two $\alpha/\beta$-Ti alloys as a function of crack tip strain rate and to understand the crack tip damage mechanism. Fracture mechanics threshold K and crack growth rate measurements are interpreted as: (1) better characterize alloy susceptibility to EAC, (2) determine if EAC kinetics correlate with crack tip strain rate, and (3) identify the H transport process capable of sustaining high-rate cracking to test the HEE mechanism. Experiments utilize a precracked specimen stressed at a constant crack mouth opening displacement rate ($\dot{\delta}_m$) in neutral NaCl solution at 23°C.

**Experimental Methods**

**Materials**

Two $\alpha/\beta$-Ti alloys were studied, Ti-6.2Al-4.3V-0.12O (Ti-6-4; extra-low interstitial, ELI) and Ti-5.6Al-1.9Zr-2.0Sn-2.1Cr-2.2Mo-0.11O (Ti-6-2222) in weight pct. Ti-6-4 was obtained as a 12.7 mm thick plate that was $\alpha/\beta$ rolled, mill-annealed (MA) for 8 h at 760°C, and vacuum-furnace cooled. The optical micrograph in Fig. 1a
shows that the microstructure consists of about 7 volume pct of retained β (dark phase) in a continuous-equiaxed α matrix (light), with an average α grain diameter of 20 to 25 µm.

Ti-6-2222 plate (6.6 mm thick) was hot rolled in the α + β phase field, air cooled, heated at 900°C for 2 h and furnace cooled at 3°C/min. The beta transus (β_T) for Ti-6-2222 is near 950°C. Figure 1b shows that the resulting microstructure consists of coarse acicular α (dark) phase in a continuous β (light) matrix. Globular-recrystallized α is arrayed parallel to the rolling direction (RD) in Fig. 1b. The β phase in each alloy is free of secondary α precipitates [30], while silicides are present in the β of Ti-6-2222 but not Ti-6-4 [31]. Slow cooling precipitated Ti₃Al (α₂) in the α of both Ti-6-2222 [32] and Ti-6-4 [33].

Yield strength (σ_YS in the T orientation) and plane strain fracture toughness (K₁IC in the TL orientation) are 940 MPa and 66 MPa√m for Ti-6-2222, and 940 MPa (L) and 79 MPa√m (LT) for Ti-6-4.²

**HEE Characterization**

Compact tension (CT) specimens were machined from the mid-planes of the plates. For Ti-6-4, specimens were 6.4 mm thick (B), 63.5 mm wide (W), and in the LT orientation. For Ti-6-2222, B equaled 6.1 mm, W was 50.0 mm, and the orientation was TL.² Crack length was determined from measured crack-mouth opening displacement (δ_m) during fatigue cracking and thermal-corrected direct current electrical potential (dcPD) during EAC. The details of compliance and electrical potential measurements are presented elsewhere [30], and standard equations were employed to calculate crack length and K [34].

² The long axis of the tensile specimen was parallel to the transverse (T) or longitudinal (L) direction in the plate, while the Mode I crack was stressed in the first direction with growth parallel to the second direction.
Environment assisted cracking experiments were conducted at 23°C in a near-neutral (pH 6 to 7) and quiescent chloride solution [30]. A polymethyl methacrylate environmental cell, was used to selectively immerse the crack tip in 3.5 weight pct NaCl dissolved in deionized water. Elastomeric tubing was inserted in the notch to seal the cell and solution was circulated through the notch at 0.5 ml/s. The grounded CT specimen was maintained at fixed electrode potential with a potentiostat, platinum-mesh counter electrode, and two Ag/AgCl reference electrodes located adjacent to each broad face of the specimen. The counter electrode was positioned in a separate 2-liter reservoir. The electrode potential difference across the specimen notch was always less than 10 mV, as monitored with the two reference electrodes. The selected potential of −500 mV (vs. saturated calomel, SCE) is the value where EAC of several α/β-Ti alloys in chloride was most severe [2, 35]. The open circuit potential was −300 mV_{SCE} for ELI Ti-6-4 and −200 mV_{SCE} for Ti-6-2222.

Each specimen was fatigue precracked in the aqueous chloride environment to a final crack length (a) to W ratio of 0.50 utilizing a closed loop servohydraulic test machine operated in load control, a stress ratio (R = K_{min}/K_{max}) of 0.1, and frequency of 5-10 Hz. The precracked specimen, controlled with a crack mouth displacement gauge, was loaded at a constant-δ_m rate in aqueous solution to determine the stress intensity at the onset (or threshold) of EAC and subsequent subcritical crack growth rates. Similar experiments in moist air provided a measure of the initiation-fracture toughness at the onset of stable crack growth, K_{JIC} [36]. Prior to crack-growth initiation, a fixed δ_m produced constant dK/dt that was determined by linear regression of K vs. time data. For the CT specimen and fatigue crack length, δ_m of 2.3 x 10^{-8} and 1.2 x 10^{-2} mm/s produced dK/dt levels of 2.0 x 10^{-4} and 1.0 MPa\cdot m/s; the relationship between these two rates is linear [30].

An elastic-plastic analysis was used to account for uncracked-ligament plasticity [36]. The plastic part of the J integral was determined using the area method with compliance calculated from the dcPD-measured crack length; the specimen was not unloaded during an experiment. The effective modulus used in this calculation was determined from the δ_m vs. P data prior to crack extension and the measured-final fatigue crack length. Plane strain constraint was substantial at crack initiation, as evidenced by a lack of shear lips, and the crack was in the Mode I orientation without branching. Crack growth rate was calculated as a function of the elastic K from J (K_J) using a modified incremental polynomial method [30].

Results

Determination of Environment Assisted Cracking Resistance

Measured load, δ_m, and dcPD were analyzed to characterize the fracture resistance of each Ti alloy in moist-laboratory air and NaCl. For CT specimens loaded at fixed δ_m in air, and in aqueous chloride at faster loading rates, the dcPD signal increased steadily by up to 1 pct prior to crack-growth initiation [30]. This rise, due to crack tip plasticity and crack opening, dictated that the δ_i level at the onset of crack growth be determined objectively by regression analysis of pre and post-initiation data [36]. For specimens loaded at slower dK/dt in NaCl, δ_i was defined clearly by a sharp increase in dcPD and
decrease in load. These analyses of dcPD vs. $\delta_m$ yielded crack length and K vs. time (Fig. 2), as well as $da/dt$ vs. K. The air-initiation fracture toughness was indicated by either $K_{JIC}$ at $\delta_m$ or $K_{JIC}$ at the K level after 0.2 mm of crack extension. For EAC, $K_{JTH}$ and $K_{JTH}$ were defined similarly.

Two propagation behaviors were observed. For moist air and faster loading rates in NaCl, crack length increased monotonically with increasing K during fixed-$\delta_m$ loading (Fig. 2b). For slow-rate loading in NaCl, subcritical crack growth occurred with oscillating periods of slow and faster $da/dt$. As shown in Fig. 2a, each period of slow growth occurred under rising K, while more rapid extension resulted in decreasing K due to falling load.

Both Ti-6-4 and Ti-6-2222 were embrittled by rising-$\delta_m$ loading in NaCl solution. The threshold stress intensity for crack growth, crack growth rate, and the microscopic cracking path each depended on applied $\delta_m$ and dK/dt.

**Threshold Stress Intensity for EAC**

The threshold stress intensity for EAC in both Ti-6-4 and Ti-6-2222 exposed to 3.5% NaCl solution is less than $K_{JIC}$ and depends on dK/dt, particularly for the latter $\alpha/\beta$-Ti alloy, as shown in Figs. 3 and 4.
Mill-annealed Ti-6-4 (ELI, LT) plate exhibits moderate EAC susceptibility. In Fig. 3, $K_{JIC}$ (■) is independent of $dK/dt$ between $4 \times 10^{-3}$ and 0.1 MPa\(\sqrt{\text{m}}\), and is 79 MPa\(\sqrt{\text{m}}\). $K_{JCl}$ equals 66 MPa\(\sqrt{\text{m}}\). $K_{JTTh}$ is below $K_{JIC}$ for loading rates below 0.1 to 0.3 MPa\(\sqrt{\text{m/s}}\), indicating EAC. $K_{JTTh}$ (○) and $K_{JTTh}$ (■) depend on applied $dK/dt$ and are a minimum of 56 MPa\(\sqrt{\text{m}}\) at $10^{-2}$ to 0.1 MPa\(\sqrt{\text{m/s}}\).

**Figure 3** - $K_{JTTh}$ (○) and $K_{JTTh}$ (■) vs. loading rate for Ti-6-4 (ELI, LT) plate in aqueous chloride, compared to $K_{JIC}$ (■).

The trend in Fig. 3 suggests that fast and slow loading rates eliminate EAC of Ti-6-4 in NaCl. As $dK/dt$ decreases below $10^{-2}$ MPa\(\sqrt{\text{m/s}}\), threshold stress intensities increase toward the moist air fracture toughness. For $dK/dt$ above 0.3 MPa\(\sqrt{\text{m/s}}\), mechanical crack tip damage occurs coincident with the onset of EAC, as suggested by equal $K_{JTTh}$ and $K_{JCl}$. The difference between $K_{JTTh}$ and $K_{JTTh}$ is highest at the extreme high and low loading rates. Values of the plane strain
tearing modules over the initial $\Delta a$ of 0.5 mm \cite{30} (10.7, 1.1, 3.1, 2.8, 1.2, 2.5, 0.1, 2.2, 2.8, and 7.0 for the 10 levels of increasing $dK/dt$ in Fig. 3) confirm that the susceptibility to environmental propagation is maximized at the intermediate $dK/dt$ of 0.1 MPa\(\sqrt{m/s}\).

Ti-6-2222 plate exhibits significantly greater EAC susceptibility than Ti-6-4, as indicated by the lower $K_{JTHI}$ values in Fig. 4. While $K_{JRC}$ (■) is 66 MPa\(\sqrt{m}\) and $K_{JCI}$ is 56 MPa\(\sqrt{m}\), $K_{JTHI}$ is as low as 13 MPa\(\sqrt{m}\) over a range of $dK/dt$ from $2 \times 10^{-4}$ to 0.1 MPa\(\sqrt{m/s}\). $K_{JTHI}$ rises sharply to 37 MPa\(\sqrt{m}\) as $dK/dt$ increases to 5 MPa\(\sqrt{m/s}\). The trend line suggests that EAC is eliminated by fast loading rates ($dK/dt = 40$ MPa\(\sqrt{m/s}\)). The threshold stress intensity does not increase with decreasing $dK/dt$, and the difference between $K_{JTHI}$ and $K_{JTH}$ is small indicating limited resistance to initial-crack growth.

\textit{Crack Growth Rate}

For both alloys in air, crack growth under rising $\delta_m$ was stable, consistent with finite crack growth resistance and positive tearing modulus. Similar behavior was observed for each alloy stressed in NaCl solution, but only at $dK/dt$ levels above $10^{-2}$ MPa\(\sqrt{m/s}\). For slower loading rates, cracking in NaCl oscillated between periods of slow-stable and faster-stable growth, as illustrated in Fig. 2a. Loading rates that produced slow-fast $da/dt$ are designated by * in Figs. 3 and 4.

The absence of the rapid $da/dt$ regions for $dK/dt$ values greater than $10^{-2}$ MPa\(\sqrt{m/s}\) suggests that specimen-compliance may cause this phenomenon. A CT specimen of Ti-6-2222 was loaded in NaCl at a constant $\delta_m$, producing a $dK/dt$ of $6.5 \times 10^{-4}$ MPa\(\sqrt{m/s}\). The measured $K_{JTHI}$ was 12.9 MPa\(\sqrt{m}\) and stable crack growth was oscillatory. The specimen was then stressed in load (P) control at a constant dP/dt that produced an initial $dK/dt$ of $7.2 \times 10^{-4}$ MPa\(\sqrt{m/s}\). The resulting $K_{JTHI}$ was 14.4 MPa\(\sqrt{m}\) and crack growth above $K_{JTHI}$ did not oscillate. Rather, crack length and $K$ increased steadily with increasing time.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{$da/dt$ vs $K_J$ for Ti-6-4 (ELI, LT) plate in 3.5% NaCl (-500 mV SCE) and moist air for various loading rates. Values of $dK/dt$ are: 0.2 (■), 0.5 (■), 1.6 (▲), 5.3 (▼), 82 (O), 320 (□), 1000 (△), and 5800 (▽) x $10^{-3}$ MPa\(\sqrt{m/s}\) for NaCl; and 4.1 (◇) and 83 (●) x $10^{-3}$ MPa\(\sqrt{m/s}\) for loading in moist air.}
\end{figure}
Figure 5 shows da/dt vs. K_i for Ti-6-4 (ELI, LT) in moist air and NaCl. Data were included for both subcritical crack growth (K < K_JIC) and stable crack growth above K_JIC. The regions of rapid-stable crack extension were not plotted. For all loading rates and both environments, da/dt was independent of K_i for the regions of slow-stable crack extension. As dK/dt increased, the average crack growth rate increased, as shown by the open (NaCl) and filled-circle (moist air) symbols in Fig. 6 for K_i of 60 (□), 70 (○), and 80 (△) MPa m^{-1}, as well as the average da/dt (●) for moist air. The trend line in Fig 6 is

\[ da/dt = 0.1 \ (dK/dt)^{1.13} \]  

(1)

for the units shown.

The da/dt corresponding to rapid crack extension in NaCl are included (■) for comparison and were calculated by linear regression of a vs. t data, Fig. 2a. The average da/dt for rapid EAC was 7 μm/s, independent of dK/dt. Below 10^{-1} MPa m^{-1}, these rates were one to three orders of magnitude faster for chloride solution vs. moist air. The NaCl crack growth rates observed for dK/dt above 10^{-1} MPa m^{-1} were equal to the air growth rates and cracking did not oscillate.

Similar crack growth behavior was observed for Ti-6-2222, as shown in Fig. 7. The average value of da/dt during rapid-stable crack extension was 11 μm/s, independent of dK/dt. Crack growth rates during the regions of rapid crack extension below 10^{-1} MPa m^{-1} were orders of magnitude faster than the likely crack growth rates in moist air. The NaCl growth rates observed for loading rates above 10^{-1} MPa m^{-1} are consistent with the expected air crack growth rates. The average-fast NaCl growth rate for Ti-6-2222 was 60% higher than that observed for Ti-6-4, but similar and environment-independent growth rates were observed for each alloy at dK/dt above 0.1 MPa m^{-1}.

Fracture Mode

Environment and loading rate effects on the microscopic fracture mode were established by SEM analysis. In all fractographs presented, the crack growth direction is
Figure 7 - $da/dt$ vs. $dK/dt$ for annealed Ti-6-2222 plate (TL) in 3.5% NaCl (-500 mV$_{SCE}$) and moist air for various loading rates. For slow-stable cracking in NaCl, $K$ was 13 MPa$\sqrt{m}$ for loading rates below $10^{-1}$ MPa$\sqrt{m}$/s and 35 MPa$\sqrt{m}$/m above $10^{-1}$ MPa$\sqrt{m}$/s.

Figure 10 shows NaCl fracture surfaces for rapid-stable and from bottom to top. The fractographs were taken of regions immediately following the fatigue precrack.

Air fracture of Ti-6-4 was by TG-microvoid coalescence (MVC), as illustrated in Fig. 8. Higher magnification analyses established that four features, A through D, constituted this fracture [30]. Region A represents the dominant feature of spherical microvoids. Region B is reminiscent of void sheeting linking two regions of different elevation. Region C shows elongated voids probably caused by the intersection of intense-planar slip bands or the intersection of slip bands and grain boundaries. A small amount of cleavage-like features (D) is present on the air fracture surface.

Chloride solution exposure affected a fracture mode change in Ti-6-4, consistent with reduced $K_{JTHI}$ vs. $K_{JC}$. Figure 8b shows the Ti-6-4-NaCl fracture surface for a $dK/dt$ of $4 \times 10^3$ MPa$\sqrt{m}$/s, corresponding to the maximum EAC susceptibility in Fig. 3. Compared to fracture in air, cracking in NaCl involved a substantial amount of cleavage (D). Metallographic sectioning confirmed that EAC in the equiaxed-$\alpha$ microstructure of Ti-6-4 was transgranular [30], consistent with literature results [8]. Presumably this cleavage is along a high index plane in $\alpha$, nearly parallel to {0001}[2, 10, 37-39]. SEM examination showed that the amount of cleavage decreased with increasing $K_{JTHI}$ as $dK/dt$ both increased and decreased from the minimum in Fig. 3 [30]. The crack surfaces created by stressing in NaCl at the fastest and slowest $dK/dt$ levels contained a substantial amount of features A, B, and C. Figure 9 contains the fractograph typical of Ti-6-4 stressed in NaCl at the slowest $dK/dt$ examined. Since microvoid-based features are not environment sensitive, this result confirms that the susceptibility to EAC is reduced at slow loading rates. Similar fractographic results were obtained for fast $dK/dt$.

Rising-8$\_m$ loading of Ti-6-2222 in NaCl solution produced a fracture mode change corresponding to reduced $K_{JTHI}$ vs. $K_{JC}$ (Fig. 4). Air fracture was by TG MVC, similar to that for Ti-6-4 (Fig. 8a).
slow-stable EAC in Ti-6-2222. The environmental fracture mode contained extensive TG α-cleavage. This morphology was produced for all loading rates examined, as illustrated by the fractograph of fast-dK/dt EAC in Fig. 11.

Fractographic and metallographic examinations showed that the transition from slow to rapid-stable cracking in NaCl was not accompanied by a crack mode change for either α/β-Ti alloy in NaCl. The fractographs in Fig. 10 show the regions of slow and rapid-stable EAC in Ti-6-2222/NaCl (Fig. 2a). Each regime involved extensive α-cleavage, without a resolvable transition in the crack path when da/dt changed from fast to slow or from slow to fast. Similar results were obtained for Ti-6-4 [30].

Discussion

EAC Resistance of Ti-6-2222

The modern α/β-Ti alloy, Ti-6-2222, is susceptible to severe transgranular EAC in chloride solution, as established by the results in Figs. 4, 7, 10, and 11. The threshold stress intensity for the onset of EAC, K_{TH,50}, is reduced to 25% of K_{J,50}, subcritical crack growth rates are as high as 20 μm/s (or one-third of a prior β-Ti grain per second), and a fracture mode

Figure 8 - Scanning electron fractographs of crack surfaces in Ti-6-4 (LT) produced by rising-δ, loading in (a-top) moist-laboratory air and (b-bottom) 3.5% NaCl solution at dK/dt of 4 x 10^3 MPa\·m/s.

Figure 9 - SEM fractograph of the NaCl fracture surface of annealed Ti-6-4 (ELI, LT) plate loaded at a slow dK/dt of 2.0 x 10^4 MPa\·m/s.
The microstructure of the α/β-hot rolled plate of Ti-6-2222 (Fig. 1b) was not optimized for yield strength and air-fracture toughness. A so-called Triplex thermomechanical process (solution treat at β₉ + 28-42°C for 0.5 h and cool at 20-67°C/min; anneal at β₉ - 28-

transition is affected by concurrent stress and chloride exposure. Severe EAC persisted over a wide range of applied dK/dt from 2 x 10⁴ MPa/μm/s (or lower) to 0.01 MPa/μm/s. Less severe EAC continued to dK/dt levels at least as high as 5 MPa/μm/s, and the trend line in Fig. 4 suggests that EAC may be sustained in Ti-6-2222 for dK/dt levels up to 40 MPa/μm/s.

EAC may be significant for some applications of Ti-6-2222. The susceptibility of Ti-6-2222 is substantially higher than that exhibited by the ELI grade of Ti-6-4 for identical test conditions. The EAC of Ti-6-2222 was similar in terms of absolute K₁ of α/β-Ti alloys with high Al and Sn contents, and heat treated to precipitate α₆ (Ti-8Al-1Mo-1V and Ti-7Al-4Mo [3, 40], as

well as Ti-5Al-2.5Sn, Ti-6Al-6V-2Sn, Ti-6Al-2Sn-4Zr-2Mo, and Ti-6Al-2Sn-4Zr-6Mo [21, 40]).

Figure 10 - Ti-6-2222 (TL) NaCl fracture surfaces depicting regions of (a-top) rapid and (b-bottom) slow-EAC at dK/dt of 2.0 x 10⁴ MPa/μm/s.

Figure 11 - SEM fractograph of the environmental fracture surface for annealed Ti-6-2222 (TL) loaded at dK/dt of 1.2 MPa/μm/s in NaCl.
50°C for 1.0 h and cool at 20-67°C/min; age at 496-538°C for 8h and air cool) optimized $\sigma_{YS}$ (minimum 910 MPa) and plane strain fracture toughness (minimum 77 MPa\(\sqrt{m}\)) [41]. The lower toughness of the Ti-6-2222 microstructure in Fig. 1b ($K_{JIC} = 56$ MPa\(\sqrt{m}\)) is likely due to globular-aligned $\alpha$ (Fig. 1b) as well as silicides and $\alpha_2$ formed during slow cooling from the $\alpha/\beta$ annealing temperature [31, 42].

Ti-6-2222 is generally susceptible to severe TG EAC [30]. Several microstructures of both plate and extrusion, including that subjected to the Triplex treatment, were prone to brittle cracking when exposed to NaCl solution under rising $\delta_m$. The effect of microstructure on EAC resistance is considered in detail elsewhere [43], where it is established that the critical factor that controls TG EAC is $\alpha_2$ precipitation in $\alpha$. This phase formed during furnace cooling of both Ti-6-2222 [32, 42] and Ti-6-4 (ELI) [33] in the present study. The EAC susceptibility of Ti-6-2222 relative to Ti-6-4 was speculatively ascribed to enhanced $\alpha_2$-precipitation kinetics due to Si [43].

**Mechanistic Implications**

Each annealed $\alpha/\beta$-Ti alloy and aged-metastable $\beta$-Ti alloy listed in Table 1 is susceptible to severe environmental cracking for similar chloride solution and cracked-specimen loading conditions. The $\beta$-Ti alloys are susceptible to intergranular (IG) cracking, while TG-$\alpha$ cleavage occurs in $\alpha/\beta$ Ti-6-4 and Ti-6-2222.

**Table 1 - Titanium Alloys Susceptible to EAC in Aqueous Chloride Solution Under Rising Crack-Mouth-Opening Displacement Loading**

<table>
<thead>
<tr>
<th>Microstructure</th>
<th>EAC Mode</th>
<th>Minimum $K_{JIC}$ ($\text{MPa}\sqrt{m}$)</th>
<th>Maximum $dK/dt$ ($\text{MPa}\sqrt{m}/\text{s}$)</th>
<th>Maximum $da/dt$ ($\mu$m/s)</th>
<th>$H$ Penetration ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti-6Al-4V (ELI)</td>
<td>Equiaxed $\alpha/\alpha_2$ + retained $\beta$</td>
<td>TG; $\alpha$ cleavage</td>
<td>56/79</td>
<td>0.1-0.5</td>
<td>7</td>
</tr>
<tr>
<td>Ti-6Al-2Zr-2Sn-2Cr-2Mo</td>
<td>Coarse-acicular $\alpha/\alpha_2$ in $\beta$/$\text{Ti}_5\text{Si}_3$</td>
<td>TG; $\alpha$ cleavage</td>
<td>14/66</td>
<td>4-40</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti-8V-6Cr-4Mo-4Zr-3Al [12, 70]</td>
<td>Fine $\alpha$ precipitates in $\beta$</td>
<td>IG; along $\beta$ bounds</td>
<td>24/64</td>
<td>&gt;40</td>
<td>20-100</td>
</tr>
<tr>
<td>Ti-15Mo-3Nb-3Al [12, 65]</td>
<td>Fine $\alpha$ precipitates in $\beta$</td>
<td>IG; along $\beta$ bounds</td>
<td>40/70</td>
<td>0.2-2</td>
<td>≈20</td>
</tr>
</tbody>
</table>

---
Background: Hydrogen Environment Embrittlement Mechanism—A body of evidence establishes that both TG EAC in $\alpha/\beta$-Ti alloys [8] and IG EAC in $\beta/\alpha$-Ti alloys [9, 12] are caused by HEE local to the crack tip. Qualitatively, EAC in $\alpha/\beta$ alloys is similar for stressed exposure in $\text{H}_2$ and aqueous-halogen solutions [8]. Quantitatively for the $\beta/\alpha$-electrolyte system, crack acidification and lowered electrode potential favor electrochemical H production and entry, establishing a crack tip surface H concentration of $C_{\text{HS}}$ [6, 9]. This H is transported into the process zone where damage occurs when the local tensile stress exceeds a critical level that decreases with increasing concentrated H content. The process zone is typically hypothesized to be located where tensile and hydrostatic stresses are maximum, within the first 20% of the plastic zone [14, 44]. Process zone H promotes near-basal cleavage-like cracking through $\alpha$ in $\alpha/\beta$-Ti alloys [2, 4, 10] and IG cracking along $\beta$ grain boundaries in $\beta/\alpha$-Ti alloys [12], Table 1.

Three elements must be understood to model the threshold and kinetics of HEE in Ti alloys; crack electrochemistry, crack tip strain rate, and process zone H diffusion.

Crack Electrochemistry—While bare titanium is extremely reactive, passivity is a critical element of HEE because the surface oxide hinders H supply to damage sites [17, 45, 46]. As such, HEE is focused at the crack tip where plastic deformation ruptures the passive film to expose the active and H-diffusion barrier-free alloy [9, 45, 47, 48]. Titanium fractured in simulated crack solution repassivates in less than $10^{-3}$ s [45], but net-anodic current transients, with a prolonged decay time of 2 to 20 s, emit from surface reactions on a straining-electrode surface in chloride solution [47]. These long-time transients were modeled as comprised of numerous and overlapping-discrete dissolution events, each caused by oxide destabilization due to a superdislocation composed of many single dislocations arriving at the oxide/metal interface in a distribution of time and space [48]. Experiments with smooth and notched tensile specimens of a $\beta/\alpha$-Ti alloy in NaCl showed that both finite plastic strain and an average strain rate in excess of $10^{-5}$ s$^{-1}$ were required to produce discrete depassivation events that overlapped to produce a long-term transient [48].

From these results, it is hypothesized that the H production step in HEE only occurs above a critical crack tip strain rate that is necessary to mechanically destabilize the tip-passive film for H uptake. It is further speculated that, above a critical strain rate and on average at $K_{\text{TH}}$, crack tip deformation conditions are sufficient to provide a quasi-steady state level of film destabilization and H production. Essentially, deformation at this level causes a continued and constant destabilization of a portion of the straining crack tip; as such, a quasi-steady state hydrogen concentration, $C_{\text{HS}}$, is developed. This view is supported by experimental measurements of net-anodic current transients of many seconds duration emitted from a chloride-laden crack subjected to rising $K$. Such prolonged transients began at about half of $K_{\text{TH}}$ and increased in frequency to overlap as $K$ approached this threshold [47]. The actual H production condition will likely vary about the perimeter of the crack tip due to strain and strain rate variations with position, as well as noncontinuum microscopic plasticity. This model of passive film destabilization should be relevant to $\alpha/\beta$-Ti alloys that contain $\alpha_2$ precipitates that exacerbate localized-planar slip via the particle cutting mechanism and produce large slip offsets at a free surface [26, 49].
The rate of supply of electrolyte from the bulk to support crack tip reactions, as well as the removal of ionic reaction products from this region, could rate limit HEE at high loading or crack growth rates [18]. For Ti in bulk-neutral chloride solution, the cracking rate limited by Faradic dissolution of a fully-bare crack tip surface is orders of magnitude faster than those encountered in the present study [50]. Two uncertainties exist. The limiting rate can be reduced by electrolyte-mass transport that is impeded by either the occluded crack-opening geometry or a precipitated-salt film near the crack tip [51]. The anodic and cathodic currents local to the crack tip, and the amount of salt formed, depend on the passive current density vs. crack-solution volume and area of passive surface that is bared by slip step formation. This active area is unknown for Ti alloys in chloride solution [9, 47, 48, 50].

**Hydrogen Diffusion**—If $C_{HS}$ is established rapidly, then the amount of H transported to crack tip damage sites ($C_H$) should limit the kinetics of HEE. For a stationary-infinite planar surface, maintained at constant $C_{HS}$, the one-dimensional H-penetration distance is

$$x = A\sqrt{D_H t}$$

where $x$ is distance ahead of the surface, $A$ is a constant that depends on the selected level of $C_H/C_{HS}$, $D_H$ is the diffusivity of H in $\alpha$ or $\beta$ Ti, and $t$ is time. For a propagating crack, H penetration distance is estimated from steady-state $C_H$ vs. $x$ profiles for different ratios of $da/dt$ to $D_H$ and with the crack tip acting as a moving line source of H in two dimensions [52]. More complex solutions account for stress and plastic strain effects on H diffusion [53]. Several issues confound H-transport analysis. The diffusion distance into the process zone is not known [54]. Second, H diffusion in a complex $\alpha/\beta$-Ti microstructure may occur by parallel lattice and interface paths [11, 28]. Third, H may be transported by dislocation sweeping into the process zone [55], until H breaks from moving dislocations in $\alpha$-Ti at a critical strain rate of order 0.01 s$^{-1}$ [21, 55].

**Crack Tip Strain Rate**—In the HEE scenario, $\dot{\varepsilon}_{CT}$ represents a tensile or shear-strain rate component local to the crack tip. Time derivatives of elastic-plastic continuum solutions for strain ahead of a stationary crack show that each component of strain rate depends on alloy deformation properties, position in the crack tip process zone ($x$ ahead of the crack tip and $\theta$ above the crack plane), $K$, and $dK/dt$ [56-58]. For the tensile-flow properties of Ti-6-4 (ELI) and Ti-6-2222

$$\dot{\varepsilon}_{CT} = \lambda \left[ \frac{1}{E\sigma_{ox}} \right] \dot{\gamma} K^\theta \frac{dK}{dt}$$

where $\lambda = 0.04$, $\gamma = 1.0$, and $\theta = 1.0$ for a solution based on a small-strain description of the crack tip field [57], and $\lambda = 0.20$, $\gamma = 2.2$, and $\theta = 3.4$ derived from a large-strain finite element analysis of crack tip tensile strains [59]. Solutions for a propagating crack include an additional term to account for the effect of $da/dt$ on strain rate [60]. The crack tip opening displacement rate in the Mode I loading direction, $\delta_{CT}$, approximates $\dot{\varepsilon}_{CT}$. A J-integral based description of $\delta_{CT}$ is [60]
\[ \dot{\varepsilon}_{CT} \propto \delta_{CT} = 2\alpha \frac{dK}{dt} \frac{K(1-\nu^2)}{E\sigma_{YS}} + \beta \frac{da}{dt} \frac{\sigma_c}{E} \ln \left( \frac{0.2 K^2(1-\nu^2)}{\sigma_{YS}^2 r} \right) \]  

(4)

where \( \alpha = 0.7 \) for low-strain hardening \( \alpha/\beta \)-Ti alloys, \( \beta = 5 \), \( r \) is the distance behind the crack tip, and \( \sigma_c \) is the yield strength or Ramberg-Osgood reference stress.

Crack tip strain rate is difficult to determine. Equation 3 predicts an infinite tip-surface strain rate as \( x \) approaches 0, and different strain rate distributions ahead of the crack tip depending on the model chosen. From Eq. 4, \( \dot{\varepsilon}_{CT} \) at the blunted-crack tip surface is estimated from \( \delta_{CT} \) using an uncertain gauge geometry (shear band vs. crack opening displacement) and gauge length [58, 61]. The relevant value of \( r \) behind this surface is unknown and Eq. 4 does not describe the gradient of \( \dot{\varepsilon}_{CT} \) ahead of the crack tip. The continuum approach may not describe \( \dot{\varepsilon}_{CT} \) adequately if microscopic deformation is heterogeneous due to slip localization in the two-phase \( \alpha/\beta \) microstructure, accentuated by \( \alpha_2 \) precipitates. Equations 3 and 4 do not include a creep contribution. None-the-less, Eqs. 3 and 4 provide the best available description of crack tip strain rate for use in interpreting EAC data and trends.

Hypothesis—The kinetics of EAC of alloys are established by the effect of \( \dot{\varepsilon}_{CT} \) on quasi-steady \( C_{HS} \) and coupled H diffusion ahead of the crack tip. This notion was considered for IG HEE of aged \( \beta/\alpha \)-Ti alloys [12] and is tested here for TG HEE of \( \alpha/\beta \)-Ti alloys of two distinctly different microstructures.

Oscillating Environmental Crack Growth—Each of the alloys in Table 1 exhibited EAC that oscillated between periods of slow-stable and fast-stable growth. Analysis of cracking in \( \beta \)-Ti alloys (Table 1) established that this behavior was due to an extrinsic effect of specimen compliance on \( K \) and \( \dot{\varepsilon}_{CT} \) [12] rather than an intrinsically-discontinuous hydrogen embrittlement mechanism [62, 63]. The experimental results confirm this conclusion for TG HEE in \( \alpha/\beta \) Ti-6-4 and Ti-6-2222. Each regime of slow or rapid EAC occurred over thousands of micrometers (Fig. 2), well in excess of a typical process zone in a discontinuous cracking process. Crack growth did not arrest during slow growth and occurred at a finite rate during fast-da/dt cracking. Oscillatory EAC was eliminated by either fast dK/dt loading at fixed \( \delta_m \) (Figs. 2-4) or by load-control at fixed dp/dt. The TG fracture mode was identical for the slow-da/dt and fast-da/dt regions of EAC in Ti-6-4 and Ti-6-2222 (Fig. 10). There was no evidence for striation markings on the fracture surface, or crack-wake ligaments that ruptured by ductile fracture after the environmental crack passed.

Oscillating crack growth and the dK/dt dependence of da/dt (Figs. 6 and 7) are explained by H production governed by crack tip strain rate. Equation 4 shows that the strain rate for a propagating crack depends on dK/dt and da/dt. For slow da/dt or high dK/dt, the loading rate term in Eq. 4 dominates \( \dot{\varepsilon}_{CT} \), and da/dt increases with increasing dK/dt, as shown in Figs. 6 and 7 for the regions of slow crack growth. In contrast the growth rates during rapid crack extension are independent of dK/dt. Here, increasing specimen compliance creates negative dK/dt (Fig. 2) and the da/dt term in Eq. 4 controls \( \dot{\varepsilon}_{CT} \), independent of the applied \( \delta_m \) rate. The crack tip strain rates are similar resulting in
crack growth rates that are independent of the initial-applied dK/dt. The rapidly growing crack generates a self-sustaining crack tip strain rate, and rapid crack growth continues until a lower K level is reached which arrests EAC.

Although Eq. 4 qualitatively explains the effect of dK/dt on EAC kinetics, the predicted deformation rates are not consistent with the measured effect of loading on da/dt. During slow crack growth, the calculated da/dt term in Eq. 4 is larger than the dK/dt term for the range of applied displacement rates examined. As concluded for the β-Ti alloys in Table 1 [12], existing continuum descriptions of crack tip strain rate with known input parameters are inadequate to explain the experimental observations of HEE in Ti alloys. From the practical perspective, rising crack mouth opening displacement loading is an effective method to characterize the threshold stress intensity for the onset of EAC, but is a complex loading condition for crack growth rate measurement.

HEE at Quasi-Static Crack Tip Strain Rates—Early studies suggested that EAC does not occur in α/β-Ti alloys under either static load [21-23] or if crack-tip creep occurs prior to solution exposure [26, 27]. The implication is that uptake of H ceases below a critical crack tip strain rate (10^{-5} s^{-1}) due to stable crack tip oxide. The reduction of HEE at low crack tip strain rates was demonstrated for the β-Ti alloys in Table 1 [12].

Results suggest that HEE is nearly eliminated in Ti-6-4 at the lower dK/dt examined (Figs. 3, 8 and 9), but not for Ti-6-2222 (Fig. 4). For a slow-applied dK/dt of 10^{-4}
MPa\cdot m/s, calculated crack tip strain rates are 2 \times 10^{-6} s^{-1} (Eq. 3 with \lambda = 0.04, \gamma = 1.0, and \theta = 1.0), 6 \times 10^{-6} s^{-1} (Eq. 3 with \lambda = 0.20, \gamma = 2.2, and \theta = 3.4), and 7 \times 10^{-5} s^{-1} (Eq. 4 with da/dt = 0); all for x = r = 1 \mu m and K = 60 MPa\cdot m relevant to Ti-6-4. These strain rates are, with the exception of the propagating crack result, less than the strain rate (1 \times 10^{-5} s^{-1}) necessary to stimulate passive film destabilization in the presence of significant plastic strain, as established based on tensile-straining electrode experiments [47, 48]. It is reasonable to expect that HEE would not occur in Ti-6-4 at the lowest loading rates examined because crack tip passivity hinders hydrogen uptake.

Considering Ti-6-2222, for dK/dt of 10^{-4} MPa\cdot m/s, \dot{\varepsilon}_{CT} is between 5 \times 10^{-7} s^{-1} (Eq. 3 with \lambda = 0.04, \gamma = 1.0, and \theta = 1.0), 2 \times 10^{-7} s^{-1} (Eq. 3 with \lambda = 0.20, \gamma = 2.2, and \theta = 3.4), and 2 \times 10^{-6} s^{-1} (Eq. 4 with da/dt = 0); all for x = r = 1 \mu m and K = K_{PTH} = 14
MPa\cdot m. These strain rates are lower than those predicted for Ti-6-4 due to the lower K at the onset of cracking and suggest that HEE should not occur in Ti-6-2222 at low dK/dt. Since EAC was produced, the strain rate predictions from Eq. 3 and 4 are inconsistent with experimental observations.

The different low-\dot{\varepsilon}_{CT} responses of Ti-6-4 and Ti-6-2222 are not understood quantitatively. The parameters used in the crack tip strain rate equations are uncertain, particularly the distances (x and r). Strain rate models do not account for localized-planar slip at a crack tip. It is reasonable to speculate that the \dot{\varepsilon}_{CT} associated with enhanced-slip localization in Ti-6-2222 vs. Ti-6-4 [30] exceeds the continuum predictions to explain severe HEE at the slow dK/dt represented in Fig. 5; even lower dK/dt would be required to mitigate embrittlement in Ti-6-2222.

HEE at Rapid Rates—HEE in α/β-Ti alloys is sustained at high rates, Table 1. If the HEE scenario is correct, then the kinetics of the elemental steps outlined previously must support these rapid environmental cracking kinetics.
**Threshold for HEE.** It is reasonable to speculate that a quasi-steady level of \( C_{\text{H}} \) is produced at the deforming crack tip in Ti-6-4 and Ti-6-2222 stressed in neutral-aqueous chloride at \( \frac{dK}{dt} \) of \( 10^2 \text{ MPa}\sqrt{\text{m}/\text{s}} \) and faster, conditions that produced severe EAC. Predicted values of crack tip strain rate are between \( 8 \times 10^{-5} \text{ s}^{-1} \) (Eq. 3 with \( \lambda = 0.04, \gamma = 1.0, \text{ and } \theta = 1.0 \)), \( 5 \times 10^{-5} \text{ s}^{-1} \) (Eq. 3 with \( \lambda = 0.20, \gamma = 2.2, \text{ and } \theta = 3.4 \)), and \( 3 \times 10^{-3} \text{ s}^{-1} \) (Eq. 4 with \( \frac{d\alpha}{dt} = 0 \)); for \( K = 20 \text{ MPa}\sqrt{\text{m}} \text{, } \frac{dK}{dt} = 0.01 \text{ MPa}\sqrt{\text{m}/\text{s}} \text{, and } x = r = 1 \mu\text{m} \). Each value exceeds the strain rate of \( 10^{-5} \text{ s}^{-1} \) that is necessary for crack tip H production. Faster \( \frac{dK}{dt} \) should favor constant or increasing \( C_{\text{H}} \) to sustain HEE, and H production and uptake should not be rate limiting for the range of \( \frac{dK}{dt} \) considered. It is further assumed that neither electrolyte-mass transport for ion renewal and removal, nor crack-potential drop, limit the cracking kinetics. This speculation is based on the results of occluded-crack electrochemical studies performed on a \( \beta/\alpha \)-Ti alloy [7, 50].

The \( K_{\text{TH}} \text{ vs } \frac{dK}{dt} \) data in Figs. 3 and 4 provide insight into the location of crack tip damage sites; above a critical \( \frac{dK}{dt} \), HEE is eliminated because time is insufficient for H transport. This location is estimated from the maximum distance of H penetration ahead of the stationary-crack tip surface (\( x_c \)) during the time to load to \( K_{\text{TH}} \) at the maximum \( \frac{dK}{dt} \) that produced TG cracking. For diffusion, penetration distances are estimated from Eq. 2. Since the critical level of \( C_{\text{H}} \) is not known, \( C_{\text{H}}/C_{\text{HS}} \) is assumed to equal 0.5 (\( A = 1.0 \)). Differences in \( C_{\text{H}}/C_{\text{HS}} \) over a reasonable range exert a second-order effect on the calculation that follows. The time for H transport is less than the duration of solution exposure prior to \( K_{\text{TH}} \) because H uptake only occurs during film rupture. Assuming that film rupture starts at 50% of \( K_{\text{TH}} \) [48], the time for H diffusion ahead of the crack tip is 170 s for Ti-6-4 (HEE terminates at \( \frac{dK}{dt} \geq 0.2 \text{ MPa}\sqrt{\text{m}/\text{s}} \text{ where } K_{\text{TH}} = K_{\text{JCI}} = 68 \text{ MPa}\sqrt{\text{m}} \)), and 1 s for Ti-6-2222 (\( \frac{dK}{dt} > 20 \text{ MPa}\sqrt{\text{m}/\text{s}} \text{, } K_{\text{TH}} = K_{\text{JCI}} = 52 \text{ MPa}\sqrt{\text{m}} \)). Assuming that HEE is controlled by H diffusion in \( \alpha \), with an associated \( D_{\text{H}} \) of \( 1 \times 10^{-11} \text{ cm}^2/\text{s at } 25^\circ\text{C} \) [64], Eq. 2 shows that \( x_c \) is 0.4 \( \mu\text{m} \) for Ti-6-4 and 0.03 \( \mu\text{m} \) for Ti-6-2222.

These calculated H penetration distances are smaller than the estimated size of the process zone. Continuum modeling of a blunted—stationary crack tip demonstrates that tensile stresses are several times higher than \( \sigma_{\text{YS}} \) over a distance from the tip that equals two to four times the blunted crack tip opening displacement (\( \delta_i \)), where \( 4\delta_i \) equals \( 2K^2/\sigma_{\text{YS}}E \) [14]. This distance is 70 \( \mu\text{m} \) for Ti-6-4 and 3 \( \mu\text{m} \) for Ti-6-2222, both stressed to \( K_{\text{TH}} \). Hydrogen trapping by dislocations generated by high crack tip plastic strain may reduce \( D_{\text{H}} \); \( x_c \) is further reduced 10-fold for each 100-times decrease in the apparent \( D_{\text{H}} \) (Eq. 2). The exact effect of dislocation density on \( D_{\text{H}} \) in \( \alpha \)-Ti is unknown. These comparisons suggest that diffusion in the \( \alpha \) lattice cannot supply H to the location of maximum tensile stress predicted from the blunt-crack model.

Each CT specimen was fatigue cracked in chloride solution prior to rising-\( \delta_m \) testing. Hydrogen, introduced to the process zone during fatigue, could affect \( K_{\text{TH}} \). The effect of precrack environment was not defined for Ti-6-4 or Ti-6-2222. Similar experiments with cast Ti-6-2222 in NaCl produced severe transgranular EAC emanating from an air fatigue crack. This cracking exhibited all of the characteristics observed for the plate microstructure of Ti-6-2222 (Figs. 2, 4, 7, 10 and 11). Identically severe IG EAC was produced for air and NaCl-fatigue precracked specimens of a \( \beta \)-Ti alloy [65]. Typically, 1 to 12 h elapsed between NaCl fatigue cracking and the beginning of the
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rising-$\delta_m$ EAC experiment. The specimen was maintained without stress in the solution during this transition, but H uptake would not occur since crack tip deformation was nil. From Eq. 2, a typical H diffusion distance is 2-7 $\mu$m, suggesting that H from fatigue precracking dispersed sufficiently within the process zone, with the residual amount being small compared to $C_{HS}$ produced during rising $\delta_m$. Possible H trapping in the process zone, and the effect of lapsed time between solution-precracking and rising displacement EAC testing, were not studied.

**Crack Propagation Kinetics**—The fast rates of TG cracking observed for $\alpha/\beta$-Ti alloys in NaCl solution provide further insight into the H-embrittlement site. The ratio of $(da/dt)/D_H$ controls the maximum-H penetration distance [52]. For Ti-6-4 (maximum $da/dt = 7$ $\mu$m/s from Fig. 3, an assumed critical $C_H/C_S$ ratio of 0.5, and a $D_H$ of $1.0 \times 10^{-11}$ cm$^2$/s [64]), the maximum penetration distance is $4 \times 10^4$ $\mu$m. For Ti-6-2222, the maximum $da/dt$ is 11 $\mu$m/s (Fig. 4) and the maximum penetration distance is $3 \times 10^4$ $\mu$m.

The opening of a propagating crack tip is less than $\delta_c$ estimated for the stationary crack due to elastic unloading of material in the wake. The tip opening predicted from the moving-crack analysis that yielded Eq. 4 is $\delta_c = \{1.5 (\sigma_c^p/E) \ln(0.2 K_c^p/\sigma_c^p)\}$ [60]. Four times this distance, for $r = 1$ $\mu$m behind the crack tip, is 1.0 $\mu$m for Ti-6-4 and 0.60 $\mu$m for Ti-6-2222, both stressed to the threshold $K$ for HEE. If this multiple of $\delta_c$ defines the location of the maximum tensile stresses and process zone ahead of a propagating crack tip, then lattice diffusion cannot supply H at the observed rates of EAC.

**Discrepancy between Predicted and Expected Process Zone Distances**—Of the four cases in Table 1, the continuum-predicted process zone distance equals the lattice-H diffusion distance only for the static crack in the two $\beta/\alpha$ Ti alloys. For the static crack in each $\alpha/\beta$-Ti alloy, as well as for the propagating cracks in the $\alpha/\beta$ and $\beta/\alpha$-Ti alloys, the calculated H-diffusion distance is substantially smaller than a classic process zone size based on the location of the stress maximum ahead of a blunted crack tip. For HEE to be the correct mechanism, this discrepancy must be explained.

**Rapid-Path H Transport**—A rapid-path H transport mechanism could augment lattice diffusion of H over the predicted 4$\delta_c$. Considering the static crack, $D_H$ for $\beta$-Ti is rapid ($5 \times 10^{-7}$ cm$^2$/s at 25°C) and H transport distances are 90 and 7 $\mu$m, respectively, for Ti-6-4 and Ti-6-2222 at the fastest $dK/dt$ that produced TG EAC. While these distances are comparable to the static process zone located at 4$\delta_h$, the $\beta$ phase is sufficiently discontinuous in Ti-6-4 and not a fast-path for H diffusion. The $\beta$ is sufficiently continuous in Ti-6-2222 to supply H embrittlement of $\alpha/\beta$ interfaces [11]. However, TG-$\alpha$ cleavage is the cracking mechanism for $\alpha/\beta$-Ti alloys in chloride solution (Figs. 8, 10 and 11 and Ref. [8]). Since the $\alpha$-plate width is much larger than the lattice diffusion distance, it is unclear how rapid H diffusion in $\beta$ would supply H to a process zone that is within $\alpha$. The similar cracking kinetics and transgranular modes for Ti-6-4 and Ti-6-2222 in NaCl solution, in spite of the microstructural differences, suggests that fast-path
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diffusion does not explain the low $K_{TH}$ at the relatively high $\frac{dK}{dt}$ levels represented in Figs. 3 and 4.

If dislocation transport of H is possible in the equiaxed and acicular morphologies of $\alpha$, then H can be transported rapidly over the distance necessary to reach the blunted crack tip process zone $^5$ [21]. Assuming a density of mobile and H-carrying dislocations of $10^{10}$ cm$^{-2}$, H will dissociate from dislocations at a critical velocity of 0.4 $\mu$m/s, corresponding to a critical strain rate of 0.01 s$^{-1}$. For a static crack and values of $x$ and $r$ in the range from 1 to 10 $\mu$m, Eqs. 3 and 4 suggest that this strain rate is achieved at applied $\frac{dK}{dt}$ levels between 0.3 and 20 MPa$\sqrt{m}$/s. Above these rates, H is not carried by dislocations and HEE should not occur. These estimates are of the same order as the loading rates necessary to preclude HEE emanating from the static crack tip. None-the-less, these calculations are suspect because of the uncertain values of the model parameters [21, 55]. Additionally, the simple model of H association with a dislocation is probably not relevant to the localized-heterogeneous slip structure in $\alpha_2$-bearing $\alpha$. Finally, if the $\alpha/\beta$ interface is a H trap site with a higher binding energy compared to the dislocation, then H could be deposited at the interface as dislocations moved from $\alpha$ to $\beta$ and fast-path H transport would be mitigated.

Process Zone Location—Stress-based estimates of process zone size, from blunt-crack continuum analyses, may not be relevant to HEE in $\alpha/\beta$-Ti alloys. In situ SEM measurements showed that the opening of an IG environmental crack tip in the $\beta/\alpha$-Ti alloy/NaCl system was less than that of a TG fatigue crack, that was in turn less than the predicted $\delta_c$ for a stationary crack at equal $K$ [12]. As such, the location of high tensile stresses should be closer to the tip of a sharp IG crack, consistent with a short diffusion distance. High-elastic stresses may exist adjacent to the sharper crack tip [54, 66]. The origin of the small opening for the IG crack was not understood, but microstructure appears to alter the continuum prediction of crack tip opening and stresses. Considering TG cracking in $\alpha/\alpha_2$, Curtis et al. argued that planar slip constrains blunting to favor a sharper tip with a higher local stress concentration [26]. Additionally, interactions between heterogeneous slip bands and $\alpha/\beta$ boundaries could produce local stress concentrations. In these cases a stress-based process zone distance would be less than a continuum mechanics prediction of $\delta_c$ for a stationary or propagating crack.

High $C_{H}$—Extremely high levels of H, produced on the crack tip surface, could define the location of the damage zone independent of local tensile stress. The continuum crack tip tensile and hydrostatic stress distributions rise from one to about four times $\sigma_{YS}$ with distance from the crack tip surface to $4\delta_c$. The $C_{H}$ decreases from $C_{H5}$, but is enhanced by hydrostatic tension, and microcracking is usually projected to occur at the subsurface point where stresses are maximized [14, 44]. Alternately, $C_{H5}$ may be orders of magnitude higher than expected, as measured for a crack tip in the aluminum alloy/neutral NaCl system and attributed to the high fugacity of H produced on bared Al in contact with an acidified electrolyte [67]. It is reasonable to expect a similar high level

$^5$ Using reasonable parameters in the equations that describe dislocation transport of H [21], $D_H = 10^{-11}$ cm$^2$/s [64], and strain rate from Eq. 4, the calculated transport distance is $160 \mu$m for Ti-6-4 and $90 \mu$m for Ti-6-2222 at the $\frac{dK}{dt}$ levels where EAC was eliminated.
of $C_{HS}$ adsorbed at slip-step bared regions of the crack tip surface for the Ti alloy/chloride system. Embrittlement could occur essentially at the crack tip surface, controlled by high $C_{HS}$ and consistent with very short process zone distances.

Environmental cracking under fast $dK/dt$ and $da/dt$ rule out HEE based on TiH fracture. This brittle phase forms by nucleation and growth from a supersaturated solid solution of H in $\alpha$-Ti, rather than martensitically [68]. The growth of TiH on $\alpha$-Ti contacting $H_2$ above 100°C was rate limited by H diffusion through the growing hydride; the extrapolated thickening rate was 0.002 to 0.02 $\mu$m/s at 25°C [69]. This rate is orders of magnitude slower than the EAC rates (7 to 100 $\mu$m/s) in Table 1, suggesting that sufficient TiH cannot form during environmental crack propagation. If HEE is the mechanism for environmental cracking in $\alpha/\beta$-Ti alloys, then the damage process is reasonably presumed to be lattice or interface decohesion.

Conclusions

1. Annealed Ti-6Al-4V (ELI) and Ti-6Al-2Zr-2Sn-2Cr-2Mo are susceptible to environment assisted cracking (EAC) when stressed under rising crack-opening displacement in aqueous chloride solution. The threshold $K_{JTHI}$ is less than $K_{JHCl}$ and the ductile-fracture mode transitions to transgranular cleavage of $\alpha$.

2. The acicular-$\alpha/\alpha_2$ microstructure of Ti-6-2222 is susceptible to severe cracking in chloride solution compared to the resistant equiaxed-$\alpha$ structure of Ti-6-4 (ELI).

3. EAC in $\alpha/\beta$-Ti alloys depends on loading rate and may be most severe at intermediate crack tip strain rates.

4. EAC is sustained at high loading rates ($dK/dt = 0.3$ MPa$\sqrt{m/s}$ for Ti-6-4 and greater than 10 MPa$\sqrt{m/s}$ for Ti-6-2222) and crack growth rates are rapid (10 $\mu$m/s).

5. The hydrogen environment embrittlement mechanism is consistent with rapid cracking kinetics in $\alpha/\beta$-Ti, but only if the process zone is within 0.001 to 1 $\mu$m of the crack tip surface.

6. A near-tip process zone may be promoted by very high H produced on electrochemically active areas of the crack surface, or by a sharp crack tip.

7. Apart from the TG vs. IG crack path, the phenomenological and mechanistic aspects of environmental cracking are similar for annealed $\alpha/\beta$ and aged-metastable $\beta$-Ti alloys stressed actively in aqueous chloride solution.
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ABSTRACT

Near-peak aged AerMet®100 is susceptible to severe internal hydrogen embrittlement (IHE) at 23°C, if a sufficient-diffusible hydrogen content is present, compromising the high toughness of this ultrahigh strength steel. Evidence includes the threshold stress intensity for subcritical IHE (K_{TH}) as low as 10% of the plane strain fracture toughness (K_{IC}), and a fracture mode transition from microvoid coalescence to brittle-transgranular cracking apparently along martensite lath interfaces and cleavage planes. The K_{TH} decreases from K_{IC} of 132-143 MPa\(\sqrt{m}\) to 12 MPa\(\sqrt{m}\), and the amount of brittle-transgranular fracture increases to near 100%, as the concentration of diffusible H increases from essentially 0 to 8 wppm, with severe embrittlement in the 0-2 wppm H regime. IHE is time dependent, evidenced by increasing K_{TH} with increasing dK/dt and K-independent subcritical crack growth rates, and attributed to diffusional-H repartition from reversible trap sites to the stressed crack tip. The partition distance is \(\sim 1 \, \mu m\), consistent with the fine-scale microstructure of AerMet®100. The causes of the susceptibility of AerMet®100 to TG IHE are very high crack tip stresses and a reservoir of mobile H trapped reversibly at (Fe,Cr,Mo)\(_2\)C precipitates. These factors enable repartition of H to misoriented martensite lath interfaces and interstitial sites near cleavage planes, with each prone to decohesion along a connected path. Predissolved H also reduces the ductile-fracture toughness of AerMet®100 at high loading rates, perhaps due to reduced void growth caused by H trapped strongly at undissolved metal carbides.
INTRODUCTION

AerMet\textsuperscript{®}100, a secondary hardening quenched and tempered martensitic steel, was developed for high performance aerospace applications [1-5]. Composition and heat treatment were optimized for ultrahigh tensile yield strength ($\sigma_{YS} \sim 1750$ MPa) and outstanding plane strain fracture toughness ($K_{IC} \sim 130$ MPa$\sqrt{m}$) [6-12]. An electroplated coating is used for corrosion resistance, but atomic hydrogen (H) can be co-deposited in the plating and steel substrate [13-14]. Thermal treatment ("baking") may reduce this dissolved H; however, the effectiveness was questioned for steels such as AISI 4340 [13-15]. The dissolved H content increases in the early stage of baking and a considerable amount remains in the steel substrate after prolonged heating. The 1-5 wppm level of dissolved H typical of Cd electroplating and subsequent baking embrittles high strength AISI 4340 [15]. To exploit the high $\sigma_{YS}$-$K_{IC}$ properties of AerMet\textsuperscript{®}100, it is necessary to understand and control H uptake, outgassing, and embrittlement.

Hydrogen Embrittlement of Ultrahigh Strength Steels

Ultrahigh strength steels (UHSS) are susceptible to severe internal hydrogen embrittlement (IHE), as well as hydrogen environment embrittlement (HEE), from precharged and environmental sources of H, respectively [16-39]. This time dependent subcritical cracking in martensitic steels such as AISI 4340 is typically intergranular (IG) along prior austenite grain boundaries, at apparent threshold stress intensity ($K_{TH}$) levels approaching 10 MPa$\sqrt{m}$, and crack growth rates ($da/dt$) up to $10^4$ $\mu$m/s [34,36,39]. The $K_{TH}$ for IG IHE and HEE decreases, and $da/dt$ increases, in response to increasing steel $\sigma_{YS}$ [23,24,32,34], dissolved-H concentration [19,21,26,27,32,34], and impurity content [28-31]. The $da/dt$ is directly proportional to the trap-sensitive effective diffusivity of H ($D_H$) for IHE and HEE in a wide range of high strength alloys, but crack tip diffusion distances are different and surface reaction kinetics can dominate rates of HEE [36]. The mechanism for IG hydrogen cracking likely involves reduced boundary cohesion due to segregated H and impurities such as S, P, Sb, or Sn [21,22,28,29].

Modern UHSS may resist IG hydrogen embrittlement through composition control. Olson speculated that IG hydrogen cracking is eliminated by rare-earth element additions that reduce grain boundary impurity segregation in UHSS [40,41]. However, micromechanical models of grain boundary decohesion suggest that H trapping and high stress at a crack tip are sufficient to promote hydrogen embrittlement without a dominant impurity contribution [21,23,24,32,36,42]. For example, 18Ni Maraging steels contain only trace levels of P, S, Si and Mn, but are susceptible to
severe IG IHE and HEE [19,20,35]. AerMet®100 is produced by double-vacuum melting to yield ultra-low S and P levels, and neither Mn nor Si are added, in contrast to AISI 4340 or 300M. Data suggest that AerMet®100 is prone to only limited IG HEE in acids and near-neutral chloride solutions with cathodic polarization, certainly much less so than less pure UHSS [43-51]. The susceptibility of AerMet®100 to IG IHE is not established.

Time dependent IHE and HEE can occur along transgranular (TG) paths in steels [20,24,37,38], including martensite interfaces [29,33,52,53] and cleavage planes [54-56]. Interface cracking may be governed by decohesion and cleavage cracking may occur due to a reduction in the work of fracture, both traced to dissolved H [54]. Changing environmental variables and predissolved-H content affect an IG to TG crack path change, as illustrated by the effect of temperature on HEE of 18Ni Maraging steel [33] and H-partitioning modeling [57]. Subcritical TG cracking occurs in high purity steels, but at $K_{TH}$ levels higher than those for IG H-cracking, at least in moderate strength steels [29,30]. Substantial TG HEE was reported for peak aged AerMet®100 at low $K_{TH}$ [43-51]. The susceptibility of AerMet®100 to TG IHE is not established.

In addition to subcritical cracking, dissolved H can reduce the initiation-fracture toughness of steel ($K_{IC}$ and $K_C$), without affecting a change in the ductile-fracture mode [28,58,59]. The mechanism involves H-enhanced particle-matrix interface decohesion for enhanced microvoid nucleation [59], H-enhanced flow localization for enhanced microvoid growth and coalescence [60-62], and/or slip plane decohesion [28,53]. This H damage is characterized for moderate strength steels [58], but has not been investigated for UHSS such as AerMet®100.

Effect of H Trapping on IHE in UHSS

Research paralleling the present study established that H trapping is extensive in AerMet®100, as evidenced by an order of magnitude lower and H-concentration dependent $D_H$ at 20-200°C, as well as 5-fold higher H uptake, compared to martensitic AISI 4130 [63]. Considering the complex microstructure of peak aged AerMet®100, reversible-H trapping is likely at coherent M$_2$C interfaces, dislocations, and low-misorientation martensite interfaces; and H could trap at Ni or Co solute (clusters) if present in martensite. Strong-reversible and irreversible trapping occurs at incoherent alloy carbides and highly misoriented interfaces. Precipitated austenite at martensite lath interfaces could further slow H transport and increase total-dissolved H content. The binding energies for H trapping in AerMet®100 are approximate due to the multiplicity of possible microstructural sites [63].
Extensive H trapping can increase or decrease the hydrogen susceptibility of steel [64,65]. Embrittlement was reduced by strong H trapping at TiC particles in HSLA steel [66], VC in 2¼-1Mo-0.3V [67] and PdAl in PH 13-8 Mo stainless steel [68,69]. In general a homogeneous distribution of strong (irreversible) traps may increase resistance to cracking by shielding H segregation to the crack tip stress field and lower H-binding energy sites that are interconnected and susceptible to decohesion. This is particularly true if a finite quantity of H is available, as typical of IHE [67]. In contrast weak (reversible) traps can provide a reservoir of mobile (or “diffusible”) H to supply the crack tip fracture process zone (FPZ) and decrease resistance to IHE. For example, K_{TH} for IHE in AISI 4135-type steels decreased as the concentration of diffusible H increased [27,34]. Crack growth along prior-austenite grain boundaries occurred at a finite rate, indicating that H repartitioning to the FPZ was required. The importance of these competing contributions of H trapping in AerMet®100 has not been established for IHE and HEE, but the large concentrations of diffusible and total H achieved in this steel subjected to modest electrochemical charging conditions and presumably Cd electroplating are cause for concern [63].

Research Objective

The objective of this research is to characterize and understand the effects of predissolved and trapped H on the cracking resistance of modern UHSS, particularly AerMet®100. Fracture mechanics methods are utilized to measure the threshold stress intensity for the onset of subcritical crack growth in H-precharged specimens stressed in air at 23°C. Loading rate is varied to probe the kinetics of cracking. Scanning electron microscopy (SEM) is employed to characterize the fracture mode as a function of dissolved H concentration and loading rate. The results are interpreted based on microstructure-dependent reversible and irreversible H trapping [63], coupled with micromechanical modeling [36].

MATERIAL AND PROCEDURE

Material

Forged bar (15.2 cm diameter and 30.5 cm long) of AerMet®100 was obtained in the annealed condition with the composition shown in Table I. Specimens were vacuum heat-treated to optimize strength and toughness [7,70]: solution treat at 885°C for 1 h, air cool to room temperature in 2 h or less, chill at -73°C for 1 h, and age at 482°C for 5 h. The total H content and mechanical properties resulting from this heat treatment are given in Tables I and II, respectively,
and are typical of commercial practice [70,71].

<table>
<thead>
<tr>
<th>Table I. Chemical Composition of AerMet®100 (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
</tr>
<tr>
<td>Bal.</td>
</tr>
</tbody>
</table>

+ Replicate measurements of total H content, C_{Htot}, using vacuum extraction at 600°C

<table>
<thead>
<tr>
<th>Table II. Mechanical Properties of AerMet®100</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRC</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>54</td>
</tr>
</tbody>
</table>

| [LR] | [CR] |
|      |      |

+ 1/n was determined by fitting true stress, σ, vs. true-total strain, ε, with the Ramberg-Osgood equation:

\[
\varepsilon = \frac{\sigma}{\sigma_0} + \frac{\alpha}{\sigma_0} \left( \frac{\sigma}{\sigma_0} \right)^n
\]

where \( \alpha = 1.0, \varepsilon_0 \) is reference strain (\( \varepsilon_0 = \sigma_0/E \)), E is elastic modulus, and \( \sigma_0 \) is reference stress.

Extensive transmission electron microscopy (TEM) has been conducted relevant to this condition of AerMet®100 [7-12], and results by Ayer and Machmeier provide the microstructural basis for the present study [7]. Specifically, prior austenite grain size was 11 μm with all resolvable-retained austenite eliminated by cryogenic treatment. Spherical carbides \{ (MoCr)\_2C\_3, (FeCr)\_x\_1\_C\_y, TiC, (TiCrMo)\_C \} sized between 40 and 85 nm in diameter were present after solution treatment and not affected by aging [7,8]. The proportion of each carbide is uncertain for the present study since the former two compositions are promoted by solution treatment at 875°C and the latter two by heating at 900°C [8]. The martensite was reported to contain 0.15 μm thick laths separated by highly misoriented boundaries and not recovered [7]. Aging resulted in a homogeneous distribution of coherent (Cr,Fe,Mo)\_2C rods (3 nm x 8 nm at ~1 volume pct), without

1 In the LR orientation, the Mode I stress is parallel to the longitudinal (L) axis of the forged bar and crack growth is in the radial (R) direction. For CR, stress is parallel to the bar circumference (C) and crack growth is in the R direction. K_{JIC} was determined by elastic-plastic analysis and is not necessarily equal to K_{JC} from standardized-elastic analysis; however, differences are likely small for this specimen geometry of AerMet®100 [72,73].

2 The AerMet®100 composition, product form and heat treatment employed by Ayer and Machmeier are identical to those of the present study with the following minor exceptions [7]. Their forged bar was rolled to a thickness of 2.1 cm compared to 15.2 cm, solution treatment was at 843°C vs 885°C, and quenching was in oil rather than air. The σ_{VS}-K_{JC} combination was 1740 MPa and 168 MPa/m [7] compared to 1760 MPa and 132-143 MPa/m for the present study. Higher solution treatment temperature should produce higher K_{JC} [8] rather than the lower value in Table II. The reason for this difference is not known, but may be traced to measurement variability.
cementite but with some solute zones [7,71]. A thin (~3 nm) layer of precipitated austenite likely formed along lath interfaces, but the amount between 0.5 and 4 volume pct is controversial [7,12].

**Determination of $K_{TH}$**

Compact tension (CT) specimens were machined in the LR orientation, with a width (W) of 38.1 mm, notch length of 15.2 mm, and thickness (B) of 2.8 mm. Each specimen was heat treated, ground to a 600-grit surface finish, and fatigue precracked in moist air under decreasing-maximum stress intensity, $K_{\text{max}}$, from 27 MPa√m to 11 MPa√m at constant stress ratio ($R = K_{\text{max}}/K_{\text{min}}$) of 0.10 and final crack length-to-width (a/W) ratio of 0.50.

In preparation for IHE testing, each CT specimen was precracked in moist air then H-charged for 360 h at 60°C in deionized and preelectrolyzed water (18.2 MΩ resistivity) saturated with Ca(OH)$_2$ at pH 12.1. Cathodic overpotential for H production ($\eta_{\text{chg}}$) was varied to produce a range of diffusible and total H concentrations. For calibration, electrochemical experiments established that the total H concentration ($C_{H,\text{tot}}$), measured by hot-vacuum extraction at 600°C, depended on applied $\eta_{\text{chg}}$ according to [63]:

$$C_{H,\text{tot}} \, [\text{wppm}] = -32.5 \, \eta_{\text{chg}} + 11.4 \, [\text{V}]$$  \hspace{1cm} (1)

for $-0.62 < \eta_{\text{chg}} < -0.07$ V and a charging temperature of 60°C. Electrochemical extraction measurements using the Barnacle Cell and presented in Fig. 1 establish the relationship between diffusible H concentration ($C_{H,\text{diff}}$) at 23°C and $\eta_{\text{chg}}$ for AerMet®100 exposed in saturated Ca(OH)$_2$ solution at 60°C (o) compared to extensive data (●) for charging at 23°C [63]. Environment temperature has a nil to small effect on $C_{H,\text{diff}}$, and all data between $-0.7 < \eta_{\text{chg}} < -0.2$ V in Fig. 1 were used to calibrate the 23°C-diffusible H content vs applied overpotential:

$$C_{H,\text{diff}} \, [\text{wppm}] = -10.8 \, \eta_{\text{chg}} + 0.8 \, [\text{V}]$$  \hspace{1cm} (2)

For $\eta_{\text{chg}} < -0.7$ V, $C_{H,\text{diff}}$ was essentially constant at 7.6 wppm for charging at 23°C and presumably also at 60°C. All H concentrations for CT specimens charged at 60°C were calculated using applied $\eta_{\text{chg}}$ in conjunction with Eq. 1 and 2, or the limiting-horizontal trend line in Fig. 1.  

---

3 The H detection limits of the vacuum (~0.1 wppm) and electrochemical (0.3 wppm) extraction methods are governed by spurious background signals such as material-environment sensitive oxygen reduction in the Barnacle Cell. The diffusible H content of uncharged AerMet®100 is not measurable since this cathodic background current obscures the anodic signal produced by oxidation of a diffusible H content of 0.3 wppm or less. The $C_{H,\text{diff}}$ is most probably 0 since such mobile H is lost to the surroundings when the alloy is aged in air at 482°C for 3 h [63], consistent with the low $C_{H,\text{diff}}$ of 0.26-0.35 wppm, Table 1.
Each fatigue cracked and H-precharged CT specimen was stressed under rising crack-mouth opening displacement (δ) to determine the K_{TH} at the initiation of stable crack growth. This K_{TH} likely equals the apparent threshold values measured in decreasing K or constant load experiments, provided that the alloy is susceptible to hydrogen embrittlement and the effect of stress intensity rate (dK/dt) is considered, as demonstrated for IHE of steels with σ_{YS} > 1000 MPa [74] and HEE of AerMet®100 [43,48,51]. Testing was performed with a closed-loop servoelectric tensile machine operated in δ–feedback control at a constant δ rate varied between 1.8 x 10^{-6} and 0.18 mm/s. This range corresponded to dK/dt between 2.2 x 10^{-4} and 27 MPa\sqrt{m/s} for the precrack used and prior to the onset of crack growth. The δ was measured using a displacement gage across the notch mouth. Crack length was measured using the direct current potential difference (dcPD) technique [75]. The applied current was maintained constant at 2.000 ± 0.002 A and voltage across the crack plane was amplified by 10^4 with very low noise. Current-polarity switching eliminated thermal voltages and electrically isolated grips eliminated current diversion from the specimen. An uncracked reference-CT specimen of AerMet®100 was used to minimize changes in the dcPD signal unrelated to crack growth. Discrete values of dcPD, load (P), time (t), and δ were acquired continuously during testing by a computer, and typical results are presented in Fig. 2a. Crack length, a, was calculated from dcPD using an established calibration for the CT specimen [75] and corrected based on post-test measurements.

The elastic-plastic J-integral was determined for each crack length using the P vs. δ relationship (Fig. 2a) and unloading-elastic compliance calculated from dcPD-measured crack length without actual unloading [72,73]. The plastic component of J (J_{plastic}) at initiation was small for all H-charged samples and elastic stress intensity analysis was sufficient for K_{TH}. J_{plastic} was significant for H-free CT samples, and the elastic-plastic fracture toughness (K_{JIC}) was determined using the 0.2 mm-offset blunting line [72,73]. K_{TH} was defined as the stress intensity at which hydrogen-induced crack growth initiated using the convention demonstrated in Fig. 2b. The regions of dcPD data prior to (baseline) and after the approximate crack-growth initiation (crack growth) were fit by linear regression and the intersection was defined as initiation. This initiation point from dcPD was always consistent with that given by the first-resolved deviation from linearity in the elastic part of the P vs. δ curve (vertical arrow in Fig. 2b).
RESULTS

Effect of Dissolved H on $K_{TH}$ in AerMet® 100

Predissolved H degrades the subcritical fracture resistance of AerMet® 100. Figure 3 compares crack growth resistance data for CT specimens with $C_{H,\text{diff}} \sim 0$ vs. 7.6 wpmm stressed initially at $dK/dt = 0.2$ and $2.2 \times 10^{-4}$ MPa/√m/s, respectively. For the as-received case with $C_{H,\text{diff}} \sim 0$ wpmm (footnote 3), the plane strain $K_{JC}$ equals 143 MPa√m, followed by stable tearing under rising $K$. In contrast for $C_{H,\text{diff}} = 7.6$ wpmm, cracking initiates at $K_{TH} < 15$ MPa√m and the resistance to stable growth is essentially zero.

The IHE resistance of AerMet® 100 decreased substantially with increasing H content. The results of slow-rising $\delta$ ($dK/dt = 2.2 \times 10^{-4}$ MPa/√m/s) experiments in Figs. 4a and b show $K_{TH}$ as a function of diffusible and total-dissolved H concentrations, respectively. The stress intensity at the onset of crack growth decreased strongly, from $K_{JC}$ of 132-143 MPa√m to $K_{TH}$ less than 30 MPa√m for $C_{H,\text{diff}}$ between 0 and 1 wpmm ($C_{H,\text{tot}}$ between 0.26-0.35 and 10 wpmm). $K_{TH}$ decreased to less than 15 MPa√m as $C_{H,\text{diff}}$ increased to 7.6 wpmm ($C_{H,\text{tot}} = 55$ wpmm). Testing with replicate specimens containing $C_{H,\text{diff}}$ of 0, 0.5, 3.9-4.0, 5.9, and 7.6 wpmm confirmed experimental reproducibility. The two lowest diffusible H concentrations plotted in Fig. 4a (0.8 wpmm at applied $\eta_{\text{ch}}$ of 0 V from Eq. 2, and 0.5 wpmm at $\eta_{\text{ch}} = +0.13$ V) are estimates because the calibration measurements in Fig. 1 were limited to overpotentials less than $-0.2$ V. For underpotential deposition of H at $\eta_{\text{ch}} = +0.13$ V, Eq. 2 predicts that $C_{H,\text{diff}}$ is $< 0$ wpmm, a physical impossibility. This lowest concentration is assumed to equal 0.5 wpmm based on an upper bound trend line parallel to the regression line in Fig. 1.

Effect of Dissolved H Concentration on the IHE Fracture Mode in AerMet® 100

Dissolved H in AerMet® 100 caused a microscopic-fracture mode transition that paralleled decreasing $K_{TH}$. Figure 5 shows SEM images of the fracture surfaces corresponding to the data in Fig. 3. Fracture in H-free AerMet® 100 at high $K_{JC}$ occurred by microvoid coalescence (MVC) over the entire crack surface (Fig. 5a). Two void-size populations are present (arrow), suggesting primary void nucleation at large particles coupled with void sheeting at small particles [76]. In contrast the reduction in crack growth resistance due to $C_{H,\text{diff}}$ of 7.6 wpmm correlates with a brittle transgranular crack path, with limited IG features and no microvoids, as shown in Fig. 5b.

The brittle-TG character of the crack in AerMet® 100 intensified with increasing hydrogen content, correlating with decreasing $K_{TH}$. This trend is illustrated in Fig. 6. The amount of MVC
declined to 0 as $C_{H,\text{diff}}$ increased from 0 to 0.8 wppm, corresponding to the sharp decline in $K_{TH}$ from $K_{JC}$ in Fig. 4a. Limited brittle-transgranular features (arrows) were distributed with a majority of MVC for the specimen containing $C_{H,\text{diff}}$ of $\sim$0.5 wppm (Fig. 6a), and conversely, microvoids were not apparent on the fracture surface of the 0.8-wppm case, Fig. 6b. Brittle-transgranular features are arrowed and voids of the sort shown in Fig. 5a are not observed. The TG H-crack morphology is unchanged with further increases in $C_{H,\text{diff}}$ as illustrated in Figs. 6c and 6d for the 2.1 and 5.9 wppm diffusible H cases. Intergranular cracking occurred only for $C_{H,\text{diff}}$ above 4 wppm and in a limited amount.

Brittle-transgranular cracking typical of the low-$K_{TH}$ plateau regime in Fig. 4 is complex and involves at least 2 H-promoted processes. Figure 6c shows arrowed regions suggestive of martensite lath interface cracking; this type of feature is shown in higher magnification in Fig. 7a. While laths are about 0.15 $\mu$m thick, width and length are unclear [7], and cracking may involve multiple lath interfaces in a similar orientation to explain the $\mu$m-level features in Figs. 6 and 7a. The lower magnification images in Figs. 6b–6d show large faceted regions suggestive of crystallographic or cleavage-like cracking through prior austenite grains and martensite packets. Such features are shown (arrows) in Fig. 7b along with IG facets, and a TG facet is imaged at high magnification in Fig. 7c. Substructure is not apparent on TG facet surfaces.

Effect of dK/dt on $K_{TH}$ in AerMet®100

Brittle H-enhanced TG fracture persists in precharged AerMet®100 over a wide range of loading rates. The effect of the initial-applied dK/dt on $K_{TH}$ in AerMet®100 with $C_{H,\text{diff}} = 3.9$ wppm is shown in Fig. 8. Measured $K_{TH}$ was similarly low, below 22 MPa$\sqrt{m}$ or 15% of $K_{JC}$, for all dK/dt from 0.0002 to 0.3 MPa$\sqrt{m}$/s. This low $K_{TH}$ at dK/dt < 0.3 MPa$\sqrt{m}$/s correlated with brittle TG fracture, identical to that in Figs. 6 and 7 and unaffected by applied dK/dt.

For H-precharged AerMet®100 stressed at higher dK/dt, to 25 MPa$\sqrt{m}$/s, $K_{TH}$ increased abruptly to 55 MPa$\sqrt{m}$, but less than $K_{JC}$ for H-free steel. The $K_{TH}$ values at high dK/dt in Fig. 8 appear independent of loading rate, typical of time-independent H damage. At dK/dt > 0.6 MPa$\sqrt{m}$/s, brittle TG fracture was replaced by MVC fracture correlating with increasing $K_{TH}$. Figure 9 shows SEM images of the fracture surface of H-charged and H-free AerMet®100 stressed

---

4 Recent results show that the K for the onset of stable crack growth continues to be substantially less than $K_{JC}$ for H-precharged specimens subjected to dK/dt up to 2000 MPa$\sqrt{m}$/s [77]. However, considering this larger range of loading rates and additional data, the critical K increases monotonically with increasing dK/dt rather than the plateau suggested in Fig. 8.
at high dK/dt. Microvoid size is substantially smaller for high-dK/dt loading of the H-precharged microstructure (Fig. 9b) compared to the H-free case (Fig. 9a). The large voids typical of H-free steel were not observed for fast-dK/dt (> 0.6 MPa\(\sqrt{m/s}\)) cracking in H-precharged AerMet®100. For MVC at high dK/dt in Fig. 8, the K at the onset of stable crack growth is reasonably viewed as H-lowered \(K_{IC}\) rather than \(K_{TH}\) for time dependent subcritical cracking.

Explanation of the time dependence and mechanism of H-enhanced MVC in AerMet®100 is beyond the scope of the present study. Solution treatment at 885°C dissolves all strengthening carbides and only a fine distribution of spherical carbides \{(MoCr)\(_7\)C\(_3\), (FeCr)\(_2\)C\(_Y\), TiC, (TiCrMo)\(_C\)} sized between 40 and 85 nm in diameter remains [7,8]. In uncharged AerMet® 100, only the largest carbides likely initiate microvoids. Growth and coalescence of these voids require significant plastic strain, consistent with the high \(K_{IC}\) of H-free AerMet®100 and the large voids shown in Fig. 9a. The more numerous voids in the H-charged case (Fig. 9b) suggest that trapped H enhanced void nucleation at smaller-sized carbide particles. H-stimulated nucleation of small voids, as well as possible H-enhanced plastic-flow localization [60-62,78], appear to cause intravoid-strain localization that reduces stable-void growth in AerMet®100. Localization results in void coalescence at lower strain and fracture at lower applied K [76]. As-charged “in-place” H appears to contribute to reduce the fracture resistance of AerMet®100, since cracking by H sensitive MVC occurs in 2 s at dK/dt of 30 MPa\(\sqrt{m/s}\) (Fig. 8) and 40 ms at 2000 MPa\(\sqrt{m/s}\) [77]. This is reasonable since the incoherent metal carbides are strong sites for H trapping during precharging [63] and are preferred locations for microvoid nucleation in AerMet®100. If diffusion during stressing is necessary for additional H segregation to microvoid sites, then the transport distance is 1 \(\mu m\) or less, as estimated using the approach in an ensuing section. Precharged H promoted lower toughness and reduced void size in ultra-high strength 18Ni Maraging steel, but the damage kinetics and causal mechanism were not established [79].

IHE Test Method Qualification

Characterization of internal hydrogen embrittlement requires control of the crack tip stress state, initial H distribution, and H loss to the surroundings during loading. Results confirm the accuracy and relevance of the present method, and demonstrate that IHE is reversible.

**Crack Tip Stress State**

Crack growth initiated under plane strain constraint for H-free and H-charged AerMet®100.
Finite element and experimental results suggest that crack tip constraint is high and independent of specimen thickness when $B$ exceeds $\beta J_{\text{Applied}}/\sigma_{\text{Flow}}$, where $\sigma_{\text{Flow}}$ is the average of the yield and ultimate tensile strengths and $\beta$ is a constant [72,73,80]. For ultra-high strength AerMet®100, the thickness necessary for dominant plane strain constraint increases from 0.024 mm for $K = 20$ MPa√m to 1.0 mm for $K = 130$ MPa√m using the standard value of $\beta = 25$ [72]. These thicknesses are doubled for the more conservative $\beta$ of 50 [80]. Since the CT specimen used was 2.8 mm thick, all $K_{\text{TH}}$ and $K_{\text{HC}}$ results in Figs. 3, 4, and 8 (as well as in Figs 10 through 12 to follow) were obtained for plane strain crack tip deformation.

Plane strain cracking in AerMet® 100 is supported by experimental observations. The fracture surface, proximate to the center of the CT specimen at the location of crack growth initiation, was always flat and normal to the Mode I load axis as shown by the insert in Fig. 10. The fracture toughnesses obtained from the $K$ vs. $\Delta a$ data in Fig. 3 are 130 MPa√m at the first detection of crack extension ($K_{\text{HC}}$ as defined in [73]), and 143 MPa√m from the offset-blunting line definition, $K_{\text{HC}}$ [72]. A duplicate test yielded $K_{\text{HCl}} = 100$ MPa√m and $K_{\text{HC}} = 132$ MPa√m. These $K_{\text{HC}}$ values bracket the typical plane strain fracture toughness for AerMet®100 at this strength level and measured using a standard $K_{\text{IC}}$ method [2,70].

These results demonstrate that ductile fracture and IHE are characterized effectively using a thin specimen of UHSS coupled with modern fracture mechanics. Elastic-plastic mechanics are of secondary importance due to the small values of $J_{\text{plastic}}$, particularly when H cracking occurs at $K$ below 50 MPa√m. Accurate $K_{\text{TH}}$ and $K_{\text{HC}}$ characterization requires precise determination of the onset of crack growth [73]. When $K$ vs $\Delta a$ rises steeply as in Fig. 10, small uncertainty in initiation determination results in substantial error in $K_{\text{TH}}$ or $K_{\text{HC}}$. The dcPD method effectively detects crack initiation. As such, the $K_{\text{TH}}$ and $K_{\text{HC}}$ results in Figs. 3, 4, and 8 are accurate, and relevant to IHE in thick geometries. It is likely that an even thinner CT specimen (~1 mm thick) will exhibit high constraint and facilitates uniform-H charging.

**Specimen Charging Time**

Trap-affected H diffusivity for peak aged AerMet®100 is slow and prolonged exposure time is required to establish a uniform distribution of dissolved H in a CT specimen. The $D_H$ in AerMet®100 at 60°C decreased from $7 \times 10^{-8}$ cm²/s to $2 \times 10^{-8}$ cm²/s as $C_{H,\text{diff}}$ decreased from 8 wppm to 2 wppm [63]. These values represent H diffusivity during H egress, after irreversible traps are filled and governed by H interaction with reversible traps. The $D_H$ with unfilled
irreversible traps, typical of H uptake during charging, may be lower; ~ 5 x 10^{-9} \text{ cm}^2/\text{s} \text{ at } 60^\circ \text{C}.

With this slow diffusivity, the charging time required to produce uniform H concentration in a 2.8-mm thick AerMet® 100 CT specimen is long. Assuming H uptake only from specimen faces, this time is given by \( t = 0.73 \left( B^2/D_H \right) \) [27] and equals 130 days. An exposure of 360 h was chosen based on the assumption that the Ca(OH)\(_2\) solution penetrated the fatigue precrack such that H absorption occurred on crack surfaces up to the tip. Crack acidification during charging was assumed negligible given the buffering capability of saturated Ca(OH)\(_2\). For 1-dimensional diffusion into a plane sheet from a fixed-surface concentration (\( C_s \)), 360 h produces a H concentration equal to 0.9\( C_s \) at a depth of 150 \( \mu \text{m} \) in a direction perpendicular to the fatigue precrack front. This penetration distance is 10-100 times longer than the governing crack tip fracture process distance defined in an ensuing section and the H charging employed is thus sufficient for accurate \( K_{TH} \) determination.

The low \( D_H \) for AerMet® 100 resulted in a non-uniform H concentration across the CT specimen thickness, consistent with diffusion calculations. Figure 10 shows a crack growth resistance curve and low magnification SEM fractograph of a specimen charged to a near-surface \( C_{H,\text{diff}} \) of 2.1 wppm. Cracking initiated at \( K_{TH} = 24 \text{ MPa}\sqrt{\text{m}} \), well below \( K_{JC} \) of 132-143 MPa\sqrt{\text{m}}, and resulted in brittle transgranular fracture of the sort illustrated in Fig. 6c. This TG cracking extended 400 \( \mu \text{m} \) ahead of the fatigue crack front, and 500 \( \mu \text{m} \) inward from the specimen surfaces that contacted the solution, as indicated by the white-dashed line in the insert of Fig. 10. As the crack propagated into the central region where H concentration was reduced by limited diffusion during the 360 h charging exposure, the resistance to crack growth increased and the fracture mode changed to MVC. The \( K \) vs. \( \Delta a \) curve is intermediate between the two results presented in Fig. 3. The lack of crack-growth resistance for the specimen with \( C_{H,\text{diff}} = 7.6 \) wppm (Fig. 3) is consistent with uniform charging of H across a larger distance since \( D_H \) increases by 5 to 10 times as \( C_{H,\text{diff}} \) increases [63].

Since CT specimens were not charged uniformly, it was not possible to determine the effect of hydrogen concentration on subcritical crack growth rate. The high-\( C_{H,\text{diff}} \) case in Fig. 3 is an exception and the \( \text{da/dt vs. } K \) data are presented in Fig. 11 for crack growth within 1,500 \( \mu \text{m} \) of the fatigue crack tip. The \( \text{da/dt} \) depends strongly on \( K \) in Stage I and is \( K \) independent in Stage II. The average Stage II crack growth rate (\( \text{da/dt}_0 \)) is \( 1.6 \times 10^{-5} \) mm/s for the applied \( \text{dK/dt} \) that was employed.
Hydrogen Loss and IHE Reversibility

The slow $D_H$ in AerMet®100 limits H loss during testing. Since a similar-low $K_{TH}$ is apparent for loading times of 0.02 to 20 h (Fig. 8), H loss was not important at even the lowest $dK/dt$ examined for $C_{H,diff}$ of 3.9 wppm and stressing at 23°C.

Measurement of total H concentration in 2.8 mm thick specimens, both immediately after charging and after 60 h in moist air at 23°C, evidenced a reduction in $C_{H,\text{tot}}$ of less than 1 wppm. The H egress experiments summarized in Table III provide additional insight pertaining to H loss from AerMet®100. Here, $C_{H,\text{tot}}$ in a 1 mm thick specimen declined by 7.2 wppm during a 72 h exposure at 23°C. This loss is from lattice-soluble H and H in lower-binding energy reversible traps [63], as shown by the reduction in $C_{H,diff}$ from 7.5 wppm to an average of 0.45 wppm, accounting for the 7.2 wppm loss in total-dissolved H. Assuming that diffusion distance is proportional to the square root of $D_H$ and exposure time, this degree of H loss in a 1 mm thick specimen is achieved in a 2.8 mm thick CT specimen after a 560 h exposure. This result is qualitatively consistent with the measured 1 wppm H loss from a 2.8 mm thick CT specimen after 60 h at 23°C. These results and a diffusion approximation suggest that the loss of diffusible H shown in Table III is achieved over a distance on the order of the crack tip plastic zone (≈100 μm at K of 50 MPa\(\sqrt{\text{m}}\)) in 1 h. However, as H is lost through crack surfaces, it is replenished from the surrounding microstructure. The distribution of H about the crack tip must be established by diffusion modeling that considers trap states interacting with the crack tip stress field [81-83].

### Table III. Loss of Total H and Diffusible H from AerMet®100 at 23°C

<table>
<thead>
<tr>
<th>Condition</th>
<th>$C_{H,\text{tot}}$ (wppm)*</th>
<th>$C_{H,diff}$ (wppm)**</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-charged</td>
<td>27.4</td>
<td>7.5</td>
</tr>
<tr>
<td>Charged + baked at 23°C for 72 h</td>
<td>20.2</td>
<td>0.1, 0.2, 0.4, 1.1 ***</td>
</tr>
</tbody>
</table>

* H was precharged at 60°C and measured by hot-vacuum extraction at 600°C with a 1 mm thick specimen.
** H was precharged at 23°C and measured by electrochemical extraction at 23°C with a 0.6 mm thick specimen.
*** Calculated based on the reduced $D_H$ at 23°C and corresponding to $C_{H,\text{tot}} = 20.2$ wppm [63].

The internal hydrogen embrittlement of UHSS is generally reversible if dissolved H is removed by outgassing at elevated temperature [17,18]. For maraging steel, $K_{TH}/K_{IC}$ was 0.3 after H charging but 1.0 after charging plus baking at 150°C [19]. The IHE of AerMet®100 is similarly reversible, as demonstrated by Fig. 12. The specimen that was H-charged ($\eta_{\text{chg}} = -0.3$ V and $C_{H,diff}$
= 4.0 wppm from Eq. 2) exhibited severe TG embrittlement with $K_{TH} = 15.9$ MPa$\sqrt{m}$ consistent with the data in Figs. 4a and 8. A similarly charged specimen was heated in moist air at 190$^\circ$C for 24 h to essentially eliminate all diffusible H, as established by electrochemical extraction and thermal desorption spectroscopy experiments [63]. The fracture resistance of this specimen was restored to that of uncharged AerMet®100 with $K_{JIC} = 123$ MPa$\sqrt{m}$, or perhaps higher due to variability in dcPD signal that obscured the precise onset of crack growth and magnitude of $J_{Plastic}$.

DISCUSSION

Technological Implications

The results establish that AerMet®100, heat treated for ultra-high strength and optimal fracture toughness, is susceptible to: (1) severe time dependent TG IHE at $K_{TH}$ values well below the H-free $K_{IC}$ for steel stressed at slow to moderate $dK/dt$, and (2) H-reduced $K_{IC}$ for microvoid fracture at fast loading rates. If H is dissolved in the steel by a manufacturing process or in-service corrosion at a coating breach, then subcritical crack growth could be stimulated and/or ductile fracture resistance reduced, at least locally. Subcritical IHE cracking is the focus of this discussion.

The H-uptake capacity of AerMet®100 is significant for Cd-plated parts. While data are not available for AerMet®100, $C_{H,tot}$ greater than 2 wppm was absorbed by AISI 4130 during Cd-plating [14]. The Ca(OH)$_2$ solution and polarization conditions that produce this H concentration in martensitic AISI 4130 produce $C_{H,tot} \sim$ 12 wppm in AerMet®100 [63]. AerMet®100 is embrittled severely by this level of H; with $K_{TH} < 30$ MPa$\sqrt{m}$ for a wide range of H concentration (Fig. 4) and $dK/dt$ (Fig. 8). Slow $D_H$ minimizes H penetration in AerMet®100 during electroplating [63], but thermal-outgassing could enhance penetration of H co-deposited in the Cd layer [13-15].

Subcritical IHE Susceptibility of AerMet®100 vs. Other UHSS

The threshold stress intensities for IHE and HEE of quenched and tempered alloy steels generally approach 10 MPa$\sqrt{m}$ with increasing $\sigma_{YS}$ above 1400 MPa, and cracking is intergranular with respect to prior austenite boundaries [34]. The low values of $K_{TH}$ for IHE of near-peak aged AerMet®100 parallel this behavior, but cracking is transgranular as summarized in Table IV. IHE at 23°C is severe in AISI 4340 and 300M steels, with $K_{TH} \sim$ 8-20 MPa$\sqrt{m}$ at relatively low $C_{H,tot}$. The IHE in the maraging steel is less severe, with $K_{TH} = 30-38$ MPa$\sqrt{m}$ at $C_{H,tot} = 2$ wppm and 23°C. Values of hydrogen diffusivity are tabulated since lower $D_H$ correlates with increased-reversible trapping of H that affects IHE, as developed in an ensuing section.
Table IV. Internal Hydrogen Embrittlement of Ultra-High Strength Steels at 23°C

<table>
<thead>
<tr>
<th>Steel Type</th>
<th>$D_{H} @ 23°C$ cm$^2$/s</th>
<th>$\sigma_{YS}$ MPa</th>
<th>Mn + Si/2 + P + S Wt %</th>
<th>$K_{TH} @ C_{H, tot}$ (MPa$m$, wppm)</th>
<th>Fracture Path</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AerMet®100</td>
<td>$2 \times 10^{-8}$</td>
<td>1750</td>
<td>&lt;0.01</td>
<td>28 @ 10</td>
<td>TG</td>
<td>Fig. 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18 @ 20</td>
<td>TG</td>
<td></td>
</tr>
<tr>
<td>AISI 4340</td>
<td>$2 \times 10^{-7}$</td>
<td>1600</td>
<td>0.9</td>
<td>20 @ 3-6$^+$</td>
<td>IG</td>
<td>[24]</td>
</tr>
<tr>
<td>300M</td>
<td>$&lt; 10^{-7}$</td>
<td>1700</td>
<td>1.7</td>
<td>8 @ 1-2$^+$</td>
<td>IG</td>
<td>[19,20,84]</td>
</tr>
<tr>
<td>18Ni Maraging</td>
<td>$2 \times 10^{-9}$</td>
<td>1750</td>
<td>&lt;0.01</td>
<td>38 @ 2$^+$</td>
<td>IG</td>
<td>[19,20]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>&lt;0.01</td>
<td>30 @ 2$^+$</td>
<td>IG</td>
<td>[19,20]</td>
</tr>
</tbody>
</table>

$^+$ Assumed measured by hot or melt extraction, representative of $C_{H, tot}$, but not specified [19,20,24,84].

Studies show that AerMet®100 is susceptible to severe hydrogen environment embrittlement [43-51], consistent with the demonstrated IHE severity. Threshold stress intensities were 17-27 MPa$m$ for specimens subjected to 10,000 h constant displacement or rising-step loading in a 3.5% NaCl solution at open circuit potential [43,45,48,51]. Such cracking was most likely by HEE and occurred by a brittle transgranular mode similar to that shown in Figs. 5b, 6 and 7, with limited regions of IG cracking. A mixture of brittle TG + IG cracking was produced by constant displacement loading of AerMet®100 in concentrated 50% H$_2$SO$_4$ + 50% H$_3$PO$_4$ (pH =1), with $K_{TH} = 14$ MPa$m$ [44].

Approaches to produce H-cracking resistant UHSS by improving the purity of prior austenite grain boundaries are not sufficient [28,40,41,52,53,85]. McMahon argued that segregants such as P, S, Sn and Sb are a requisite for IG cracking because H alone cannot localize sufficiently in the FPZ to enable low-$K_{TH}$ IHE or HEE [28,29]. A correlation showed that HEE is eliminated if a bulk composition parameter ($\psi = \text{Mn + Si/2 + P + S + } 10^4 C_H$) is less than about 0.5 atom pct, at least for moderate strength steels of 800 MPa $<$ $\sigma_{YS}$ $<$ 1400 MPa and tempered martensitic microstructures heated through the temper embrittlement regime [28,29]. Severe IG IHE in AISI 4340 and 300M steels in Table IV is consistent with a high value of $\psi$. However, $\psi$ is essentially 0 for AerMet®100 and 18Ni Maraging steels, but hydrogen cracking is severe. These results, and the mechanistic scenario in an ensuing section, establish that both IG and TG IHE can occur apart from a dominant impurity effect. The $\psi$-composition correlation is not accurate.

The explanation for the TG crack path of IHE in AerMet®100 compared to the IG path in 18Ni Maraging steel is uncertain. Each steel exhibits a similar prior austenite grain size (10-20
μm), low-bulk ψ, and strong-H trapping. The identifiable differences are: (a) martensite laths are larger (0.5-2 μm) in the maraging steel [87,88], compared to a 0.1-0.3 μm average thickness for AerMet®100 [7], (b) the bulk S content of the maraging steel is about 10 times higher than that of modern AerMet®100, and (c) H precharged AerMet®100 was cracked under slow-rising K, while the maraging steel was loaded at fixed δ and falling K. Speculatively, rising-δ loading favors the TG crack path in AerMet®100 because, while the highly stressed process zone is small as K increases from 0 through low K_{TH} levels, a large area of susceptible martensite lath interface is at risk for H embrittlement due to the very small size of the laths. Prior austenite grain boundaries are less likely included in the small FPZ. For maraging steel, the areas of austenite and martensite interface in a small FPZ are more likely of the same order of magnitude, and both could provide a viable crack path. IG cracking would be exacerbated if boundary segregation was pronounced due to the higher S content in maraging steel, but boundary compositions were not measured for either steel. The IHE path in the maraging steel was TG at the initial-high K, but transitioned to IG as K decreased to near K_{TH} [19]. The brittle TG crack path did not change during crack growth in AerMet®100. Research is required to understand the TG and IG crack paths in these steels.

H-Uptake Capacity Dependence of Subcritical IHE

The threshold for IHE of UHSS declines with increasing dissolved H concentration [19,24,26,27,34]. AerMet®100 exhibits this behavior, as shown in Fig. 3 and plotted logarithmically in Fig. 13 as the basis for the following regression relationships:

\[ K_{TH} (\text{MPa} \sqrt{\text{m}}) + 40 \ C_{H,\text{diff}}^{-0.54} \ (\text{wppm}) \]  

\[ K_{TH} (\text{MPa} \sqrt{\text{m}}) + 100 \ C_{H,\text{tot}}^{-0.49} \ (\text{wppm}) \]  

Yamakawa reported the trend in Fig. 13a for IG IHE of quenched and tempered AISI 4135 steel (1300 < σ_{YS} < 1600 MPa) with C_{H,\text{diff}} between 0.3 and 16 wppm calculated from the permeation flux of H [27,89]. AerMet®100 and AISI 4135 exhibit approximately the same K_{TH} vs. C_{H,\text{diff}} for concentrations greater than about 5 wppm. At lower C_{H,\text{diff}}, K_{TH} for AerMet®100 increases more

---

5 Trapping likely occurs at coherent strengthening precipitates in AerMet®100 ((Mo,Cr,Fe)_2C [7]) and 18Ni Maraging steels (Ni3Mo + Ni3Ti [20]), and perhaps at solute (clusters) [63]. The strength of reversible H trapping is higher in the maraging steel, as indicated by the 10-fold lower D_H at 25°C (Table IV), perhaps due to the higher Ni plus Co content of the C-free martensite [63,86].
strongly than that of AISI 4135. The cause of this improved IHE resistance of AerMet® 100 is not established. The Yamakawa correlation used $K_{TH}$ for specimens that were H precharged and stressed in the charging solution, constituting a worst-case combination of IHE and HEE, and an uncertain H distribution at the crack tip [36]. A single $K_{TH}$ (α in Fig. 13a) was reported for IHE only; the result is higher than the threshold for combined IHE and HEE, but less than that for precharged AerMet® 100.

The dependence of $K_{TH}$ on the total-dissolved H concentration in AerMet® 100 is compared to that for 18Ni Maraging steels in Fig. 13b [19]. AerMet® 100 appears more resistant to IHE compared to maraging steel, however this comparison may be compromised. Higher H concentrations are achieved in AerMet® 100 compared to those in the maraging steel due to two factors. First, H recombination to benign H$_2$ is poisoned in Ca(OH)$_2$ to a greater degree than in NaOH, and H uptake is enhanced for a given overpotential [90]. Second, the microstructure of AerMet® 100 contains a high density of several H trapping states and large amounts of dissolved H were produced by low to moderate η_chg [63]. However, H trapping is even more severe in maraging steel (footnote 5) and C$_{H_{tot}}$ should be proportionately larger compared to AerMet® 100. The lower C$_{H_{tot}}$ data for the 18Ni Maraging steel in Fig. 13b are opposite to this expectation and raise the concern that H concentration measurements were inaccurate. Experiments are required using a common electrolyte with accurate measurement of C$_{H_{tot}}$ and C$_{H_{diff}}$.

Mechanism of Transgranular Subcritical IHE in Ultra-high Strength Steel

The threshold stress intensity for hydrogen embrittlement of high strength alloys has been modeled micromechanically based on damage by decohesion [21,32,91,92]. Hydrogen concentrates in the crack tip fracture process zone, at locations of high tensile stress and trapping, and lowers the fracture resistance of interfaces or cleavage planes proportionate to the amount of H present [42]. The threshold is the K level required to elevate crack tip stress above the H-reduced fracture strength, over a critical distance [32]. Hydrogen is provided by an environment-specific crack surface concentration for HEE, or the initial-dissolved distribution for IHE, and the kinetics of each is governed by stress driven diffusion of H to damage sites [24,36]. Crack tip stresses are

---

6 1.3 mm-thick specimens of maraging steel were precharged in 0.1N NaOH at a cathodic current density of 50 mA/cm$^2$ for 1 to 20 days, Cd electroplated, baked at 150°C, fatigue precracked, and loaded at fixed displacement to define $K_{TH}$ at crack arrest [19]. The H concentration was calculated from measurements (presumably C$_{H_{tot}}$ from hot extraction) of precharged cubes that were presumably not Cd plated. The H introduced from the Cd plate during baking, and H loss during testing, were not quantified [14,15].
estimated from continuum or dislocation mechanics [36,42,91,92], and H segregation is inferred from trapping theory [64,78,93-95]. This modeling was applied predominantly to IG hydrogen cracking [28].

Brittle-H cracking in AerMet®100 is transgranular at low K for both precharged and environmental sources of H, however, the precise paths are not established. The fractographs in Figs. 6 and 7 suggest that IHE proceeds along martensite lath and packet interfaces, as well as cleavage planes through martensite laths. Martensite interfaces trap H [24,96,97] that could decrease fracture strength by the decohesion mechanism [29,33,52,53]. H promotes cleavage-like cracking parallel to {100} planes in ferrite [54,55], and {110} and {112} in martensite [56]. Cleavage planes were continuous across many laths in a martensite colony due to the crystallographic coincidence of such laths [56], however, laths in AerMet®100 are highly misoriented and colonies are not well developed [7].

Figure 14 illustrates the hypothesized factors that promote time-dependent transgranular IHE of UHSS. During charging without stress, H partitions among interstitial sites and reversible plus irreversible traps of varying binding-energy strength [63]. On loading, H drains from these trap states, and repartitions to martensite interface and cleavage fracture sites within the FPZ. This segregated H lowers the intrinsic strength of these features that fracture due to crack tip opening stress. The length scales involved are established by the crack tip stress distribution, H-binding energies and spacings of trap sites, and loading time. These considerations are detailed.

\textit{H Accumulation at Equilibrium}

At equilibrium, the concentration of H at damage sites in the FPZ (C_H) is established interactively by the lattice concentration of H (C_o), crack tip hydrostatic stress (\sigma_H), and the binding energy of H trapping at one or more sites.

\textit{Stress Enhancement:} Hydrostatic tension about the Mode I crack tip lowers the chemical potential of H relative to that dissolved in the unstressed surroundings and creates a driving force for diffusion to the FPZ. Classic-continuum modeling locates the maximum tensile and hydrostatic stresses at 1 to 4\delta_T ahead of the crack tip surface, where \delta_T is the blunted crack tip opening displacement equaling K^2/2\sigma_{YS}E [42,98-100]. The maximum opening mode stress (\sigma_{\text{VY}}) is 3.4\sigma_{YS} [98-100] and \sigma_H is 2.5\sigma_{YS} [32] for a low work-hardening UHSS. For K_{TH} between 15 MPa√m and 30 MPa√m in Fig. 3, this modeling suggests that the FPZ is located at 1 to 3 \mu m ahead
of the crack tip (based on $2\delta_t$) and $\sigma_H$ equals 4.4 GPa. The $1-4\delta_t$ distance is illustrated in Fig. 14 for $K = 30$ MPa$\sqrt{m}$. This FPZ envelops a small volume of the microstructure, less than one prior austenite grain, but a large amount of the martensite and secondary hardening carbides.

The blunt crack solution may not be relevant to an IG or TG crack tip in a hydrogen embrittled alloy; rather, stresses appear to be higher and the FPZ is closer to the crack tip [36]. Gerberich et al. predicted high stresses in an Fe-Si single crystal ($\sigma_{YS} = 300$ MPa) [23], using a model of the interaction of elastic stress fields about dislocations in a pileup standing-off from the tip of a sharp crack [101-103]. For $K = 20$ MPa$\sqrt{m}$, this model predicted that $\sigma_H = 22$ GPa maximized at 20 nm ahead of the tip. Hutchinson and others predicted stress elevation due to hardening by excess and geometrically necessary dislocations that accommodate the strain gradient at the crack tip [104-107]. This work predicted a factor of 3 reduction in the blunted $\delta_t$, increases in $\sigma_{YY}$ (from $4\sigma_{YS}$ to $10\sigma_{YS}$), and $\sigma_H$ up to $8\sigma_{YS}$ [105,107]. An alternate formulation of strain gradient plasticity confirmed that crack tip stresses are increased several times above the classic theory, within 30% of the characteristic-material dimension for storage of necessary dislocations in a strain gradient [106]. These modern analyses suggest that $\sigma_H$ may be as high as 14-22 GPa for IHE of AerMet®100, as recognized qualitatively in the early decohesion theory [21,91].

The lattice-H concentration ($C_o$) is enhanced by lattice dilation due to $\sigma_H$ [108]:

$$C_{H\sigma} = C_o \exp \left[ \frac{\sigma_H V_H}{RT} \right]$$  (4)

for small elastic strains, an elastically-isotropic lattice that is expanded equally in all directions by dissolved H, and a negligible effect of dissolved H on elastic constants. $C_{H\sigma}$ is the stress enhanced lattice H concentration, $V_H$ is the partial molar volume of H in Fe, 2.0 cm$^3$/mol [58], and R and T have the usual meaning. The effect of hydrostatic tension on H accumulation at a crack tip in an UHSS is substantial. The ratio, $C_{H\sigma}/C_o$, is between 35 and $2 \times 10^5$ for $\sigma_H$ between 4.4 and 15 GPa at 298K. The $V_H\sigma_H$ term in Eq. 4 equals between 9 kJ/mol and 30 kJ/mol for $\sigma_H$ between 4.4 and 15 GPa. The hypothesis is that H is drained from moderate strength reversible trap sites, with H-binding energies less than these values of $V_H\sigma_H$, and attracted to this crack tip stress field.

*H Trapping:* Considerable attention has focused on the effect of H trapping on IHE in steel [66,68,69,93,96,109]. The details of H trapping in AerMet®100 were reported in a companion paper and recent report [63,110]. Three trap states were resolved by thermal desorption
spectroscopy (TDS) of H charged AerMet\textsuperscript{®}100, with H-to-trap binding energies ($E_B$) estimated to be 12 kJ/mol, 62 kJ/mol, and 90 kJ/mol [63,110]. It is challenging to identify the microstructural feature corresponding to each binding energy due to the complex microstructure of AerMet\textsuperscript{®}100, the possibility that different microstructural features exhibit similar $E_B$, the uncertain energy of H migration in the alloyed-steel lattice, and the accuracy of desorption energy determinations by TDS. The two high energy states suggest irreversible or strong-reversible trapping associated with undissolved metal carbides as well as highly misoriented prior austenite and martensite (lath and packet) interfaces. The low energy state was ascribed to H trapping at the relatively coherent interfaces of the (Fe,Cr,Mo)$_2$C strengthening phase, simple dislocation structures, and perhaps individual or clustered solute (Co and Ni) [110]. The dominant site for weak reversible H trapping is critical to IHE. Binding energies were reported to equal 8-10 kJ/mol for Ni and Cr in Fe [93], 18 kJ/mol for coherent VC particles [111,112], and 30 kJ/mol atom for dislocations [113,114]. A systematic study shows that the preexponential term in the temperature dependence of $D_H$ is reduced by solute (Cr, Co, Ni, Mo) addition to Fe, but $E_B$ is not changed [115]. This result suggests that solute is not a trap state, as confirmed by the lack of low $E_B$ trapping in as-quenched AerMet\textsuperscript{®}100 with solute but without M$_2$C precipitates [110]. AerMet\textsuperscript{®}100 is unique since the dislocation structure does not recover during aging [7,8,12]. However, a similar high dislocation density is likely present in older UHSS by virtue of low temperature tempering and the lowest-measured $E_B$ for AerMet\textsuperscript{®}100 is substantially less than that reported for dislocations (12 vs. 30 kJ/mol). As such, extensive-reversible trapping most likely occurs at (Fe,Cr,Mo)$_2$C precipitates in AerMet\textsuperscript{®}100. These trap sites may be surrounded by an atmosphere of dissolved H such that the outermost H atoms are trapped with lower $E_B$.

In a closed system with fixed $C_{H, tot}$, homogeneously distributed and strong-$E_B$ trap states impede the flux of mobile H to the FPZ and improve resistance to IHE. Irreversible and strong-reversible H trapping is substantial in AerMet\textsuperscript{®}100, as evidenced by the larger $C_{H, tot}$ compared to $C_{H, diff}$ for a given $\eta_{ch}$ (Fig. 4 and Ref. 63). While this strongly trapped H could be involved in the H effect on MVC, it is relatively immobile and does not shield the FPZ from deleterious H repartitioning during subcritical IHE. If the attraction to the stressed FPZ is stronger than the binding to one or more reversible trap states, then such traps are “drained” of H. If the transport kinetics of this H are rapid, if the diffusion distance is short, or if the time under stress is long, then equilibrium-H partitioning can be assumed. Extensive reversible trapping characterized by the $E_B$ of 12 kJ/mol, plus lattice-dissolved H, provide an important reservoir of mobile H, quantified by
the large levels of $C_{H,\text{diff}}$ in AerMet®100 compared to older UHSS such as AISI 4130.

Hydrogen-martensite interface binding energies between 25 and 80 kJ/mol were reported, with higher $E_B$ associated with higher misorientation boundaries [24]. Since the martensite lath boundaries in AerMet®100 are often highly misoriented [7], trapping likely occurs with the higher binding energies in this range and these sites are not an important source of mobile H for IHE. Since these interfaces were not embrittled at the higher dK/dt (Figs. 8 and 9), H trapping at this feature during precharging is not sufficient for H damage. However, repartition of H to martensite interfaces in the FPZ, during loading at lower dK/dt, could augment this in-place H to promote interfacial cracking and subcritical TG IHE.

$H$ Repartition: High crack tip stresses and extensive reversible H trapping in AerMet®100 support the scenario illustrated in Fig. 14. The $E_B$ of 12 kJ/mol for H trapped at finely distributed alloy carbides in AerMet®100 is within the range of the $V_{H}\sigma_H$ values typical of the crack tip stress field, 9 to 30 kJ/mol. Hydrogen drains from traps with these $E_B$, diffuses during stressing to the dilated lattice in the FPZ, and there associates with available trap sites in concentrations dictated by the various $E_B$. The $M_2C$ precipitates provide the unique reservoir of mobile H to govern IHE of AerMet®100.

The total amount of H that segregates to FPZ sites such as martensite lath interfaces depends on the interaction of trapping and stress. Assuming that $\sigma_H$ elevates $C_o$ to $C_{H_0}$ according to Eq. 4, and that this $C_o$ is in local equilibrium with the amount of H trapped at a given site, then hydrostatic stress further enhances trapped H according to [24,116,117]:

$$C_{H_0,T} = C_o \exp \left( \frac{E_B + V_{H}\sigma_H}{RT} \right) \quad (5)$$

For a martensite lath boundary, $E_B$ is 25-80 kJ/mol, and $V_{H}\sigma_H$ is 9–30 kJ/mol atom for an UHSS. Using a low-bound total energy of 40 kJ/mol in Eq. 5, the total H concentration possibly trapped at a martensite lath interface ($C_{H_0,T}$) is $6 \times 10^6 C_0$. The lattice solubility of H in AerMet®100 is unknown, but $C_0$ is $3 \times 10^4$ wppm for pure iron exposed to 100 kPa H$_2$ at 298K [58]. This environment produces a hydrogen fugacity equivalent to electrochemical charging at $\eta_{el} = 0.0$ V [118], and hence equals the lattice solubility for Fe precharged in Ca(OH)$_2$ at zero overpotential. Lattice H solubility may be higher in AerMet®100 due to the Ni and Co in solid solution [110,115].
Using this lower estimate of $C_o$, $C_{Ho,T}$ is on the order of 1600 wppm (9 atom pct) at 23°C and for charging at zero overpotential. Therefore, high hydrostatic tensile stress coupled with reversible trapping are capable of concentrating a large amount of $H$ at crack tip fracture sites such as martensite lath interfaces in AerMet®100. This $C_{Ho,T}$ is further increased if the martensite interface is damaged mechanically during stressing to raise $E_B$. The data in Fig. 4 show that charging at $\eta_{chg} = 0.0$ V ($C_{H,diff} = 0.8$ wppm) resulted in a $K_{TH}$ that was reduced dramatically to 20% of $K_{IJC}$. This level of severe IHE, produced by a mild $H$ charging condition, is consistent with the predicted substantial enrichment of $H$ in the FPZ of AerMet®100. As $\eta_{chg}$ is made more negative, $H$ is more highly enriched at martensite lath interfaces due to increased $C_o$. The data in Fig. 4 show that such enrichment only mildly reduces $K_{TH}$, suggesting that martensite interface damage is saturated due to the large accumulation of $H$ for 0 overpotential; more $H$ from more negative $\eta_{chg}$ is unnecessary.

**Modeling $K_{TH}$ vs. $C_{H,diff}$ for IHE of AerMet®100**: IHE was modeled micromechanically to predict $K_{TH}$ that decreases with increasing $H$ concentration in the FPZ [42]. A recent model, from analysis of dislocation-crack tip interactions that relate the crack tip Griffith toughness to the measured-global $K_{IC}$, predicts $K_{TH}$ for $H$-decohesion based TG cleavage fracture [119].

\[
K_{TH} = \frac{1}{\beta_{IHE}} \exp \left[ \frac{(k_{IC} - \alpha C_{Ho,T})^2}{\bar{\alpha} \sigma_{YS}} \right]
\]  

(6)

In this formulation, the Griffith threshold stress intensity for hydrogen embrittlement, $k_{IH}$, equals $(k_{IC} - \alpha C_{Ho,T})$ where $\alpha$ is a coefficient in units of MPa$\cdot$km/atom fraction $H$ and $C_{Ho,T}$ is the concentration of $H$ localized at the embrittlement site from Eq. 5. The $k_{IC}$ is the critical Griffith stress intensity factor for cleavage fracture without $H$ ($G_C \sim \gamma_s \sim k_{IC}^2/E$), $E$ is elastic modulus, and $\gamma_s$ is the energy required to produce unit crack surface. The $\beta$' and $\alpha''$ are constants determined by computer simulation of the dislocation structure about the crack tip.

This model explains the measured $C_{H,diff}$ dependence of $K_{TH}$ for AerMet®100 shown in Fig. 4a. In Fig. 15 these $K_{TH}$ are plotted vs. the $C_{Ho,T}$ dependent reduction in $k_{IC}$ from Eq. 6. This local

---

7 Equations 4 and 5 result from simplification of a complex thermodynamic expression, assuming that the effect of dissolved $H$ on the material elastic constants is negligible [91], and that there is no negative deviation from the logarithmic proportionality between $C_{Ho}$ and $\sigma_H$ [21]. These assumptions are likely invalid at high $H$ concentrations and stresses. The effect of $H$ on the elastic constants of steel has not been studied extensively and such effects are neglected when calculating $H$ enrichment [24,58,92,108].
FPZ hydrogen concentration is calculated using the calibration value of $C_{H,\text{diff}}$ (Eq. 2) for each $K_{TH}$ in Fig. 4a and stress enhanced through Eq. 4 with $\sigma_H = 9$ GPa. This is the mobile H content available for sdiffusion to the FPZ. The parameters reported for Fe-Si ($k_{HG} = 0.85$ MPa$^\text{m}$/m and $\alpha' = 0.5$ MPa$^\text{m}$/atom fraction H [119]) were used to calculate the concentration term in Eq. 6. The $K_{TH}$ values less than 30 MPa$^\text{m}$/m represent H charged specimens that failed by brittle TG cracking and are well described with the regression line; the slope yields $\alpha'' = 3 \times 10^4$ MPa$^{-1}$m and $\beta'_{HHE} = 0.13$ (MPa$^\text{m}$)$^{-1}$. Gerberich reported good fits between modeled and experimental measurements of $K_{TH}$ vs. H$_2$ pressure and temperature for HEE of UHSS using $\alpha'' = 2 \times 10^4$ MPa$^{-1}$m and $\beta'_{HHE} = 0.2$ (MPa$^\text{m}$)$^{-1}$ [119]. The $K_{TH}$ above 30 MPa$^\text{m}$/m in Fig. 15 correlate with a mixed mode of brittle-TG and MVC cracking, and are not analyzed by Eq. 6. The good fit between the model predictions and measurements of $K_{TH}$ vs. $C_{H_0,T}$ in Fig. 15 support the argument that IHE at low $K_{TH}$ is due to the large amount of H that localizes in the highly stressed and trap laden FPZ.

**H Accumulation Kinetics**

While H repartitioning to the stressed FPZ in UHSS is favored thermodynamically, IHE is affected by the kinetics of H diffusion during loading and crack growth. Brittle TG cracking at high $dK/dt$, the magnitude of subcritical crack growth rates, and the low $D_H$ measured for AerMet®100 [63] indicate that H repartitioning occurs over a very short distance.

**Time Dependent $K_{TH}$ and H Repartitioning:** Severe transgranular IHE persists in AerMet®100 at low $K_{TH}$ to loading rates as high as 0.3-0.6 MPa$^\text{m}$/s, as established in Fig. 8 for a constant $C_{H,\text{diff}}$ within the lower plateau of Fig. 4a. When stressed at $dK/dt = 0.6$ MPa$^\text{m}$/s, brittle TG crack growth initiated in 50 s. The distance, $x$, over which substantial H movement occurs in time, $t$, is approximated by $x = \sqrt{D_H t}$. $D_H$ in AerMet®100 with $C_{H,\text{diff}} = 3.9$ wppm is $1-2 \times 10^{-8}$ cm$^2$/s at 23°C [63]. For this $D_H$ and $t = 50$ s, $x = 7-10$ µm, suggesting that H repartitioning occurs over a distance contained within a single prior-$\gamma$ grain.

The $dK/dt$ at which fracture transitions from brittle TG to MVC (Fig. 8) should depend on the diffusible H concentration in AerMet®100. As $C_{H,\text{diff}}$ increases, less H repartitioning may be necessary to induce brittle cracking because more H is present at fracture sites after charging and $D_H$ increases with increasing $C_{H,\text{diff}}$ [63]. Consequently, the critical $dK/dt$ in Fig. 8 should increase with increasing $C_{H,\text{diff}}$. Considering the H concentration dependence of $K_{TH}$ at fixed $dK/dt$ (Fig. 4a), the MVC at low $C_{H,\text{diff}}$ may be due to insufficient time for repartition of H to the fracture
process zone. Slower dK/dt may exacerbate TG IHE at \( C_{H,\text{diff}} < 1-2 \) wppm.

**Crack Growth Rate and \( H \) Repartitioning:** Analysis of the \( H \)-enhanced subcritical crack growth rate data for \( H \)-precharged AerMet\textsuperscript{®}100 supports the scenario in Fig. 14 and a short \( H \) repartition distance. The experimental results in Fig. 11 show a Stage II, \( K \)-independent plateau velocity of \( 1.6 \times 10^{-5} \) mm/s for AerMet\textsuperscript{®}100 containing a high \( C_{H,\text{diff}} \). This growth rate was obtained for rising-CMOD loading at \( dK/dt \) \( 2 \times 10^{-4} \) MPa\(\sqrt{m/s} \). The governing repartition distance is best defined based on the \( da/dt \) for brittle TG IHE at the fastest possible value of \( dK/dt \). From Fig. 8, fully transgranular IHE is sustained at a low \( K_{TH} \) for \( dK/dt \) up to 0.3-0.6 MPa\(\sqrt{m/s} \). The \( H \)-enhanced crack growth rate should increase, proportionate to a function of \( dK/dt \), but this behavior has not been quantified for UHSS. Experiments with \( H \)-precharged low strength Cr-Mo steel showed that \( K_{TH} \) depends on \( dK/dt \), analogous to the behavior of AerMet\textsuperscript{®}100 (Fig. 8) and that \( da/dt \) was directly proportional to \( dK/dt \) [120]. Accordingly, a Stage II \( da/dt \) of 0.02 mm/s is expected for IHE in AerMet\textsuperscript{®}100 at a \( dK/dt \) of 0.3 MPa\(\sqrt{m/s} \). This very high crack growth rate, 20 \( \mu \)m/s or 2 austenite grain diameters per second, is consistent with a short repartition distance.

Stage II crack growth rate is likely rate limited by the diffusion of \( H \) to crack tip damage sites for both IHE and HEE. Diffusion modeling predicts [36]:

\[
\frac{da}{dt_H} = \frac{D_H}{\chi_{\text{CRIT}}} \left[ \xi \left( \frac{C_o}{C_{\text{CRIT}}}, D_H, \chi_{\text{CRIT}}, \sigma_{YS}, t \right) \right] \tag{7}
\]

where \( \chi_{\text{CRIT}} \) is the repartition distance for IHE. The function, \( \xi \), varies from 0.4 to 4 depending on the initial-\( H \) boundary condition \( (C_o), D_H, \chi_{\text{CRIT}}, \sigma_{YS}, \text{time (t)}, \) and the importance of concentration and stress gradients that drive \( H \) migration. For IHE of AerMet\textsuperscript{®}100, \( D_H \) is \( 1-2 \times 10^{-8} \) cm\(^2\)/s at 23°C. From Eq. 7 with an upper-bound \( \xi \) of 4, the upper bound \( \chi_{\text{CRIT}} \) is 0.2-0.4 \( \mu \)m for the fastest \( da/dt_H \). This range of distances is smaller than the values of 7-10 \( \mu \)m inferred from the \( dK/dt \) dependence of \( K_{TH} \). It is not possible to better determine the critical \( H \)-transport distance because each diffusion analysis involves substantial assumptions [36]; however, the modeling based on \( da/dt \) (Eq. 7) is more rigorous suggesting that a \(~1 \) \( \mu \)m repartition distance is reasonable.

**Source of Damaging Diffusible \( H \) in AerMet\textsuperscript{®}100**

The high crack tip stress associated with IHE in AerMet\textsuperscript{®}100 implies that \( H \) damage sites
are located within 1 μm of the tip for the scenario in Fig. 14. The time dependencies of IHE imply that the trap sites for H damage are fed by H diffusing within a 0.4 to 10 μm zone surrounding this FPZ. Analysis of H segregation at trap sites vs. the crack tip stress field indicates that modest binding energy traps, particularly coherent M_{2}C, release H to the FPZ lattice dilated by high-hydrostatic tension. This H is retrapped at crack tip sites with significant H-binding energies, particularly misoriented martensite lath interfaces, that provide a connected-brittle transgranular crack path through the AerMet®100 microstructure. The nm-scale size and close spacing of (Fe,Cr,Mo)_{2}C in AerMet®100 [7,8] guarantee a large number of trap sources for H within a prior austenite grain. The fine-martensitic microstructure, with 0.1-0.3 μm wide laths within ~10 μm prior austenite grains, provides ample high energy traps to accept the embrittling H that enables damage within the FPZ. This fine microstructure in AerMet®100 is consistent with a 0.4-10 μm H-repartition distance.

The cause of the time dependent TG IHE susceptibility of AerMet®100 is the high concentration of C_{H,\text{diff}} provided by reversible trapping at strengthening precipitates and other sites in the martensite, high crack tip stresses, and a connected path for TG cracking. Avenues to improve the IHE resistance of UHSS by controlling these elements have not been investigated. For example, E_{B} increases with increasing disorder at a precipitate-matrix interface [58,93,96,109], and less diffusible H would be attracted from this reservoir to the crack tip stress field at fixed V_{H}\sigma_{H}. Overaging to affect this change in AerMet®100 will result in some strength loss and more precipitated austenite at martensite lath interfaces. The role of this austenite in IHE is uncertain. Alternately, carbides retained after solution treatment of AerMet®100 appear to be strong H traps [63]. The volume fraction of such carbides can be increased by changes in solution treatment temperature or steel composition [8]. The C_{H,\text{diff}} would be reduced by strong and homogeneously distributed trap states, and time-dependent TG IHE resistance improved. However, these carbides likely degrade K_{IC} by promoted void sheeting and trapped H exacerbates this microvoid damage. Time dependent IHE resistance may be improved if martensite interfaces could be altered to lower the H-binding energy to reduce the H that is strongly trapped and available for embrittlement.

CONCLUSIONS

1. Near-peak aged AerMet®100 is susceptible to severe internal hydrogen embrittlement, as evidenced by a threshold stress intensity for subcritical IHE, K_{TH}, as low as 10% of the plane strain fracture toughness (K_{JC} = 132-143 MPa\sqrt{m}). Decreasing K_{TH} due to
pre-dissolved H is accompanied by a fracture mode change from microvoid damage to transgranular cracking apparently along martensite interfaces and cleavage planes.

2. The IHE susceptibility of AerMet®100 increases as the diffusible and total H concentrations increase. $K_{TH}$ decreases sharply from $K_{HC}$ to 30 MPa√m, and the amount of brittle transgranular fracture increases to near 100%, as $C_{H,\text{diff}}$ increases from 0 to 1-2 wppm. Further increases in $C_{H,\text{diff}}$ to 8 wppm degrade IHE resistance modestly; $K_{TH}$ decreases from 30 to 12 MPa√m. A micromechanical model reasonably predicts this concentration dependence.

3. IHE in AerMet®100 is time dependent, as evidenced by $K$-independent crack growth rates of 0.02 μm/s and higher, and increasing $K_{TH}$ with increasing $dK/dt$ only above 0.3 MPa√m/s. The time dependence of IHE is consistent with repartitioning of H from reversible-trap sites to the stressed crack tip. The repartition distance from micromechanical modeling is 0.4-10 μm, with ~1 μm the likely value, consistent with the fine-scale microstructure of AerMet®100.

4. The root causes of the susceptibility of AerMet®100 to TG IHE are: (a) very high crack tip stresses over a small volume that contains a large area of H-sensitive martensite interfaces, and (b) a reservoir of H that is trapped reversibly at a uniformly distributed high density of (Fe, Cr, Mo)$_2$C strengthening precipitates. These features enable H repartition to misoriented martensite lath interfaces and cleavage planes about the crack tip, with each prone to decohesion along a connected path.

5. The ductile-fracture toughness of AerMet®100 is reduced 2-fold by predissolved H at high loading rates, correlating with reduced size and spacing of microvoids. Immobile H, trapped strongly at secondary void-initiation sites such as TiC, appears to degrade stable-void growth that is responsible for the outstanding toughness of AerMet®100.
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FIGURE CAPTIONS

Figure 1. Calibration relationship between applied-cathodic overpotential and the resulting diffusible H content at 23°C produced in AerMet®100 steel exposed in saturated-aqueous Ca(OH)₂ solution at pH 12.1 and either 23°C (●) or 60°C (○).

Figure 2. Load and dcPD vs. δ data for an AerMet®100 CT specimen with C_{H,diff} = 2.1 wppm. The analysis method used to determine K_{TH} for the onset of crack growth is illustrated by the dcPD data in (b) and is consistent with the first nonlinear compliance (P-δ) data, as indicated by the vertical arrow.

Figure 3. Stress intensity, K, versus crack extension, Δa, for AerMet®100 with C_{H,diff} = 0 and 7.6 wppm. Predissolved H causes a substantial decrease in K_{TH} and eliminates resistance to stable crack growth. The break in the data for the H-free specimen resulted from a burst of crack growth.

Figure 4. Threshold stress intensity for internal hydrogen embrittlement, K_{TH}, at constant dK/dt of 2.2 x 10⁴ MPa√m/s and varying: (a) diffusible H concentration, and (b) total H concentration. A significant decrease in K_{TH} was observed for all H concentrations dissolved in near peak aged AerMet®100.

Figure 5. Scanning electron images of the fracture surfaces of AerMet®100 specimens with diffusible H concentrations of: (a) 0 wppm, showing cracking by MVC at K_{JC} of 132-142 MPa√m, and (b) 7.6 wppm, showing transgranular IHE at K_{TH} of 13 MPa√m, with some IG cracking (arrow). The corresponding fracture mechanics data are presented in Fig. 3, crack growth was from top to bottom, and the marker bars represent 10 μm.

Figure 6. Scanning electron fractographs of crack surfaces in near peak aged AerMet®100, precharged with C_{H,diff} of: (a) ~0.5 wppm H, showing a mixture of predominantly MVC and brittle TG features (arrows) for K_{TH} = 73-76 MPa√m, (b) 0.8 wppm H, showing an increased amount of brittle-transgranular features (arrows) and nil MVC for K_{TH} = 27 MPa√m, (c) 2.1 wppm H, showing a TG crack path with regions of possible martensite lath interface cracking (arrows) for K_{TH} = 24 MPa√m, and (d) 5.9 wppm H, showing a fully-brittllie TG fracture surface for K_{TH} = 18 MPa√m. The applied loading rate was dK/dt = 2.2 x 10⁴ MPa√m/s, crack growth was from top to bottom in each image, and the marker in each fractograph represents 10 μm.

Figure 7. High magnification SEM fractographs showing brittle TG features that are typical IHE of AerMet®100, including: (a) possible martensite lath interface cracking (arrows) in a specimen with C_{H,diff} = 3.9 wppm and K_{TH} = 18 MPa√m, and (b) and (c) cleavage-like TG fracture (arrows) in a specimen with C_{H,diff} = 7.6 wppm and K_{TH} = 13 MPa√m. The applied loading rate was dK/dt = 2.2 x 10⁴ MPa√m/s and crack growth was from top to bottom.

Figure 8. Threshold stress intensity, K_{TH}, vs. applied-initial dK/dt for AerMet®100 precharged to C_{H,diff} = 3.9 wppm. At dK/dt less than 0.3 MPa√m/s, brittle-TG fracture occurs at K_{TH} < 20 MPa√m. At dK/dt greater than 0.7 MPa√m/s, fracture occurs by MVC at K_{TH} < 60 MPa√m. The H-free plane strain elastic-plastic fracture toughness of AerMet®100 is 132-143 MPa√m.
Figure 9. SEM images of the fracture surfaces of AerMet®100 with: (a) $C_{H,\text{diff}} = 0$ wppm stressed at $dK/dt = 0.2$ MPa√m/s, and (b) $C_{H,\text{diff}} = 3.9$ wppm stressed at $2.7$ MPa√m/s. MVC occurred on a finer scale in (b), consistent with the significantly lower initiation toughness ($K_{TH} = 48.3$ MPa√m) compared to $K_{JIC} = 132-142$ MPa√m for the low-H case represented in (a). Crack growth was from top to bottom in both images.

Figure 10. Stress intensity, $K$, versus crack extension, $\Delta a$, for AerMet®100 with nonuniform $C_{H,\text{diff}}$ across the specimen thickness and subjected to rising $\delta$ at an initial-constant $dK/dt$ of $2.2 \times 10^{-4}$ MPa√m/s. Crack growth is brittle-TG at $K_{TH} = 24$ MPa√m and in regions adjacent to the fatigue crack tip and specimen edges where $C_{H,\text{diff}} > 90\%$ of 2.1 wppm. $C_{H,\text{diff}}$ is lower in the center region, resulting in MVC fracture and increasing resistance to crack propagation.

Figure 11. Crack growth rate, $da/dt$, vs. applied $K$ for AerMet®100 precharged with a high level of H ($C_{H,\text{diff}} = 7.6$ wppm) and subjected to rising-$\delta$ loading at a constant-initial $dK/dt$ of $2.2 \times 10^{-4}$ MPa√m/s. Data were limited to H cracking within 1500 μm of the fatigue precrack tip where the precharged H distribution was uniform.

Figure 12. The effect of post-H charging heating at 190°C for 24 h in reversing severe transgranular IHE in H precharged ($C_{H,\text{diff}} = 4.0$ wppm) AerMet®100.

Figure 13. (a) The diffusible-hydrogen concentration dependencies of $K_{TH}$ for IHE of AerMet®100 from Fig. 4a, the combined IHE/HEE of 4340-type steels (dotted trend line and correlation equation from Yamakawa et al. [27]), and IHE of 4335 steel (O [27]). (b) The total-hydrogen concentration dependencies of $K_{TH}$ for IHE of AerMet®100 (□ from Fig. 4b), and IHE of 18Ni (270) and (290) Maraging steels (o from Ref. [19]).

Figure 14. The hypothesized scenario for IHE of ultra-high strength steel such as AerMet®100, containing H trapped at a variety of microstructural sites and subjected to high crack tip stresses. The upper-bound location of the maximum hydrostatic tension, predicted by continuum mechanics, is between 1 and 4 times the blunted crack tip opening displacement, or 1-4 μm for AerMet®100 at a K level of 30 MPa√m. The volume fraction of $M_2$C carbides is higher than the few that are indicated and martensite laths are enlarged for clarity.

Figure 15. The measured and model-predicted effects of hydrostatic-stress enhanced H concentration, $C_{H,\text{HE}}$, on the threshold for IHE of AerMet®100. The x-axis parameter used $C_{H,\text{HE}}$ calculated from the measured $C_{H,\text{diff}}$ stress enhanced through Eq. 4 with $\sigma_H = 9$ GPa, $\alpha = 0.5$ MPa√m/atom fraction, and $k_{IG} = 0.85$ MPa√m [119]. All measured $K_{TH}$ values less than 30 MPa√m relate to brittle-transgranular IHE and the associated regression line is log $K_{TH} = 0.90 + 0.80(k_{IG} - \alpha C_H)^2$ with $r^2 = 0.85$. Cracking at higher $K_{TH}$ involved some MVC.
Figure 1. Calibration relationship between applied-cathodic overpotential and the resulting diffusible H content at 23°C produced in AerMet® 100 steel exposed in saturated-aqueous Ca(OH)$_2$ solution at pH 12.1 and either 23°C (●) or 60°C (○).
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Figure 2.  Load and dcPD vs. δ data for an AerMet®100 CT specimen with \( C_{H,\text{diff}} = 2.1 \) wppm. The analysis method used to determine \( K_{\text{TH}} \) for the onset of crack growth is illustrated by the dcPD data in (b) and is consistent with the first nonlinear compliance (P-δ) data, as indicated by the vertical arrow.
Figure 3. Stress intensity, $K$, versus crack extension, $\Delta a$, for AerMet®100 with $C_{H,\text{diff}} = 0$ and 7.6 wppm. Predissolved H causes a substantial decrease in $K_{TH}$ and eliminates resistance to stable crack growth. The break in the data for the H-free specimen resulted from a burst of crack growth.
Figure 4. Threshold stress intensity for internal hydrogen embrittlement, $K_{TH}$, at constant $dK/dt$ of $2.2 \times 10^{-4}$ MPa√m/s and varying: (a) diffusible H concentration, and (b) total H concentration. A significant decrease in $K_{TH}$ was observed for all H concentrations dissolved in near peak aged AerMet® 100.
Figure 5. Scanning electron images of the fracture surfaces of AerMet®100 specimens with diffusible H concentrations of: (a) 0 wppm, showing cracking by MVC at $K_{\text{JIc}}$ of 132-142 MPa$\sqrt{\text{m}}$, and (b) 7.6 wppm, showing transgranular IHE at $K_{\text{Th}}$ of 13 MPa$\sqrt{\text{m}}$, with some IG cracking (arrow). The corresponding fracture mechanics data are presented in Fig. 3, crack growth was from top to bottom, and the marker bars represent 10 $\mu$m.
Figure 6. Scanning electron fractographs of crack surfaces in near peak aged AerMet®100, precharged with \( C_{H,\text{diff}} \) of: (a) ~0.5 wppm H, showing a mixture of predominantly MVC and brittle TG features (arrows) for \( K_{TH} = 73-76 \) MPa\(\sqrt{m} \), (b) 0.8 wppm H, showing an increased amount of brittle-transgranular features (arrows) and nil MVC for \( K_{TH} = 27 \) MPa\(\sqrt{m} \), (c) 2.1 wppm H, showing a TG crack path with regions of possible martensite lath interface cracking (arrows) for \( K_{TH} = 24 \) MPa\(\sqrt{m} \), and (d) 5.9 wppm H, showing a fully-brittle TG fracture surface for \( K_{TH} = 18 \) MPa\(\sqrt{m} \). The applied loading rate was \( dK/dt = 2.2 \times 10^4 \) MPa\(\sqrt{m}/s \), crack growth was from top to bottom in each image, and the marker in each fractograph represents 10 \( \mu \)m.
Figure 7. High magnification SEM fractographs showing brittle TG features that are typical IHE of AerMet®100, including: (a) possible martensite lath interface cracking (arrows) in a specimen with $C_{H,\text{diff}} = 3.9$ wppm and $K_{TH} = 18 \text{ MPa}\sqrt{\text{m}}$, and (b) and (c) cleavage-like TG fracture (arrows) in a specimen with $C_{H,\text{diff}} = 7.6$ wppm and $K_{TH} = 13 \text{ MPa}\sqrt{\text{m}}$. The applied loading rate was $dK/dt = 2.2 \times 10^{-4} \text{ MPa}\sqrt{\text{m}}/\text{s}$ and crack growth was from top to bottom.
Figure 8. Threshold stress intensity, $K_{TH}$, vs. applied-initial $dK/dt$ for AerMet® 100 precharged to $C_{H,\text{diff}} = 3.9$ wppm. At $dK/dt$ less than 0.3 MPa√m/s, brittle-TG fracture occurs at $K_{TH} < 20$ MPa√m. At $dK/dt$ greater than 0.7 MPa√m/s, fracture occurs by MVC at $K_{TH} < 60$ MPa√m. The H-free plane strain elastic-plastic fracture toughness of AerMet® 100 is 132-143 MPa√m.
Figure 9. SEM images of the fracture surfaces of AerMet\textsuperscript{®}100 with: (a) $C_{H,\text{diff}} = 0$ wppm stressed at $dK/dt = 0.2$ MPa√m/s, and (b) $C_{H,\text{diff}} = 3.9$ wppm stressed at 2.7 MPa√m/s. MVC occurred on a finer scale in (b), consistent with the significantly lower initiation toughness ($K_{TH} = 48.3$ MPa√m) compared to $K_{JIC} = 132$-142 MPa√m for the low-H case represented in (a). Crack growth was from top to bottom in both images.
Figure 10. Stress intensity, $K$, versus crack extension, $\Delta a$, for AerMet$^\text{\textregistered} 100$ with nonuniform $C_{H,\text{diff}}$ across the specimen thickness and subjected to rising $\delta$ at an initial-constant $dK/dt$ of $2.2 \times 10^{-4}$ MPa$\sqrt{m/s}$. Crack growth is brittle-TG at $K_{TH} = 24$ MPa$\sqrt{m}$ and in regions adjacent to the fatigue crack tip and specimen edges where $C_{H,\text{diff}} > 90\%$ of $2.1$ wppm. $C_{H,\text{diff}}$ is lower in the center region, resulting in MVC fracture and increasing resistance to crack propagation.
Figure 11. Crack growth rate, $da/dt$, vs. applied $K$ for AerMet®100 precharged with a high level of H ($C_{H,\text{diff}} = 7.6 \text{ wppm}$) and subjected to rising-$\delta$ loading at a constant-initial $dK/dt$ of $2.2 \times 10^{-4} \text{ MPa}\sqrt{\text{m/s}}$. Data were limited to H cracking within 1500 $\mu$m of the fatigue precrack tip where the precharged H distribution was uniform.
Figure 12. The effect of post-H charging heating at 190°C for 24 h in reversing severe transgranular IHE in H precharged ($C_{H,\text{diff}} = 4.0$ wppm) AerMet® 100.
Figure 13. (a) The diffusible-hydrogen concentration dependencies of $K_{TH}$ for IHE of AerMet®100 (□ from Fig. 4a), the combined IHE/HEE of 4340-type steels (dotted trend line and correlation equation from Yamakawa et al. [27]), and IHE of 4335 steel (○ [27]). (b) The total-hydrogen concentration dependencies of $K_{TH}$ for IHE of AerMet®100 (□ from Fig. 4b), and IHE of 18Ni (270) and (290) Maraging steels (○ from Ref. [19]).
The hypothesized scenario for IHE of ultra-high strength steel such as AerMet®100, containing H trapped at a variety of microstructural sites and subjected to high crack tip stresses. The upper-bound location of the maximum hydrostatic tension, predicted by continuum mechanics, is between 1 and 4 times the blunted crack tip opening displacement, or 1-4 μm for AerMet®100 at a K level of 30 MPaVm. The volume fraction of M_{2}C carbides is higher than the few that are indicated and martensite laths are enlarged for clarity.
Figure 15. The measured and model-predicted effects of hydrostatic-stress enhanced H concentration, C_{H,T} on the threshold for IHE of AerMet\textsuperscript{R} 100. The x-axis parameter used C_{H,T} calculated from the measured C_{H,\text{diff}} stress enhanced through Eq. 4 with $\sigma_H = 9$ GPa, $\alpha = 0.5$ MPa\textsuperscript{m}/atom fraction, and $k_{IG} = 0.85$ MPa\textsuperscript{m} [119]. All measured $K_{TH}$ values less than 30 MPa\textsuperscript{m} relate to brittle-transgranular IHE and the associated regression line is $\log K_{TH} = 0.90 + 0.80 (k_{IG} - \alpha C_H)^2$ with $r^2 = 0.85$. Cracking at higher $K_{TH}$ involved some MVC.
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ABSTRACT

H diffusion and trapping behavior in ultra-high strength AerMet® 100 is characterized after various electrochemical charging and baking conditions using thermal desorption spectroscopy (TDS). Due to heavy trapping, the apparent H diffusivity \( D_{\text{app}} \) (< 3x10\(^8\) cm\(^2\)/s at 23°C) is over 10-fold less than values typical of tempered martensitic steels such as AISI 4130. The temperature dependence of \( D_{\text{app}} \) ranging from 23°C to 200°C results in activation energy for diffusion (\( E_{\text{m,app}} \)) of 17.7 kJ/mol and 18.0 kJ/mol, for specimens charged at overpotentials of \(-1.17\) V and \(-0.62\) V, respectively. \( D_{\text{app}} \) decreases with decreasing diffusible H concentration from less severe charging or increased baking, indicating a H-concentration dependent diffusion behavior. The ramp TDS experiments identifies at least three major desorption peaks in association with three distinct trap states. Analysis of H binding energies suggests that both reversible and irreversible H-traps are responsible for the slow H diffusivity and high H uptake observed. M\(_2\)C precipitates are identified to be the main source of reversible H trap sites (with binding energies, \( E_b \), of 11.4-11.6±0.2 kJ/mol), together with the portion of Cr and Mo atoms that are not consumed in carbides. This low-energy reversible H trap sites may also include dislocations. Irreversible trap sites (with \( E_b \) of 61.3-62.2±0.3 kJ/mol) may include various interfaces including martensitic and autenitic boundaries and grain boundaries, mixed dislocation cores. Undissolved metal carbides and highly disorientated grain boundaries may irreversibly trap H with the highest binding energy level (with \( E_b \) of 89.1-89.9±0.3 kJ/mol). Baking at room temperature and 190-200°C removes, to varying degrees, diffusible and reversibly-trapped H (\( E_b = 11.4-11.6±0.2 \) kJ/mol). For a plate specimen of about 0.5 mm thick charged to ~ 30 wppm H, baking at 190°C for about 2 h essentially removes diffusible and reversibly-trapped H from bare AerMet® 100. However, considerable amount of H is still trapped in irreversible trap sites (\( E_b \geq 61.3-62.2±0.3 \) kJ/mol), even after baking at 190°C for 200 h. The trapping-affected slow H diffusivity, high H uptake and residual trapped H are important issues to consider regarding the internal hydrogen embrittlement after Cd-plating and subsequent baking.
INTRODUCTION

Despite the weight restrictions limiting the use of steels in aircraft applications, ultrahigh-strength steels (UHSS) are indispensable in certain application areas requiring high strength and fracture toughness, such as landing gear and elements of the catapult. High strength, low-alloy quenched and tempered martensitic alloys, initially AISI 4340 and then 300M, were put in use for such applications [1]. Later, a more highly alloyed secondary hardening steel AF1410 [2] was developed to improve the plane strain fracture toughness ($K_{IC}$) to greater than two-fold that of AISI 4340 or 300M, but at a significant strength penalty. In 1990, Carpenter Technology Corporation developed a new secondary hardening UHSS, AerMet® 100, which can be heat-treated to provide $K_{IC}$ in excess of 100 MPa$\cdot$Vm, while maintaining strength at the level of 300M [3]. The high $K_{IC}$ in AerMet® 100 is achieved by controlling impurities to a very low level of S + P and inclusion contents, like in AF1410, and by heat-treating to yield a highly stable $\gamma$ phase along martensite lath interfaces. Its high strength is attributed to a fine, homogeneous distribution of nanoscale coherent M$_2$C alloy carbides in a highly dislocated Fe-Ni lath martensitic matrix [4]. Due to the good combination of strength and toughness, AerMet® 100 is currently the specified material in producing landing gear of two carrier-based aircraft, the F/A-18 and F-22 [5, 6].

In the process of electroplating Cd-coatings to improve aqueous corrosion resistance in carrier-based aircraft applications, H is co-deposited in the Cd and steel substrate [7-9]. To remove the dissolved H for preventing hydrogen embrittlement, a post-plating process is necessary which typically involves baking/heating the Cd-plated component to 190°C for 5 - 24 h [7]. On one hand, since H solubility in Cd is higher than that in Fe, the electroplated Cd-layer serves as a H source during the initial stages of baking, and hence, the H concentration in the steel substrate can increase during the first several hours of baking [7-9]. On the other hand, due to a much slower H diffusivity
in Cd than that in steel, the Cd-layer also acts as a diffusion barrier during baking and considerable amount of diffusible H may remain in the steel, even after heating times of 100 hours [7]. Consequently, for modern UHSS steels like AerMet® 100, it may be necessary to either increase temperature or prolong time to remove the dissolved H from the steel substrate. With this uncertainty in the baking process post electroplating, internal hydrogen embrittlement (IHE) may become a major concern in Cd-plated UHSS components [7-9].

As the susceptibility of steels to IHE generally increases with strength [10, 11], UHSS are more susceptible to IHE than common high strength steels. The severity of IHE likely depends strongly on the concentration of dissolved H, since the fracture strength of susceptible sites may degrade with increasing segregated H concentration [11-13]. IHE can occur as H diffuses to regions of tensile-stress concentration, such as a crack tip, thus decreasing the local fracture strength of microstructural features involved [10]. Like other UHSS, the heat-treated AerMet® 100 contains many microstructural features that are potential H-trapping sites, such as dislocations, carbides, martensite lath interfaces, solutes, and prior-γ grain boundaries. Because increasing density and/or strength of traps in a steel generally decreases apparent diffusivity and increases apparent solubility of H, relative to values for pure iron [14-19], H trapping significantly affects the resistance of a steel to H-induced fracture [10, 20-22]. Weak or reversible trap sites provide a reservoir of highly mobile H, which may diffuse to areas of lower H chemical potential, such as the dilated region under triaxial tensile stress ahead of a crack tip, and exacerbate IHE [23], as exemplified by the degradation of the resistance to H-cracking in AISI 4135 steel with increasing the concentration of predissolved-diffusible H [13, 24]. In contrast, a homogeneous distribution of irreversible or strong-reversible traps can prevent H from segregating to lower-interaction energy sites, e.g. martensite lath or prior austenite boundaries, thus alleviating susceptibility to IHE [25-27].
In view of the above, it is of key importance to investigate the hydrogen diffusion and trapping behavior in AerMet® 100 alloy, in order to provide fundamental insight into the underlying IHE mechanisms and to guide the relevant design of material processing (e.g. baking procedures). The present research work is aimed at characterizing the binding energies associated with the dominant trapping states and the effects of thermal baking time and temperatures on residual trapped hydrogen in uncoated steel. A subsequent paper will consider residual trapped hydrogen in Cd-plated steel. Experimental investigations aimed at determining H diffusivity and desorption characteristics are accompanied by model calculations of activation energies responsible for the diffusion and trapping processes. Attempts are also made to correlate the observed trapping-governed behavior with specific microstructural features of AerMet® 100.

EXPERIMENTAL PROCEDURES

Material, Processing and Microstructure

A modern UHSS, AerMet® 100, was selected for the present research. The original material was received as an annealed bar with dimensions of 15.2 cm in diameter and 30.5 cm in length. Its chemical composition is shown in Table I. Upon cutting, specimens were vacuum heat-treated following these procedures: solution treated at 885°C for 1 h, air cooled to room temperature in 2 h, chilled at -73°C for 1 h, and tempered at 482°C for 5 h. This heat-treatment is designed to achieve an optimal strength and toughness [28]. Table II shows the mechanical properties as a result of the treatment. The microstructure corresponding to the heat-treating conditions was detailed elsewhere [4,29,30] and is briefly introduced here. Tempering at 482°C produces an extremely fine microstructure [4,29,30] having the following features: (1) less than 0.1 μm diameter incoherent carbides (i.e. (MoCr)7C3, (FeCr)xCy, TiC, (TiCrMo)C) that provide grain refinement, (2) martensite
laths (or plates) on the order of 0.15 μm thick, both twinned and un-twinned, with interfaces that are qualitatively high-angle, and arrayed in packets, (3) prior austenite grain boundaries, (4) dislocations in martensite and not recovered at this tempering temperature, (5) finely distributed, partly coherent and partly incoherent M₇C (where M = 75 atom pct Cr, 13 Fe and 12 Mo) in martensite, averaging 2 nm diameter x 8 nm length, (6) solute clusters preceding M₇C precipitation, (7) precipitated austenite, and (8) Ni, Cr and Mo dissolved in martensite and austenite. The amount of retained austenite is negligible due to refrigeration [4]. Precipitated austenite is present exclusively as a thin layer (~ 3 nm) at martensite lath interfaces based on electron microscopy, but the volume fraction from X-ray diffraction measurements is uncertain, ranging from an average volume pct of 0.8 [4] to 4 [29] for the 482 °C temper. For comparison, samples were also made in the as-quenched state, i.e. without the 482°C x 5 h tempering treatment.

| Table I. Chemical Compositions (wt%) of AerMet® 100 |
|-----------|----------|-------|-----|----|-----|-----|-----|-----|-----|
| Fe        | Co       | Ni    | Cr  | Mo | C   | Ti  | P   | S   | H (wppm) |
| Bal.      | 13.43    | 11.08 | 3.00| 1.18| 0.23| 0.009| 0.003| 0.008| 0.35 |

| Table II. Mechanical Properties of AerMet® 100 |
|------------|---------|-------|-----|------|-----|------------|
| Hardness (Rockwell C) | σₘₖₜ MPa (ksi) | σₜₚₘ MPa (ksi) | RA (%) | KᵢC MPa√m (ksi√in) |
| 54         | 1765 (256) | 1985 (288) | 61    | 139 [LR] (120) |
|            |          |          |       | 127 [CR] (116) |
Electrochemical H-Charging

The specimen of AerMet® 100 used for H-charging was a bare thin plate type having nominal dimensions of 12.7 x 6.4 x 0.5 (mm). Prior to charging, each specimen was ground to a 600-grit finish and degreased ultrasonically. H-charging was performed at constant electrochemical potential under potentiostatic control. The charging solution was saturated Ca(OH)₂ in pre-electrolyzed, 18.2 MΩ deionized water, having a pH value of ~12.1. During charging, the temperature of this charging solution was maintained at 60°C±2°C. The total time interval for charging was 3 days (~ 72 h). This period was about 30% longer than that determined using a solution to Fick's Second Law for one-dimensional diffusion in a plane-sheet and a conservative estimate of H diffusivity of 3 x 10⁻⁸ cm²/s at 60°C [31]. This prolonged time was used to ensure producing a uniform H concentration profile throughout specimen thickness [32]. The reversible H oxidation/reduction potential, \( E_{\text{H}^+/\text{H}} \), in this solution was -1.33 V (vs Hg/Hg₂SO₄). For the present study, two different electrochemical potentials (\( E_{\text{applied}} \)) were applied, -1.95V and -2.5V, giving corresponding H-overpotentials (\( \eta_{\text{chg}} = E_{\text{applied}} - E_{\text{H}^+/\text{H}} \)) of -0.62V and -1.17V, respectively. The as-charged specimens were stored in liquid nitrogen for testing as needed.

Thermal Desorption Measurements

The principal method used for characterizing H diffusion and trapping was thermal desorption spectroscopy (TDS). The system was composed of a pre-pumping system (Tribody oil-free vacuum pump) for preparing vacuum condition needed for specimen exchange in the upper chamber, a continuous pumping system for providing normal testing vacuum condition (~ 1μPa and lower) in the lower chamber, and a gas analyzing system for collecting data of gaseous composition.
In addition, an electrical furnace was mounted around the lower (at high vacuum for testing) chamber to provide isothermal and ramp heating conditions as needed. The TDS method was utilized to detect H by monitoring the change in H$_2$ partial pressure (P$_{H_2}$) versus time (t) in the lower chamber with the quadrupole gas analyzer, which was controlled by a computer program named Motf™ * for data acquisition. The normalized P$_{H_2}$ - t data were transformed by computer programming to data set of H-concentration (C$_H$) and its rate of variation (dC$_H$/dt) versus time or temperature. The latter were further used to calculate parameters of H diffusion and trapping/detrappping, as detailed in the next section. An isothermal TDS testing mode was used for measuring H diffusivity parameters, where a constant temperature (in the range of 60 – 200°C) was established prior to the specimen loading into the lower chamber. A temperature programmed desorption mode was used for characterizing H desorption/detrappping behavior by observing the variation of desorption maxima with heating rate. Locating the temperature for the desorption maxima, T$_{m}$, was facilitated by a software named PeakFit™ ** in dealing with ambiguous or hidden peaks. Also, a peak was recognized only if it was reproducible in multiple-sample tests. In this temperature programmed TDS, the specimen was heated from room temperature to 550°C at a constant ramp rate in the range of 1 - 10°C/min upon loading into the lower chamber. The background P$_{H_2}$ in the vacuum chamber was approximately 0.02 – 0.04 μPa, depending on temperature, as determined by performing TDS experiments on uncharged specimens. This information was used to establish background P$_{H_2}$ for later subtraction from the apparent pressure data. In either isothermal or temperature programmed TDS modes, to restore the vacuum in the chamber upon specimen installation, specimens were first held at room temperature for ~ 30

* Motf™ is a software made by Ametek, Paoli, PA 19301.

** PeakFit is a product of AISN Software Inc., Mapleton, OR 97453.
minutes in the upper chamber, then dropped into the lower chamber (preheated in the case of isothermal TDS) for immediate testing by starting-up the gas analyzer. This hold time is small compared to the 72 h charging time, taking account of the low diffusivity at room temperature.

**Diffusible and Total H Capacity Measurements**

For selected H-charging and/or baking conditions, the barnacle electrode method [33] was used to measure the diffusible H concentration, C_{H,\text{diff}}. H-charging procedures were the same as stated earlier. Deaerated-saturated Ca(OH)\textsubscript{2} was used as the extraction solution for H oxidation. An extraction potential of \(-1.00 \) V (vs Hg/Hg\textsubscript{2}SO\textsubscript{4}) was maintained potentiostatically. Temperature was constant at 23°C during extraction. More detailed information was included elsewhere [34].

For selected cases, the total H concentration (C_{H,\text{tot}}) was determined using a modification of the LECO/ASTM E1447 melt-extraction method [35]. The same H-charging procedures were used as described earlier. Immediately following charging, the specimens were submersed in liquid nitrogen. Rather than melting, the specimen was heated to a temperature slightly below the fusion temperature to extract the H into an inert-carrier gas. This method produced less scatter in H concentration data than the LECO-fusion method [35].

**THEORETICAL BASES FOR DATA DEDUCTION**

**Determination of Diffusivity**

From the H partial pressure (after background P_{H_2} subtraction) – time (P_{H_2} - t) data obtained in isothermal TDS tests, the area under the P_{H_2} - t curve (\int P_{H_2} \, dt), is calculated using the trapezoidal
integration method. The time needed to generate one-half of this amount of area, \( t_{1/2} \), is determined, as demonstrated in Fig. 1. Then the H diffusivity, \( D \), is calculated using [36]:

\[
D = \frac{0.0492B^2}{t_{1/2}}
\]

Eq. 1

where \( B \) is specimen thickness. For using Eq. 1 it is assumed that a hydrogen diffusion coefficient is independent of the H concentration profile during testing and is valid for flat-plate specimens.

For lattice H diffusion, such as in the case for a pure iron, \( D \) is denoted as \( D_L \) to represent the diffusivity in a microstructural environment without trap sites. By distinction, \( D \) for the effective or apparent H diffusivity is denoted as \( D_{app} \) which takes account of trapping and detrapping effects.

Temperature Dependence of Diffusivity and Activation Energy

In general terms, temperature dependence of H diffusivity \( D(T) \) is described by [37]:

\[
D(T) = D_0 \exp\left(-\frac{E_m}{RT}\right)
\]

Eq. 2

where \( D_0 \) is the pre-exponential diffusion coefficient, \( E_m \) is the activation energy for lattice migration of H, \( R \) is the gas constant (8.31 J/mol-K), and \( T \) is the absolute temperature. Likewise, for the apparent H diffusivity, \( D_{app} \), the corresponding activation energy is denoted as \( E_{m_{app}} \) to represent the trapping-affected migration energy. In either case, the activation energy, \( E_m \) or \( E_{m_{app}} \), can be determined via the slope of a \( \ln D(T) \) versus \( 1/T \) plot by linear regression.
Diffusion-Limited H Desorption

If the process of H desorption is surface-reaction limited, H diffusivities determined from TDS data (and hence Eq. 1) do not accurately represent D in the bulk specimen. Consequently, diffusion-controlled desorption must be ensured during TDS experiments in order to justify the validity of the diffusivity data. One of analytical expressions that describes thermal desorption from a homogeneously charged specimen is [38]:

$$\frac{dX_d}{dt} = v_s (1-X_d)^n \exp \left( \frac{-E_d}{RT} \right)$$  \hspace{1cm} \text{Eq. 3}

where $v_s$ is a constant, $X_d$ is the fraction of integrated quantity of H desorbed and $E_d$ is the activation energy for desorption. $E_d$ may be estimated as the sum of $E_m$ and $E_b$ (the binding energy for H trapping) for a H egress process that dominated by rate-limiting detrapping and lattice migration followed by non-rate-limiting surface desorption. If $n = 1$ then $dX_d/dt$ versus $(1-X_d)$ is linear and the desorption process is a first order process controlled by detrapping and diffusion of H atoms. If $n = 2$ then $dX_d/dt$ versus $(1-X_d)^2$ is linear and the H egress is surface reaction-limited, a 2nd order process governed by recombinative H desorption of di-hydrogenation or H$_2$.

Activation Energy for H Desorption

In Eq. 3, the apparent activation energy for H desorption, $E_d$, can be calculated using ramp TDS data obtained at different heating rates (dT/dt). It is observed that the temperature for the peak of the desorption rate, $T_m$, shifts with variation in dT/dt, as demonstrated in TDS [39] as well as differential thermal analysis [40]. Then $E_d$ depends on $T_m$ and dT/dt according to [40]:
Thus, using TDS data of $T_m$ at various $dT/dt$, $E_d$ can be calculated through the slope of the $\ln[(dT/dt)/T_m^2]$ versus $1/T_m$ plot by linear regression. This type of analysis can be applied to each trap peak observed during temperature programmed desorption.

**Trapping-Affected H Transport**

For reversible traps, it is assumed that dynamic equilibrium exists between the reversibly trapped H population and H in interstitial lattice sites [18]. Then H diffusion is slowed because of this interaction between diffusing H and low binding energy reversible traps. In contrast to this effect, strong irreversible traps are generally not in equilibrium with the lattice H and do not further interact with lattice H upon saturating. With this assumption, Oriani [18] proposed an equation describing the apparent or trapping-affected H diffusivity ($D_{app}$) in terms of the density of trap sites and trap binding energies. Assuming a low-reversible trap site coverage and low lattice solubility of H, $D_{app}$ is related to the number of reversible trap sites of each type per unit volume, $N_r$, with binding energy, $E_b$, according to [18]:

$$D_{app} = \frac{D_L}{1 + \frac{N_r}{N_L} \exp \left( \frac{E_b}{RT} \right) (1 - \Theta_T)^2}$$  \hspace{1cm} \text{Eq. 5}$$

where $N_L$ is the number of ordinary interstitial sites available for H in the pure lattice, and $\Theta_T$ is fractional trap-site coverage.
As the trap site coverage is generally far less than unity (Θ_1<<1), Eq. 5 can be simplified with satisfactory precision as:

\[ D_{app} = \frac{D_L}{1 + \frac{N_r}{N_L} \exp \left( \frac{E_b}{RT} \right)} \]  

\[ \text{Eq.6} \]

or

\[ \ln \left( \frac{D_L}{D_{app}} - 1 \right) = \ln \left( \frac{N_r}{N_L} \right) + \frac{E_b}{RT} \]  

\[ \text{Eq.6a} \]

Thus, by conducting TDS analysis to obtain \( D_{app} \) at various temperatures (T), a single overall binding energy \( E_b \) and a single trap fraction \( N_r/N_L \) can be determined from the slope and intercept, respectively, of the \( \ln[(D_L/D_{app})-1] \) versus \( 1/T \) curve, by linear regression. This analysis requires estimation of \( D_L \) which is discussed further below.

**Modeling H Desorption Rate**

Assuming that H desorption is dominated by diffusion and detrapping processes, Ono and Meshii [41] proposed a solution for the net desorption of H from a bulk specimen in the presence of a single trap state with \( N_r \) sites and a binding energy of \( E_b \). According to their model, the desorption (or evolution) rate, expressed in the variation of H concentration in normal interstitial sites (\( C_L \)) over a incremental time, \( \partial C_L/\partial t \), can be described using

\[ \frac{\partial C_L}{\partial t} = C_H \left( \frac{\pi}{2d} \right)^2 D_0 \exp \left( \frac{-E_m}{RT} \right) \left[ 1 + \gamma \frac{N_r}{N_L} \exp \left( \frac{E_b}{RT} \right) \right]^{-1} \]  

\[ \text{Eq.7} \]

where \( C_H \) is the total H concentration, \( 2d \) is the thickness of a semi-infinite plate specimen, and
\[
\gamma = \frac{Z_i \nu_i \exp \left( \frac{S_i}{k} \right)}{Z_d \nu_d \exp \left( \frac{S_d}{k} \right)}
\]

Eq. 8

in which \( k \) is Boltzmann’s constant, \( Z_d \) and \( Z_i \) are the coordination numbers for H in interstitial and trap sites, \( \nu_d \) and \( \nu_i \) are the vibrational frequencies, and \( S_d \) and \( S_i \) are the entropies of detrapping and trapping, respectively [41]. Eq. 7 has been used to simulate the H desorption rate – time spectrum, and its validity is examined in the present work.

RESULTS

Temperature and Overpotential Dependence of Apparent H Diffusivity

From the isothermal TDS tests conducted at various temperatures ranging from 60°C to 200°C, data sets of H partial pressure versus time (\( P_{H_2} - t \)) were collected and the apparent H diffusivity, \( D_{\text{app}} \), calculated according to Eq. 1 using the trapezoidal integration method introduced earlier. These data sets were also transformed to desorption rate (expressed as \( dC_H/dt \) where \( C_H \) denotes the instantaneous H concentration) versus time, a representative example is given in Fig. 2. Fig. 2 shows that, within the time interval set for the TDS detection, the saturation of H desorption is observed. The fraction of H desorbed, \( X_d \), has also been calculated and is plotted against time together with the \( dC_H/dt - t \) curve in Fig. 2. To check the diffusivity data validity, as described in the preceding section, H desorption rate is expressed alternatively as the rate of \( X_d \), \( dX_d/dt \), against \( X_d \) and \( (1 - X_d) \), as shown in Fig. 3. As required by Eq.3, a satisfactory linearity of the \( dX_d/dt - X_d \) (or \( 1 - X_d \)) relationship confirms that the H egress during the TDS test is a first order process. Thus it describes a process of volume diffusion-limited desorption, and hence, the corresponding diffusivity data calculated based on these TDS data describe the transport of H in the steel.
In Fig. 4a, the apparent H diffusivity, $D_{\text{app}}$, is plotted against reciprocal absolute temperature, $1/T$, for two groups of specimens that were H charged at 60°C and at overpotentials, $\eta_{\text{ehg}}$, of -1.17V and -0.62V, with diffusible H concentration of about 8 and 7.5 wppm, respectively. Using Eq. 2, a linear regression analysis of the data in Fig. 4a results in the apparent activation energies for H diffusion, $E^{\text{app}}_m$, of 17.7 kJ/mol (0.18 eV/atom) and 18.0 kJ/mol (0.19 eV/atom) for $\eta_{\text{ehg}} = -1.17V$ and -0.62V, respectively. The standard error of $E^{\text{app}}_m$ is 0.18 - 0.2 kJ/mol (0.002 eV/atom) for the regression. The pre-exponential constants in Eq. 3, $D_0$, are $3.71 \times 10^{-5}$ cm$^2$/s and $1.59 \times 10^{-5}$ cm$^2$/s, respectively. The standard error of $D_0$ is $1.5 - 3.6 \times 10^{-7}$ cm$^2$/s. Then, the temperature dependence of $D_{\text{app}}$ for AerMet$^\circledast$ 100 charged at 60°C in relation to the two overpotentials can be described using:

$$D_{\text{app}} [cm^2/s] = \begin{cases} 3.71 \times 10^{-5} \exp \left[\frac{-17.7 [kJ/mol]}{RT}\right] & (\eta_{\text{ehg}} = -1.17V) \\ 1.59 \times 10^{-5} \exp \left[\frac{-18.0 [kJ/mol]}{RT}\right] & (\eta_{\text{ehg}} = -0.62V) \end{cases} \quad \text{Eq. 9}$$

Values of $D_{\text{app}}$ at 23°C was predicted by the regressed curve in Fig. 4a, to be $2.83 \times 10^{-8}$ cm$^2$/s and $1.05 \times 10^{-8}$ cm$^2$/s for $\eta_{\text{ehg}} = -1.17V$ and -0.62V, respectively. Since diffusivity curves in Fig. 4a are basically parallel and the calculated values of $E^{\text{app}}_m$ are roughly equal (with 1.6% difference, or equal to the standard error) for the two charging overpotentials (or H concentrations), the gross H capacity does not seem to affect the activation energy for the trapping-affected diffusion process. Instead, the influence on the apparent H diffusivity is reflected by increasing $D_0$ with increasing H concentration through enhanced charging.

As a comparison, Fig. 4b shows $D_{\text{app}}$ versus $1/T$ curves over temperatures of 70 – 120°C for the as-quenched AerMet$^\circledast$ 100 specimens, together with the tempered specimens H-charged at the
same $\eta_{chg}$ of $-0.62$V. $E_{m}^{app}$ has been calculated to be $18.2$ kJ/mol (0.19 eV/atom) using the same linear regression method, with a standard error of $0.2$ kJ/mol (0.002 eV/atom). $D_0$ for the as-quenched specimens is $3.97 \times 10^{-5}$ cm$^2$/s, with a standard error of $3.8 \times 10^{-7}$ cm$^2$/s. Similar to the results in Fig. 4a, the difference in $D_{app}$ between the tempered and the as-quenched martensitic alloys is not seen by a change in the activation energy for migration, since the difference in their $E_{m}^{app}$ values is still within the standard error. Instead, $D_0$ contributes dominantly to the different apparent diffusivities in the two different microstructures.

**Effects of Baking on Apparent H Diffusivity**

The effect of baking procedure on $D_{app}$ determined over temperatures of 60 – 200°C was investigated for specimens H-charged at 60°C for one fixed overpotential value, i.e. $\eta_{chg} = -0.62$V for 3 days. Isothermal TDS was performed to determine $D_{app}$ for specimens under two post-charging conditions, i.e. (1) 3 days exposure at 23°C (or 23°C baking), and (2) baking at 200°C for 2.3 h (2.3 h = 2 data acquisition intervals in the testing program for TDS), in addition to the as-charged condition described in the preceding subsection. Fig. 5 shows a comparison of net H$_2$ pressure versus time at typical desorption temperatures. Different y-axis scales are used to display the shapes of curves under baked and as-charged conditions. In fact, for baked conditions, especially at 200°C, the H partial pressure level is about 3 decades lower as compared with that of as-charged condition, suggesting substantial H egress during the elevated temperature baking. From the TDS data including those shown in Fig. 5, the apparent H diffusivity, $D_{app}$, was calculated using Eq. 1 for the two baked conditions as well as the as-charged condition. In Fig. 6, $D_{app}$ is plotted against the reciprocal of absolute temperature, 1/T, comparing the effect of baking on the apparent

*TDS was not suitable for H diffusivity measurements at temperatures as low as room temperature.*
diffusivity. The apparent activation energy for diffusion, $E_{m}^{app}$, was determined by linear regression (Eq.2) for the three test conditions. Values of $E_{m}^{app}$ thus obtained are 18.0 kJ/mol (0.19 eV/atom), 18.2 kJ/mol (0.19 eV/atom) and 18.9 kJ/mol (0.20 eV/atom) for specimens tested under as-charged, 23°C baked and 200°C baked conditions, respectively. The standard error of $E_{m}^{app}$ is 0.2 kJ/mol (0.002 eV/atom) for the regression. The parameters $D_0$ in Eq.3 are $1.59 \times 10^{-5}$ cm$^2$/s, $1.23 \times 10^{-5}$ cm$^2$/s and $1.13 \times 10^{-5}$ cm$^2$/s in the corresponding order. The standard error of $D_0$ is $1.1 - 1.5 \times 10^{-7}$ cm$^2$/s. As such, the temperature dependence of $D_{app}$ for the as-charged and baked conditions can be described by:

$$D_{app}[cm^2/s] = \begin{cases} 
1.59 \times 10^{-5} \exp \left\{ -\frac{18.0[kJ/mol]}{RT} \right\} & \text{ (as-charged)} \\
1.23 \times 10^{-5} \exp \left\{ -\frac{18.2[kJ/mol]}{RT} \right\} & \text{ (23°C baked for 72h)} \\
1.13 \times 10^{-5} \exp \left\{ -\frac{18.9[kJ/mol]}{RT} \right\} & \text{ (200°C baked for 2.3h)} 
\end{cases}$$

Eq.10

Also, values of $D_{app}$ at 23°C were determined by linear regression (Fig. 6) to be $1.05 \times 10^{-8}$ cm$^2$/s, $7.11 \times 10^{-9}$ cm$^2$/s and $4.90 \times 10^{-9}$ cm$^2$/s for as-charged, after 23°C baked and 200°C baked conditions, respectively.

As expected, H diffusivity depends on the amount of H remaining after outgassing exposure following electrochemical charging. As shown in Fig. 6, baking at room temperature leads to a general drop in the diffusivity at all temperatures as compared with the as-charged specimen group. Elevating the baking temperature to 200°C further decreases $D_{app}$ at all test temperatures. This H concentration dependent diffusion behavior will be discussed later. In contrast to the obvious change in $D_{app}$, the apparent activation energy is basically insensitive to the baking treatments, since the value of $E_{m}^{app}$ is still within the range of standard error (0.2 kJ/mol) after 23°C baking and only
about 4% increase in $E_m^{app}$ after 200°C baking, compared with the as-charged condition. The influence of baking on apparent diffusivity is mainly attributed to the variation of $D_0$.

**Effect of Baking on Total and Diffusible H Capacity**

To investigate the baking effect on the H capacity, the total and diffusible H concentrations were measured for the as-charged (at $\eta_{chg} = -0.62$V only) and the room temperature and 200°C baked specimens (detailed in the preceding section). Data for the total H concentration ($C_{H,\text{tot}}$) determined from LECO and diffusible H concentration ($C_{H,\text{diff}}$) are listed in Table III for these three conditions. After 23°C baking for 72h, $C_{H,\text{tot}}$ decreased about 1/3 from that contained in the as-charged specimen, and further decreased about another 1/3 of the as-charged level by baking at 200°C for 2.3h. Regarding the diffusible H concentrations, in the as-charged condition, $C_{H,\text{diff}}$ is about 1/4 that of $C_{H,\text{tot}}$. Upon the 23°C baking, $C_{H,\text{diff}}$ decreases to less than 1 wppm (0.34 wppm), close to the total H concentration in the as-received AerMet® 100 (0.35 wppm in Table I – likely irreversibly trapped). While substantial total H remains after the 200°C baking, the diffusible H concentration, $C_{H,\text{diff}}$, is too low to be detectable by the Barnacle cell method performed at room temperature. However, as seen from tiny desorption peaks in Fig. 5, there is still a finite amount of diffusible or weakly trapped H remaining after the 200°C baking. Processing of the corresponding TDS data suggests a residual amount of $\sim 10^2$ wppm H desorbed in the isothermal TDS test (190°C) for a specimen previously baked at 200°C.
Table III. Total H and Diffusible H in AerMet® 100 Affected by Baking

<table>
<thead>
<tr>
<th>Condition prior to TDS</th>
<th>( C_{H,\text{tot}} ) (wppm) (60°C)</th>
<th>( C_{H,\text{diff}} ) (wppm) (23°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-charged (( \eta_{\text{chg}} = -0.62V ))</td>
<td>27.4</td>
<td>7.5</td>
</tr>
<tr>
<td>Charged + baked at 23°C for 72 h</td>
<td>20.2</td>
<td>0.34</td>
</tr>
<tr>
<td>Charged + baked at 200°C for 2.3 h</td>
<td>9.67</td>
<td>undetectable</td>
</tr>
</tbody>
</table>

Baking Temperature Effect on H Desorption from Bare AerMet® 100

Instead of an isothermal TDS test mode, the H trapping/detrapping behavior is more readily studied by detecting how H detraps from each specific type of site as desorption temperature increases, i.e. by conducting a ramp TDS test in which the sample is heated to a proper maximum temperature at a fixed heating rate. For investigating the effect of baking temperature on H trapping/detrapping in AerMet® 100, TDS tests were performed at a ramp rate of 5°C/min for specimens charged at \( \eta_{\text{chg}} = -0.62V \) and then baked for 3 days (72 h) at room temperature (23°C) and 2 h at various temperatures from 100°C to 500°C. Fig. 7 shows H desorption rate (expressed as variation of H concentration with time, d\( C_H \)/dt) versus temperature curves obtained by TDS for specimens baked at 23°C and various elevated temperatures, in comparison with the as-charged specimen. Each peak on a H desorption rate curve reveals a maxima of H egress rate as a result of H release from a specific type of trap site when the thermal energy of the steel exceeds the apparent H desorption energy. Three distinct trap states are identified in Fig. 7, denoted peak 1, peak 2 and peak 3 in the order of temperature at which each peak is centered. As discussed later, peak 1 contributes to the majority of the amount of H desorbed (>90%). The magnitude of the desorption rate over a range of desorption temperatures is decreased after baking at room temperature, especially in the
temperature range covered under peak 1, i.e. about 20% decrease in the amount of desorbed H compared with the as-charged specimen. Baking at 100°C further decreases the general H desorption rate in the whole temperature range, particularly under peak 1 where the amount of desorbed H decreases ~ 75%. Up to this baking temperature, the effect of baking on H detrapping can be classified as a quantitative change, since all the three trap states are retained, with decreased height of each peak. In contrast, baking at 200°C essentially removes H associated with peak 1 from the alloy and thus leads to the disappearance of the first peak on the desorption curve in Fig. 7. As estimated from the dC_H/dt versus time curves obtained from TDS, the amount of H associated with peak 1 in Fig. 7 decreases by nearly 100% for the 200°C baked specimen, compared to the as-charged case. However, the peak height change is marginal for peak 2 and peak 3 under this 200°C baked conditions. As indicated by Fig. 7, baking at 300°C removes H associated with both peak 1 and peak 2 and substantially decreases the height of peak 3. Further increasing baking temperature to 350°C, 400°C and 450°C gradually decreases the magnitude of peak 3. Finally, baking at 500°C totally removes H associated with peak 3. It is noted that, starting from the baking temperature of 400°C, peak 3 shifts to a higher temperature as baking temperature increases. This is probably attributed to the microstructural change during the 2 h baking when the baking temperature is close to or higher than the tempering temperature (482°C) used for the present alloy. It seems that a further tempered martensite structure and coarsened precipitates may increase the binding energy associated with relevant deep H-traps and the number of trap sites.

Baking Time Effect on H Desorption from Bare AerMet® 100

In order to have a fundamental assessment of baking effect on residual trapped H, time dependence of the H desorption behavior is studied systematically for a baking temperature that is
adopted in industry, i.e. 190°C [42]. As before, specimens for this investigation were first charged at 60°C for 3 days at an overpotential of −0.62V. Except for the specimens that were tested under as-charged conditions, other specimens were then baked at 190°C for varied time intervals from 0.5h to 200h. TDS tests were conducted at a ramp heating rate of 5°C/min. The desorption rate versus temperature curves are given in Fig. 8 corresponding to these test conditions to compare the effect of baking time on residual trapped H.

As shown in Fig. 8, when baking time is shorter than 2h, the amount of H egress increases significantly with increasing baking time, as indicated by an obvious decrease in the height and area associated with the desorption rate curves, especially that of the first peak on each curve. At a critical value of baking time, around 2h for the present study, the first peak on the desorption rate curve disappears as a result of substantial H egress. As baking time further increases, no significant change is evidenced regarding the location, height and area of the desorption rate peaks, even for the specimen baked for as long as 200h. In fact, 2h is quite enough for H egress to reach a state of saturation at 190°C, as evidenced by the fraction of H desorption (X₈) versus time curve in Fig. 2.

For each peak in Fig. 8, the H concentration has been calculated by integrating the dCₑ/dt versus time curve for the range of time corresponding to the peak coverage. Fig. 9 shows the variation of H concentration for baked specimens (Cₑ,baked) relative to that of the as-charged specimen (Cₑ,as-charged), expressed by the ratio Cₑ,baked/Cₑ,as-charged for each peak. For peak 1, there is a dramatic change in the relative H concentration in the initial 2 h of baking. As indicated by Fig. 9, Cₑ,baked/Cₑ,as-charged dropped to ~ 2% after baking for 0.5 h and to ~ 0.1% after baking for 2 h. For baking time longer than 2 h, there is no sizeable change in Cₑ,baked/Cₑ,as-charged for peak 1. The relative H concentration change for peak 2 is less evident. After baking for half a hour, the amount of H desorbed for peak 2 is ~ 80% of the as-charged one, and dropped to ~ 30% of the as-charged one when baking time increases to 2 h. Baking for longer than 2 h does not make any appreciable
further change in $C_{H,baked}/C_{H,as-charged}$ for peak 2. The relative H concentration change with baking time for peak 3 is the least of the three. For baking time of less than 5 h, $C_{H,baked}/C_{H,as-charged}$ is around 30% and is around 20% for baking time of 5 h and longer. As such, data in Fig. 9 confirms, in a quantitative manner, that the initial 2 h baking is of key importance in removing diffusible and weakly trapped hydrogen from the H-charged alloy.

**Apparent (Total) Activation Energy for H Desorption**

To associate a H trap state with a responsible microstructural feature, it is of key importance to determine the binding energy ($E_b$) with which H is trapped into the type of traps, since an individual microstructural feature binds H with a specific amount of energy. Using Eq.6 to determine $E_b$ requires temperature dependent data sets for both $D_{app}$ and $D_L$, the latter in turn requires the value of the migration energy for lattice diffusion ($E_m$). Unlike pure iron, the values of $D_L$ and $E_m$ are unknown for the multi-component alloy system of AerMet® 100. For a system in which surface reaction is insignificant, the thermal desorption is principally controlled by diffusion and detrapping processes. Accordingly, the apparent or total desorption energy, $E_d$, can be approximated to equal the sum of $E_m$ and $E_b$. Therefore, $E_d$ will provide a solid basis to estimate $E_b$ once $E_m$ is known, or to estimate the range of $E_b$ if the range of $E_m$ can be predicted. To provide data necessary for analysis through Eq.4, ramp TDS tests were conducted at various heating rates (dT/dt) from 1 to 10 °C/min for specimens charged at 60°C and two overpotentials of −0.62V and −1.17V (with different total H capacities).

Fig. 10 shows representative H desorption curves obtained from the ramp TDS tests. For the temperature range from room temperature to 500°C, three persistent desorption peaks can be identified and are marked peak 1, peak 2 and peak 3 in the order of increasing $T_m$. Fig. 10 shows
that the position of $T_m$ shifts as $dT/dt$ varies, as expected from similar studies [39,40]. The ramp TDS data were processed to generate $\ln[(dT/dt)/T_m^2]$ plotted against the reciprocal absolute temperature, $1/T_m$, as shown in Fig. 11, for the H detraping associated with the first desorption rate peak (peak 1). According to Eq.4, $E_d$ can be calculated from the slope of the $\ln[(dT/dt)/T_m^2]$ versus $1/T_m$ curve. Using a linear regression analysis, $E_d$ for H detraping associated with peak 1 was determined for $\eta_{\text{chg}} = -0.62\text{V}$ and $-1.17\text{V}$, respectively. Data plots similar to Fig. 11 were also made for peak 2 and peak 3 as shown in Fig. 12 and Fig. 13, respectively. Linear regression was used to calculate the values of $E_d$, according to Eq.4, for peak 2 and peak 3, for specimens charged at the above two overpotentials. $E_d$ values, along with their standard error in the regression, are listed in Table IV for all these conditions.

<table>
<thead>
<tr>
<th>Trap State</th>
<th>Peak 1</th>
<th>Peak 2</th>
<th>Peak 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{\text{chg}} = -0.62\text{V}$</td>
<td>21.6±0.2 (0.224±0.002)</td>
<td>72.2±0.3 (0.748±0.003)</td>
<td>99.1±0.3 (1.027±0.003)</td>
</tr>
<tr>
<td>$\eta_{\text{chg}} = -1.17\text{V}$</td>
<td>21.4±0.2 (0.222±0.002)</td>
<td>71.3±0.3 (0.739±0.003)</td>
<td>99.9±0.3 (1.035±0.003)</td>
</tr>
</tbody>
</table>

The calculated results in Table IV suggest that, for each trap state, values of $E_d$ are basically independent of the H-charging overpotential level or $C_{\text{H,diff}}$ as well as $C_{\text{H, tot}}$ levels, since the difference in $E_d$ is within the standard error for peak 1, about 1% for peak 2 and less than 1% for peak 3. Rather, $E_d$ is intrinsically linked to specific types of trap sites or types of relevant
microstructural features represented by each peak in Fig. 10, regardless of the two trap coverage obtained.

**Determination of Binding Energies for H Trapping**

1. **Analytical Work to Determine Lattice Diffusivity** $D_L$ ($E_m$, $D_0$)

   The establishment of $E_d$ values, as accomplished above, provides an estimation of the scope of $E_b$, the binding energy for H trapping, assuming that $E_d = E_m + E_b$. The challenge is to separate $E_b$ from $E_m$ associated with interstitial transport in a perfect lattice. The theoretical basis for doing this is expressed by Eq. 6, with $D_L = D_0 \exp(E_m/RT)$ according to Eq. 2. The value of $D_L$ (and hence $E_m$) is unavailable in the literature for AerMet® 100. Consequently, instead of using Eq. 6 to determine $E_b$ directly, an analytical procedure assuming the applicability of Eq. 6 is used to approach a logically plausible value (or range of values) of $E_m$ according to information currently available for several alloys and pure iron. *

   The calculated results provide a range of values ($D_0, E_m$) that meet the above requirements, with selected results for discrete parameters shown in Fig. 14 and Fig. 15. Each plot in Fig. 14 or 15 provides a means of understanding how each qualified value plotted is determined, that is: (1) for each selected $E_m$, qualified values of $D_0$ are determined by equating $(E_b + E_m)$ to $E_d$; (2) with these

---

* This procedure is subject to the following guidelines: (a) selected $E_m$ should be smaller than trap-affected $E_{m,app}$ for heat-treated AerMet® 100 (17 – 18 kJ/mol) but larger than the reported $E_m$ for pure iron (7 – 10 kJ/mol) [43], (b) $D_0$ should be so selected that the resultant lattice diffusivity at room temperature ($D_L_{RT}$) is significantly larger than $D_{app,RT}$ for heat-treated AerMet® 100 ($\sim 10^{20}$ cm²/s), (c) calculated $E_b$ should meet the requirement: $E_m + E_b = E_d$, and (d) calculated $N/N_L$ should be significantly less than 1. Qualified values of $E_m$ for perfect lattice should meet all of these 4 guidelines as the minimum requirement, though other criteria may be incorporated. The calculation was performed by a recursive program to output only the valid range of parameters that meet the above guidelines. The key points are as follows. For each selected combination of $E_m$ and $D_0$, and each temperature $T$ at which there was experimental value of $D_{app}$, $D_L$ is determined per Eq. 2. Using values of $D_{app}$ and $D_L$ at various temperatures, linear regression is conducted to generate $E_b$ according to Eq. 6a. If $E_b = E_d - E_m$ considering the experimentally determined range of $E_d$ (Table IV), $D_L = f(D_0, E_m)$ is chosen as a valid candidate, otherwise the selection is rejected. In either case the calculation is re-initiated with a newly selected combination of $E_m$ and $D_0$, until all the values in the logically plausible range (per the above guidelines) are tried.
qualified \( D_0, D_{L,RT} \) and \( N_f/N_L \) are determined (see dashed lines). It is found from examples in Figs. 14-15 that, with perfect lattice \( E_m \) approaching the upper bound (i.e. \( E_m^{app} \) of 17 – 18 kJ/mol for the heat-treated AerMet® 100), either \( D_{L,RT} \) approaches \( D_{app,RT} \) for heat-treated AerMet® 100 (~ \( 10^{-8} \) cm\(^2\)/s), or the valid \( E_d \) range found by experiment cannot be accessed. On the other hand, selecting the lower bound of perfect lattice \( E_m \) value tends to result in both a higher value of \( D_{L,RT} \) and a lower value of \( N_f/N_L \). This selectable range of \( E_m \) is summarized in Fig. 16. In brief, the analysis conducted justifies selecting \( E_m \) value(s) that approach the value(s) reported for pure iron [43].

Summarizing the extensive diffusion data on iron obtained by various investigators [43], it is found that the most concentrated data points are located on a narrow band that suggests an \( E_m \) value of ~ 10 kJ/mole for \( \alpha \)-Fe. In view of statistical credibility, this \( E_m \) value should be used in the present approach to determine binding energies. According to the above analytical results, using lower bound values of \( E_m \), i.e. that of pure iron, tends to generate values for the lattice diffusivity of the alloy that fit the expected effects of alloying elements in \( \alpha \)-Fe on \( D_L \), than using the upper bound values of \( E_m \). The effects of alloying elements may be divided into roughly two parts, one to affect the apparent diffusion by acting as H trap sites with an appropriate binding energy [44], the other to affect the lattice diffusion as a result of lattice structure change by replacing a fraction of the Fe sites by the alloy elements present in substitutional solid solution. \( D_L \) is altered by changing either \( E_m \) or \( D_0 \) or both. In connection with this, the alloying effect on the lattice diffusion is reflected in the decreased \( D_0 \) compared with that of pure iron, as a result of taking \( E_m = 10k \) J/mol to perform the above analytical procedures (Figs. 14-15). Table V shows a comparison between lattice diffusion parameters in AerMet® 100 (Figs 14-15) and in pure iron by assuming the same \( E_m \) value in both.
Table V. Lattice Diffusion Properties Assuming Fixed $E_m = 10kJ/mol$

<table>
<thead>
<tr>
<th></th>
<th>AerMet® 100 $\eta_{cbr} = -0.62V$</th>
<th>AerMet® 100 $\eta_{cbr} = -1.17V$</th>
<th>Pure iron [43]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0$ (cm²/s)</td>
<td>$5.6 \times 10^{-6}$</td>
<td>$6.4 \times 10^{-6}$</td>
<td>$7.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>$D_L(25^°C)$ (cm²/s)</td>
<td>$9.8 \times 10^{-8}$</td>
<td>$1.1 \times 10^{-7}$</td>
<td>$1.2 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

As shown in Table V, when $E_m$ is fixed at 10 kJ/mol, $D_0$ for lattice diffusivity is found to be $5.6 \times 10^{-6}$ cm²/s, compared to $D_0$ of $7.5 \times 10^{-4}$ cm²/s for pure iron [42]. This result is consistent with literature data detailed as follows. Hagi [45] conducted a systematic investigation on the alloying effects on the diffusivity of $\alpha$-Fe, in which a series of elements including Co, Cr, Mo and Ni were individually added with varying amount into iron and used heat-treatment to ensure single phase $\alpha$-Fe absent of other trap states. The values of the assumed perfect lattice $D_L$ exhibited a consistent decrease in $D_0$ with increasing amount of alloying element (at.%M – where M denotes the alloying element in question), showing log$D_L$ – $T^{-1}$ curves for varying at.%M being basically parallel to that for pure iron [45]. In the present study, Hagi’s data [45] were used to model the dependence of $D_0$ on at.%M for alloying with Co, Cr, Mo and Ni in AerMet® 100 individually. Then the total effect on $D_0$ for the alloy was generated by adding linearly the effect of each element. While it was hard to consider fully the complicated interaction between these elements, the calculation was simplified by considering only the role of relative atom radius. Calculated results with this assumption are plotted in Fig. 17, showing an equivalent alloying element effect on $D_0$. When extrapolated to at.% = 27.4, corresponding to the total at.% of (Co+Cr+Mo+Ni) in AerMet® 100, $D_0 \approx 5 \times 10^{-6}$, which is very close to those listed in Table V. Therefore, the present analysis using the parameters in Table V is justified by the expected results based on solute additions to $\alpha$-Fe.
II. Determination of $E_b$ from Experimental $D_{app}$ and Analytical $D_L$ by Eq. 6

Fig. 18 shows the determination of the global binding energy from $D_{app}(T)$ according to Eq. 6, where the values of $D_{app}(T)$ were taken from the experimental values for AerMet® 100 (Fig. 4a) and those of $D_L$ were calculated by Eq. 2 using values of $E_m$ and $D_0$ established in Table V. It is indicated in Fig. 18 that, although experimentally determined $D_{app}$ values at various temperatures obviously differ for the two different H charging overpotentials ($\eta_{chg}$), or two different total H concentrations ($C_H$), which makes the two corresponding curves in Fig. 18 distinctly separate, the resultant values of global $E_b$ are substantially equal (11.6 vs 11.4 kJ/mol, which are within the standard error of 0.2 kJ/mol). Thus, like the independence of $E_d$ on $C_H$ in temperature-programmed TDS experiments, $E_b$ is also shown to be independent of $C_H$ when Eq. 6 is used. This confirm that the activation energy for H trapping is essentially determined by the specific trap site or type of trap sites associated with corresponding microstructural features.

$E_m$ value for interstitial transport can now be used invariantly for determining $E_b$ from $E_d$ data for other trap sites of the same alloy. Assuming that $E_m$ is constant, the values of $E_b$ for other trap sites identified by peak 2 and peak 3 were calculated by subtracting $E_m$ from $E_d$ (since $E_d = E_m + E_b$). Table VI lists all $E_b$ values determined for H trapped in these trap sites in specimens charged to two different $C_H$ levels obtained from Table IV. The insensitivity of $E_b$ to $\eta_{chg}$ (or $C_H$) further confirms that the binding energy for H trapping depends primarily on the specific trap site or types of trap sites in connection with corresponding microstructural features. The association of trap peaks 1-3 with microstructural features in heat-treated AerMet® 100 is discussed later.
Table VI. Calculated Values of $E_h$, kJ/mol (eV/atom)

<table>
<thead>
<tr>
<th>Trap State</th>
<th>Peak 1</th>
<th>Peak 2</th>
<th>Peak 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{chg}=-0.62V$</td>
<td>$11.6\pm0.2$</td>
<td>$62.2\pm0.3$</td>
<td>$89.1\pm0.3$</td>
</tr>
<tr>
<td></td>
<td>$(0.120\pm0.002)$</td>
<td>$(0.644\pm0.003)$</td>
<td>$(0.924\pm0.003)$</td>
</tr>
<tr>
<td>$\eta_{chg}=-1.17V$</td>
<td>$11.4\pm0.2$</td>
<td>$61.3\pm0.3$</td>
<td>$89.9\pm0.3$</td>
</tr>
<tr>
<td></td>
<td>$(0.118\pm0.002)$</td>
<td>$(0.635\pm0.003)$</td>
<td>$(0.932\pm0.003)$</td>
</tr>
</tbody>
</table>

H Trapping/Detrapping in As-quenched AerMet® 100

To clarify the potential contribution of precipitates, typically $M_2C$, in trapping H, especially with a low energy trapping state as depicted by peak 1, temperature-programmed TDS tests were also performed at various heating rates (dT/dt) for specimens with the as-quenched microstructure. Fig. 19 shows the results of H desorption rate versus temperature curve for the as-quenched martensitic AerMet® 100 charged at $\eta_{chg} = -0.62V$ (60°C) and TDS tested at dT/dt = 5°C/min., in comparison with the tempered alloy under the same charging and TDS conditions. TDS tests under other dT/dt conditions show a similar trend. It is interesting to note that the magnitude of peak 1 for the as-quenched alloy substantially decreases as compared with the tempered one. As estimated by calculating the area under the dC$_H$/dt versus time curve, the amount of H desorbed in the temperature range of peak 1 decreases to ~2% of that for the tempered alloy, under different dT/dt conditions. Although the as-quenched martensitic microstructure may still complex, it is certain that it does not contain $M_2C$ precipitates as the tempered alloy does. Therefore, the results in Fig. 19 suggest that $M_2C$ plays a dominant role in trapping H with an energy state associated with peak 1, which is to be discussed further. The magnitude of peak 2 or peak 3 for the as-quenched alloy is also less than that for the tempered alloy, but the extent of change is much less evident than the change with peak 1.
It was found that there is a minor change in the desorption maxima temperature $T_m$ for peak 1 of the as-quenched alloy, as exemplified in Fig. 19, while the corresponding changes of $T_m$ for peak 2 and peak 3 are negligible. Then, data of $T_m$ obtained at various ramp rates ($dT/dt$) were processed to generate $\ln[(dT/dt)/T_m^2]$ versus $1/T_m$ for linear regression to calculate $E_d$ according to Eq. 4. The value of $E_d$ thus obtained for the as-quenched alloy is 18.9 kJ/mol for peak 1. Following the same analytical procedure as in the preceding section, $E_b$ is estimated to be 8.9 kJ/mol as the binding energy for H-trapping associated with the evolution of peak 1 occurring in the as-quenched alloy.

**H Thermal Desorption Modeling**

As stated earlier, when H thermal desorption is governed primarily by two processes, diffusion and detrapping, Eq. 7 can be used to describe the rate of H desorption versus time or temperature, i.e. the evolution of a desorption peak. In the present analysis, Eq. 7 was used as the sole theoretical base to calculate the instantaneous rate in the variation of lattice H concentration ($C_L$). The analytical simulation was performed for the case of H desorption at a constant thermal ramp rate ($dT/dt$) for a specimen in the as-charged state. Since the total H concentration, $C_H$, changes during desorption, a recursive procedure is required to update $C_H$ using the instantaneous values of $\Delta C_L/\Delta t$ and $\Delta t$ in order to continue the simulation. For this purpose, a computer program coded with the programming language C++ was used to simulate the H desorption process. Its output file provides the data series of time, temperature and $\Delta C_L/\Delta t$. As the present ramp TDS results show a multiple trapping behavior (with multiple desorption peaks as in Figs. 7-8,10), the simulation was conducted individually for each trap state.
Values of all parameters in Eq. 7 are known except that of $\gamma$. Without prior knowledge of the physical characteristics of a trap site, it is hard to estimate $\gamma$ by Eq. 8. In the present modeling work, key parameters regarding diffusion and detrapping, $D_0$, $E_m$, $E_b$, and $N_r/N_L$, were assigned values exactly the same as those generated by the trapping analysis in the preceding section (Tables V-VI and Fig. 18). Various values of $\gamma$ in the valid range suggested by Ono and Meshii [40] were tried and $\gamma$ was chosen according to the best confidence level for the desorption curve fitting.

Typical modeling results for the evolution of peak 1 is shown in Fig. 20, in comparison with the corresponding experimental curves resulted from TDS ramp tests. The value of $\gamma$ chosen for modeling peak 1 is 1.1. The results in Fig. 20, which represent the case of H-charged at $\eta_{ehg} = -0.62V$, indicate that the model desorption curve predicts correctly the temperature for the H egress maxima, $T_m$, with variation in $dT/dt$, although there is an obvious difference in the shapes of curves between the experimental results and the model. Similar results have been obtained for the cases of the other two trapping states (peak 2 and peak 3) and for specimens charged at $\eta_{ehg} = -1.17V$, i.e. the corresponding modeling procedures predicted the positions of $T_m$ correctly, while it was still unable to predict the desorption peak shape. As for the change in the total H concentration by changing $\eta_{ehg}$ from $-1.17V$ to $-0.62V$, there is no sensible effect on the outcome of modeling as long as the values of $E_b$ are selected according to Table IV. Also, the same value of $\gamma$ can be used for each peak in both $\eta_{ehg}$ conditions. The inability of the model in giving the right desorption spectrum (the shape) may result from more complicated factors including the over-simplified assumptions associated with Eq. 7, and will be further discussed in a latter section.
DISCUSSION

Concentration-Dependent Diffusion

A previous investigation on the trap-affected H diffusion in AerMet® 100 established the dependence of the apparent diffusivity, \(D_{\text{app}}\), on both diffusible and total H concentrations, \(C_{\text{H,diff}}\) and \(C_{\text{Htot}}\) [46]. Specifically, logarithmic values of \(D_{\text{app}}\) increase linearly with increasing \(C_{\text{H,diff}}\) or \(C_{\text{Htot}}\). These trends of concentration-dependent H diffusivity have also been found by other investigators studying H diffusion in iron and steel [19, 47]. In the present research, \(D_{\text{app}}\) increases with the total H capacity as a result of increased charging overpotential (Fig. 4a). A similar trend of \(D_{\text{app}}\) is also found in the baking effect, i.e. \(D_{\text{app}}\) decreases with increasing the degree of baking post H charge (Fig. 6), since this corresponds to a decrease in both \(C_{\text{H,diff}}\) and \(C_{\text{Htot}}\) (Table III). Therefore, the influences of either the charging overpotential or the baking procedure on \(D_{\text{app}}\) confirm the concentration dependence of \(D_{\text{app}}\) in AerMet® 100.

The extensively observed \(D_{\text{app}}\) dependence on H concentration most probably results from the change in trap occupancy by H. Either increased \(\eta_{\text{chg}}\) or reduced baking increases the perfect lattice-H concentration (\(C_L\)), and leads to an increase in the coverage of trap sites in equilibrium with lattice sites. This tends to decrease the interaction between lattice-dissolved H and the more highly occupied trap sites and hence, an increase in apparent H diffusivity. For instance, with an estimated 2.1±0.5\times10^{18} reversible trap sites per cm\(^3\) in AISI 4340, \(D_{\text{app}}\) increases by more than an order of magnitude when \(C_L\) increases from 10\(^{-3}\) to 0.1 wppm [47]. By comparison, with an estimated 4.9±0.6\times10^{18} reversible trap sites per cm\(^3\) in the 3.5% Ni-Cr-Mo-V steel, \(D_{\text{app}}\) increases much more for the same increase in lattice-H concentration [47]. For AerMet® 100 studied presently, the H trap occupancy change is evidenced clearly in Fig. 7 where baking at room temperature and 200°C decreases, to varying degrees, the trap occupancy indicated by the height
and existence of desorption peak(s). Then, this change in trap occupancy may account for the consistent decrease in $D_{\text{app}}$ shown in Fig. 6.

The H concentration dependent $D_{\text{app}}$ can also be predicted from Eq. 5 through the effect of H trap occupancy. In Eq. 5, the trapping properties, $E_b$ and $N_r/N_L$, are primarily determined by the corresponding microstructural features that generate the relevant trap sites. $E_b$ was not seen to be affected by H concentration, as indicated in Table IV. Then, an increase in the fractional trap site occupancy, $\Theta_T$, due to either enhanced charging or reduced baking, will lead to an increase in $D_{\text{app}}$, according to Eq. 5. Of course, $D_{\text{app}}$ never approaches $D_L$ since $\Theta_T$ never approaches 1 in Eq. 5 for a high density of low strength reversible traps.

**Apparent Diffusion Parameters**

Equation 2 indicates that temperature dependence of diffusion is controlled by $E_m$ and $D_0$, and experimental results for $D_{\text{app}}$ of H in 482°C tempered AerMet® 100 are summarized by Eq. 9. As indicated, when charging overpotential $\eta_{\text{chng}}$ changes from $-1.17\,\text{V}$ to $-0.62\,\text{V}$, values of $E_m^{\text{app}}$ are statistically equal (within the standard error), whereas $D_0$ shows a more significant decrease of 57% ($3.71\times10^{-5}$ to $1.59\times10^{-5} \, \text{cm}^2/\text{s}$). Similarly, for the results of the baking effect on H diffusion, Eq. 10, values of $E_m^{\text{app}}$ are statistically equal for 23°C and 200°C baked specimens as well as the as-charged specimens (18.2 and 18.9 versus 18.0 kJ/mol), whereas $D_0$ decreases about 23% and 29% ($1.23\times10^{-5}$ cm²/s and $1.13\times10^{-5}$ versus $1.59\times10^{-5} \, \text{cm}^2/\text{s}$) for the two baking conditions, respectively. The effect of H concentration on $D_{\text{app}}$ is mainly attributed to variation in $D_0$ rather than $E_m^{\text{app}}$, as evidenced by parallel log($D_{\text{app}}$) – $1/T$ curves in Fig. 4a and Fig. 6 under different H capacity conditions. As for the microstructural effect, difference in $E_m^{\text{app}}$ between the tempered and as-quenched alloys is also well within the standard error, while $D_0$ for the as-quenched alloy is about
2.5 times that for the tempered alloy, as demonstrated by parallel log($D_{app}$) – 1/T curves in Fig. 4b. This $D_0$-dominated diffusion behavior is also demonstrated by the alloying effect on diffusivity observed by Hagi [45] where log(D) – 1/T curves for different amounts of alloying element addition are basically parallel, revealing similar $E_m$ but distinct $D_0$ values.

A well-known theoretical expression of $D_0$ is provided by Wert and Zener [48] as:

$$D_0 = n \alpha v a^2 \exp\left(\frac{\Delta S_m}{R}\right)$$  \hspace{1cm} \text{Eq. 11}

where $n$ is the number of nearest neighbor jump sites, $\alpha$ is a coefficient depending on the location of the interstitial positions (e.g. $\alpha=1/24$ for b.c.c. and 1/12 for f.c.c.), $a$ is the lattice parameter, $v$ is the vibration frequency of a solute atom in an interstitial site, and $\Delta S_m$ is the change in molar entropy of migration. For apparent H diffusion in AerMet® 100 under different conditions of microstructure (tempered and as-quenched, Fig. 4b) and H-concentration (via charging and/or baking, Fig. 4a, Fig. 6), values of $a$, $n$, $\alpha$ and $v$ are basically the same. Hence, the change of $D_0$ in response to the variation in microstructure and H concentration is attributed to the different $\Delta S_m$ values associated with each case. Currently, limited knowledge of $\Delta S_m$ as well as its experimental determination makes it difficult to analyze the this driving force parameter in evaluating $D_0$.

The apparent diffusivity has also been studied for an older UHSS, i.e. AISI 4130 [46]. An identical analysis in [46] generated a value of $E_m^{app} = 8.7$ kJ/mol (0.09 eV/atom) for AISI 4130 under similar H charging conditions. As an increase in the activation energy for $D_{app}$ is most likely a result of increased strength and density of reversible traps [15], the approximately two-fold increase in $E_m^{app}$ for AerMet® 100, as compared with that for AISI 4130, suggests that reversible H trapping is more extensive in AerMet® 100, and is consistent with the diffusible H concentration and H diffusivity data for each steel [46]. However, these $E_m^{app}$ values for AerMet® 100 and AISI
4130 determined from TDS data are generally lower than those determined from electrochemical permeation measurements for other quenched and tempered steels. Typical apparent activation energies are 30 - 40 kJ/mol (0.31-0.41 eV/atom) by H permeation measurements for quenched and tempered UHSS [49-52]. In the quenched and tempered conditions, $E_m^{app}$ for apparent H diffusion is 37 kJ/mol (0.38 eV/atom) in Fe-Mo-C [49], 30.7 kJ/mol (0.32 eV/atom) in PH 13-8 Mo stainless steel [50], and ~32 kJ/mol (~0.33 eV/atom) in AISI 4130 steel (yield strengths not specified) [51, 52]. As such, $E_m^{app}$ values determined from TDS experiments for either AerMet® 100 (Fig. 4a) and AISI 4130 [46] are lower than these reported values. Despite differences in $E_m^{app}$ from TDS versus permeation data, room temperature $D_{app}$ values extrapolated from TDS data are consistent with the corresponding $D_{app}$ values determined using the permeation method for both AISI 4130 [13] and AerMet® 100 [31]. In view of these contrasting facts, while differences exist between the TDS and permeation methods for determining diffusivity [53, 54], it is not reasonable to fully attribute the difference in the $E_m^{app}$ values to the method used, since there may be distinct difference in microstructural characteristics among these UHSSs.

Reversible versus Irreversible H-Traps

Whether H detraps from a specific trap site depends on thermal activation conditions, among which temperature is a key factor, as reflected in Eqs. 5-7 by the term RT. In view of this, an absolute criterion is hard to set to differentiate between reversible and irreversible H traps. According to the present results of baking temperature effect (Fig. 7), the three types of traps can be removed one after another as baking temperature increases up to 500°C, provided that enough holding time is given at each temperature. Considering this temperature dependence, it might be more appropriate to state the temperature at which a specific H trap is referred to as reversible or
irreversible when discussing this reversibility issue. Currently this temperature is, by default, room temperature for most research results reported in literature. Since microstructural features are so various for different alloys studied, it seems difficult to reach a unified criterion in terms of $E_b$ values. For instance, traps with binding energies greater than 77 kJ/mol (0.8 eV/atom) were found to irreversibly trap H at room temperature in some steels [20], while in Fe-M-C (where M = V, Nb, Ti) alloys, binding energy greater than 55 kJ/mol (0.57 eV/atom) were found high enough to irreversibly trap H [55]. With these facts in mind, it might not be meaningful to differentiate reversible versus irreversible traps exclusively on the basis of $E_b$ values. On the other hand, there may be some practical criteria to specify for a definite alloy plus its application. To prevent IHE, a baking treatment is frequently used and the baking temperature is generally so selected that it is high enough to remove substantially diffusible H but still low enough to preserve the microstructure/mechanical properties. Thus, baking temperature can be used as a critical condition to judge the status of traps for a specific alloy. In the present study, peak 1 is essentially removed after baking at 190°C for 2 h, whereas peak 2 and peak 3 are persistent even after baking at 190°C for hundreds of hours. Then it is suggested that trap states identified by peak 2 and peak 3 are of irreversible trap types, while peak 1 represents a reversible trap state.

**Potential H-Trap Sites in AerMet® 100**

Through the ramp mode TDS experiments, at least three distinct trap states have been identified in the present investigation, as exemplified in Fig. 10. In Table VII, a comparison is made between the values of $E_b$ obtained in the present study and those reported in the literature. The validity of these data is not fully ensured because: (a) they are from different models as their analytical bases, (b) experimental data sources are different, and (c) sometimes only one $E_b$ value
was reported for an alloy having other potential trap site(s) than the targeted one. Nevertheless, the present discussion will be made considering both approximation to $E_b$ values and the known microstructural features in AerMet® 100.

<table>
<thead>
<tr>
<th>Trap site</th>
<th>$E_b$ (kJ/mol) This work</th>
<th>$E_b$ (kJ/mol) References</th>
<th>Trap site description References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak 1</td>
<td>11.4 – 11.6 ±0.2</td>
<td>7.7, 9.7 8.4, 9.2, 10.85, 13.4</td>
<td>Substitutional alloying with Ni, Cr in Fe [44] Ferrite-cementite interface [55, 56, 57,58]</td>
</tr>
<tr>
<td>Peak 3</td>
<td>89.1 – 89.9 ±0.3</td>
<td>67.5 – 96.5 – 95 up to 97</td>
<td>Various incoherent particles in Fe [46] TiC in Fe-Ti-C alloy [21] Incoherent carbides [21, 25, 62-64]</td>
</tr>
</tbody>
</table>

**Peak 1** The trap state marked by peak 1 represents a reversible H-trap with an $E_b$ level of 11.4 – 11.6 kJ/mol. A comparison of H desorption curves (Fig. 19) shows that the amount of H desorption associated with peak 1 for as-quenched alloys lacking substantial carbide precipitates is just about 2% that for the tempered alloy. This confirms distinctly that the $M_2C$ precipitates in the tempered martensitic AerMet® 100 are the most responsible trapping sites to contribute the formation of peak 1, even without the knowledge of $E_b$ for the trap. Furthermore, the following
analysis on atomic availability about the M\(_2\)C precipitates in the tempered AerMet\(^\circledR\) 100 also tends to support this argument.

Table VIII lists data on the total available atomic H and its distribution in the three peaks as a result of desorption. In calculating data in Table VIII, the total H concentration in wppm [46] were converted to the number of H atoms per unit volume. Then, from the ramp TDS test results (similar to Fig. 10 but presented as dC\(_{H}/dt\) versus time), the area under each desorption peak can be calculated to give the distribution of H egressed during the evolution of each peak. The calculated results show that the ratio of H among the three types of trap sites is 95-98%, 1-2%, and 1-3%, corresponding to peak 1, peak 2 and peak 3, respectively. It is especially noted that this ratio of distribution is constant for specimens H-charged at two different overpotentials (-1.17V and -0.62V) and TDS tested at different thermal heating rates from 1 to 10 °C/min.

<table>
<thead>
<tr>
<th></th>
<th>Peak 1</th>
<th>Peak 2</th>
<th>Peak 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total 100%</td>
<td>1.44-1.49\times10^{20}</td>
<td>1.52-3.03\times10^{18}</td>
<td>1.52-4.55\times10^{18}</td>
</tr>
</tbody>
</table>

Note: H concentration data for \(\eta_{\text{chg}} = -0.62V\)

On the other hand, according to the geometry and volume percentage of M\(_2\)C [65, 66], the amount of H needed for single layer full coverage on M\(_2\)C cylindrical surfaces is estimated to be \(~1.5\times10^{20}\) atoms/cm\(^3\) (See Appendix A). This value agrees well with the atomic amount of H desorbed in evolving peak 1, 1.44-1.49\times10^{20}\) atoms/cm\(^3\) (Table VIII). This further justifies the M\(_2\)C precipitates as the dominant H-trap sites revealed by desorption peak 1.
The existence of tiny peak 1 for the as-quenched alloy (Fig. 19) suggests that some solute atoms are potential source of H-traps. Bernstein and Pressouyre [44] have reported the binding energy of H to Ni atoms in Fe to be 7.7 kJ/mol (0.08 eV/atom). And, H-binding energy of 9.7 kJ/mol (0.10 eV/atom) have been determined by the same authors [44] for Cr substitutional atoms in Fe. In the present study, $E_b$ is determined to be 8.9 kJ/mol for H-traps associated with peak 1 in the as-quenched alloy (Fig. 19), very close to the values reported for Ni or Cr in Fe [44]. Major alloying elements in AerMet® 100 are Co, Ni, Cr and Mo. Cr and/or Mo are probably more suitable as H-traps than Co and Ni, since (refer to the periodic table of elements) Co and Ni are in the same group (VIII) as Fe while Cr and Mo are in another group (VIB). Table IX shows the atomic availability of these elements per unit volume in the alloyed Fe lattice, where the calculation is based on the weight percentage of each element (Table I), the composition of $M_2C$ (i.e. $0.75Cr+0.13Fe+0.12Mo)_2C$ ) [4], and percentage of $M_2C$ [65,66]. It is indicated that the $M_2C$ precipitation consumes just a small portion of total Cr and Mo atoms. The majority of them, which cannot be consumed by other minor carbides [4], are massively available as lattice elements.

<table>
<thead>
<tr>
<th>Element</th>
<th>Total (atoms/cm$^3$)</th>
<th>In $M_2C$</th>
<th>In sites other than $M_2C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>$1.1 \times 10^{22}$</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Ni</td>
<td>$9.2 \times 10^{21}$</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Cr</td>
<td>$2.8 \times 10^{21}$</td>
<td>$5.6 \times 10^{19}$</td>
<td>$2.7 \times 10^{21}$</td>
</tr>
<tr>
<td>Mo</td>
<td>$6.1 \times 10^{20}$</td>
<td>$9.0 \times 10^{18}$</td>
<td>$6.0 \times 10^{20}$</td>
</tr>
</tbody>
</table>

The cementite-ferrite interface was reported to trap H with $E_b$ values of $8.4 - 13.4$ kJ/mol in a series of steels [55-58], which are very close to the $E_b$ value determined for peak 1 in the present work (Table VII). This is not the case for the present study since cementite is not present in 482°C tempered AerMet® 100 [4]. On the other hand, the dislocation density in AerMet® 100 is large due
to the unrecovered martensitic microstructure that is promoted by Co [67]. Common dislocation structure was reported to trap H with a moderate level of $E_b$ of 20-30 kJ/mol [61], which is somewhat higher than that determined for peak 1. It is unknown whether the actual $E_b$ for dislocations (or part of them) in AerMet® 100 tempered at 482°C is close to this reported value or lower. If it is as low as the $E_b$ determined for peak 1, then at least part of dislocations should act as reversible H trap sites.

**Peak 2** The H-traps associated with peak 2 are irreversible traps with $E_b$ values of 61.3 – 62.2 kJ/mol. There are quite a few potential trap sites with reported $E_b$ values close to the presently determined range for peak 2. Several studies [25, 61, 62] resulted in a consistent value of $E_b$ for trapping at grain boundaries of $\sim$ 59 kJ/mol, very close to the 61.3 – 62.2 kJ/mol for peak 2. For the fine microstructure of AerMet® 100, there is a substantial area covered by various forms of interfaces and grain boundaries [4]. Therefore, there is no doubt that these boundaries can serve as irreversible H trap sites. Specifically, the ferrite-austenite interface has been documented as H trap site with an $E_b$ value of $\sim$ 52kJ/mol [59], slightly lower than the one set for peak 2. It is reasonably assumed that martensite-austenite interface can trap H with a similar binding energy level. As relevant data is unavailable, it is not clear whether the martensite-martensite boundaries can act as similar traps with an $E_b$ value of the level for peak 2.

Dislocation cores have been identified to trap H in steels with $E_b$ value as high as $\sim$ 58kJ/mol [60], which is also quite close to the present $E_b$ set for peak 2 (Table VII). This may be the case for AerMet® 100 in which the density of dislocations is very high and a large portion may be configured as mixed dislocation cores. Thus, mixed dislocation cores are possibly another source that traps H irreversibly and contribute to peak 2. Still another type of trap sites may be associated with peak 2. Chromium carbides in an Fe-9Cr alloy have been detected to trap H with a binding
energy of about 68kJ/mol [62], larger than but still close to the 61.3 – 62.2 kJ/mol set for peak 2. In addition, the lower bound of $E_b$ for H trapping with incoherent particles is about 67.5kJ/mol [44]. Hence, it is probable that at least part of the incoherent particles in AerMet® 100, like (MoCr)$_7$C$_3$, (FeCr)$_x$C$_y$, TiC, (TiCrMo)C, etc. [30], are potential H-traps with the $E_b$ values approaching the range determined for peak 2.

**Peak 3** The trap sites associated with peak 3 are surely representative of an irreversible trap state, with $E_b$ values as high as 89.1 – 89.9kJ/mol. Solutionizing AerMet® 100 at 885°C dissolves almost all of the metal carbides such as (MoCr)$_7$C$_3$, (FeCr)$_x$C$_y$, TiC, (TiCrMo)C, etc. [30]. However, a certain fraction of these carbides remain in the alloy for grain refinement. A binding energy of 95 kJ/mol (0.98 eV/atom) has been reported for TiC in Fe-Ti-C [21]. Similar binding energies of 67.5 – 96.5 kJ/mol (0.7 - 1 eV/atom) were determined for various incoherent particles in Fe [44]. In addition, incoherent carbides have been identified to trap H with very high binding energies of up to 97 kJ/mol (1 eV/atom) [21, 25, 62-64]. Some interfaces can also trap H at this high level of $E_b$ [21]. These reported $E_b$ values can be viewed as at the same level as the presently determined values for peak 3. Therefore, possible trap sites responsible for peak 3 may include undissolved metal carbides, and some highly-disorientated grain boundaries or interfaces in AerMet® 100.

**H-Trap Site Availability** The parameter $N_r/N_L$ in Oriani’s analysis on trap-affected diffusion in Eqs. 5-6 [18] can be compared to experimental results for AerMet® 100. Conventional treatment has been that $N_L$ is the total interstitial sites in the alloy. For bcc Fe and its alloys, $N_L = 2.6 \times 10^{23}$ sites per cm$^3$ (octahedral sites) is usually adopted. In the present analytical work, the values of $N_r/N_L$ are determined (using Eq. 6) to be 0.037 – 0.056 for the reversible trap sites identified by peak 1 (see Fig. 18). Then, using $N_L = 2.6 \times 10^{23}$ sites/cm$^3$ would result in $N_r =$
9.6\times10^{21} - 1.5\times10^{22} \text{ sites/cm}^3. \text{ This value roughly agrees with the available alloying elements in lattice (Table IX) as well as the atom coverage on interfaces of M}_2\text{C (~1.5\times10}^{30} \text{ atoms/cm}^3\text{). This is a high number of trap sites which agrees with the high density of sites along the fine M}_2\text{C interfaces. As discussed above, H-traps associated with peak 1 may also include dislocations, whose density is yet to be quantified.}

**Modeling Desorption**

It is interesting to note that Eq. 4, which depicts the shift of T_m with dT/dt, and Eq. 6, the analysis of which provides key input values for modeling (D_0, E_m, E_b, and N_f/N_L), are derived from different theoretical backgrounds than that of Eq. 7 used for modeling. Then the capability of Eq. 7 in predicting T_m should be an indication that major analytical models used to characterize the diffusion and detrapping behavior (Eqs. 4-7) are theoretically consistent among each other. This capability may be also considered a justification for the major diffusion and trapping parameters (D_0, E_m, E_b, and N_f/N_L) determined in the previous section, since they have been inputs to the modeling.

As exemplified in Fig. 20, the H desorption model (Eq. 7) correctly predicts the temperature for desorption rate maxima, but the exact trace/shape of desorption rate versus time (or temperature) curve is poorly described. This shortcoming is expected considering the assumptions and uncertainties in some parameters. First, this model assumes diffusion and detrapping as the rate-limiting processes. Second, each trap state is considered separately, ignoring H retrapping by a trap site after it has been detrapped from a site of different binding energy. This is an important factor to consider when studying an alloy such as AerMet® 100 that contains multiple trap sites of similar binding energies [67]. Lastly, a theoretically justified value of γ, one of important input parameters,
is not known. Without prior knowledge of the physical construction of a specific trap site, it is difficult to estimate \( \gamma \) according to Eq.8. However, since the modeling through Eq. 7 requires prior knowledge of all the key parameters for diffusion and trapping (\( D_0, E_m, E_b, N_f/N_L \), etc.), such theoretical work may not be essentially important, as compared to approaches using all feasible experimental and analytical methods to determine these key parameters. With all these parameters (\( D_0, E_m, E_b, N_f/N_L \), etc.), the diffusion and/or trapping behavior should be basically made certain.

**Engineering Implications**

The present and previous [46] studies show that apparent H diffusivity is slower and H capacity is higher in AerMet® 100 than older generation UHSS, such as quenched and tempered AISI 4130 steel. Even after irreversible traps are filled, the apparent H diffusivity in AerMet®100 is an order of magnitude slower than in other UHSSs with a similar strength and dislocation substructure [13, 69]. The high H concentrations produced in AerMet® 100 result from a high capacity for H trapping and are produced even by charging at modest hydrogen overpotentials, \( \eta_{H2} \) [46]. The present investigation further indicates that most H atoms in AerMet® 100 are either diffusible or trapped at low binding energy reversible trap sites, because \( N_f/N_L \) is very large. A relatively slow diffusivity tends to decelerate the kinetics of embrittlement since H transport to critical sites in the plastic zone ahead of crack tip is deemed a necessity for failure by IHE [70]. On the other hand, plentiful diffusible or weakly/reversibly trapped H presents a large reservoir of H available for transporting to crack tip region and hence influences the mechanism of IHE. Consequently, depending on the local details of H-microstructure interaction, the severity of IHE for AerMet® 100 may or may not be lessened relative to other UHSSs.
In estimating the depth to which H penetrates during Cd-electroplating for corrosion resistant components, the relatively slow H diffusivity in AerMet® 100 should be taken into consideration. This slow H diffusion, along with the substantial H uptake in AerMet® 100, should be considered in defining thermal treatments (e.g. baking) to remove H dissolved during such processes [7, 8]. The temperature for baking should not be too high so as to compromise the optimum mechanical properties achieved by tempering. The present experiments used 190°C as conventionally adopted in relevant industries [42]. In view of the fact that most H in AerMet® 100 is either diffusive or trapped in reversible trap sites (marked by peak 1) as indicated in Table VIII, and considering the baking kinetics shown in Fig. 8, baking at 190°C for 2 h should be sufficient to remove the majority of diffusive and reversibly trapped H, for AerMet® 100 charged to maintain a total H level of about 30 wppm. However, this baking time dependence as shown in Fig. 8 is for a single plate of alloy only, without considering the Cd-plating layer. As H diffusion in Cd is slower and H dissolves substantially in Cd, specific baking kinetics for Cd-plated AerMet® 100 must be investigated. The H-concentration dependence of the apparent D_{app} in AerMet® 100 must be considered in modeling H diffusion and egress during baking. A decrease in H content during baking leads to lower D_{app}, hence longer time may be required to reduce C_{H,diff} compared to that predicted using a concentration-independent value of H diffusivity. Due to the susceptibility of AerMet® 100 to IHE [34], this issue is of key importance.

**CONCLUSIONS**

1. The trap-affected apparent H diffusion in AerMet® 100, at temperatures between 20 and 200°C, is described by:
\[
D_{\text{app}} [\text{cm}^2 / \text{s}] = \begin{cases} 
3.71 \times 10^{-5} \exp \left( \frac{-17.7 [\text{kJ/mol}]}{RT} \right) & (\eta_{\text{ehg}} = -1.17 \text{V}) \\
1.59 \times 10^{-5} \exp \left( \frac{-18.0 [\text{kJ/mol}]}{RT} \right) & (\eta_{\text{ehg}} = -0.62 \text{V}) 
\end{cases}
\]

The apparent diffusivity is 1.05 ~ 2.83 \times 10^{-8} \text{ cm}^2/\text{s} at room temperature, which is substantially lower than conventional UHSS such as AISI 4130.

2. The apparent H diffusivity in AerMet\textsuperscript{\textregistered} 100 is lowered by baking after H-charging at \( \eta_{\text{ehg}} = -0.62 \text{V} \), with the temperature dependence expressed by:

\[
D_{\text{app}} [\text{cm}^2 / \text{s}] = \begin{cases} 
1.59 \times 10^{-5} \exp \left( \frac{-18.0 [\text{kJ/mol}]}{RT} \right) & (\text{as charged}) \\
1.23 \times 10^{-5} \exp \left( \frac{-18.2 [\text{kJ/mol}]}{RT} \right) & (23^\circ \text{C baked for 72h}) \\
1.13 \times 10^{-5} \exp \left( \frac{-18.9 [\text{kJ/mol}]}{RT} \right) & (200^\circ \text{C baked for 2.3h}) 
\end{cases}
\]

3. Apparent H diffusivity in AerMet\textsuperscript{\textregistered} 100 decreases with decreasing diffusible and total H concentrations, produced either by reduced H-charging overpotential or baking.

4. Binding energy analysis suggests that extensive H trap sites are associated with the fine-scale microstructure of AerMet\textsuperscript{\textregistered} 100, which is responsible for low apparent H diffusivity and high H uptake. Three distinct trap states are identified by ramp TDS tests, with H binding energies analyzed to be 11.4-11.6kJ/mol, 61.3-62.2kJ/mol and 89.1-89.9kJ/mol, respectively. The first trap state is associated with reversible trap sites while the higher energy sites are associated with irreversible traps.

5. The \( \text{M}_2\text{C} \) precipitates are identified to the dominant reversible H-trap sites that is involved in the majority of H desorption. Solute elements, especially Cr and Mo in lattice, and dislocations
may also take part in the low-energy reversible H trapping. Various interfaces including martensitic and autenritic boundaries and grain boundaries, mixed dislocation cores and incoherent part of M$_2$C precipitates may serve as irreversible H trap sites. Undissolved metal carbides and highly disorientated grain boundaries may irreversibly trap H with the highest binding energy level determined for this alloy.

6. Room temperature baking decreases the level of diffusible H. Baking at 190 ~ 200°C for 2 h essentially removes all diffusible and reversibly trapped H in AerMet® 100. Baking at this temperature for longer time (up to 200h) makes no significant change to this condition, and a considerable amount of H remains in two or more higher energy trap states.
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Appendix A

Estimation of H Coverage on M₂C/Alloy Interfaces

M₂C is needle-shaped, 2 nm in diameter and 8 nm long, upon aging at 482°C for 5h [65]. This gives the cylindrical surface area of an M₂C “needle” to be:

\[
A_0 = \pi \times 2 \times 8 \times (nm)^2 = 5.027 \times 10^{-17} \text{ m}^2
\]

As the number density of M₂C precipitates in peak-hardened temper is 1.5x10²⁹/m³ [66], then the total area of cylindrical surfaces of M₂C (m²) per one m³ of alloy is:

\[
S_v = A_0 \times 1.5 \times 10^{29} \text{ (m²/m³)} = 7539816 \text{ (m²/m³)}
\]

For simplicity, it is assumed that H is mostly trapped on the cylindrical surface of M₂C/alloy interface (neglecting the H coverage on base surface), then the maximum coverage ratio of carbide (cylindrical) surfaces by H atoms can be estimated as (see Fig. A1 and recall the radius of H atom being 0.12 nm):

\[
R_w = (3 \times \pi \times 0.12^2 + 6) / (2 \times 0.12 + 3 \times 0.12 + 2) = 0.9069
\]

Thus, the number of trapped H atoms per unit volume of the alloy is:

\[
N_H = R_w \times S_v + (\pi \times 0.12^2 \times 10^{-18}) \text{ (atoms/m³)} = 1.51 \times 10^{20} \text{ (atoms/cm³)}
\]

Fig. A1. A rigid contact model for H atoms
Fig. 1. Schematic diagram of H₂ partial pressure versus time, as evidenced in a TDS test, showing the determination of $t_{1/2}$ used in Eq.1.
Fig. 2. Desorption rate, $dC_H/dt$, and the fraction of H egressed, $X_d$, versus desorption time during thermal desorption of H at 190°C from the specimen charged at $\eta_{chg} = -0.62 \text{ V}$. 

AerMet\textsuperscript{®}100

$\eta_{chg} = -0.62 \text{ V}$

TDS at 190°C
Fig. 3. The rate of H egress expressed as the derivative of $X_d$ (the fraction of H desorbed), $dX_d/dt$, versus $X_d$ and $(1-X_d)$ during thermal desorption of H at 190°C from the specimen charged at $\eta_{chg} = -0.62$ V. An approximately linear relationship is obtained.
Fig. 4. Apparent hydrogen diffusivity, $D_{app}$, versus $1/T$ (a) for tempered AerMet® 100 specimens charged at H overpotentials, $\eta_{chrg}$, of -1.17V and -0.62V and (b) for comparing with as-quenched AerMet® 100 specimens at $\eta_{chrg} = -0.62$V. All specimens were H charged at 60°C. Filled data points were $D_{app}$ extrapolated for room temperature (23°C).
Fig. 5. Net $H_2$ pressure versus time at typical desorption temperatures for AerMet® 100 specimens charged at $\eta_{\text{chg}} =-0.62$ V and 60°C (background $H_2$ pressure, $P_{H_2,\text{bkgd}} = 0.04\mu$Pa). Conditions prior to the desorption are labeled on each plot.
Fig. 6. Apparent hydrogen diffusivity, $D_{\text{app}}$, versus reciprocal absolute temperature, $1/T$, for specimens of AerMet\textsuperscript{®} 100 charged at a H overpotential of -0.62 V and 60°C. Tests were performed in the as-charged condition and after two different baking conditions as indicated.
Fig. 7. H desorption rate ($dC_H/dt$) versus temperature curves obtained by TDS tests at a heating rate $dT/dt = 5^\circ\text{C}/\text{min}$ for specimens baked at various temperatures after charged at $\eta_{\text{ch}} = -0.62 \text{ V}$ and $60^\circ\text{C}$, in comparison with the as-charged state. Baking time is 72 h for $23^\circ\text{C}$ baking and 2 h for elevated temperature baking. Three peaks are observed, as indicated by the arrows.
Fig. 8. H desorption rate ($dC_H/dt$) versus temperature relationship obtained by TDS tests at a ramp rate of 5°C/min for H-charged (at 60°C and $\eta_{\text{charg}} = -0.62$V) specimens under as-charged and 190°C-baked conditions, showing the baking time effect on H egress from AerMet® 100.
Fig. 9. Baking time dependence of normalized H concentration expressed as the ratio of H concentration egressed during the evolution of each peak in Fig. 9 for the baked specimen, $C_{H,\text{baked}}$, to that for the as-charged specimen, $C_{H,\text{as-charged}}$. Baking temperature was 190°C. $C_H$ was calculated by integrating area under each individual peak in Fig. 9 distinguished by a peak-fitting software.
Fig. 10. H desorption rate \( (dC_H/dt) \) as a function of temperature obtained from TDS experiments at various ramp rates \( (dT/dt = 1 - 10 \, ^\circ C/min) \) for specimens charged at 60°C and at two overpotentials \( (\eta_{chge} = -0.62V \text{ and } -1.17V) \), showing shift of the temperature for desorption rate peak \( (T_m) \) with variation in \( dT/dt \).
Fig. 11. Plots of ramp TDS data showing the determination of the total activation energy for H desorption, $E_a$, associated with the first peak (peak 1) on the H desorption curves in Fig. 10, according to Eq.4.
Fig. 12. Plots of ramp TDS data showing the determination of the total activation energy for H desorption, $E_a$, associated with the second peak (peak 2) on the H desorption curves in Fig. 10, according to Eq.4.
Fig. 13. Plots of ramp TDS data showing the determination of the total activation energy for H desorption, $E_d$, associated with the third peak (peak 3) on the H desorption curves in Fig. 10, according to Eq.4.
Fig. 14. Selected analytical results for optimizing desorption energy ($E_d$), trap fraction ($N_t/N_L$) and lattice diffusivity at room temperature ($D_{LRT}$) by varying the pre-exponential constant $D_0$ and the migration energy $E_m$ (data of $D_{app}$ from AerMet® 100 charged with $\eta_{chg} = -0.62V$)
Fig. 15. Selected analytical results for optimizing desorption energy ($E_d$), trap fraction ($N_d/N_L$) and lattice diffusivity at room temperature ($D_{LRT}$) by varying the pre-exponential constant $D_0$ and the migration energy $E_m$ (data of $D_{app}$ from AerMet® 100 charged with $\eta_{chg} = -1.17V$)
Fig. 16. Analytical results showing variation of $D_{LRT}$ and $N/N_L$ with selected $E_m$ as summarized from Figs. 14-15.
Fig. 17. Effect of the addition of an equivalent element (Co, Cr, Mo or Ni) on the pre-exponential coefficient, $D_0$, in Eq. 2. Data for individual alloying element effect come from [45].
Fig. 18. Data plot demonstrating the determination of the H binding energy with traps associated with the first desorption peak (peak 1). $D_{app}$ is from TDS test data on diffusivity as shown in Fig. 4a, and $D_L$ is calculated according to Eq.2 using $E_m$ and $D_0$ listed in Table V.
Fig. 20. A comparison of the H thermal desorption rate versus temperature curves obtained by TDS ramp experiments and by a programmed (C++) modeling using Eq. 7, for specimens charged at $\eta_{\text{chg}} = -0.62\text{V}$ and TDS tested at varying heating rates ($dT/dt = 1-10^{0}\text{C/min.}$)
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ABSTRACT

The objective of this study was to identify the extent to which occluded pit/crevice geometry and electrochemical conditions affect local hydrogen production and uptake in PH 13-8 Mo stainless steel exposed to aqueous environments. Crevice corrosion scaling laws of the type $x^2$/gap, where $x$ is the crevice depth and "gap" is the crevice width, were successfully exploited to rescale the sizes of model pits from micrometer to millimeter-scale dimensions. Such rescaling enabled successful hydrogen measurements on global and local length scales as a function of rescaled pit depth. Severe local hydrogen uptake was observed in pits under electrochemical conditions where planar electrodes were in a passive state. Moreover, nuclear reaction analysis revealed that concurrent metal dissolution and hydrogen uptake lead to severe local hydrogen absorption within tenths of micrometers of the simulated pit surface. Possible explanations are discussed.

INTRODUCTION

Pits and other occluded sites serve several roles that promote stress corrosion (SCC) and hydrogen environment-assisted cracking (HEAC) of engineering alloys in aqueous environments. Pits can act as stress concentrators that facilitate crack initiation, expose susceptible grain boundaries and interfaces not available on machined surfaces, and provide a local environment for accelerated corrosion as well as hydrogen production and entry. The latter occurs as a consequence of hydrolytic acidification of dissolved metal cations and ohmic potential drop such that the pit bottom potential is below the reversible hydrogen potential. The environment within pits can be dramatically different from that of the bulk electrolyte. Hydrolysis of metal cations can drastically lower the pit pH so that it is much more acidic than the bulk solution. This by itself may lead to activation of the pit walls and surfaces away from the most active dissolution site in a pit by chemical dissolution of any pre-existing oxide film that can serve as a hydrogen permeation barrier. Also, ohmic potential drop through the pit due to the solution resistance of the pit electrolyte and restricted pit geometry may cause an active-passive metal to activate by reductive dissolution below the Flade potential, even though the
external surface of the metal is held at a potential where it is passive. Moreover, the local potential may drop below $E_{\text{rev}}^{H/H^+}$ enabling generation of hydrogen that can readily diffuse into the metal. Metal dissolution along the pit walls can inject vacancies into the metal, change its near-surface metallurgical condition and possibly trigger dynamic trap state creation when vacancies function as hydrogen traps that lower the chemical potential of hydrogen injected into the metal from a crack tip. The amount of hydrogen generation within the pit coupled with slow hydrogen diffusivity within the metal results in large local hydrogen concentration gradients at such pits or crevices sites, despite large chemical and mechanical driving forces for hydrogen diffusion into the metal. These factors can may lead to an underestimation of hydrogen surface concentration in some hydrogen uptake experiments.

Quantifying hydrogen uptake and local hydrogen concentrations in pits, crevices and cracks has been difficult due to the size scale of the regions of interest. Brown described a method for determining the solution chemistry within a stress corrosion crack by freezing the crack and the solution present in the crack tip. The samples were then broken to expose the crack tip solution, and indicator papers were used to identify the solution pH and the presence of metal ions. While these procedures determine the presence of certain ions within the crack tip solution, few method for measuring H uptake have been employed.

Experiments utilizing the thermal emission (e.g., LECO) methods for determining total hydrogen concentrations require a large sample mass. Such techniques yield globally averaged concentrations since measurements obtained in the presence of severe hydrogen concentration gradients represent the average of high near surface hydrogen concentrations as well as regions of more dilute concentration. Hydrogen permeation measurements using a charging solution that mimics the composition of acid pits in order to estimate hydrogen uptake in pits and cracks have a number of shortcomings. Uncertainty exists over the exact surface state of the metal within the pits that may be difficult to duplicate. Different surface states may affect hydrogen absorption. Metal dissolution may significantly alter the surface state of the pit wall compared to polished surfaces and thickness changes during permeation confound accurate measurements. The exact crack tip solution composition and ohmic potential drop within pits or cracks can be uncertain due to the difficulty in analyzing the micro-liters of solution present in real occluded sites and the large size of experimental potential probes. The solutions used in permeation experiments, therefore, are approximations of the pit solution chemistry. Micron-scale potential changes and chemical gradients in real pits, crevices, and cracks are difficult to quantify and reproduce because most commercial microelectrodes are too large to employ in real pits. Finally, the exact hydrogen production mechanism within the pit may be unknown making it difficult to duplicate in H uptake experiments utilizing permeation methods. Consequently, it is difficult to accurately represent hydrogen uptake in pits using planar electrodes that mimic crack tips. It is possible that uncontrollable local factors conspire to produce high local hydrogen concentrations.

Precipitation aged hardened martensitic stainless steels (e.g., Fe-Cr-Ni-Mo alloy) that release hydrolysable chromium as well as Fe cations during dissolution are ideal
candidates for high local hydrogen uptake at pits that is not seen in global measurements of hydrogen. Hydrogen production is thermodynamically assured during acid pitting when the remainder of surfaces remain passive in near-neutral chloride solutions. These alloys have known susceptibility to internal hydrogen embrittlement and hydrogen-environment embrittlement sensitive to crack tip hydrogen concentration. They are also susceptible to pitting by the acid-pit stabilization mechanism. Moreover, such alloys have slow effective diffusion rates that restrict rapid transport of high levels of diffusible hydrogen away from hot spots such as pits where local hydrogen uptake may be severe. The $K_{th}$ vs yield strength data for PH 13-8 Mo suggest an extreme sensitivity to electrochemical conditions that enable such local hydrogen uptake. For instance, $K_{TH}$ differs significantly for open-circuit potential (OCP) exposure in 3.5% NaCl versus 20% NaCl, which likely establishes a different OCP and resulting different local crack tip chemistry and level of hydrogen uptake. Cathodic polarization results in bulk hydrogen charging with a clear evidence of hydrogen embrittlement. At issue is the critical need to develop a better understanding of the conditions under which pits and recesses might promote locally high hydrogen concentrations when hydrogen production and uptake is not expected on passive surfaces exposed to the bulk electrolyte. One way to accomplish this would be to exploit pit scaling laws to enlarge pits enough to make local hydrogen measurements in rescaled pits that are equivalent to those expected in realistic micrometer scale versions.

**OBJECTIVE**

The objective of this research project was to characterize locally hydrogen concentrations over small length scales in model pits utilizing appropriate geometric crevice scaling laws to design and manufacture model pits of millimeter dimensions that are analogous to actual pits of micron dimensions. These pits were then used to examine hydrogen uptake at various locations within the pits under selected electrochemical conditions. Quantification of the absorbed hydrogen was facilitated by the use of thermal desorption spectroscopy (TDS) and nuclear reaction analysis because of their ability to analyze small-scale samples and provide depth resolution over small length scales, respectively. This paper seeks to demonstrate the concept of rescaling for the purposes of local hydrogen measurement.

**APPROACH**

*Materials*

The focus for investigation of local hydrogen uptake was a precipitation hardened stainless steel. These steels are susceptible to acid pitting resulting in sufficient ohmic voltage drop and local acidification to promote hydrogen production and uptake in pits. Under such pitting conditions, adjacent surfaces remain passive and at electrochemical potentials above reversible hydrogen. PH 13-8 Mo stainless steel (H1050 condition, $\sigma_S = 1241$ MPa, $K_{IC} = 96-165$ MPa m) with the alloy composition indicated in Table 1 was selected for investigation. Both planar electrodes and model localized corrosion sites were studied under conditions mimicking those encountered during acid pitting.
Table 1. Composition of PH 13-8 Mo

<table>
<thead>
<tr>
<th></th>
<th>Cr</th>
<th>Ni</th>
<th>Mo</th>
<th>Al</th>
<th>Mn</th>
<th>C</th>
<th>Si</th>
<th>P</th>
<th>S</th>
<th>N</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wt.%</td>
<td>12.5</td>
<td>8.14</td>
<td>2.12</td>
<td>1.1</td>
<td>0.09</td>
<td>0.03</td>
<td>0.04</td>
<td>0.006</td>
<td>0.0004</td>
<td>0.005</td>
<td>75.97</td>
</tr>
<tr>
<td>At.%</td>
<td>13.3</td>
<td>7.66</td>
<td>1.22</td>
<td>2.3</td>
<td>0.09</td>
<td>0.14</td>
<td>0.08</td>
<td>0.011</td>
<td>0.001</td>
<td>0.020</td>
<td>75.24</td>
</tr>
</tbody>
</table>

Rescaling methods to enable spatially resolved hydrogen analysis in pits

In this study, two approaches were used to overcome many of the experimental difficulties inherent to the problem of local crack tip or pit hydrogen analysis. First, local corrosion scaling laws were implemented to duplicate occluded site conditions representative of a small pit or crevice in larger sized “rescaled” model pits more assessable to hydrogen measurements but that could reproduce equivalent mass transport, ohmic potential, and electrochemical properties over larger scaled dimensions. The precise scaling laws that apply to PH 13-8 Mo were developed using the CREVICERv2 computer program available in the Center for Electrochemical Science and Engineering at the University of Virginia. Various crevice geometries were modeled using actual experimental electrochemical parameters obtained from PH 13-8 Mo such as critical current density, passivation potential, and solution conductivity. These were used to determine the interfacial potential inside both small and large pits as a function of the pit depth dimension (x) for various pit mouth dimensions. The pit mouth is similar to a crevice gap (G) and in this study represents the dimensions of the square pit. In these studies the model pit possessed a square crevice opening and depth to produce a pit cavity shaped as a right angle prism. Relationships between two critical depths (the depth for depassivation and activation of the stainless steel in reducing acid solutions, \(x_{\text{crit1}} = x_p\), as well as the depth for the local potential to drop below reversible hydrogen, \(x_{\text{crit2}} = x_{\text{HER}}\)) and pit gap were developed. Potential versus depth data obtained from CREVICESv2 computer simulations in selected pit sizes produced relationships between \(x_{\text{crit1}}^2\) vs. gap for the selected martensitic stainless steel in a simulated acidic pit solution. The complexity of this task was reduced by conducting experiments and performing modeling in concentrated reducing acidic solutions containing metal salts. These solutions were selected to minimize pit chemistry changes as a function of pit depth with the intent of minimizing changes in electrochemical parameters such as anodic and cathodic half-cell currents with time. This enabled use of the same electrochemical kinetic parameters and solution conductivity at all positions, x, within the simulated pit. After constructing plots of local potential versus depth, x, for various potentials and dimensions G, \(x_{\text{crit1}}\) and \(x_{\text{crit2}}\) were plotted versus G. The nearly linear \(x^2/G\) relationships obtained from modeling served as scaling laws that guided development of rescaled pits for experimental study. \(x_{\text{crit}1}^2\) vs. gap relations were used to select larger dimension pits capable of allowing spatially resolved hydrogen measurements. These pits were electrochemically equivalent to small-scale versions over larger length scales with one exception. Hydrogen bubbled formation was not incorporated in modeling but likely occurs in real as well as actual rescaled pits. Bubbles restrict ionic transport in crevices and pits and are expected to induce greater IR drop. However, recesses subjected to
hydrogen evolution were previously found to follow the $x^2/G$ relationship when equivalence of Tafel kinetics was considered.\textsuperscript{9}

A variety of hydrogen probes with enhanced combinations of lateral and depth resolution, as well as great sensitivity to hydrogen concentration, were utilized to quantify absorbed hydrogen concentrations in model-occluded sites. Methods utilized included thermal desorption spectroscopy (TDS) and nuclear reaction analysis (NRA). The TDS system utilizes a quadrupole mass spectrometer to measure the change in H\textsubscript{2} partial pressure via monitoring of selected mass/charge ratios in a high vacuum chamber containing a hydrogen charged sample that is the source of the outgassing.\textsuperscript{10} The UVA system in sensitive enough to enable hydrogen analysis from specimens with mass of only a fraction of a gram and corresponding small volume of material. The amount of hydrogen egressed from the samples is dependent on the programmed temperature of the furnace surrounding the analysis chamber since the total hydrogen released at a given temperature includes both diffusible and trapped hydrogen.\textsuperscript{11} Hydrogen trapping sites within PH 13-8 Mo include grain and lath boundaries, dislocations and strengthening precipitates. Each trapping site has an associated binding energy.\textsuperscript{12} Exactly the same temperature program was used during TDS experiments to analyze each sample since varying test temperatures would affect the amount of hydrogen liberated from various trapping states. A programmed ramp rate of 3°C/min from room temperature to a maximum temperature of 330°C was confirmed to release hydrogen from lattice and major trap states. The integrated amount of hydrogen released was used to quantify the global diffusible and trap-affected hydrogen concentrations in specimens removed from LN\textsubscript{2} storage after potentiostatic polarization. This was conducted after subtraction of the background hydrogen detected without a hydrogen charged specimen. Nuclear reaction analysis was performed on hydrogen charged planar electrodes of PH 13-8 Mo at the ion beam facility at the University of Albany of New York. Hydrogen was detected using $^{1}\text{H}^{(^{15}\text{N},\gamma\alpha)^{12}\text{C}}$ nuclear reaction (6.385 +/- 0.005 MeV resonant energy) using a beam of high-energy $^{15}\text{N}^+$ ions to bombarding a sample over a lateral area of square millimeters. The gamma ray output results from the nuclear reaction of the $^{15}\text{N}$ ions with atomic hydrogen and is proportional to the hydrogen concentration over a finite depth range. Depth profiling is achieved by varying the kinetic energy of the ionized nitrogen beam above the threshold resonant energy. In this way the beam of $^{15}\text{N}$ ions penetrated the material, energy loss occurred, and the resonant energy was obtained at a given sample depth. Thus the gamma ray output was proportional to hydrogen concentration at that depth. In this way, energy loss was exploited to sample hydrogen concentration over precise ranges of depth perpendicular to planar electrode surfaces. Advantages of this technique include a depth resolution as good as nanometer. This resolution is due to the four order of magnitude difference in cross-section and hence gamma-ray yield at the resonance energy compared to off-resonance energies.\textsuperscript{13}

\textit{Environments for simultaneous electrochemical corrosion and hydrogen charging}

Studies without model localized corrosion sites were conducted on planar electrodes exposed to room temperature deaerated solutions of 0.1 M HCl (simulating an acidic solution associated with occluded sites) and 5 M H\textsubscript{2}SO\textsubscript{4} solution (pH = -0.57) plus
dissolved iron, chromium, and nickel ions (simulating a acid pit environment in a stainless steel after metal dissolution). PH 13-8 Mo exhibits an active-passive transition in both environments such that the active open circuit potential resides below the reversible hydrogen potential. This was confirmed by IR-corrected E-Log(i) curves measured on planar electrodes in the two N₂ deaerated solutions. Likewise, cathodic E-Log(i) data was recorded and analyzed over a range of pH levels to provide reaction kinetics for the hydrogen evolution reaction (HER) as a function of pH and cathodic hydrogen overpotential. Hydrogen uptake was subsequently studied at selected potentials.

**Planar Electrode Experiments to Elucidate Hydrogen Uptake under IR-free Conditions**

The thermal desorption spectroscopy system was first used to determine the effective room temperature hydrogen diffusivity in order to effectively charge planar electrode samples to achieve uniform hydrogen concentrations. Steady state Cₚ values were then characterized at various potentials along the polarization curves for PH 13-8 Mo exposed to 0.1M HCl and 5M H₂SO₄ with dissolved metal ions. Hydrogen uptake was investigated under conditions where bulk hydrogen charging occurs at cathodic potentials, under local pitting conditions, as well as under conditions promoting pit depassivation and surface activation simultaneous with hydrogen production. TDS and NRA were performed on exposed materials that were charged for time periods enabling homogeneous global hydrogen distributions. Two separate cleaning procedures were used (methanol rinse and nitric acid cleaning) and specimens were immediately stored in LN₂. TDS analysis of the hydrogen charged samples was used to produce relationships between absorbed hydrogen concentration and charging potential. These global hydrogen concentrations provided data on the effective hydrogen solubility (lattice and trapped hydrogen concentration) versus hydrogen fugacity. Hydrogen concentrations in the stainless steel alloy were measured in conjunction with global electrochemical parameters, and global hydrogen production rates (proportional to hydrogen gas evolution). H₂ gas volume was determined using a specially designed electrochemical cell utilizing an inverted burette/funnel arrangement to collect hydrogen gas as it evolved and bubbled from the surface of the alloy (Figure 1). Hydrogen absorption efficiency was determined according to Equation 1:

$$\xi_{abs} = \frac{Q_{H,abs}}{Q_{H,tot}} \times 100 \quad [\text{Eq. 1}]$$

where $\xi_{abs}$ is the total hydrogen absorption efficiency expressed as a percent, $Q_{H,abs}$ is the charge associated with monatomic hydrogen that absorbs into the bulk lattice and trap sites (Coulombs), and $Q_{H,tot}$ is the charge due to the reduction of protons on the surface of the metal during the time taken to saturate planar electrodes assuming volume controlled hydrogen uptake. $Q_{H,abs}$ was calculated from the hydrogen concentration measured in the TDS system. $Q_{H,tot}$ was determined by three different methods: 1) calculation from Tafel kinetics; 2) Total charge measured by integration of the HER current recorded by the potentiostat under net cathodic conditions; 3) hydrogen gas
evolved on the surface of the metal and collected by the inverted burette of the charging cell show in Figure 1. Local surface hydrogen concentrations with nm depth resolution were measured using NRA on cleaned and uncleaned specimens. The depth profile from cleaned but unexposed specimens was then subtracted from results on exposed specimens to minimize the influence of surface hydrogen associated with oxide or films and or cleaning.

**Model Rescaled Pits**

Experiments in model occluded sites simulating pits involved cylindrically shaped samples of PH 13-8 Mo with concentric cylindrical holes of various diameters drilled into the center of the samples. Pit scaling laws were used to produce rescaled pits. Specimens were potentiostatically charged under conditions where the pit mouth resided in the passive region and hydrogen uptake was possible given sufficient IR drop at a certain pit depth. Specimens were held under these conditions until uniformly charged from interior surfaces (in the radial direction) according to the hydrogen diffusivities determined from bulk charging. Micro-reference electrode (World Precision Instruments Driref-450 Micro-ref. Electrode) measurements recorded local pit potential as a function of pit depth using a micrometer resolution positioning system (see Figure 2) during potentiostatic holds. Thus, the depth at which the local potential dropped below $E_p$ and $E_{\text{rev}(H/\text{H}^+)}$ could be determined by comparison to E-log(i) data and from knowledge of the reversible hydrogen potential. Absorbed hydrogen concentration versus rescaled pit depth profiles were constructed by two methods. First, the cylindrical pits were stored in LN$_2$, then cold sectioned at various depths from the exposed pit mouth, stored in LN$_2$ again, and the TDS system was used to measure global hydrogen concentration at various pit depths. Secondly, the previously established relationships between $C_H$ versus true electrochemical charging potential obtained from planar electrodes were used. Knowledge of local potentials within pits obtained from micro-reference electrodes was compared to planar electrode data at precise potentials to predict the absorbed hydrogen concentration at each local potential measured. Local anodic and cathodic half-cell reaction rates were also determined using this data.

**RESULTS**

**Electrochemistry associated with passive-to-active transitions and HER**

E-Log(i) data for PH 13-8 Mo exposed to various concentrations of sulfuric acid containing dissolved metal ions can be seen in Figure 3. PH 13-8 Mo exhibits an active-passive transition in each of these solutions. As seen, a passive region is seen above $-0.5$ V$_{\text{Hg/Hg}_2\text{SO}_4}$. The alloy exposed to 5 M sulfuric acid plus dissolved metal ions shows a large critical current density of approximately $3 \times 10^{-3}$ A/cm$^2$. This curve contains a cathodic loop in the anodic region that was reproducibly obtained in scans. This solution was chosen to examine hydrogen uptake in the model pits. The reversible hydrogen potential for this solution is $-0.59$ V$_{\text{Hg/Hg}_2\text{SO}_4}$. It is possible that a rescaled pit held in the passive range will under a passive to active transition and the OCP of the active material
will be below $-0.75 \text{ V}_{\text{Hg/Hg}_2\text{SO}_4}$. Thus, the primary local cathodic reaction in deep pits that undergo active to passive transitions is the HER.

Concerning the HER, IR correction of the cathodic E-Log(i) data was used to generate an expression for cathodic current density as a function of hydrogen overpotential and pH. The following expression was obtained:

\[ i_{H_2} = (1.31 \times 10^{-4})[H^+]^{0.525} \exp^{(-14.45\eta_e)} \quad \text{[Eq. 2]} \]

where \( i_{H2} \) is the cathodic current density (A/cm²), \([H^+]\) is the hydronium ion concentration (mole/L), and \( \eta_e \) is the hydrogen overpotential (V). This expression is consistent with a Tafel slope of approximately 160 mV/decade. For a given solution pH, Equation 2 can be used to predict the cathodic current density for various hydrogen overpotentials, a representation of which can be seen in Figure 4.

Similarly, E-Log(i) data for various hydrochloric acid concentrations shows active-passive transitions and clear indications of pitting potentials for 0.1, 0.001, and 0.0001 M HCl (Figure 5). More concentrated HCl solutions exhibit pitting potentials near the OCP. All HCl solutions tested exhibited deaerated OCPs more negative than reversible hydrogen. The alloy exposed to 0.1 M HCl solution shows the largest critical current density at \( 2 \times 10^{-5} \text{ A/cm}^2 \). This alloy exhibits a several hundred mV passive range above reversible hydrogen where minimal hydrogen production and uptake would be expected. This solution was chosen for focus of remaining experiments. The reversible hydrogen potential for this alloy/solution combination is \(-0.30 \text{ V}_{\text{SCE}}\) while the OCP is nearly \(-0.4 \text{ V}_{\text{SCE}}\). The cathodic E-Log(i) data were IR corrected and an expression for cathodic current density as a function of pH and overpotential was developed:

\[ i_{H_2} = (5.45 \times 10^{-5})[H^+]^{0.185} \exp^{(-12.74\eta_e)} \quad \text{[Eq. 3]} \]

where \( i_{H2} \) is the cathodic current density (A/cm²), \([H^+]\) is the hydronium ion concentration (mole/L), and \( \eta_e \) is the hydrogen overpotential (V). This expression is consistent with an HER Tafel slope of 181 mV/decade. This expression, again, enables determination of hydrogen evolution half-cell reaction rates over the potential range where the applied current density is net anodic. A plot of this equation for varying pH and cathodic overpotential can be seen in Figure 6.

**Hydrogen Uptake on Planar Electrodes as a Function of IR-Corrected Potential**

Large planar samples of PH 13-8 Mo charged in 5 M sulfuric acid plus dissolved ions in the charging cell shown in Figure 1 were analyzed using the TDS system to determine the global concentration of hydrogen, \( C_H \), adsorbed after charging to achieve a homogeneous global hydrogen distribution. The error in the TDS results and represented in the figure by error bars was determined by analyzing multiple samples charged in the same bulk solution under the same electrochemical conditions Figure 7 shows the results of these experiments. \( C_H \) is greatest at potentials cathodic to the reversible hydrogen
potential as expected. Absorbed hydrogen concentration increase with hydrogen overpotential; uptake at a charging potential of -1.10 V_{Hg/Hg_2SO_4} is 40 times greater than uncharged levels (uncharged levels were a fraction of a wppm). Generally the absorbed hydrogen concentration decreased as the hold potential became more noble. It is interesting to note that hydrogen absorption is observed above the reversible hydrogen potential. Figure 7 also illustrates that considerable hydrogen uptake would occur in pits assuming that ohmic voltage drop places the pit wall near OCP1 at some depth far enough within a deep pit even if the pit mouth were polarized to a more positive potential.

The total hydrogen absorption efficiencies at various charging potentials in 5 M sulfuric acid plus dissolved ions is shown are Figure 8. The figure legend reports the technique by which efficiencies were calculated using the various HER charge density determination methods. Generally the three methods used to determine charging efficiency were consistent, though the efficiencies determined from hydrogen gas collection tended to be higher than the other two methods. The trend in the data shows an increase in absorption efficiency with more positive charging potentials, i.e., at lower hydrogen overpotentials. The highest efficiency from all three methods (for the specimen charged at -0.65 V_{Hg/Hg_2SO_4}) is only 0.1% for this system, and occurs below the reversible hydrogen potential where anodic dissolution occurs simultaneously with hydrogen production and uptake. The lowest efficiencies were measured for samples charged at the highest hydrogen overpotentials with the least efficient measuring 1x10^{-7}%. Hence, C_H increases with hydrogen overpotential but not as significantly as the integrated hydrogen production rate increases as a function of hydrogen overpotential. In other words, the HER far exceeds hydrogen absorption reaction rate at increasing cathodic potentials.

Results of nuclear reaction analysis of planar electrodes charged at open circuit and -1.2 V_{Hg/Hg_2SO_4} (cathodically polarized) for 10 hours in 5 M sulfuric acid plus dissolved metal ions can be seen in Figure 9. In this charging period, hydrogen penetrates to at depth of at least 270 μm assuming a D_{eff}^H =1.9x10^{-8} cm^2/s. H/total atom ratio was calculated from γ-ray yield as a function of specimen depth. For both samples, the hydrogen concentration measured by nuclear reaction analysis for an uncharged specimen was subtracted from the data presented in Figure 8 so that only hydrogen due to charging at the two potentials is represented. The results after cathodic polarization show a negligible H concentration profile as expected because the global hydrogen concentration obtained from TDS for -1.2 V_{Hg/Hg_2SO_4} polarization is far below the detection limit of NRA (ca. <10^{-3} H/total atoms).14 However, Figure 9 illustrates a near surface H/total atom ratio of >0.04 that remains above 0.01 until a depth of approximately 0.25 μm for samples charged at open circuit as compared to samples charged for the same time period at -1.2 V_{Hg/Hg_2SO_4}. Recall that the sample charged at open circuit exhibited much more extensive metal dissolution compared to the cathodically polarized sample. Both samples show a higher hydrogen concentration at lower analysis depths that could be associated with surface hydrogen contamination, as often seen in NRA. However, the hydrogen concentration for the sample charged at -1.2 V_{Hg/Hg_2SO_4} decreased close to zero between 0.02-0.05 μm of depth within the sample suggestive of surface hydrogen, possibly in the form of an hydroxide layer. In contrast, the hydrogen concentration for the sample
charged at OCP remained significantly higher through 0.30 μm of depth. This is inconsistent with surface contamination.

Hydrogen concentration as a function of charging potential for the PH 13-8 Mo exposed to 0.1 M HCl is shown in Figure 10. These data show a similar trend to that of the 5 M sulfuric acid plus dissolved metal salts data. Specifically, hydrogen uptake on an IR free planar electrode is minimal near and above the reversible hydrogen potential in the passive region. Uptake occurs under cathodic polarization and anodic polarization above pitting thresholds when acid pits are formed. Hydrogen uptake under cathodic polarization in 0.1 M HCl is significantly greater than seen in 5 M H₂SO₄ with metal salts. The fact that absorbed hydrogen concentration also is elevated for samples charged above the pitting potential (E_{pit} = 0.05 V_{SCE}) confirms hydrogen production and entry in acid pits. A sample charged 150 mV above the pitting potential exhibited a normalized hydrogen concentration slightly higher than that of a sample charged 150 mV below the reversible hydrogen potential.¹

Below the reversible hydrogen potential, hydrogen absorption efficiency calculations (Figure 11) show a decrease in absorption efficiency as hydrogen overpotential increased or as metal dissolution decreased, as was seen in the data for sulfuric acid plus dissolved metal ions. Again this is due to the fact that the HER rate increases markedly with cathodic potential compared with the increase in effective hydrogen solubility with cathodic potential. However, much higher efficiencies can be seen for the samples that were charged above the pitting potential where the efficiency reaches 0.45% for the sample charged at 0.20 V_{SCE}. This is 4.5 times greater than the highest absorption efficiency exhibited by samples charged in sulfuric acid with dissolved metal ions. High efficiency seems to be promoted by simultaneous hydrogen production and metal dissolution.

Pit Scaling Relations and Hydrogen Uptake in Rescaled Model Pits

An example of local potential profiles calculated using the crevice modeling program (CREVICERv2) is shown in Figure 12. The electrochemical parameters used in the model were specified to approximate the actual parameters from the E-Log(i) data for PH 13-8 Mo exposed to 5 M sulfuric acid plus dissolved ions. For an applied potential of -0.475 V_{Hg/HgSO₄} in the passive region (Figure 3), the potential profiles were determined for various gaps and depths, x. Additionally experiments were conducted at different applied potentials (not shown). It can be seen in Figure 12 that the local potential is equivalent to the applied potential at the crevice mouth. However, ohmic potential drop forces a decrease such that the local potential decreases towards the open circuit potential. This decrease occurs over shorter depths as the pit mouth dimension (gap) decreases. The local potential drops below the reversible hydrogen potential at one depth (x_{crit1}=x_{HER}) and the stainless steel reaches a passivation potential at a further depth (x_{crit2} =x_{p}). Thus beyond a critical depth, the passive stainless steel undergoes an active-

¹ Anodically polarized samples which pitted experienced local hydrogen uptake which was normalized in a conventional manner to the entire specimen mass. Normalization by a small area surrounding each pit was not attempted but clearly would result in a 10-100 fold increase in the local hydrogen concentration.
passive transition and hydrogen production is thermodynamically favorable. However, pit mouths less than several hundred micrometers are too small for hydrogen measurements. From these results, relationships for two critical distances from the mouth of the crevice were developed. The second critical distance, \( x_{\text{crit2}}(E_{\text{pass}}) \), was designated as the distance from the mouth of the crevice at which the local crevice potential drops to \( E_{\text{pass}} \). The first critical distance, \( x_{\text{crit1}} \), is the distance from the crevice mouth at which the pit potential equals the reversible hydrogen potential, \( x_{\text{crit1}} = x_{\text{HER}} \). The relationship between these two depth parameters and gap size for PH 13-8 Mo in 5 M H\(_2\)SO\(_4\) plus metal salts are shown in Figure 13. The square of each critical distance is, indeed, a approximately linear function of the gap size. A plot of the two defined critical distances versus Gap size (not shown) does not share this linear relationship, confirming that the square of the critical distance versus gap size is the correct operating geometrical scaling relationship for both the case of hydrogen evolution and passive-to-active transitions in this system. This linearity is critical to translating actual pits of micron scale to manufactured pits of millimeter scale.\(^{15}\)

Using these relationships, model pits of millimeter scale (e.g., 1500 \( \mu \)m inside diameter (gap) and 40 mm length) were produced using PH 13-8 Mo. These samples were cylindrical with holes drilled through the center (not completely through the length of the sample) to approximate cylindrical pits. It can be seen from the modeling results of Figure 12 that these rescaled model pits would be expected to possess distinctly different hydrogen uptake over lengths of millimeters instead of micrometers typical of actual pits. These samples were held in 5 M sulfuric acid plus dissolved metal ion and 0.1 M hydrochloric acid solutions under potentiostatic control. Local potential was measured versus depth. Using separate specimens, potentials were held at potentials ranging from -0.4 to -0.60 V\(_{\text{Hg/Hg}2\text{SO}_4}\). IR drop was insufficient at high passive potentials such as -0.40 V\(_{\text{Hg/Hg}2\text{SO}_4}\) to produce significant changes in local potential inside one-dimensional pits. The reason for this was that pits walls exhibited low anodic current densities that were insufficient towards producing enough ohmic voltage drop to activate the stainless steel. However, when the applied potential was decreased to -0.60 V\(_{\text{Hg/Hg}2\text{SO}_4}\) significant potential drop was seen such that the bottom of the pit approached the limiting or open circuit potential near -0.76 V (Figure 3). Rescaled pit specimens were removed, stored in LN\(_2\) and sectioned radially for hydrogen analysis versus depth \( x \), an example of which can be seen in Figure 14 and Figure 15. Figure 14 shows the potential profile experimentally measured using the micro-reference electrode for a sample held in 5 M sulfuric acid plus dissolved metal ions at -0.60 V\(_{\text{Hg/Hg}2\text{SO}_4}\) (applied potential) with dimensions of 1500 \( \mu \)m inside diameter and 40 mm length. The pit exhibits a 150 mV potential drop from crevice mouth to crevice tip. Most of the potential drop occurs in the first 10 mm of depth, which is consistent with the modeling results (Figure 12). True \( i_{\text{ca}} \) and \( i_{\text{an}} \) were obtained from electrochemical kinetics on planar electrodes (e.g., Eq. 1)). The potential levels off as the open circuit potential is achieved within the pit. Both true \( i_{\text{an}} \) and \( i_{\text{ca}} \) increase with depth, \( x \), as expected since HER is promoted by potential drop and the material undergoes a passive-active transition. An indication of the true anodic current density within the pit can be seen by examining the increase in inside diameter of the pit due to corrosion with increasing depth. This increase in pit diameter is indicative of increased anodic dissolution with pit depth after the passive-to-active transition. The
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decrease in diameter to the original value at the pit bottom is consistent with a decrease in anodic current density near the OCP associated with the pit bottom.

True cathodic current density also is shown to increase with decreasing local potential within the model pit as is expected (Figure 15), and reaches a constant value as the potential gradient levels near the limiting potential which is the OCP of the pit. This increase in cathodic current density manifests itself in an increase in absorbed hydrogen concentration with increase in depth through the crevice as measured by TDS analysis of the sectioned crevice (Figures 14-15). The local hydrogen concentration within pits increases even when uptake is minimal on passive electrodes outside pits. Independent corroborations are obtained by adding data on $C_H$ predicted from the planar electrode studies at each interfacial potential (Figure 14). The predicted values from the bulk electrode studies are consistent with the values measured by the TDS system. The local hydrogen concentrations within the model pit increase from approximately 4 times an uncharged specimen near the pit mouth to almost 7 times an uncharged specimen greater than 10 mm within the pit where potential is lowest and cathodic current density is at its highest value. Therefore, a planar electrode held just in the passive region at $-0.6$ V would be expected produce and concentrate hydrogen in pits where $x > x_{HER}$.

**DISCUSSION**

*Global and local hydrogen uptake in passive stainless steel exposed to reducing acids*

The results of the electrochemical testing on planar electrodes in various reducing acid solutions show PH 13-8 Mo exhibits an active-passive transition (sulfuric acid) and pitting threshold potentials (HCl solutions). Moreover, this material exhibits a deaerated open circuit potential that is below the reversible hydrogen potential (Figures 3 and 5). Given these electrochemical properties, there are a variety of ways that pit, crevice or crack that experiences IR drop, acidification and/or even $O_2$ depletion could lead to hydrogen uptake under conditions where boldly exposed planar PH 13-8Mo surfaces would be expected to remain passive and above the reversible hydrogen potential. For instance, $O_2$ depletion could shift the OCP from a hypothetical aerated OCP in the passive regions shown in Figures 3 and 5 to the deaerated OCP indicated in these figures. Also, hydrogen uptake was observed in 5 M sulfuric acid + dissolved metal salts at the deaerated OCP (Figure 7) as well as when a rescaled pit was held in at $-0.6$ V the passive region. This occurred presumably because the passive-active transition generated relatively large ($\tilde{i_{crit}} \sim 10^{-2}$ $A/cm^2$) anodic current densities and possibly evolved hydrogen gas that constricted electrolyte path. The result was enough IR drop to drive the local potential within a pit or crevice below the reversible hydrogen potential at $x > x_{HER}$ even though the applied potential was above the passive-active transition. Moreover, pitting of planar electrodes induced hydrogen production and absorption as shown in Figure 10. All of these conditions promote local activation of passive surfaces concurrent with hydrogen generation and absorption on PH 13-8 Mo. Thus they point to a way other than the traditional route involving severe cathodic polarization to produce hydrogen environment embrittlement in PH 13-8 Mo. It has been demonstrated in this paper that such phenomena could occur in such occluded sites in PH 13-8 Mo under conditions where a
planar electrode might be passive and experience limited hydrogen uptake at noble electrode potentials. This explains the finding that PH 13-8 Mo can be susceptible to hydrogen embrittlement at OCP. Hydrogen production has been also observed in model pits in iron,\textsuperscript{16} carbon steel\textsuperscript{16} and a duplex stainless steel\textsuperscript{17} polarized to noble potentials in the passive region when $x\gg x_{\text{HER}}$. Hydrogen uptake has also been reported in the literature during permeation experiments on anodically polarized planar electrodes under pitting conditions,\textsuperscript{18} as well as during intergranular corrosion.\textsuperscript{19} At issue, is accurate quantification of local hydrogen concentrations in such corrosion sites. This requires the use of rescaled pits.

Global hydrogen absorption efficiency is highest for potential ranges over which hydrogen production is coupled with anodic dissolution, as shown in Figure 8. This relationship is further exhibited by bulk samples above the pitting potential in 0.1 M hydrochloric acid where hydrogen absorption efficiency is greater than for those samples potentiostatically held at passive potentials. This is a curious finding that could be a straightforward coincidence of the fact that hydrogen production rates increased faster with hydrogen overpotential than did effective hydrogen solubility. However, given the NRA results of Figure 9 showing a high hydrogen concentration at the surface of a dissolving specimen, a much more profound implication may exist. This is discussed below. Few prior experiments have reported such a result, possibly because techniques with high spatial resolution have only recently become available.

**Examination of Local Hydrogen Uptake in Rescaled Pits**

The results of the computer modeling experiments show that a relationship can be developed for crevice geometry such that the IR drop mechanism (independent of chemistry change) can be sufficient to produce local crevice potentials that would allow for local activation of the metal surface within the crevice concurrent with hydrogen production and uptake. The relationship $x^2/G = \text{constant}$ was found to hold for both the passive-active potential and a reversible hydrogen potential. Such scaling relationships are not a surprise and have been seen before,\textsuperscript{7,8} the difference being that the exact values of the constant specific to PH 13-8 Mo are reported here. An interesting contribution of the present work is the fact that different regimes have been identified for crevices or pits in PH 13-8 Mo. There is a combination of depth and gap where the stainless steel would be passive and remain above reversible hydrogen, a region where hydrogen production could occur but not a passive-active transition of the material, and a deep pit depth ($x_{\text{crit2}}$) beyond which both activation and hydrogen production both occur. The $x^2/G = \text{constant}$ relationship was a reasonably approximation which described both the activation phenomena (similar to the IR* model of Pickering),\textsuperscript{7,9,16,17} and the equivalent conditions for onset of hydrogen evolution. In this study both $x_{\text{crit1}}$ and $x_{\text{crit2}}$ have been specified, although in theory such relations should hold over a range of potentials. Obviously, there is no reason why a variety of systems could not exhibit this generic behavior albeit with different details. The system requirements would be a passive-to-active transition in a solution analogous to the pit chemistry, an open circuit potential or limiting potential in the active deaerated state that is below the reversible hydrogen potential, and $x\gg x_{\text{HER}}$ at appropriate $G$. There are obviously many candidate materials for such behavior such as
precipitation age hardened stainless steels in neutral and acidified chloride solutions. The former solutions would require acidification at local sites. These materials would have the potential for local hydrogen uptake at occluded sites when the external boldly exposed planar surfaces were passive.

These relationships can provide guidance for construction of model pits of a large enough scale to measure local potentials and absorbed hydrogen concentrations that would be analogous to an actual crevice of micron scale that prohibit interrogation by commercially available probes and instruments. As suggested by the bulk electrode experiments given sufficient IR drop, the model pit results in Figures 14 and 15 show hydrogen uptake can occur under conditions where the rescaled pit mouth is held in the passive range (e.g., that such IR drops can occur) when $x > x_{\text{crit}}$. The local millimeter scale $C_H$ value increases to 7 times the value in an uncharged specimen exposed to humid air and could not be precisely predicted from global results on planar specimens containing crevices. These experiments also show an increased local absorbed hydrogen concentration at depths within the crevice where anodic and cathodic current densities are greatest; that is they show increased metal dissolution and hydrogen reduction, respectively. This is either a coincidence or supports the hypothesis that hydrogen production concurrent with anodic dissolution results in increased absorption efficiency. Thermal desorption spectroscopy and Nuclear Reaction Analysis have proven to be effective methods for analyzing absorbed local hydrogen concentrations under such conditions.$^{20,21}$

*Local hydrogen uptake in surfaces undergoing simultaneous dissolution and hydrogen production*

The NRA results of Figure 9 indicate a high hydrogen concentration at the surface of the specimen exposed at open circuit. This concentration profile extended to a depth of almost 0.35 µm (350 nm). This depth exceeds likely oxide film$^{22}$ and selectively dissolved metallic film thicknesses$^2$ but does not extend to the full depth to which diffusible hydrogen might penetrate (i.e., ~300 µm) during the 10 h charging period. It is likely that diffusible hydrogen penetrates to a 0.35 µm depth but that such a global concentration of hydrogen is below the detection limit of the NRA method. Also, TDS measurements at OCP conducted on mm thick specimens would have difficulty detecting such high local hydrogen concentrations owing to the fact that specimen thicknesses used in planar electrode tests exceed the thin layer detected by NRA by many orders of magnitude. Thus NRA results detect high near surface hydrogen concentrations within tens of microns of the charging surface that is not consistent with Fickian transport of diffusible hydrogen. In summary, two possibilities exist: that high detected levels of local near-surface hydrogen reside in both lattice and trapped sites or that high levels of detected near-surface hydrogen are present in some other state (i.e., such as OH$^-$ present

---

$^2$ One explanation is that the high hydrogen concentration detected by NRA is really hydrogen associated with OH$^-$ instead of hydrogen at lattice or trap sites. In order for this to be possible the oxide film on the corroded surface and/or the dealloyed layer would have to reach 0.35 um which appears unlikely given that typical oxide and dealloyed layer thicknesses (below the parting limit) are often restricted to less than 100 nm (0.1 µm).
in oxide films or dealloyed layers) that is mistaken for hydrogen within the bulk metal. The latter is not supported by layer thickness estimates in the literature associated with selective dissolution below the parting limit\textsuperscript{23} but this assertion awaits further confirmation by Auger depth profiling. High hydrogen concentrations within the bulk metallic phase would be hard to attribute to lattice solubility alone since the electrochemical fugacity within active pits, albeit high, does not necessarily support such equilibrium concentrations assuming that the perfect solubility of hydrogen in PH 13-8 Mo is similar to that in iron\textsuperscript{24} and the normal density of trap sites in such steels.\textsuperscript{12} This is especially true at OCP where the hydrogen overpotential is hundreds of mV or less.

One alternative explanation is that hydrogen-vacancy or divacancy trap-like complexes formed at corroding surfaces account for a very high near-surface hydrogen concentration that would not be seen at equilibrium or normal quenched in vacancy concentrations. That is, that vacancy injection via corrosion concurrent with hydrogen production may produce abnormally high hydrogen concentrations restricted to limited surface regions. Few prior experiments have reported direct evidence of such a result, possibly because techniques with high spatial resolution have only recently become available and applied to H uptake in electrochemical charging at occluded sites.\textsuperscript{25} However, high room temperature hydrogen concentrations recently have been observed in electrochemically charged Al\textsuperscript{26,27} and at Al crack tips.\textsuperscript{20,21} Little prior evidence of this phenomena has been reported in bcc stainless steel.

CONCLUSIONS

Exposure of a martensitic stainless steel to reducing acids and acidified chloride solution confirms that hydrogen uptake may occur under extreme cathodic polarization but also locally when pitting occurs at $x > x_{\text{HER}}$, and on planar electrodes at the deaerated open circuit potential that might be experienced by pits, cracks and crevices. Moreover, such occluded sites polarized to passive potentials but that experience sufficient IR drop could drop to potentials below reversible hydrogen. These local conditions for hydrogen uptake exist in technologically significant situations such as those involving reducing acid-chloride environments.

Pit scaling relationships can be used to rescale pits to sizes that enable spatially resolved quantification of local hydrogen concentrations in a martensitic stainless steel. Rescaling can be used to demonstrate and quantify hydrogen concentration as a function of position. The $x^2/G$ type relationship was found to apply for passive-to-active potentials and the reversible hydrogen potential.

Local hydrogen uptake was demonstrated and quantified at $x > x_{\text{HER}}$ in a rescaled pit under conditions where the pit mouth remained in the passive region when the passive potential was just above the Flade potential. However, it is clear that more positive passive potentials would have not resulted in hydrogen uptake.

High hydrogen concentrations are observed on surfaces that undergo active dissolution and hydrogen production. The depths of this enhanced concentration profile exceeds
typical dealloyed and/or corrosion product layer thicknesses. Vacancy-hydrogen complexes provide one explanation for this observation.

ACKNOWLEDGMENTS

This work was funded by the Office of Naval Research under Grant No. N00014-98-1-0740 with Dr. A.J. Sedriks as contract monitor. Mr. Jason Lee provided significant help with the CREVICERv2 software. The CESE also is grateful to acknowledge the continued support of Princeton Applied Research and Scribner Associates, Inc.

REFERENCES


13 H. Bakhu, U. of Albany, Department of Physics and School of Nanosciences and Nano Engineering, Albany, NY.


Figure 1. Charging cell equipped with buret/funnel combination to collect total hydrogen gas evolved from the HER reaction during potentiostatic polarization experiments involving planar electrodes with minimal IR drop.
Figure 2. Test cell for measuring local potentials in model rescaled pit electrodes consisting of a cylindrical cavity. The local potential can be monitored in the cavity using a micro-reference electrode. The external reference electrode is used to control the applied potential.
Figure 3. Anodic E-Log(i) data for planar PH 13-8 Mo alloy exposed to various deaerated sulfuric acid plus 0.1 M Fe\textsuperscript{2+}, 0.018 M Cr\textsuperscript{3+} and 0.01 M Ni\textsuperscript{2+} solutions at 25 °C. The sulfuric acid concentration was varied as indicated in the key. Measurements taken versus a Hg/Hg\textsubscript{2}SO\textsubscript{4}/K\textsubscript{2}SO\textsubscript{4} reference electrode.

Figure 4. Cathodic hydrogen overpotential versus true cathodic current density for planar PH 13-8 Mo alloy exposed to deaerated sulfuric acids of various concentrations plus 0.1 M Fe\textsuperscript{2+}, 0.018 M Cr\textsuperscript{3+} and 0.01 M Ni\textsuperscript{2+} solutions at 25 °C.
Figure 5. Anodic E-Log(i) data for PH 13-8 Mo alloy in planar electrode configuration exposed to various deaerated hydrochloric acid solutions at 25°C. Measurements taken versus a saturated calomel reference electrode.

Figure 6. Cathodic hydrogen overpotential versus true cathodic current density for PH 13-8 Mo alloy in planar electrode configuration exposed to deaerated hydrochloric acid solutions of various concentrations at 25 °C.
Figure 7. Relationship between $C_H$ versus $E_{\text{inag}}$ for PH 13-8 Mo planar electrodes in deaerated 5 M H$_2$SO$_4$ plus dissolved metal salts at 25°C (IR corrected).

Figure 8. Hydrogen absorption efficiency vs. potential for different charge collection methods on planar electrodes of PH 13-8 Mo charged in deaerated 5 M H$_2$SO$_4$ plus dissolved metal ions at 25°C.
Figure 9. NRA results for flat PH 13-8 Mo electrodes charged at OCP and -1.2 V_{Hg/HgSO_4} for 1 hour. Samples were charged in deaerated 5 M H_2SO_4 plus dissolved metal salts at 25°C and cleaned with methanol prior to NRA analysis. The background hydrogen profile obtained from uncharged specimens was subtracted from the data shown.
Figure 10. Relationship between $C_H$ versus $E_{\text{H/H}^+}$ from planar PH 13-8 Mo electrodes in deaerated 0.1 M HCl at 25°C (IR corrected). Top figure illustrates exponential fit to data from near reversible hydrogen toward negative applied potentials (data at anodic potentials is omitted). Bottom plot illustrates enlarged view of hydrogen absorption near open circuit and after anodic polarization.
Figure 12. Theoretical potential versus depth data using the 0.1 M sulfuric acid plus dissolved metal ions E-Log(i) curve shape modified with the 5 M sulfuric acid plus metal ions parameters. Assumed externally applied potential was $E_{\text{app}} = -0.475 \, V_{\text{Hg/HgSO}_4}$.

Figure 13. $x_{\text{crit}}^2$ versus gap data as modeled by the CREVICERv2 program. Two $x_{\text{crit}}$ parameters are plotted for conditions: $i_{\text{crit}} = 10^{-2} \, \text{A/cm}^2$, $E_{\text{HH+}} = -0.59 \, V_{\text{Hg/HgSO}_4}$, $E_{\text{pass}} = -0.70 \, V_{\text{Hg/HgSO}_4}$, $E_{\text{app}} = -0.475 \, V_{\text{Hg/HgSO}_4}$.
Figure 14. Potential, predicted \( C_H \), measured \( C_H \) and pit diameter from scaled experimental pit for a 1500 um gap by 40 mm depth cylinder exposed to 5 M sulfuric acid plus dissolved metal ions. \( E_{app} = -0.60 \) V \( \text{Hg}_2\text{SO}_4 \).

Figure 15. Potential, anodic and cathodic half cell current densities, and measured \( C_H \) results from scaled experimental pit for a 1500 um gap by 40 mm depth cylinder exposed to 5 M sulfuric acid plus dissolved metal ions. \( E_{app} = -0.60 \) V \( \text{Hg}_2\text{SO}_4 \).