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Introduction

This grant was originally issued for the investigation of state-of-the-art technology component-ware for distributed databases utilizing CORBA, as well as the development of a fuzzy spatial data model to provide a way of handling imprecision and uncertainty in spatial data. Specifically, the grant work was to augment ongoing development of NRL’s Geospatial Information Database (GIDB) in the realm of Object Request Brokers (ORBs) and the GemStone Object-Oriented Database Management System (OODBMS).

Soon after the work was initiated, however, NRL began to investigate alternate implementation architectures for the GIDB relative to its future stability and viability. Major re-design decisions were made, including: (1) a move from the Smalltalk programming language to Java, (2) replacement of GemStone OODBMS with Ozone OODBMS (Java-based), and (3) replacement of CORBA-based architecture with Java Remote Method Invocation (RMI)/applet technology. These decisions have since proven to be invaluable to the development and marketability of the GIDB; however, because this new direction made much of the proposed grant work in CORBA and related implementation issues unnecessary, and in consultation with the NRL principal scientist, the concentration of work was redirected to the areas of fuzzy spatial data modeling and conflation.

After the original three years were completed, a no-cost extension was requested. This extension funded a Ph.D. scientific computing student who graduated August 2002. A copy of the student’s dissertation on conflation is included with this report, along with all other grant-related publications.

Summary of Findings

Work for this grant enabled the advancement of the state of research for areas of spatial data modeling, uncertainty and conflation. Special journal issues co-edited by the grant recipient on “Spatial Data Management,” “Uncertainty in Geographic Information Systems and Spatial Data” and “Distributed Object-Oriented Systems” resulted in newly published works from some of the foremost researchers in the area, including Michael Goodchild, Peter Fisher, Hans Guesgen, Douglas Schmidt and others.

Specific published work supported by this grant included a range of topics. Some of these are: fuzzy spatial relationship refinements, spatial query interfaces, uncertainty in distributed spatial information systems, spatial relationship querying, distributed spatial object-based systems, spatial indexing, distributed conflation model and issues, and an integrated image change detection/conflation algorithm.

All publications listed are included in this report package, and the reader is referred to the actual publications for details of the topics listed above.
Results

This grant has resulted in basic research into fuzzy spatial data models and conflation of spatial data. It has resulted in the publication of eight conference papers, three book chapters, four journal articles and three edited journal issues. It has also funded one Scientific Computing Ph.D. student (graduated August 2002). Grant funding also enabled the USM PI to perform the following service activities to promote research and knowledge in relevant subject areas:

- Co-organized and chaired panel session, "Can Statistical and Fuzzy Sets Approaches Complement Each Other in Dealing with the Problem of Uncertainty in Spatial Data?" at the International Symposium on Spatial Data Quality '99, Hong Kong (1999).
- Organizing co-chair and chair of four special conference sessions:
  "Uncertainty Management in Spatial Data" sessions held at:
  - Information Processing and the Management of Uncertainty (IPMU '98), Paris, France (1998), and
- "Distributed Object-Oriented Systems"--two sessions
- "Spatial Data Computation"--three sessions
  First Southern Symposium on Computing (SSC '98), Hattiesburg, MS (1998).
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The Geographic Information System (GIS) is an integrated technology that incorporates concepts from computer graphics, spatial modeling, and database management. The distributed intelligent mobile agent technique, which successfully incorporated more powerful technology, is becoming an important issue in Geographical Information Systems. Within the distributed environment, the compatibilities and consistencies are mainly concerned issues. The "conflation" is an important and challenging technique to handle these issues.

Generally, conflation means to combine information from different sources and then to produce better information. Up to now, the conflation consideration has become much broader in GIS research fields. Many efforts have been made. However, conflation is still a challenging research field due to the complexity of real applications. Seen from the existing conflation paradigms, the conflation algorithms have been ad hoc, designed for specific purposes. The focus of the dissertation is placed mainly on processing the vector-based conflation problems.

Considered the vulnerability to deal with time in existing conflation algorithms, the endeavor of the dissertation is to explore the ways in which conflation capabilities can be augmented with the aid of change detection techniques. A general and flexible conflation model is proposed for the distributed mobile agent systems.
Based on the model, over time considerable effort is spent on the development of image change detection algorithm. Since image change detection, like many other applications in GIS, requires to handle fuzziness and uncertainty, an innovation is investigated – it is an intelligent approach in which the issue associated with fuzziness and uncertainty has been tackled by introducing a Certainty Factor. A hierarchical structure for the fuzzy inference is figured out. Theoretical analysis and real image evaluation show that it can provide significant results.
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Chapter 1

INTRODUCTION

The Geographic Information System (GIS) is a computer-based information system that can deal with collecting, modeling, managing, analyzing, and integrating spatial and non-spatial data in geographic applications. It has been experiencing a steady and unprecedented growth in terms of the general interests, theory development, and new applications in the last decade or so. Up to date, GIS has matured to serve important roles for many academic disciplines, government organizations, and commercial enterprises.

The handling of geographic information has always raised an issue of scientific nature. In general, GIS is an integrated technology that combines concepts from computer graphics, spatial modeling, database management, and remote sensing. However, no single technology can by itself fully meet the requirements of a GIS application [3]. There is a wide agreement in the GIS community that the future success of GIS technology will depend to a large extent on incorporating more powerful analytical capabilities.

The distributed intelligent mobile agent technique is becoming an important issue in GIS research areas due largely to the following technological advantages:

- During the past 20 years, the computer architecture has moved from stand-alone systems to local and wide-area networks. A natural extension to this development is to study the distributed technology on geographic information. Recently, the trend for most types of information systems has been a move to a more loosely coupled, distributed nature. The typical GIS applications are GeoChange [14] and Alexandria Digital Library Project [16], which are already underway to provide users access to geographic data cross wide area networks.

- Recent decades have been characterized by the generalized application of artificial intelligent technology to improve the system’s capabilities. We have witnessed a rapid growth in the number and variety of applications of intelligent technology, ranging from real-time control systems, and decision support systems to business systems and the World Wide Web field. Since many applications in GIS involve human expertise and knowledge, which are invariably imprecise, incomplete, or
CHAPTER 1. INTRODUCTION

not totally reliable, the intelligent technology becomes a potential tool to solve GIS problems.

- Moreover, the emerging of a quiet GIS industry revolution shows that GIS is going mobile.

Recently, the distributed intelligent mobile agent systems have been developed for different purposes and applications. The project in [9] presents an autonomous agent system that utilizes the distributed intelligent agent techniques to handle the geo-spatial data from multiple heterogeneous sources.

Within the distributed environment, the data updating, integrating, and sharing will be concerned as central issues in GIS. With these issues, new problems such as data structure incompatibility, accuracy incompatibility, scales of measurement incompatibility, or inconsistencies, etc., are arising. The most common reasons for such problems are that different spatial datasets from different sources might use different project systems, different scale and accuracy, and so on. For dealing with such problems, the important and challenging technique is called conflation.

Generally, the conflation is regarded as the combination of information from two or more digital maps to produce a third map that is better than either of its component sources. The objectives of conflation include increasing spatial accuracy and consistency, and updating or adding new features into datasets, updating or adding more attributes that associate with the features in datasets, etc.

Seen from the regular conflation paradigms, one of the vulnerabilities is lack of capability to deal with time. If an existing resource of information fails to suit the requirements because it is out-of-date, a process of detecting and then updating may be more effective than a total reconstruction. Thus, it is important to identify differences in the images in terms of real changes.

Traditionally, changes to geographical phenomena have been derived from a temporal reference frame. Since time is difficult to be formalized [22], to date, no single model in a GIS, which includes time, has been adopted. In recent years, by integrating more powerful techniques, GISs offer many possibilities for improved treatment of time and changes. Recent research results have demonstrated that the change detection can be done from satellite images or other images, accompanied by visual interpretation of
differences. Therefore, as a potential technique, image change detection encourages us to make an attempt on improving conflation capabilities.

The objective of image change detection is to detect changes in images over time. Augmenting conflation by utilizing satellite images is the motivation of the dissertation. The rest of the dissertation is organized as follows. The following Chapter gives an overview of related work, and shows current methodologies to deal with conflation problems and image change detection. Considered a vector GIS, a more general and flexible conflation model is developed for a distributed system in Chapter 3. Based on the model, two important contributions are emphasized in the following chapters. Chapter 4 mainly introduces a vector-based conflation scheme. A hybrid approach for image change detection is proposed in Chapter 5. It is evaluated by using real raster images in Chapter 6. In the conclusion, the open research issues are discussed and future research ideas for possible improvements of the algorithm are provided.
Chapter 2

BACKGROUND

Geographic information provides the basis for many types of decisions. With respect to conflation, the merging of geographical data allows for manipulation, analysis, and comparison within and between multiple geographical databases.

Too often, the conflation methods have been ad hoc, designed for specific purposes. In this chapter, the overview of previous work related to data conflation is firstly given. Then, based on the geometric view and GIS data models, the conflation problems are classified into different groups so as to understand the conflation problems well. A general conflation method for vector data is summarized. For the purpose of augmenting conflation, image change detection issue is addressed. And then current and potential approaches in the image change detection are surveyed.

2.1 Data Conflation Issue and Related Work

When geo-spatial data from different sources are combined and shared, incompatibilities and/or inconsistencies in geographical data occur. Figure 2.1 shows a problem arising from merging data digitized from adjacent map sheets.

![Figure 2.1: Unmatched edge occurring in a cartographic image.](image)

However, the incompatibilities may be not only structural but also semantic in nature. For example, the attributes for representing the same values might be defined differently in different sources, which may include different names or different domains for their associated value, e.g. float versus integer.
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Therefore, it is quite a challenge to preserve the semantics inherent in the component datasets. The important technical issue to handle this situation is “conflation”. The term “conflation” is used to refer to the integration of data from different sources. Conflation is the complex process of recognizing and removing inconsistencies (or discrepancies) in geographical feature data that are stored in multiple databases.

The history of map conflation goes back to the early mid-1980s. The first clear development and application of an automated conflation process occurred during a joint United States Geological Survey (USGS) Bureau of the Census project designed to consolidate the agencies' respective digital map files of U.S. metropolitan areas [51]. The major concern of conflation was to eliminate the spatial inconsistency and improve the spatial accuracy of maps. The implementation of a computerized system for this task provided an essential foundation for much of the theory and many of the techniques used today.

Since that time, others, including numerous agencies, institutions and commercial GIS vendors, have developed and implemented conflation tools within their applications. The conflation consideration in GIS has become much broader. Some practical examples are provided below.

The EDNA project of the USGS investigated two different processing approaches for conflation in order to share common attributes from separate coverages [58]. Atlas has developed a conflation engine that automatically finds the common elements in two vector data sets; the engine is written in C++ and uses an object oriented topological GIS infrastructure [57]. Due to a significant difference between the TIGER and DALIS Projects geography, the project [11] provides a method that conflates the Census 1990 Block coverage to the DALIS base. It demonstrates that it is more important to be able to effectively relate all data sources with other valuable attribute information files such as census-attributed data.

Right now automatically conflating digital map data has presented a rich set of computational challenges. Based on geo-statistical techniques, some primary conflation paradigms are presented in the literature, and have been proven to be very effective for regular data such as street networks. In [42], a geo-statistical method for combining data of different sources is presented, and its reliability is analyzed. However, it is surprised that very little progress has been made since the first successful implementation of a system based on geo-statistical techniques. One of the main reasons is the complexity and uncertainty of GIS problems.
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As GIS becomes more complex and intelligent, artificial-intelligent-based methods will become a cost-effective approach for improving its problem-solving abilities. More recently, researchers have turned to fuzzy logic and other intelligent methods for handling reasoning abilities under conditions of uncertainty to help solve general conflation problems. This approach certainly shows greater promise for producing a wider range of acceptable results; however, models for implementation have still been limited. The following gives a brief survey of some related work.

The Air Force Rome Laboratory Multiple Data Base Integration and Update system [35] reviews the various technical challenges encountered during automated vector conflation and all-source updating of a unified vector data baseline, and highlights its functions by taking the advanced technologies like Artificial Neural Networks. In [7] a rule-based approach for conflation of attributed vector data is introduced, which was performed within the context of the Digital Mapping, Charting & Geodesy Program (DMAP) at the Naval Research Laboratory (NRL), Stennis Space Center, Mississippi. A knowledge-based system to handle uncertainty issues of conflation in a distributed environment is developed in [8]. The paradigm is based on a hierarchical rule-based system that utilizes techniques for reasoning under uncertainty. These kinds of models proposed are to overcome some of the more difficult feature matching cases encountered in more generic, irregular geographic features.

Although a little improvement is made, the issues associated with conflation have serious consequences for many applications, which range from combining digitized topographic maps, to edge-matching of misfit data across boundaries, to combining information from different sensors in remote sensing. It is no doubt that users are faced with extensive duplication of efforts and unnecessary cost without the ability to conflate/integrate data from different sources.

As a result, conflation typically is needed because:

- Users wish to update their information without losing legacy data which may not be included in the new information;
- One source may be more accurate with respect to information such as position and attribute; and,
- One source contains information missing in another, such as additional features, feature attributes or even entire coverages.
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2.2 Conflation Classification

Conflation means to combine information from different sources and then to produce better information. From the geographic point of view, GISs are spatial reference systems in which spatial data are generally treated in two dimensions, i.e. longitude and latitude directions. The spatial reference system provides the geometric basis to connect the different sources. The combinations of different sources in the spatial reference systems may result in three different versions of conflation. More details are given as follows:

- Data conflict when combining the same type layers of a region;
- Data overlay when combining the different type layers of the same region; and,
- Edge matching when combining the same type layers of neighboring regions.

A general conflation classification is shown in Figure 2.2.

Figure 2.2: A general conflation classification based on spatial geometry

The objective of the horizontal conflation is to eliminate the spatial feature position and attribute discrepancies that exist in the common area of two sources [64]. The
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Vertical conflation is actually a process to perform an overlay operation on the datasets from different layers of the same region. It requires that the two sources are identical. Also, since none of sources is perfectly error-free, the apparent change includes some amount of errors mixed with the actual change.

The typical applications of the vector-based conflation include [64]:

- **Spatial Discrepancy Elimination**: It is a global adjustment process for spatial feature coordinates in order to eliminate the feature position discrepancies. This application exists in map edge-matching, map compilation, and etc.

- **Spatial Feature Transfer**: In this process, the common features from different sources are recognized, and flagged; new features can be added into the old source, or old coordinates can be updated. The main applications exist in the GIS spatial data updating.

- **Attribute Transfer**: Usually, it is used to transfer the lower spatial accuracy source to the higher accuracy source, or old version to new version.

![Figure 2.3: A conflation classification based on GIS data model](image)

Based on the data models in GISs shown in Figure 2.3, the conflation can be classified as vector-vector, vector-image, and image-image conflation.

The most common conflation problem is the vector-vector conflation since many products in GIS are based on the vector data. Conflating vector data with imagery is also an important aspect in GIS applications. It involves many digital image-processing technologies such as image feature extraction, shaping, re-sampling, model recognition, and so on. Image to image conflation involves more image matching technologies. Usually, it is performed by specialists.
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2.3 A General Conflation Method for Vector Data

The goal of conflation is to have the “best” information for a given area. Seen from the previous views, there are many algorithms that have been developed to solve different practical conflation problems. For vector database users, the objective of conflation is to combine different source coverage into one, and to reconcile the best features geometries and their related attributes from the different source coverages. The general conflation processing steps can be shown in Figure 2.4.

![Diagram](image)

Figure 2.4: Steps involved in a general conflation process

- **Positional re-alignment**
  Since several coordinate systems such as the Universal Transverse Mercator, Global Position System, and Local Cadastral System may be used in a distributed system, integrating information from different sources requires transformation of the coordinate system of the source to the one adopted for the specific spatial database in use. Positional re-alignment is a mathematical procedure in which previously identified matching features are brought into spatial agreement.

- **Feature matching**
  Simply and perhaps somewhat obviously stated, feature matching involves the identification of features from different maps as being representations of the same geographic entity.

In fact, feature matching can be considered as a type of classification problem. That is, we are tying to determine whether one feature belongs to the same “class” as another. This type of problem can be handled through theories of evidential reasoning uncertainty such as fuzzy logic [29] or Dempster-Shater theory [54].
• Deconfliction

It is a process in which contradictions in a matching pair's attributes and/or values are resolved.

2.4 Change Detection Issue and Related Work

Change detection has been widely studied in the field of computer vision, remote sensing, and image processing. Changes over time in a geographical area are particularly important in such applications as deforestation, archeology, environmental monitoring, urban planning and development, damage assessment, and so on.

Image change detection is a process of identifying differences in the state of an object or phenomenon by comparing the images at different times. Since the early 1970s, satellite images in digital form have been available. This vast amount of satellite data offers unique possibilities of comparing images from an earlier date with new ones. In [44] several satellite image change detection techniques are investigated, and results show that the satellite image change analysis can provide good information. Moreover, remarkable advances in remote sensing technology have motivated many researchers to exploit change detection approaches and techniques for a variety of purposes, such as identifying buildings, monitoring regional changes, land use, wide area surveillance over a long period of time, and etc. [50]-[55] [21].

In the recent decade, change detection from remote sensing images has emerged as one of the most active and fruitful areas in GISs. Such applications can be found in many GIS, for example, a change detection approach for linear features in aerial photographs in [50], digital change detection techniques for civilian and military in [10] and for wide area surveillance in [37]. Specifically, the paper [47] investigated the applicability of image detection techniques for the purpose of emergency response by utilizing remotely sensed bi-temporal imagery data.

The successful application of the change detection techniques from images, and the emphasis on near real-time and new information encourage us to use change detection techniques for augmenting conflation.

2.5 Image Change Detection Methods

There are many methods and techniques for the detection of changes, which have been developed by mathematicians, geographers, philosophers, and computer scientists.
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The basic and commonly used techniques are briefly described as follows [10, 26]:

**Image Deviation:** The image deviation is a basic and simple method for analyzing long time series data. With image deviation, the change areas are identified by contrast to a long-time average. The possibilities would be to produce a mean image over the whole series, to examine trends in environmental changes or detect significant anomalies from general trend.

**Image Differencing:** The image differencing is one of the simplest techniques for detecting changes between two images. With this, each pixel from an image is subtracted from its corresponding pixel in another image. The resultant image represents the change between the two different times.

**Cross-classification:** It is a procedure used to compare two images by calculating the logical AND of all possible combinations on the two classified input images. The aim is to evaluate whether areas fall into the same class in the two dates or whether a change to a new class has occurred.

The basic change techniques actually are two different kinds of change detection techniques: differencing and classification. They provide a basis for later change detection techniques.

Since the basic methods are used in small area information, for dealing with larger area information, some efficient algorithms are developed for specific purposes. In [48], three different methods for different motivations are introduced, that is, a linear change detection for small changes, non-linear change detection for large changes and Delta filtering for enhancing specific patterns of changes.

Moreover, an edge-based change detection algorithm was developed in [34], which requires a single target region and a reference region to be supplied. A target region is an area that represents the interested area, in which a change is to be detected. A reference region is an area that represents a homogeneous textural area where no change occurs. Since the edge-based change detection algorithm depends heavily on accurate reference region information, each target must have an appropriate reference region. Ideally, the reference region covers an area that is identical to the area of the target region when no change has occurred.
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No matter what the change detection algorithm is, performing the change detection requires the same data, scale, or model. By surveying the whole research field for the image change detection, it can be found that most of the leading image change detection algorithms are based on raster data.

In the real world, the system may have two different data formats such as vector and raster. Some hybrid methods for change detection have been investigated. In [34] a customized Land Change Detection Tool was developed by integrating raster and vector data.

A number of comparative studies show that there is no universally optimal change detection method, the choice is dependent upon the application. However, the integrated methods provide us with a good idea to design a new approach for image change detection.

2.6 Change Detection Consideration

Although the image change detection techniques based on comparison, such as image deviation, differencing, and so on, appear to be quite rich, they are not suitable for real-time detection since much larger time series data are required. And the classification techniques for the image change detection require exact matching different categories. Considered the raster model, two important change detection techniques based on the statistical theory are mainly concerned in this dissertation.

- **Correlation Analysis**
  
The simple correlation analysis can be used to detect changes in a certain range. There is a high correlation between image data for regions that have not changed significantly, and a relatively low correlation between regions that have changed substantially. Correlation analysis generally fails to detect a consistent change. Especially if images are acquired under different illumination conditions.

- **Principal Components Analysis (PCA)**
  
  As indicated in the previous method, correlation coefficient is not sufficiently stable with respect to some minor changes in the intensity value of the pixels. To resolve this problem, a method of PCA was proposed [61].

  Principal components analysis is a powerful technique for extracting a structure from a potentially high-dimensional data set. It has in the recent years found
a number of applications in the fields of computer vision and pattern recognition. PCA is based on representing typical images in terms of a compact set of orthogonal basis images. The main ideas behind PCA are:

A principal component \( P \) is a linear combination of the observed features:

\[
P = \sum_{i=1}^{d} W_i X_i,
\]

(2.1)

where \( X_i \) is the \( ith \) feature and the weight \( W_i \) is chosen to maximize the ratio of the variance of \( P \) to the total variation, subject to the constraint

\[
\sum_{i=1}^{d} W_i^2 = 1.
\]

(2.2)

The principal components are obtained by computing the eigenvectors of the variance-covariance matrix of the features. The importance of each eigenvector is reflected by the associated eigenvalue. Each instance feature vector can be represented in terms of a linear combination of principal components.

A kernel principal component analysis was recently proposed as a nonlinear extension of a PCA. The basic idea is to first map the input space into a feature space via a nonlinear mapping and then compute the principal components in that feature space [27]. A kernel PCA has already been shown to provide a better performance than a linear PCA in several applications [53].

However, a frequent question is how many principal components are deemed adequate for a particular situation. Different criteria have been proposed. Some criteria set a threshold for eigenvalues so that principal components with associated eigenvalues less than this threshold are deleted. Some criteria set a threshold for the variation accounted for and select the principal components with larger eigenvalues first until the threshold is reached. Sometimes a fixed number of principal components with the largest eigenvalues is mandatorily selected [17].

From real-time or near real-time point of view, it is no doubt that the correlation analysis should be an optimal choice.
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A FLEXIBLE CONFLATION MODEL

Although many efforts have been made to solve conflation problems, it is still a challenging research field because of the complexity of real applications. More specifically, it appears that a satisfactory level of reliability has not been achieved from the real-time or near real-time point of view. Therefore, the further attention towards enhancing the conflation ability will be stressed.

Assume that the data on hand is in vector format such as Vector Product Format (VPF), and the latest or new data comes from satellite image, the study endeavor of the dissertation is to explore the ways in which the conflation accuracy can be obtained with the aid of change detection techniques. The perspective regarding vector conflation comes from the fact that many vector products in GIS already exist and are in field use. With vector databases, the dissertation will focus on vector-vector conflation problems.

3.1 Data Models in GIS and Their Conversion

There are two main models for the representation of data in a GIS, that is, the raster model and the vector model [28]. These models are the basis of conflation.

The raster data model is based on an array or grid of square cells, each cell represents a square parcel of the real world. A value is assigned to each cell, which represents an attribute of the real world parcel. Because of its data structure, the raster model is the best format for the applications such as slope, land cover types, remote sensing, satellite imagery, aerial photographs, and so on.

The vector data model represents objects as points, lines, and polygons that are referenced to real world objects using coordinate systems. The vector model allows you to store topological information. The primary limitation of the vector model is the inability to represent, analyze, and process continuous data such as aerial photographs, and satellite images.
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Figure 3.1 shows the real image based on raster model. Figure 3.1(a) presents Morphological Raster Data which includes building, open area, water and hard surface. Figure 3.1(b) provides the building outlines represented as raster data and polygons, respectively. The difference between raster and vector representation of a building outline is obviously shown in Figure 3.1(c).

Figure 3.1: Examples of Raster and Vector Data

In general, the vector data structure produces smaller file sizes than raster image because a raster image needs space for all pixels while only point coordinates are stored in the vector representation. Besides the size issue, the vector is easier than raster data to handle because it has fewer data items and it is more flexible to be adjusted for a different scale. Although the vector data structure is the choice as the primary form for handling graphical data in most GISs, the vector data acquisition is often more difficult than the raster image acquisition due to its abstract data structure, and topology between objects and attributes associated.

The data conversion refers to the process of converting data from one format to another. In the real world, such a conversion is necessary due to the suitability of different data formats for different purposes. For example,

- The data on hand is in a vector format, but latest update comes from the satellite image format (raster). Such applications include creating a vegetation map from classified satellite data [56].

- One may use statistical tools to analyze the information based on a raster format, but the data in hand is in vector format. This requires converting a vector dataset
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to a raster image. A typical application is to compare the satellite image with census data.

Today many vendors have provided the tools for conversion between the two different models. Therefore, it is not difficult to deal with both vector data and raster data in real applications.

3.2 A Mobile Agent Prototype Model for Conflation

With a growing abundance of geo-spatial data, the situations where more than one data set is available to meet a particular need are becoming common[20]. In order to create a best possible database, the data conflation is needed. For performing data conflation, a general distributed mobile agent model can be designed as Figure 3.2.

![Centralized Database Diagram](image)

Figure 3.2: A general distributed mobile agent model.

The architecture consists of a primary, centralized database and multiple, heterogeneous databases. Based on this architecture, there exist multiple agent classes. A brief description is given as follows:

- QM is a queue manager: It is responsible for supervising a priority queue generated by the ROI agents. Where ROI stands for the Region Of Interest.
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- AM is an agent manager: Its responsibility is to corporate agent classes.

- RA represents ROI Agent: Each RA is responsible for managing updates for a particular Region of Interest. RAs are static, remaining on the centralized database.

- CA represents Conflation Agent: The CA is a super class of many specialized agent classes that have extensive knowledge about their domain relevant to the conflation process. Moreover, CA is the intelligent mobile agent which travels to the heterogeneous databases to perform conflation.

- QA represents Querying Agent: It is released by the centralized database to gather information for general or conflation-related queries. The generator or creator of QAs varies with the different purposes.

A typical scenario of performing conflation can be described as a following process:

Given a specific task, the information related to the specific task might be stored in multiple databases. The system will generate and launch QAs to collect data from sources. When the customized and intelligent CAs travel to the sources, they bring the data set collected by QA to the matching knowledge base where a conflation algorithm will detect changes and select the best information.

Since the conflation algorithms often deal with complicated problems in real world, the conflation process is regarded as a practical exercise. Due to the development of Internet/Intranet and Open GIS, there are great opportunities to get data from different data providers. One of the promising applications in GIS is to integrate data from different sources. However, how to extract useful information and combine this information to meet the specific requirements is still a great challenge. Some research results show that a potential solution of GIS is to use an integrated hybrid of advanced technologies (i.e., artificial neural networks, fuzzy logic, evidential reasoning, and so on) to help automatically integrate, reconcile, and update multiple disparate geo-spatial databases in near real time.

In confronting a distributed environment shown in Figure 3.2, by taking the potential advantages of artificial intelligent technologies, a general conceptual model for conflation can be shown as Figure 3.3.
The process can be briefly described as follows. The query manager retrieves all feature objects from the distributed databases that store the related information, and collects the objects. Any object determined to be a match is placed in the matching feature set for conflating, and ranked according to similarity scores. The Conflation agent launched from the central database will travel to the matching feature set to perform the conflating process.

3.3 A Raster-Based Vector Conflation Model

From the previous work, the following consideration or knowledge will be very helpful for designing a conflation scheme.

- The conflation is most commonly done with the vector map.
- Most of the leading algorithms for image change detection are based on the raster data.
- The conflation of vector data, itself, is generally a costly and time-consuming task involving feature-matching between two data sets and then transferring the feature's attributes from one data set to the other.
- Since performing conflation or change detection requires the same data, scale or model, it is unavoidable to undertake the transformation process during conflation and change detection. However, the transformation between vector and raster is
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not a short time process. Especially, the vectorization, to generate the vector data from original image, is expensive and time consuming.

Based on the above considerations, a raster-based vector conflation model is developed as shown in Figure 3.4. The principal purpose is to use a vector version conflation algorithm and raster-based change detection. A general scheme of this conflation model includes the following steps:

Figure 3.4: A raster-based vector conflation model
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- Design knowledge bases for conflation based on the vector data;
- Design knowledge bases for change detection by means of the raster data coming from near real-time satellite image;
- Transform vector data to the raster image;
- Develop vector version conflation algorithm;
- Develop an algorithm for change detection which will detect the information change significantly; and,
- Vectorize raster data - this process will involve finding a set of pixels that can approximate points, lines, and polygons of the vector data.

The final step is to select one of the conflation algorithms according to the results of the raster-based image change detection. If no change occurs, it is a regular conflation process. Otherwise, it will perform the raster-based vector conflation.

Each of the above steps in the scheme requires a sufficient study in order to implement an appropriate and practical conflation process. However, the focus of this dissertation will be placed specifically on processing:

- The conflation such as spatial and non-spatial conflation based on VPF databases.
- Image change detection in terms of satellite images.

Moreover, since the uncertainty in geospatial data is an ancient problem, it has been the subject of a growing volume of research during the past decade and continues to figure prominently in research agendas[20]. The dissertation will put special efforts on dealing with uncertainty.

3.4 Significance of the New Model

The scheme of the raster-based vector model in Figure 3.4 is developed for the vector data format, and can handle changes over time by means of raster data. It can work in the different ways such as:
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• Pre-detection/Post-conflation:
In this way the image change detection can be done at each vector database before conflation. This is a case in which every database can have the satellite image information for updating.

• Pre-conflation/Post-detection:
In this way regular conflation goes first. After conflation among the multiple vector databases, the “best” one will be selected to perform image the change detection with the raster image. If no any changes occur, the scheme works in the exact same way as before shown in Figure 3.3. Otherwise, it performs a raster-based vector conflation again.

Therefore, the new model is a more general and flexible conflation model.
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A VECTOR-BASED CONFLATION SCHEME

Geographic datasets that have both rich attribution and good positional accuracy can be developed through conflaction. There exist quite extensive literatures on conflaction. Most of these methods employ statistical tools, feature matching and neural-nets. Each of these techniques has its own merits and demerits. One generic limitation of these works lies in exact matching of spatial features/attributes.

Conflation is such a large topic that mastery can only be achieved through experience. Fuzzy logic, which has been proven to be successful in inexact environment, can equally be used for inexact matching in conflaction problems. Recently, some approaches using AI techniques such as fuzzy membership function have been developed [12, 63]. The desirable conflaction algorithm mentioned before, which was proposed in [7, 8], utilized a hierarchical rule-based approach for feature matching. But none of these techniques consider both AI and statistical techniques. Therefore, the current conflaction algorithms may work reasonably well on one type of conflaction problems, there is no general method.

The premise of this dissertation has been that conflaction is an inexact process. The geodata sets in conflaction are defined as digital spatial files such as VPF files that cover the same area, describe the same information and may vary in density and accuracy. In such a dataset, three types of geographic objects, i.e. points, lines, and polygons, are used to simplify and symbolize the complex real world, and the attribute information associated with objects gives meaning of objects and distinguishes objects from one another. The purposes of conflaction include 1). increasing spatial accuracy and consistency; 2). adding new spatial features into datasets; 3). updating and/or adding more attributes. The intention is to develop a conflaction scheme by which components can be integrated to solve any specific conflaction problems.

4.1 Conflation Components

A number of real world problems are complicated. Because of different representations of the real world, such as different scales, different data standards, different classifications and different semantic meanings, some matching criteria are good for
one case, but for other cases. It is difficult to use a single algorithm for dealing with all conflation problems. The component-ware technology provides a way to solve this problem.

In contrast with the traditional database applications, GIS applications require both spatial and non-spatial data. Within vector databases or datasets, there are basic types of information for features, that is, geometric properties (location), topological properties (relationships), and non-spatial properties (attributes). The Vector Product Format (VPF) specifies a georelational framework based on a vector data model that is suitable for large geographic database. In such a large database, inconsistencies may be caused in all geometric, topological and attribute aspects. It is reasonable to consider conflation in each aspect. By means of the component-ware technology, which is a method that can be used to develop independent but interoperable components, conflation components in a vector-based database can be designed as following. It is desirable to assemble these components to solve any specific problems.

4.1.1 Geometric Conflation Component

Geometry helps us to understand the representation of the spatial position including its shape and size. With vector GIS, geographic objects are represented geometrically by points, lines, or polygons [5].

Generally, the need for geometric conflation on images arises from the fact that we want to “force” the object coordinates to fit a designated coordinates. This is required to be able to measure the position, size, distance, and other geometric parameters of the objects.

- **Points**: The objects that occupy very little or no aerial extent are often represented as *points*. Thus, a point is a 0-dimensional geometric primitive. The spatial position of a point is described by one set of coordinates referring to one georeference system.

- **Lines**: A line is a bounded continuous 1-dimensional geometric primitive. Linear features are best described as *lines*.

- **Areas or regions**: An area is a bounded continuous 2-dimensional geometric primitive. A boundary is a closed 1-dimensional non-intersecting element defined by a boundary line. Within a vector-based database, areas or regions are usually structured as *polygons*[32].
As a whole, points, lines, and polygons are referred to geographic objects since they represent geographic features. Such a conflation component will be used to deal with spatial object inconsistencies.

4.1.2 Attribute Conflation Component

Metadata contain a wide range of information about the image data to assist users in determining the availability, quality, and usefulness of the data. Attribute information is one of major information in the metadata.

Attributes provide meanings to the geographic features. For example, the color of a building, the width of a road and so on. There are four types of attributes: [5]

- Quantitative (also called continuous) attributes, which correspond to quantities that can be measured in a given unit. Examples include width, temperature, height;

- Qualitative (also called discrete) attributes, which do not correspond to quantities but usually to a finite set of values that can be enumerated. Examples include classes, codes;

- Geometry; and,

- Description, which includes text, graphs, photographs.

The component of attribute conflation will be used to match features. The attribute conflation algorithms are also referred to as the semantic methods. They can be used to match features very efficiently if both datasets defined a common attribute field and the semantics of both data sets are known. Little research has been done in this aspect. Usually, it will be implemented at the metadata level.

4.1.3 Topological Conflation Component

Topology is the study of the characteristics of geometrical objects that are independent of the underlying coordinate system. Usually, topological relationships express the concepts of inclusion and neighborhood. The main purpose for providing topological information in GIS is to improve spatial analysis capabilities.

Currently, VPF supports four levels topology:
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- Level 0 — boundary representation only; no intersections of lines or areas are considered.
- Level 1 — non-planar graph, commonly referred to as "spaghetti"; it is suitable for representing networks.
- Level 2 — planar graph, in which no edges overlap.
- Level 3 — full topology, in which no faces overlap.

With respect to full topology, topological conflation component will be used to search range for attribute conflation, and check the results of geometric matching. It requires available topological information such as connectivity, and adjacency. They are seldom used alone. Sometimes they are aided by a geometrical method.

4.2 Intelligent Conflation Algorithms

Knowledge plays a critical role in an intelligent system. The analysis of geographic data requires a large body of knowledge about geographic properties. Therefore, more attention should be paid to knowledge structure and knowledge processing.

Within VPF databases, conflation will be performed on two coverage. The "coverage" is a key term that refers to the set of all geospatial features for which topological relationships have been established within a specified geographic area. Arc/Info defines a coverage as[15]:

"It (a coverage) generally represents a single set of geographic objects such as roads, parcels, soil units, or forest stands in a given area. A coverage supports the georelational model – it contains both the spatial (location) and attribute (descriptive) data for geographic features."

By conflation process, differences in the features' geographic locations and attribute values are reconciled. Features that don't have corresponding features in the other source are identified and can be added. In this section, extraction of knowledge from the coverage is provided, corresponding conflation algorithms are discussed.
CHAPTER 4. A VECTOR-BASED CONFLATION SCHEME

4.2.1 Conflation Algorithm for Topology

Precise vertex-to-vertex and line-to-line matching were just not possible. The topological conflation algorithm requires an available topology. Within the VPF databases, the "winged-edge" format is one of several ways for representing full topology, and is the one specified for level-3 coverages. A topological construct of the "winged-edge" is that each edge is connected to two of its neighboring edges, a neighboring edge is any edge that shares a start or end node with the original edge. Here, an edge has a start node, which is connected to the left edge, and an end node, which is connected to the right edge. Thus, the topological structure at a particular area can be regarded as a network topology which can be represented by linguistic variables. Since a nature description of the network topology, such as round shape, large size and so on, is much better than numerical or formula expression, this representation is more in agreement with the way a person might describe some of these attributes.

Based on the idea that uses the linguistic variables to interpret the characteristics of the topology, it is possible to design an intelligent conflation algorithm by means of fuzzy logical and inexact reasoning methods. However, when topology is not available in the source datasets, it is necessary to build a topology.

4.2.2 Conflation Algorithm for Geometry

Geometric distortions commonly occur in source data due to imperfect registration, lack of geodetic control, and a variety of other causes. Rubber sheeting will be used to correct flaws through the geometric adjustment of coordinates.

Assume that one of the coverages between coverages is identified to be more spatially accurate. This coverage is referred to as the reference coverage. The geometry of the reference coverage is not modified during the conflation process. The other, less spatially accurate coverage is transformed via rubber-sheeting to match the reference geometry during conflation.

With vector GIS, geographic features are represented geometrically by points, lines, and/or polygons in a two-dimensional space. For these features, there exist different matching types such as point-to-point, point-to-line, line-to-line matching, etc. shown as in Figure 4.1.

Generally, different conflation approaches use different criteria for matching processing. The common geometric criteria can be briefly described as following:
**Euclidean distance:** used to calculate the distance from point to point, point to line, etc.

Given two points \( P_1(x_1, y_1) \) and \( P_2(x_2, y_2) \), a mathematical expression for Euclidean distance \( D \) can be simply given as

\[
D = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}.
\]

(4.1)

**Hausdorff distance:** used to calculate distance between two linear features to search for line-to-line matches.

\[
DH = \max(d_1, d_2).
\]

(4.2)

Where, \( d_1 \) denotes the largest minimum distance from line 1 to line 2 and \( d_2 \) is the largest minimum distance from line 2 to line 1.

**Fourier descriptor:** used for polygon shape feature.

Fourier descriptors are a series of Fourier coefficients that define the polygon boundary.

If several matches are found by distance criteria, additional criteria such as angular criteria may be needed. However, the geometric conflation method requires that two datasets have similarity in geometric location. If necessary, rubber sheeting may be involved for position alignment.

The geometry conflation is carried out by performing the following matching:

1. searching for node pairs between two coverages.
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2. matched node pairs are used to generate a rubber-sheeting transformation that brings two coverages into better alignment with the reference coverage.

Note: Rubber-sheeting and node matching proceed iteratively. Each iteration produces a new transformation which brings the coverages into better alignment possibly.

3. Line matching proceeds once node matching has been completed.

4. The next step is feature merging. The features that have no corresponding feature in the other source will be merged.

Where, node matching is performed to create rubber-sheeting transformations. Distance measures are used for matching nodes.

- *Point to Point*: Euclidean distance matching.
- *Point to Line*: Point to line distance.
- *Point to Polygon*: Point in polygon.
- *Line to Line*: Hausdorff distance matching.
- *Line to Polygon*: Line to polygon matching can be converted into line to polygon boundary matching.
- *Polygon to Polygon*: Polygon centroid, point in polygon, polygon shape feature.

In general, the conflation match results will be more accurate when two sources are similar.

4.2.3 An Intelligent Algorithm for Attribute Conflation

The attributes associated with features help to describe their unique characteristics. The attributes of spatial features may have something in common but have different semantic definitions. In VPF, attribute table will collect the identically defined attribute rows [40]. An example of attribute table is shown in Table 4.1.

Our attention to the attribute conflation is turned on the intelligent attribute matching algorithm [7]. For attribute matching, each feature object is considered as a set of attribute-value pairs, that is:
Table 4.1: State Attribute Table

<table>
<thead>
<tr>
<th>ID</th>
<th>State</th>
<th>Area(sq. mi.)</th>
<th>Total Population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>implicit</td>
<td>character string</td>
<td>binary integer</td>
</tr>
<tr>
<td>UNIQUE-KEY</td>
<td>PRIMARY-KEY</td>
<td>NON-UNIQUE</td>
<td>NON-UNIQUE</td>
</tr>
<tr>
<td>1</td>
<td>California</td>
<td>158706</td>
<td>26365000</td>
</tr>
<tr>
<td>2</td>
<td>New York</td>
<td>110561</td>
<td>936000</td>
</tr>
<tr>
<td>3</td>
<td>Utah</td>
<td>84899</td>
<td>1645000</td>
</tr>
</tbody>
</table>

\[
\{(a_{11}, v_{11}), (a_{12}, v_{12}), \ldots, (a_{1n}, v_{1n})\}
\]
\[
\{(a_{21}, v_{21}), (a_{22}, v_{22}), \ldots, (a_{2m}, v_{2m})\}
\]

Where the two categories of numeric and linguistic attribute domains are considered for matching. In general, matching for numeric domains is handled through the use of membership matching functions, while matching for linguistic domains is handled through the use of attribute similarity tables. For an example, the linguistic domain is discussed as follows.

A similarity table for a specific attribute contains a value in the range \([0, 1]\) for each attribute domain value. Each of these values represents a degree of matching between two attribute values. In many cases, the domain values are integers that represent encodings of linguistic characteristics; thus, the similarity values in the table represent similarity between linguistic terms. Matching for features based on attribute similarity is a two-phase process.

- First, the similarity between each of the attribute values for two features is determined from a similarity table.

- Second, measures of semantic interrelationships between and among the various attribute values are computed within a rule-based expert system. Based on these interrelationships, the expert system returns one or more weights for increasing or decreasing the matching score for various attributes.
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IMAGE CHANGE DETECTION

The integration of image data into GIS is one of the great ideas whose time has come. As an active research field in GIS, image change detection is considered as a potential application of the presently available, high-resolution imagery from commercial earth observation satellite. This study will exploit remotely sensed images of the same scene for image change detection.

Although the image change detection techniques based on the statistical theory have been applied in many applications, they do not yield much useful information in the nature of the change. Because of uncertainty in the image processing, it is more difficult to make the interpretation of the changes. Normally it indicates that a statistically significant change has occurred somewhere in the region under examination. Therefore, the results of the change analysis can be very complex and unclear at a glance.

In the recent years, some potential techniques for the new change detection emerge from the areas such as computer vision, image understanding[36], knowledge-based systems, and fuzzy set theory. Fuzzy logic is a way of thinking that seems particularly appropriate for this purpose. Some studies reported that a rule-based fuzzy logic approach gave better results than a maximum likelihood classifier. The new techniques offer us some promise to develop new algorithms for the image change detection.

By surveying current detection methods, most previous work dealt with the use of just one change detection technique which is applied to some particular problems in a particular area. In this chapter, a hybrid method, which takes the advantage of the statistic analysis tools and fuzzy theory, is investigated in order to deal with a real-time image change. The main idea is the two-step change detection, that is, a pre-detection technique (such as correlation analysis, histogram analysis) determines which of the changes are significant, and the post-detection technique provides more information about how these changes can be trusted.

As we know, to understand the image in human is the result of reasoning in terms of knowledge. This knowledge necessarily includes uncertainty and fuzziness, which reflect the incompleteness and imprecision inherent in any human knowledge of the real world.
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The main effort of the dissertation is to investigate an inferencing approach which can perform fuzzy inference under uncertainty. By introducing a Certainty Factor (CF), a hierarchical inferencing structure is proposed. Also, the basic concepts related to raster images and fuzzy sets are provided in this chapter.

5.1 Basic Concepts for Raster Data

The raster model is one of the major families of representation models for image. It divides the region into rectangular building blocks (grid cell or pixels) that are filled with the measured attribute values.

![Discrete image I](image)

**Figure 5.1: Discrete image I**

Figure 5.1 shows a discrete $n \times n$ image $I$ in the raster format. The position of pixel $(i, j)$ is given in the common notation for matrices. The first index, $i$, denotes the position of the row; the second, $j$, the position of the column [24]. $I_{ij}$ represents the brightness of the image in the corresponding cell $(i, j)$.

Pixels are elementary units. As long as the statistical properties of a pixel do not depend on its neighbor pixels, the classical concepts of statistics can be applied. Based on the raster model, we consider a 8-bit gray image that has been partitioned into $n^2$ non-overlapped blocks of equal dimensions. Some measure of the distribution of the pixel values in an image, and a set of image features such as edge, shade and mixed-range can be defined as follows.
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5.1.1 Common Statistic Measures

An image can be regarded as a function $I : R^n \rightarrow R^m$, where normally $n$ is 2 and $m$ is 1 for intensity or 3 for color. If $m = 1$, the value $I_{ij}$ is called the gray level of pixel $(i,j)$. If $m > 1$, $I_{ij}$ is referred to a feature vector. In this study, the gray values will be considered.

Considering that a pixel is a random variable as any other measured quantity, first-order statistics such as mean values, and the variance, or standard deviation [38, 39] can be defined as follows.

**Definition 5.1.1.** The *Mean* of the pixel values in an image, $I_{avg}$, is given by

$$I_{avg} = \frac{1}{n^2} \sum_{i,j} I_{ij}. \quad (5.1)$$

**Definition 5.1.2.** The *Standard deviation* of the pixel values in an image, $\sigma^2$, is given by

$$\sigma^2 = \frac{1}{n^2} \sum_{i,j} (I_{ij} - I_{avg})^2. \quad (5.2)$$

The standard deviation, or more generally, the second moment, is one measure for the degree of smoothing. This measure can be applied in the spatial domain.

**Definition 5.1.3.** *Correlation R.* Given a pair of images of the same area acquired at different times. Correlation starts by computing the correlation coefficient for a local neighborhood of $n \times n$ pixels. The value of correlation coefficient $R$ can be calculated as:

$$R = \frac{\sum_{i=1}^{n^2} \sum_{j=1}^{n^2} (a_{ij} - a_{avg})(b_{ij} - b_{avg})}{n^2 \sigma_a \sigma_b}, \quad (5.3)$$

where, $a_{*,*}$ and $b_{*,*}$ are pixel intensity values in the first and second images; $a_{avg}$, $\sigma_a$, $b_{avg}$, $\sigma_b$ are mean and standard deviation of the intensity, respectively.

**Definition 5.1.4.** *Image histogram, $h(I_{ij})$.* A histogram of an image is a list which contains as many elements as quantization levels. In each element, the number of pixels is stored that show the corresponding gray value. The domain of the histogram is the set of possible pixel gray values (quantization levels).
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Individual image data are typically quantized with brightness values ranging from $2^8$ to $2^{12}$. The majority of current data are quantized as 8-bits, with values ranging from 0 to 255 [25].

Thus, a histogram can be also defined as a frequency distribution graph of a set of numbers, that is a graph with “pixel value (or brightness)” on the horizontal axis from 0 to 255 and the “number of pixels” on the vertical axis.

Tabulating the frequency of occurrence of each brightness value within the image provides the statistical information that can be displayed graphically in a histogram. Figure 5.2 shows an example to calculate and plot the histogram of an image.

![Histogram Example](image)

Figure 5.2: An 1-D histogram

5.1.2 Image Features

The extraction of image feature requires neighborhood operators that are sensitive to changes of constant gray values. The base of image feature extracting is differentiation. In discrete images, differentiation has to be approximated by differences between neighboring pixels.

**Definition 5.1.5.** An edge is a contour of pixels of large gradient with respect to its neighbors in an image.

**Definition 5.1.6.** A shade is a region over an image with a small or no variation of gray levels.
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Definition 5.1.7. A mixed range is a region excluding edges and shades on a given image.

Definition 5.1.8. The gradient \( G_{ij} \) at a pixel \((i, j)\) in an image is estimated by taking the square root of the sum of differences of gray levels of neighboring pixels with respect to the pixel \((i, j)\).

\[
G_{ij}^2 = \frac{1}{2} \left( \sum_{k=-1}^{i+1} (G_{kj} - G_{ij})^2 \right) + \frac{1}{2} \left( \sum_{k=-1}^{j+1} (G_{ik} - G_{ij})^2 \right).
\] (5.4)

Definition 5.1.9. The gradient median \( G_{\text{med}} \) within a partitioned block is defined as the middle gradient values in that block when all gradient values are arranged in ascending or descending order. It is another measure of central tendency.

Definition 5.1.10. The gradient average \( G_{\text{avg}} \) within a block is defined as the average of the gradient of all pixels within that block,

\[
G_{\text{avg}} = \sum_{i,j} G(i, j) \cdot p(G_{ij}),
\] (5.5)

where \( G_{ij} \) denotes the gradient values at pixels, and \( P(G_{ij}) \) represents the probability of the particular gradient \( G_{ij} \) in that block [62].

Definition 5.1.11. The variance \( \sigma^2 \) of the gradient is defined as the arithmetic mean of square of deviation from mean. It is expressed formally as,

\[
\sigma^2 = \sum_{i,j} (G_{ij} - G_{\text{avg}})^2 \cdot P(G_{ij}).
\] (5.6)

5.2 Basic Concepts of Fuzzy sets

To deal with non-exact problems is a wider part of human experience. In 1965, Zadeh introduced the idea 'fuzzy sets' to deal with inexact concepts in a definable way. Since 1960s, the theory of fuzzy sets has been developed to the point where useful, practical tools are available for use in other disciplines. Fuzziness is often a concomitant of complexity. It is appropriate to use fuzzy sets whenever we have to deal with ambiguity, vagueness and ambivalence in mathematical or conceptual models of empirical phenomena.
CHAPTER 5. IMAGE CHANGE DETECTION

5.2.1 Fuzzy Sets

If $X$ is a collection of objects denoted generally by $x$, then a fuzzy set $A$ in $X$ is defined as a set of ordered pairs:

$$A = \{(x, \mu_A(x)) | x \in X\}, \quad (5.7)$$

where $\mu_A(x)$ is called the membership function (or MF for short) for the fuzzy set $A$. It denotes the degree of membership of a variable $x$ to belong to $A$, where $A$ is a subset of a universal set $X$. Usually, $X$ is referred to as the universe of discourse, or simply the universe.

5.2.2 Membership functions

A fuzzy set is completely characterized by its membership function (MF). Put simply, in fuzzy sets, the grade of membership is expressed in terms of a scale that can vary continuously between 0 and 1. A more convenient and concise way to define the MF is to express it as a mathematical formula.

Due to the smoothness and concise notation, Gaussian function is becoming increasingly popular for specifying a fuzzy set. Moreover, Gaussian functions are well-known in probability and statistics, and they possess useful properties such as invariance under multiplication and Fourier transform.

Definition 5.2.1. A Gaussian MF is specified by two parameters, $\{c, \sigma\}$, i.e.

$$Gaussian(x; c, \sigma) = e^{-\frac{1}{2}(\frac{x-c}{\sigma})^2}, \quad (5.8)$$

where $c$ represents the MFs center and $\sigma$ determines the MFs width.

Figure 5.3 plots a Gaussian MF defined by $Gaussian(x;5,2)$.

5.2.3 Set-Theoretic Operations

Union and intersection are the most basic operations on classical sets. Corresponding to the ordinary set operations of union and intersection, fuzzy sets have similar operations, which were initially defined in Zadeh's seminal paper[29].
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Figure 5.3: Gaussian membership function

Definition 5.2.2. Union (disjunction)
The union of two fuzzy sets $A$ and $B$ is a fuzzy set $C$, written as $C = A \cup B$ or $C = A \text{ OR } B$, whose $MF$ is related to those of $A$ and $B$ by

$$\mu_C(x) = \max(\mu_A(x), \mu_B(x)).$$

(5.9)

Definition 5.2.3. Intersection (conjunction)
The intersection of two fuzzy sets $A$ and $B$ is a fuzzy set $C$, written as $C = A \cap B$ or $C = A \text{ AND } B$, whose $MF$ is related to those of $A$ and $B$ by

$$\mu_C(x) = \min(\mu_A(x), \mu_B(x)).$$

(5.10)

5.2.4 Linguistic Variables and Other Related Terminology

Knowledge in the fuzzy model is represented by a linguistic variable, which is characterized by fuzzy sets. A linguistic variable is characterized by a quintuple [23],

$$(x, T(x), X, NR, MR),$$

where

$x$ is the name of the variable;
$T(x)$ is the term set of $x$, that is, the set of its linguistic values or linguistic terms;
$X$ is the universe of discourse;
$NR$ is a syntactic rule which generates the terms in $T(x)$; and,
$MR$ is a semantic rule which associates with each linguistic value.
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For example, an image can be interpreted as a linguistic variable, then its term set $T(image)$ could be expressed as,

$$T(image) = \{\text{edge, shade, mixed range}\},$$

where each term in $T(image)$ is characterized by a fuzzy set of a universe of discourse $X$.

Usually we use "image includes edges" to denote the assignment of the linguistic value "edge" to the linguistic variable "image". The syntactic rule refers to the way the linguistic values in the term set $T(image)$ are generated. The semantic rule defines the membership function of each linguistic value of the term set.

5.3 A Hybrid Approach for Image Change Detection

It is true that each detection technique has its own merits and demerits. For practical applications, a reliable approach depends on both of the measured quantity and its capability to handle uncertainty. The research is dedicated to develop a more flexible and reliable method for image change detection based on satellite images. A two-step processing method is designed, i.e. pre-detection and post-detection.

The pre-detection is a process in which detecting changes can be analyzed from the standpoint of statistical decision theory. And the post-detection is a process which adopts fuzzy set theory to make a decision.

5.3.1 Pre-detection – A Statistic Analysis

From the statistic point of view, some basic characteristics for change detection techniques can be described as follows:

- As usual, the mean of a distribution is used as a measure of the distribution’s location. The estimate of the mean gray value of the region, averaging within a local neighborhood, appears to be a central tool for region detection. However, the mean is a poor measure of central tendency when the set of observations is skewed or contains an extreme value.

- The standard deviation is a measure of the absolute dispersion. A small standard deviation suggests that pixel values are clustered tightly around a central value.
demonstrates there is no relationship between two sets. Therefore, there is a high correlation between image data in the regions that have not changed significantly, and a relatively low correlation between regions that have changed substantially. However, correlation analysis generally fails to detect a consistent change. Especially if images are acquired under different illumination conditions.

3. Gray Scale Normalization

Changes in the intensity at pixels occur for many reasons such as noise, illumination variations. It is often necessary to normalize the gray scale of an image in order to improve the reliability of feature detection or measurement. For instance, suppose that we want to compare two images $I_1$ and $I_2$ in order to detect differences between them. If the images were obtained under different lighting conditions, we must somehow compensate for this, since otherwise they will have different gray levels at every point even if they are images of the same scene. A common method of gray-scale normalization is to standardize the image histogram, i.e. the gray level frequency distribution. By normalization, an image is brought into a standard form.

Consider two images $I_1$ and $I_2$, having $n^2$ points. Suppose that $I_1$ is quantized to $k$ levels $l_1, l_2, \ldots, l_k$, $I_2$ is quantized to $k$ levels $\hat{l}_1, \hat{l}_2, \ldots, \hat{l}_k$, and level $l_i$ and $\hat{l}_i$ have $m_i$ points. Then, if the illumination variations, and/or white noise is considered, the following relationship should be satisfied:

Since

\[ \bar{I}_1 = \frac{1}{n^2} \sum_{i=1}^{k} l_i m_i, \]

\[ \bar{I}_2 = \frac{1}{n^2} \sum_{i=1}^{k} \hat{l}_i m_i. \]

Let

\[ \hat{l}_i = l_i + \alpha, \]

where $\alpha$ is a constant.

Then,

\[ \bar{I}_2 = \bar{I}_1 + \alpha, \]
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\[ \sigma_1 = \sigma_2. \]  

(5.18)

The normalization of histogram \( \hat{h}_2 \) of image \( I_2 \) can be computed by:

\[ \hat{h}_2 = h_2 - \alpha. \]  

(5.19)

In this way, the normalization of the gray scale makes feature values independent of, or at least insensitive to noise and illumination.

Based on the above information, the pre-detection technique can be divided as:

**Step 1: Correlation Analysis for Small Change**

The correlation \( R \) is used to analyze the small change in the given area. A simple rule for judgment can be given as:

- if the correlation \( R \in (0.9, 1] \), no change is considered.
- if the correlation \( R \in (0.5, 0.9] \), some changes may happen.
- Otherwise, changes occur.

**Step 2: Histogram Analysis for Structure Change**

Due to the poor quality of correlation analysis to detect structure change, and also gray scale under or overflow is a common error which often goes unnoticed and causes a serious bias in processing, the further step for image change detection is needed.

Since the histogram of an image can clearly illustrate contrast and multimodal in nature, that is, each element in the histogram tends to be comprised of gray levels different from one another, the histogram can be used as a useful and important graphical aid to understand the information content of a satellite image.

Firstly, the histograms of images are normalized in order to compare them. Secondly, based on their gray level composition, the number of the peaks in the histogram is counted. Since each peak corresponds to a dominant type of the objects in the image, finally, the statistic structure change can be derived by comparing the number of the peaks in two images.

Let \( NH_1 \) and \( NH_2 \) be the number of the peaks in images \( I_1 \) and \( I_2 \), respectively. If \( NH_1 \neq NH_2 \), the changes may occur, especially in structure.
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Like all processing of data, although the histogram of an image can provide useful information about how to detect the structure change, there is a drawback or undesirable artifact to this histogram technique. Objects in a scene may be composed of gray level regions that overlap, objects will have portions that fall in another's classification. Specially, when an unusually large number of pixels have the same brightness value, or several objects have the same brightness value, the traditional histogram display may not be the best way to represent the information content of an image. Therefore, the histogram structure change detection is basic. It works best on simple scenes with objects that have distinctly different gray scale occupancies.

5.3.2 Post-detection — An Intelligent Analysis

Since it is difficult to state exact processing for image change detection in precise mathematical terms, most of image detection algorithms are heuristic [18]. How to judge these changes and give a reliable information for image change is mainly concerned. As was pointed out by Zadeh [30], conventional techniques for system analysis are intrinsically unsuited for dealing with humanistic systems, whose behavior is strongly influenced by human judgment, perception and emotions. Even though the basic change detection can be carried out based on statistic analysis, the results can not be totally trusted. This is because geographical information involves human interpretation and knowledge, which are invariably imprecise, incomplete, or not totally reliable. For dealing with these situations, human beings are highly skilled at making decision in the uncertain environment.

Zadeh proposed an alternative approach to modeling human thinking. This approach serves to summarize information and express it in terms of fuzzy sets. Recently, amount of approaches for image processing that use fuzzy membership functions have been developed. A new methodology[4, 45] that uses fuzzy membership-distance as moment descriptors for image matching gives us a clue to design our intelligent detection approach, since it is superior to all other existing techniques for inexact reasoning. The intelligent detection is provided as follows.

1. Image as a Fuzzy Subset \( T(\text{image}) \)

Geographical information (including satellite data) is often imprecise, meaning that the boundaries between different phenomena are fuzzy. Exact definitions are inadequate for dealing with geographic information. Mathematically speaking, an
ideal edge is a discontinuity of the spatial gray value function. It is obvious that this is only an abstraction which often does not meet the reality. For example, there is usually a gradual interface at the edge of forests and range land, in geographic space it is difficult to define a natural boundary which is sharp and well determined. Most geographic objects seem to be an abstraction of things which have unclear, fuzzy boundaries. Therefore, the interpretation of an image should contain fuzzy definitions [43, 59]. Currently there are no available fuzzy schemes to define the fuzzy subsets for image representation. This brings us to an important consideration – to interpret the significance of an image.

The extraction of image features requires to use knowledge of image processing. Generally, the partitioned blocks in an image include either edge and shades together or mixed area. Simply, an image can be interpreted as a fuzzy variable that has the primary term set \{shade, edge, mixture area\}. Thus, the term set of an image can be expressed as:

\[
T(image) = \{\text{edge, shade, mixed area}\}.
\]

This means that each block can be identified according to three possible characteristics named 'edge', 'shade' and 'mixed area'.

2. Fuzzy Membership Functions

In order to make the change detection more sensitive to imprecise (fuzzy) nature of the real world, the problem of determining the appropriate membership function drew the attention of many researchers in the image processing field.

From the statistical point of view, we can assume that each linguistic value, such as shade, edge, mixed area, corresponds to a fuzzy set whose membership function \(\mu\) is represented by a Gaussian function shown as Equation 5.8. The degree of membership of a given block to contain typical sub-classes (edges, shades and mixed areas) is measured subsequently by means of basic statistic measures, for example, average gradient, variance, and median of gradients. A more challenging problem is to determine the two parameters in the Gaussian membership function. There are no any general approaches. The definition of the grades of memberships is subjective and depends on the human interpretation.
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Assume that objects are characterized by constant gray values. If the pixel shows the same gray value as its neighbors, there are good reasons to believe that it lies within a region of constant gray values. Let us consider the following cases.

Case 1: Shade Membership Function $\mu_{\text{shade}}$
When an image only contains shades, the ideal gradient average $G_{\text{avg}}$ should be zero. By Definitions 5.1.2, the gradient median $G_{\text{medi}}$ and the variance of gradient $\sigma^2$ are also zero ideally. It is intuitive that the degree of membership of the image to belong to "shade" will decrease when $G_{\text{avg}}$ increases. Based on these analysis, it is reasonable to presume the shade membership function with respect to the gradient average $\mu_{\text{shade}}(G_{\text{avg}})$ as

$$\mu_{\text{shade}}(G_{\text{avg}}) = e^{-A_{s1}G_{\text{avg}}^2}, \quad (5.20)$$

where $A_{s1}$ is a constant, which can be determined by boundary conditions.

In the same way, the shade membership function with respect to parameter $G_{\text{medi}}$ and $\sigma$ can be realized with a similar form

$$\mu_{\text{shade}}(G_{\text{medi}}) = e^{-A_{s2}G_{\text{medi}}^2}, \quad (5.21)$$

$$\mu_{\text{shade}}(\sigma) = e^{-A_{s3}\sigma^2}, \quad (5.22)$$

where $A_{s2}$ and $A_{s3}$ are constant and determined by boundary conditions.

Case 2: Edge Membership Function $\mu_{\text{edge}}$
By Definition 5.1.2, an edge in an image is a contour of pixels of large gradient. Analogously, the average of gradient in such an image containing boundaries will have a positive value $\xi$. How big $\xi$ is will determine the center of the distribution. It is difficult to pre-define this value. A dynamic approach should be considered. Let $\xi$ be the gradient average of a reference image, the edge membership function with respect to $G_{\text{avg}}$ can be represented as

$$\mu_{\text{edge}}(G_{\text{avg}}) = e^{-A_{e1}(G_{\text{avg}} - \xi)^2}, \quad (5.23)$$

where $A_{e1}$ is a constant.

Regarding to $G_{\text{medi}}$ and $\sigma$ parameters, the edge membership functions are respectively

$$\mu_{\text{edge}}(G_{\text{medi}}) = e^{-A_{e2}(G_{\text{medi}} - \xi)^2}, \quad (5.24)$$
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\[ \mu_{\text{edge}}(\sigma) = e^{-A_{e2}(\sigma-\xi)^2}, \]  

(5.25)

where \( A_{e2} \) and \( A_{e3} \) are constant, also determined by boundary conditions.

**Case 3: Mixed-area Membership Function \( \mu_{\text{mixed}} \)**

For an image containing mixed area, there are no definite parameters such as \( G_{\text{avg}} \), \( G_{\text{medi}} \) and \( \sigma \) that can be predicted. The parameters for such an image depend on the type and pattern of the mixed area. However, it can be easily ascertained by means of fuzzy set theory. According to the fuzzy set theory, at each point, the total degree should be one. For example, let the gradient average \( G_{\text{avg}} \) be a parameter, the following constraint should be satisfied:

\[ \mu_{\text{shade}}(G_{\text{avg}}) + \mu_{\text{edge}}(G_{\text{avg}}) + \mu_{\text{mixed}}(G_{\text{avg}}) = 1. \]  

(5.26)

Therefore, the mixed-area membership function can be derived from the shade and edge membership functions, that is,

\[ \mu_{\text{mixed}}(G_{\text{avg}}) = 1 - \mu_{\text{shade}}(G_{\text{avg}}) - \mu_{\text{edge}}(G_{\text{avg}}), \]  

(5.27)

\[ \mu_{\text{mixed}}(G_{\text{medi}}) = 1 - \mu_{\text{shade}}(G_{\text{medi}}) - \mu_{\text{edge}}(G_{\text{medi}}), \]  

(5.28)

\[ \mu_{\text{mixed}}(\sigma) = 1 - \mu_{\text{shade}}(\sigma) - \mu_{\text{edge}}(\sigma). \]  

(5.29)

The constants \( A_{e} \) can be determined by the boundary conditions. That is,

(a) When \( \mu_{\text{shade}}(0) = 1 \), it is a pure shade-area, and then \( \mu_{\text{edge}}(0) = 0 \).

(b) When \( \mu_{\text{edge}}(\xi) = 1 \), it is a boundary field, and then \( \mu_{\text{shade}}(\xi) = 0 \).

It may be noted that the Gaussian membership function is zero only when its parameter tends to be infinite. In practice, a threshold \( \varepsilon \) is assigned, where \( \varepsilon \) is a very small positive number. Consequently, by solving the boundary condition equations:

\[
\begin{align*}
\mu_{\text{shade}}(0) &= 1 \\
\mu_{\text{edge}}(0) &= \varepsilon,
\end{align*}
\]  

\[
\begin{align*}
\mu_{\text{shade}}(\xi) &= 1 \\
\mu_{\text{edge}}(\xi) &= \varepsilon.
\end{align*}
\]  

(5.30)

Then, the constants can be obtained by

\[ A_{e1} = A_{e1} = \frac{\ln \varepsilon}{\xi^2}. \]  

(5.31)
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So, the membership functions with parameter $G_{avg}$ can be written as,

$$\mu_{\text{shade}}(G_{avg}) = e^{\frac{\ln^2 G_{avg}}{2\xi^2}}, \quad (5.32)$$

$$\mu_{\text{edge}}(G_{avg}) = e^{\frac{\ln^2 (G_{avg} - \varepsilon)^2}{2\xi^2}}, \quad (5.33)$$

$$\mu_{\text{mixed}}(G_{avg}) = 1 - e^{\frac{\ln^2 G_{avg}}{2\xi^2}} - e^{\frac{\ln^2 (G_{avg} - \varepsilon)^2}{2\xi^2}}. \quad (5.34)$$

Given $\varepsilon = 0.01$ and $\xi = 128$, one sample of the membership function distribution of an image containing edge, shade or mixed area against $G_{avg}$ are illustrated in Figure 5.4. From the figure, it can be clearly seen that an image having a

![Membership functions with gradient average](image)

Figure 5.4: Membership functions with gradient average

particular value $G_{avg}$ may be said to contain edge, shade or mixed area but with different degrees of membership.

3. Fuzzy Moment (FM) Descriptors

By taking the idea of fuzzy membership-distance from [4, 45], we define fuzzy moments between two images to evaluate the degree of the differences. A definition is given as follows.

**Definition 5.3.1.** Fuzzy shade moment $[FM_{I_1}^{I_2}]_{\text{shade}}$, is defined as the Euclidean distance of the membership values between two corresponding images $I_1$ and $I_2$. That is,

$$[FM_{I_1}^{I_2}]_{\text{shade}} = ||\mu_{shade}^{I_1} - \mu_{shade}^{I_2}||. \quad (5.35)$$
Simply, it can be rewritten as:

$$[FM_{shade} = ||\mu_{shade}^{I_1} - \mu_{shade}^{I_2}||.]$$

(5.36)

Fuzzy edge and mixed moments can be obtained using this definition with only replacement of the term ‘shade’ by appropriate features.

4. Fuzzy Uncertainty Inference

Now, how does our intelligent approach perform image change detection? Since image understanding in human beings is also the result of reasoning in terms of knowledge about the world, uncertainty and fuzziness are inevitable problems. A fuzzy inferencing with uncertainty will be required.

In general, the fuzzy inference with uncertainty can be expressed as a IF-THEN fuzzy product rule:

$$IF <Evidence> THEN <Strategy> (CF)$$

where $CF \in [0, 1]$ is a certainty factor indicating the certainty with which a fact is believed. A certainty factor of one indicates that it is very certain that a fact is true, and a certainty factor of zero indicates that it is very uncertain that a fact is true.

Uncertainty occurs when one is not absolutely certain about a piece of information. Also, uncertainty is referred as to the lack of adequate or correct information to make decision. Considered $G_{avg}$ as a parameter, three fuzzy moments will be associated with change detection, i.e., $[FM(G_{avg})]_{shade}$, $[FM(G_{avg})]_{edge}$, $[FM(G_{avg})]_{mixed}$. Again, if all three parameters are considered, there are nine fuzzy moments. How do we make the final decision according to these moments? This reveals important deficiencies in areas such as the ability to detect inconsistencies in the knowledge. In order to make a reliable decision, a key factor $CF$ will be used to evaluate the degree of certainty. Some key ideas relevant to the determination of $CF$ are discussed as follows.

- Detecting change based on shade feature
  This kind of detection will provide area change information. And the decision will particularly depend on the fuzzy shade moments, i.e., $[FM(G_{avg})]_{shade}$, $[FM(G_{med})]_{shade}$, and $[FM(\sigma)]_{shade}$. 
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Notice that $CF$ evaluates the certainty to believe that image change occurs and fuzzy moment indicates the degree of the difference. The larger the fuzzy moment, the more certain the change occurring. Based on these facts, it is acceptable to take the moment as a $CF$. For example, we can say:

The image area change has been detected based on the gradient average with certainty $CF_{shade}(G_{avg})$, where

$$CF_{shade}(G_{avg}) = [FM(G_{avg})]_{shade}. \quad (5.37)$$

- **Detecting change based on edge feature**

  This kind of detection will associate with the boundary changes. The main factors includes the fuzzy edge moments such as $[FM(G_{avg})]_{edge}$, $[FM(G_{med})]_{edge}$, and $[FM(\sigma)]_{edge}$.

  The image boundary change has been detected based on the gradient average with certainty $CF_{edge}(G_{avg})$, where

  $$CF_{edge}(G_{avg}) = [FM(G_{avg})]_{edge}. \quad (5.38)$$

- **Detecting change based on mixed-area feature**

  From the definition of the mixed area, it has been realized that "mixed" is a very fuzzy concept. It is not easy to make a decision by only using mixed-area feature information. It should be combined with shade and/or edge feature information.

Based on the following consideration:

(a) Combining the shade feature with mixed-area feature information (fuzzy moment), or the edge with mixed-area feature information provides a way for intelligent reasoning. In addition, the edge and shade features are considered as two independent features.

(b) The mean and deviation are two important measures from the statistic point of view. One is for measuring the distribution of location, another is for the dispersion from mean. Single measures will lead to a bias in decision making. They should be considered simultaneously.
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A hierarchical fuzzy inference model can be designed in the manner shown in Figure 5.5. Level 1 performs a fuzzy inference which is associated with statistic measures. An advanced fuzzy inference with respect to image features will be carried out at Level 2.

Table 5.1 shows the groups of the moments for determination of $CF$ based on two statistic measures.

<table>
<thead>
<tr>
<th>$CF$</th>
<th>$[FM(\sigma)]_{\text{shade}}$</th>
<th>$[FM(\sigma)]_{\text{edge}}$</th>
<th>$[FM(\sigma)]_{\text{mixed}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[FM(G_{\text{avg}})]_{\text{shade}}$</td>
<td>$CF^1_{\text{shade}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[FM(G_{\text{medi}})]_{\text{shade}}$</td>
<td>$CF^2_{\text{shade}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[FM(G_{\text{avg}})]_{\text{edge}}$</td>
<td></td>
<td>$CF^1_{\text{edge}}$</td>
<td></td>
</tr>
<tr>
<td>$[FM(G_{\text{medi}})]_{\text{edge}}$</td>
<td></td>
<td>$CF^2_{\text{edge}}$</td>
<td></td>
</tr>
<tr>
<td>$[FM(G_{\text{avg}})]_{\text{mixed}}$</td>
<td></td>
<td></td>
<td>$CF^1_{\text{mixed}}$</td>
</tr>
<tr>
<td>$[FM(G_{\text{medi}})]_{\text{mixed}}$</td>
<td></td>
<td></td>
<td>$CF^2_{\text{mixed}}$</td>
</tr>
</tbody>
</table>

It is easy to understand that the relationship between different groups is disjoint, and the relationship in the same group is conjunction. According to the fuzzy set theory, the conjunction and disjunction can be respectively defined as minimum and maximum of the involved facts. Therefore, the certainty factors can be determined by the following formulas:

$$CF^1_{\text{shade}} = \min\{[FM(\sigma)]_{\text{shade}}, [FM(G_{\text{avg}})]_{\text{shade}}\},$$

$$CF^2_{\text{shade}} = \min\{[FM(\sigma)]_{\text{shade}}, [FM(G_{\text{medi}})]_{\text{shade}}\},$$

(5.39)

$$CF^1_{\text{edge}} = \min\{[FM(\sigma)]_{\text{edge}}, [FM(G_{\text{avg}})]_{\text{edge}}\},$$

$$CF^2_{\text{edge}} = \min\{[FM(\sigma)]_{\text{edge}}, [FM(G_{\text{medi}})]_{\text{edge}}\},$$

(5.40)
Figure 5.5: A hierarchical fuzzy inference model
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\[ CF_{\text{mixed}}^1 = \min\{[FM(\sigma)]_{\text{mixed}}, [FM(G_{\text{avg}})]_{\text{mixed}}\}, \]
\[ CF_{\text{mixed}}^2 = \min\{[FM(\sigma)]_{\text{mixed}}, [FM(G_{\text{medi}})]_{\text{mixed}}\}. \]  

(5.41)

Therefore, the certainty factors for detecting feature changes can be given:

\[ CF_{\text{shade}} = \max_i \{ CF_i^{\text{shade}} \}, \]
\[ CF_{\text{edge}} = \max_i \{ CF_i^{\text{edge}} \}, \]
\[ CF_{\text{mixed}} = \max_i \{ CF_i^{\text{mixed}} \}, \]  

(5.42)

where \( i = 1, 2 \).

Up to now, a statistic-based fuzzy inference has been figured out. Since the mixed area is related to both shade and edge, an advanced fuzzy inference can be carried out by integrating the mixed-area information in shade or edge change detection. More details are given as follows.

A certainty factor for shade change detection can be calculated

\[ CF(\text{shade}) = \alpha \cdot CF_{\text{shade}} + (1 - \alpha) \cdot CF_{\text{mixed}}. \]  

(5.43)

In the same way, a certainty factor for boundary change is

\[ CF(\text{edge}) = \beta \cdot CF_{\text{edge}} + (1 - \beta) \cdot CF_{\text{mixed}}. \]  

(5.44)

where \( \alpha \) and \( \beta \) are weights, in practice, they are determined by experience.

Finally, the certainty factor with which the image changes have been detected can be obtained by

\[ CF = \max\{ CF(\text{shade}), CF(\text{edge}) \}. \]  

(5.45)

The certainty factor \( CF \) indicates how many degrees image changes can be trusted. Consequently, the larger the certainty factor is, the higher the degree is.
Chapter 6
EVALUATION AND RESULT ANALYSIS

Detecting and representing changes to data is important for active GIS databases. The previous chapter focuses on developing the change detection algorithm by utilizing satellite images. In this chapter, the theoretical analysis will be provided. The further evaluation is investigated by using real images. Finally, the hybrid change detection approach is summarized.

6.1 Theoretical Analysis of Image Change Detection

For theoretical evaluation, a simple image with regular object shapes will be considered.

Histogram Analysis

Given an image with five objects that have regular shape shown in Figure 6.1(a1). Different colors are just used to demonstrate different gray-scale.

Histograms can be calculated straightforwardly. A simple process can be summarized as follows:

- set the whole list to zero;
- scan all pixels of the image, and take the gray value as the index to the list;
- increment the corresponding element of the list by one.

The corresponding raster model and plot of histogram are shown in 6.1(a2) and 6.1(a3), respectively. Elementary classification of objects within the image scene is clearly illustrated in Figure 6.1(a3). Structure change can be carried out by comparing Figure 6.1(a) and 6.1(b). Moreover, the deficiency to detect two objects with the same gray values is also illustrated in Figure6.1(a) and 6.1(c).

This simple analysis shows that the histogram analysis fails to detect the change when objects have the same brightness values. Actually, the statistical significance of a result is the probability that a difference occurred. In order to provide additional information, an advanced change detection should be performed.
Figure 6.1: An example of histogram analysis

Fuzzy Intelligent Analysis

In order to evaluate the fuzzy intelligent detection algorithm, the same example shown in Figure 6.1 will be further used. After the feature extraction, the basic measures are provided as:

1. For the image $I_1$ in Figure 6.1 (a1), $G_{avg}(I_1) = 44.187$, $\sigma(I_1) = 33.875$, and $G_{medi}(I_1) = 56.23$;

2. For the image $I_2$ in Figure 6.1 (b1), $G_{avg}(I_2) = 41.270$, $\sigma(I_2) = 36.045$, and $G_{medi}(I_2) = 56.23$;
3. For the image $I_3$ in Figure 6.1 (c1), $G_{avg}(I_3) = 47.216$, $\sigma(I_3) = 33.129$, and $G_{med}(I_3) = 56.23$.

Let the image $I_1$ be a reference image or base image. Given $\epsilon = 0.01$. Then the membership functions that describe an image contains edge, shade or mixed area against mean $G_{avg}$ and standard deviation $\sigma$ are illustrated as Figure 6.2. The fuzzy uncertainty inference structure is shown as in Figure 6.3 by comparing the image $I_1$ and image $I_3$. Figure 6.4 shows the fuzzy uncertainty inference result by comparing the image $I_1$ and image $I_3$.

It is noticed that there exist a big difference between the resulting certainty factors 0.029 and 0.0001 quantitatively, which indicate that the intelligent algorithm based on the fuzzy inference can perform a better change detection than the statistical analysis method. Specifically, it can detect two objects with the same gray-scale values.

Although the analysis is based on a simple image consisting of just $9 \times 9$ pixels, this example provides an insight into the utility of this intelligent image change detection. It makes sense that fuzzy set theory is not a panacea[2], but it does offer a significant potential for image change detection.
Figure 6.3: A hierarchical fuzzy uncertainty inference for image $I_1$ and image $I_2$
Figure 6.4: A hierarchical fuzzy Uncertainty inference for image $I_1$ and image $I_3$.
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6.2 Evaluation via Real Image Data

The real raster data used for evaluation of the detection algorithm has been selected from 2D/3D City Digital map database [60]. For the purpose of the structure change detection, only histogram analysis is provided for the pre-detection.

Histogram Analysis

Our special consideration is also the gray level histogram for pre-detection, which gives us a graphical representation of how many pixels within an image fall into the various gray level boundaries.

The Figure 6.5 gives a picture for the pre-detection, where,

Figure 6.5 (a1) is Ground Topography Raster Data.
Figure 6.5 (b1) is Ground Topography and Building Height Raster Data.
Figure 6.5 (c1) is Morphological Clutter Raster Data which includes building, open area, forest, and water

And Figure 6.5 (a2), (b2) and (c2) are the grey-scale images, respectively. Figure 6.5 (a3), (b3) and (c3) are corresponding histograms of the grey-scale images.

Based on the histogram of an image, it can be seen immediately whether the image is basically dark or light and high or low contrast.

The peaks in the histogram shown in Figure 6.5(c3) are associated with “building, forest, water and open area”. The histogram analysis shows that there are at least four different types of objects within that image.

Comparing the histograms of different images which cover the same area gives the pre-detection result, that is changes have occurred statistically. However, the judgment of trustiness on change requires to perform the further analysis.

Fuzzy Intelligent Analysis

Figure 6.6 shows the original images and corresponding feature images which are derived by the edge extraction.
Figure 6.5: Pre-detection for real image data

After the extraction of image features is performed, the following statistical data for fuzzy intelligent detection can be calculated.

1. In case shown in Figure 6.6(a), the gradient average $G_{avg} = 7.9$, standard deviation $\sigma = 19.9$, and median value $G_{medi} = 0$.

2. In case shown in Figure 6.6(b), the gradient average $G_{avg} = 15.4$, standard deviation $\sigma = 31.7$, and median value $G_{medi} = 0$. 
3. And for the Figure 6.6(c), the gradient average $G_{avg} = 18.7$, standard deviation $\sigma = 39.6$, and median value $G_{medi} = 0$.

Based on these parameters, the intelligent change detection can be analyzed. Let the image shown in Figure 6.6(b) be a reference image. Then the membership functions with respect to the gradient average and standard deviation are given in Figure 6.7 and Figure 6.8, respectively. By comparing the images in Figure 6.6 and (b), the fuzzy inference is represented as in the Figure 6.9.
6.3 Real Implementation Consideration

Successful image change detection based on satellite data requires many facts. Ideally, the image data used to perform change detection should be acquired by a remote sensor system that holds the basic resolution constants such as temporal, spatial, spectral and radiometric.
Figure 6.9: A hierarchical fuzzy inference for real image
CHAPTER 6. EVALUATION AND RESULT ANALYSIS

Temporal Resolution: the data used to perform image change detection should be acquired at approximately the same time of day. This eliminates diurnal sun angle effects. Whenever possible, it is desirable to use data acquired on anniversary dates. In this way, seasonal sun angle and plant phonological difference that can destroy the change detection can be removed.

Spatial Resolution: Although it is possible to perform change detection using data collected from two different sensor systems with different instantaneous field of views (IFOV), ideally, the data are acquired by a sensor system that collects data with the same IFOV.

Also environmental characteristics are important when performing change detection. For example, atmospheric and soil moisture conditions, and phonological cycle will affect the change detection. It is desirable to hold environmental variables as constant as possible.

Although the intelligent change detection has been not completely implemented in a real system, the theoretical analysis and real raster data evaluation show that it can achieve reasonable successes to evaluate the change observed in the scene. However, it is still necessary to do further investigation by applying it to a real-world problem. This is because this evaluation is only loosely associated with real system, and also real implementation requires additional transformation of data between different formats such as vector to raster.

6.4 Summary of the Hybrid Approach

The hybrid method for image change detection can be summarized as shown in Figure 6.10.
Figure 6.10: Summary of the hybrid image change detection
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CONCLUSION

In a distributed environment, compatibilities and consistencies are major concerned issues. The technical approach to handling these issues is referred as to "conflation". Right now, the conflation is becoming such a broader consideration in GIS that most GIS-oriented organizations need conflation technology, even if many of them do not yet fully understand its role. The payoff of successful conflation in better meeting GIS data needs is enormous. Therefore, to investigate or to solve conflation problems in the distributed intelligent mobile agent system is of great significance.

Since change over time in geographic area is particularly important in GIS application, in the recent years there has been a significant amount of research put forth in the development of change detection methods. However, a more direct approach is to seek information resources that record the changes directly. The image data from the satellite have been proved to be extremely useful for change detection techniques. It is not difficult to see that, indeed, image change detection has a great potential in augmenting the regular conflation.

In the conclusion, the main contributions or results are emphasized. The open research issues are discussed, and the future work is provided.

7.1 Main Contributions

With respect to conflation and image change detection issues in GIS, the main contributions of the dissertation include:

- **A flexible conflation model**

  In order to remedy a defect of the regular conflation algorithms, the major gaps or shortfalls in the conflation are identified, and then a raster-based vector conflation model is developed. The main idea is to use image change detection to enhance the conflation capabilities. It is apparent that the model differs significantly from the previous attempts, inasmuch as the detecting process is using the real time
satellite image data. In this way, a vector-based GIS system may augment the conflation with image change detection in the raster domain by performing a vector-to-raster conversion. Also, the model is more general since it can work in two different ways, that is, pre-detection/post-conflation and pre-conflation/post-detection.

- **A conflation scheme based on vector data**

Based on the conflation model developed for distributed mobile agent systems, the dissertation is specially focused on processing spatial and non-spatial conflation problems in vector GIS. By emphasizing that conflation is an inexact process, a component-ware conflation scheme is investigated, in which spatial conflation is performed by mainly using the mathematical tool such as distance measures, and non-spatial conflation is performed by employing the artificial intelligent techniques. It is possible to assemble these components to process any specific problems.

- **A hybrid change detection approach**

Since image interpretation frequently involves human knowledge which inherits the incompleteness and imprecision, the problems associated with the areas of fuzziness and uncertainty are of great concern in image change detection. An important contribution of the work is to develop a hybrid approach for image change detection by taking the advantages of statistical analysis methods and fuzzy inference. That is a two-step method, in which the intelligent change detection can perform a fuzzy inference under uncertainty.

As the complexity and intelligence of GIS application are progressing, the utility of intelligent techniques such as fuzzy sets will increase. Incorporating fuzzy sets in GIS is becoming cost-effective approach to address complex problems. The novelty of the approach presented here is to employ more potential techniques – the fuzzy uncertainty inference. A hierarchical inferencing structure presented indicates a simple way to perform a fuzzy inference. The approach is examined by its ability to support a simple image change detection. Furthermore, the test on real images have shown that it is capable of detecting meaningful changes.
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7.2 Open Research Issues

The conflation is a practical and complex process. Based on the model presented, the focus of the dissertation is put on the spatial and non-spatial conflation in vector data, and specially on the image change detection for augmenting the conflation. The real implementation will also require many other steps such as transformation between different format, vectorization of the raster data, and development of knowledge bases, etc. All of these are open research areas. They require sufficient investigations.

7.3 Future Work

Even though the dissertation developed a flexible conflation model, the implementation remains a challenging area for further investigation since the real world is very complicated. The following discussions will provide some research ideas for improving the change detection in the future.

- Modification of the membership functions

The specification and tuning of membership functions has been a source of much criticism leveled at the fuzzy logic approach [41]. Often the method of specifying the membership function is summarily described as being chosen by experts [1]. There are amount of researches and applications that involves specifying the membership functions in GIS, such as, using fuzzy membership functions from experiment with GISs user for decision support [33], extracting fuzzy membership functions from the volumes of historical data for a contextual fuzzy cognitive map framework [52].

It is important to note that the membership functions in the intelligent image change detection are defined by interpreting the images, which also depend on the experience. The further modification of membership functions should be able to improve the fuzzy intelligent detection.

- Determination of the weights

For performing the reasoning under the uncertainty in the fuzzy intelligent detection, the weights at level two have to be pre-defined. However, the determination of the weights in the hierarchical inferencing structure is still free. How to design a
knowledge base for weights is a potential way to improve the innovative algorithm presented here.
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This special issue has evolved from two special sessions the editors organized at FUZZ-IEEE’98 in Anchorage, Alaska and IPMU’98 at La Sorbonne in Paris. Several papers from these sessions were extended for this collection and are included as well as others submitted in response to an open call. The papers cover a spectrum of work involving imprecision and uncertainty relative to geographic and spatial concerns. The first two papers in the collection provide a general view of broad issues and representations for spatial data. The next four papers illustrate various usages of fuzzy sets by GIS researchers in the application areas. Then, the following two papers examine some approaches in spatial reasoning based on fuzzy set representation. The last two papers in this volume describe aspects of natural language concerns for uncertainty in GIS.
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This special issue of Informatica focuses on several research topics in the area of spatial data management. Spatial databases have developed as extensions to ordinary databases in response to rapidly developing applications such as Geographic Information Systems (GIS), CAD systems, and many multimedia applications. These applications dictate the need for (1) additional data types, including point, line and polygon; (2) spatial operations such as intersection, distance, etc.; and (3) the ability to handle some combination of objects (vector data) and fields (raster data). The nature of spatial data requires multi-dimensional indexing to enhance performance, and much research has been devoted to this topic.

The first set of papers in this issue provides descriptions of extensions to the standard functionality in GIS databases. In particular, these first three papers discuss extensions for space-time visualization, sound as a spatio-temporal field and the inclusion of network facilities in a GIS. A realization of visual aspects of the space-time conceptual framework of Hagerstrand is discussed in the first paper by Hedley, Drew, Arfin and Lee. They demonstrate one of the first examples of an implementation of this approach and provide a real-world case study of visualizing worker exposure to hazardous materials. In the second paper (Laurini, Li, Servigne, Kang) a field-oriented approach to auditory data in a GIS is described. The special semantics of auditory information are presented and some techniques for indexing of such data are indicated. The third paper in this set adds additional levels of abstraction to extend the semantics of GIS networks. The authors, Claramunt and Mainguenaud, then show this leads to the development of a new interpretation of the database projection operator.

The second set of papers provides techniques for processing and modeling spatial data. The first paper by Havrac: provides a new approach for memory mapping of binary search trees that can improve spatial locality of data and thus spatial query performance. In the next paper by Chung and Wu, some improved spatial data structure representations including linear quadtrees are presented. These representations are shown to have better compression performance. Finally, the paper by Forlizzi and Nardelli describes the lattice completion of a poset to model spatial relationships. They prove some of the needed conditions for valid intersection and union relations among spatial objects with this representation.
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Abstract

Many spatial data modeling strategies rely upon approximate representations of spatial objects both for computational efficiency issues as well as the simplification of logical modeling strategies. The most widely used approximation is the minimum bounding rectangle (MBR). While the use of MBRs in spatial data modeling is extensive due to their efficiency for storage and relationship calculation, their use as a solitary means of identifying, for example, topological relationships between objects is problematic due to the inconsistency of mappings between relationships of MBRs and corresponding relationships of the objects they represent. In this paper we examine several extensions to the MBR model that reduce the discrepancies between binary spatial relationships of the MBRS and those of the contained objects. For each scheme, we consider the implications to the determination of fuzzy spatial relationships and the impact on computational issues. © 2000 Published by Elsevier Science B.V. All rights reserved.

Keywords: Minimum bounding rectangle; Fuzzy spatial relationship; Conflation; Multiple rectangle representation

1. Introduction

The process of transforming geometric information corresponding to real-world geographic objects into a digital model has almost unlimited potential for the introduction of uncertainty. Particular stages of the process at which a large part of the resulting uncertainty is related include: data capture (due to random errors associated with equipment), discretization (due to sampling resolutions, rounding errors, etc.) and object identification (due to human-dependent boundary determination and proper labeling). It is possible, in spite of these obstacles, to finally arrive at a digital representation, which, though not perfect, is “good enough”. We mean that some system, such as a geographic information system (GIS), is able to utilize the available data to provide analysis and query results that are perfectly suitable in terms of completeness and accuracy for the end-user or application.

These issues aside, assuming that we have some discrete representation of a geographic domain which is the best possible, yet another issue of uncertainty remains – that of determining relationships among the various geographic objects.
The ability to discriminate between similar spatial relationships and the ability to communicate subtle differences in such relationships is a difficult task for automated systems. Especially difficult is the determination of directions between 2-D features. The use of fuzzy methods associated with linguistic variables [16] is the most promising approach so far for duplicating the human reasoning process in the area of spatial relationship determination.

As an example, consider the three scenes pictured in Fig. 1. In Fig. 1(a) it is unclear whether the statement "A is west of B" or "A is southwest of B" better describes the directional relationship between the two. In Fig. 1(b), however, it is much less controversial to state simply that "A is west of B". Similarly, in Fig. 1(c), most would agree that now "A is southwest of B".

Often, centroids are used to provide a single point of reference for determining orientation of 2-D objects. (e.g. [3]). However, some information loss is inherent in this method. For example, in Fig. 1, south would be the only directional relationship preserved using centroids. The model presented in this paper preserves all of the directional relationships that exist between two 2-D objects, along with a representation indicating the degree to which the objects are determined to participate in each of the relationships. This method of qualifying directional relationships more closely models the way in which humans naturally process and communicate such information.

The following section provides information on the use of minimum bounding rectangles (MBRs) as approximations of geometric objects, including a rationale for their use, associated problems and related work on the support for and derivation of spatial relationships based on their use. This is followed by an overview of the abstract spatial graph model in Section 3. Section 4 follows with descriptions of several alternative MBR approaches. These are analyzed in Section 5 with respect to geometric modeling capabilities. Application of the various approaches to the issue of conflation is presented in Section 6. Our conclusions regarding the extended approaches are presented in Section 7.

2. Background

The work presented here, as well as that of Nabil [11] and Clementini [4], relies upon the use of MBRs as approximations of the geometry of spatial objects. An MBR is defined as the smallest x-y parallel rectangle that completely encloses an object. The use of MBRs in geographic databases is widely practiced as an efficient way of locating and accessing objects in space [4]. In addition, numerous spatial data structures and indexing techniques have been developed that exploit the computationally efficient representation of spatial objects through the use of MBRs [10,13,15]. Another advantage to the use of an MBR representation is that all objects can be dealt with at the same level of dimensionality - that is, point, line and area features are all represented as 2-D objects across which operations can be uniformly applied.

Clementini [4] shows how MBR relations can be used as a fast filter to determine whether it is possible for the object to satisfy a given topological relationship. This approach is based on the identification of a set of MBR relations for which a consistent mapping between these relations and object topological relations exists. For example, if two MBRs are disjoint, then the relationship between the objects must also be disjoint. An approach for ameliorating the topological consistency problem is the use of true MBRs proposed by Nabil [11]. A true MBR is not restricted by the x-y parallelism requirement, but is designed to represent the true maximum extent of an object unconstrained by orientation. This approach potentially
results in less false area, thereby reducing the margin for error between MBR and object relationship mappings.

Our goals in this research are to (1) determine a representation for spatial objects that will alleviate, or at least ameliorate, some of the problems associated with MBRs, while retaining as many of the desirable characteristics as possible, and (2) show how the resulting representation can be used for modeling fuzzy spatial relationships.

3. Abstract spatial graph model

This section presents a data structure for representing topological and directional relationships, in addition to supplementary information needed for fuzzy query processing. The data structure, known as an abstract spatial graph (ASG), represents a transformation of 2-D space (areas) into 0-D space (points). A complete set of ASGs for the original relationships, including a graphical representation and specific property sets, was developed in [5].

First-level topological relationship definitions for these original relationships are based on an extension of Allen’s temporal relations [1] to the spatial domain. This work shows that the seven relationships before, meets, overlaps, starts, during, finishes and equal, along with their inverses, hold as the complete set of relationships between two intervals. Cobb [5] extended these to two dimensions by defining a spatial relationship as a tuple \( (r_x, r_y) \) where \( r_x \) is the one of Allen’s relationships that represents the spatial relationship between two objects in the \( x \) direction, and \( r_y \) is likewise defined for the \( y \) direction. Relationships are often represented by their initial letter; for example, \( \text{bo} \) stands for the relationship \( \text{before, overlaps} \) and \( \text{bo}^{-1} \) represents the corresponding inverse relationship. Inverse relationships imply the reversal of the objects’ roles in the relationship. For example, \( A \text{ [bo] } B \) is equivalent to \( B \text{ [bo]}^{-1} A \). Objects involved in any of these relationships are assumed to be enclosed by MBRs.

Formal definitions for each of the relationships are given in terms of a set of constraints based on corner positions, each of which must hold between the MBRs for each object. For example, for the case of \( A \text{ [finishes, starts] } B \), the definition is given as: \( B_x < A_x < B_{x2}, A_{x2} = B_{x2}, B_y < A_y < B_{y2}, A_{y1} = B_{y1} \), where \((x1, y1)\) and \((x2, y2)\) represent the lower left and upper right corners, respectively, of the MBRs. This is somewhat similar to the way in which the eight spatial relational operators are defined in [9] by sets of relationships involving the operators \( \text{min, max} \) and \( \text{length} \) of objects, which are then combined with object representations to form a 2-D string [2] for spatial reasoning.

The concept of extending Allen’s temporal relations to two or more dimensions for spatial reasoning is not new. Examples of how this has been done can be found in [8, 11] to name a few. For each, the approach taken is somewhat different, based on the intent of the work. However, the concept of representing a 2-D object as a set of two intervals, \( an \) and \( a_y \), and of having the resulting spatial relationship consist of some combination of the component 1-D relations remains key. In contrast, Egenhofer’s well-known model for topological relations [7] utilizes a point-set approach in which relationships are based on combinations of intersections between boundaries and interiors of objects.

Directional relationship definitions in [5] rely upon the partitioning of MBRs into object sub-groups, which are created by extending the boundaries of the two MBRs so that they intersect one another. For those cases in which extensions do not intersect the other MBR, each MBR is considered to be an object sub-group. Overlapping areas are also considered object sub-groups. The extensions of the MBR sides that form object subgroups are shown as dotted lines in Fig. 2.

The construction of an ASG for a binary spatial relationship relies heavily upon these object sub-groups. Each object sub-group is represented as a node on the ASG. Pictorially, ASGs are represented in a polar graph notation, where different node representations, e.g., filled vs. open for Fig. 2, are used to distinguish between the objects involved in the relationship. The origin node represents the reference area of the relationship, which could be a sub-group of one of the objects, an overlapping area, or common boundary. An example of an ASG and its corresponding relationship is shown in Fig. 2.

To provide support for fuzzy query processing, each node in an ASG has associated weights. These weights are used to define fuzzy qualifiers for the
query language. Specifically, the weights are intended to support queries of the nature "To what degree is region \( A \) south of region \( B \)?", or "How much of region \( A \) overlaps region \( B \) (qualitatively speaking)?". 

Two types of weights are computed: area weights and total node weights, which are represented in Fig. 2 as \( A \) and \( W \), respectively. These provide information concerning the degree of participation in a relationship and relative direction, respectively. Area weights are computed as the ratio of the area of an object subgroup to the area of the entire MBR. The total node weight for an ASG node is defined as the product of the corresponding area weight and the normalized axis length of the directional axis which crosses the object subgroup. Normalization of axis lengths is accomplished for each object by first assigning a length of 1 to the longest axis crossing any object subgroup of the object. All other representational axes of the object are then given a value between 0 and 1, based on their lengths relative to the longest axis for that object. 

From the definition, one can see that area weights are useful for answering how much of an object is involved in a relationship. By assigning ranges of area weights to linguistic terms we can provide a basis for processing queries concerning qualitatively defined relationships. The set given below is one example of how this may be done.

\{all (96–100%), mostly (60–95%), slightly (30–59%), little (6–29%), none (0–5%)\}.

This provides the capability to pose queries such as the following:

- Is object \( A \) surrounded-by most of object \( B \)?
- Retrieve an object that is partially-surrounded-by little of object \( A \).

Node weights are utilized in a similar manner to provide qualitative directional relationship information. The purpose of node weights is to answer the extent to which an object can be considered to be at a given direction in relation to another object. The definition of a node weight as the product of the area weight and the axis length means that this information is represented as a consideration of both the total relative amount of the object which lies in a given direction (represented by the area weight) tempered by how directly it lies in that direction (represented by the axis length). This implies that those directions which have both a large area representation and long axis length will have a higher weight than those which have either a large area representation but short axis length, or those that have a long axis length with lesser area representation.

Again, ranges are provided that define a linguistic set useful for query purposes. These are given below:

\{directly (96–100%), mostly (60–95%), slightly (30–59%), somewhat (6–29%), not (0–5%)\}.

The use of these qualifiers is illustrated in the following:

- Is object \( B \) somewhat west of object \( A \)?
- Retrieve an object directly northeast of object \( A \).

The preservation of all directional information regarding two objects, along with the use of total node
weights as described here, allows users to obtain a complete conceptualization of directional relationships between the objects. Furthermore, the calculation of the total node weight as the product of the axis weight and area weight ensures against bias in those cases, for example, where the object sub-group associated with a directional axis is very large (increasing the weight for that direction), but for which the axis weight is very small (indicating a weaker association for that sub-group direction pair than for others for the same object).

4. Extensions to the standard MBR representation

The ASG model utilizes MBRs to represent features for the advantages given in the preceding section, while algorithms for computing relationships for the model are designed in such a way as to minimize the potentially negative impact of the use of MBRs. Additionally, the ASG model extends the use of rectangular boundaries as representations of sub-objects within the MBRs.

Of course, the use of MBRs is inherently problematic to some degree because an MBR is an approximation of an object's true geometry. One of the more significant challenges is the modeling of topological spatial relations using MBR representations. The problem is that the enclosure of false area (area not actually contained in the geometry of the object) within the MBR renders inconsistencies between the application of topological relations to the MBRs vs. the application of the relations to the objects themselves. Such an inconsistency is especially evident in the case of overlapping relationships for which the MBRs may overlap, but for which no conclusion can be drawn about the corresponding relationship of their respective contained objects.

In keeping with generally accepted practice, both MBRs and the sub-rectangles utilized in the ASG model retain x-y parallelism; however, in this section we explore several variations on this traditional approach and investigate the respective implications to the modeling of relationships. Our goal in investigating alternative representations for geometric properties of spatial features is threefold: (1) alleviate or significantly decrease anomalies in topological relationship determination based on MBRs; (2) improve accuracy in determination of directional and topological relationships between representations; and (3) maintain, as much as possible, computational efficiency in processing concerning relationship categorization and querying.

First, we consider the implications of partitioning MBRs into sets of rectangles, essentially resulting in a gridded surface which is an approximation we call multiple rectangle representation, or MRR. Three variations on MRRs which we analyze in this section include (1) a uniform MRR, (2) a non-uniform, congruent MRR, and (3) a non-uniform, non-congruent (irregular) MRR. All three variations of MRRs result in a finer approximation of the object's true geometry than do MBRs, while maintaining a basic regular, rectangular structure for which computationally efficient methodologies have been developed.

The first variation can be viewed as the imposition of a grid of any level of resolution upon an object, after which any of the rectangles not actually intersecting with a part of the object is discarded. Two cases presented here include one in which grids of the same resolution are used for both objects participating in a relationship, as well as the case in which grids of different resolutions are used. Fig. 3 shows a simple example of the use of uniform MRRs. The dotted line shows the original boundaries. Numbers for grid cells have been assigned arbitrarily, and are used in following discussions on relationship definitions.

Now, we consider enhancements to the ASG to accommodate the use of MRRs for relationship determination. We begin with the supposition that the set
of ASGs is a closed set, such that any modification to
the way in which relationships are defined does not
result in any new ASG. This issue is discussed fur-
ther in Section 5. It is apparent, however, that the way
in which the ASGs themselves are defined for MRRs
must be modified to take advantage of the more ac-
curate representation.

We do this by first computing a set of ASGs –
one ASG for every combination of relationships
between sub-rectangles of both objects’ MRRs. This
results in a set of ASGs for each binary relationship,
\( S = \{ A_i, 1 \leq i \leq n \}, \) \( n = \) number of sub-
rectangles in second object \( m = \) number of subrectangles in first object. For example, as in Fig. 3 are two ob-
jects with simple, uniform MRRs. The resulting set
of relationship ASGs for this example is

\[
S = \{ A_1, A_2, A_3, A_4 \} = \{ \text{bo}, \text{bb}, \text{bb}, \text{bo}^{-1} \}.
\]

An approach for utilizing this information set to
gain a more accurate picture of the relationship under
consideration is to first associate a count with every
distinct relationship appearing in the set. For our
example, this would yield \( S' = \{ (\text{bo}), 4 \}, (\text{bb}), 3 \},
(\text{bo}^{-1}), 1 \times \{ \text{bo} \}, 1 \}. \) These counts divided by the to-
total number of sub-rectangle relationship combina-
tions (9 in the example) are considered as membership
values in fuzzy relationships. Rather than having a single,
crisp binary relationship as was the case in the original
ASG model, we now have a set of ASG relationships,
each member of which a given binary relationship belongs to some degree. For example, the fact that \( \text{bo} \) and \( \text{bb} \) appear as the predom-
inant relationships for Fig. 3, along with the fact that
\( \text{bo}^{-1} \) and \( \text{bo} \) exist, although to a much lesser de-
gree, conveys a substantially more significant amount
of information than does the original \( \text{oo} \) designa-
tion, which in this case is also inaccurate with respect to the contained objects’ relationship due
to the topological inconsistency problem associated
with MBRs.

We then take this a step further by associating these
membership values with the higher-level relationships
defined in [5]. Because these relationships represent
a mutually exclusive, total partitioning of the basic
relationships, a mapping from the members of \( S \) to
these relationships will result in at most the same
number of relationships as the number of members of
\( S \). However, it is often the case that fewer high-
level relationships result. This is because (1) such
relationship definition sets are often composed of basic
relationship neighbors, and (2) the use of
MRRs in the manner described necessarily implies
relationship categorizations for neighboring sub-
rectangles, resulting in neighboring relationships. In
our example, each of \( \text{hu}, \text{bb}, \text{bo}^{-1} \), and \( \text{ub} \) ap-
pears in the disjoint relationship, leading to the invari-
able conclusion that the two representations are indeed
disjoint.

This approach eliminates the need to compute the
set of weights for ASG nodes as was done in the original
model, as similar information (the counts are
analogous to the original weights) is now maintained
in \( S' \).

The application of non-uniform, congruent MRRs
can be understood as an analog to a quadtree decom-
position commonly performed for spatial indexing
purposes. The approach begins with standard x–y par-
allel MBRs, upon which a quadtree-like decomposi-
tion is performed with the MBR being divided into
four equivalent rectangles. any or all of which can
then be divided similarly, continuing until as fine a
partitioning as desired is achieved. At that point, any
rectangles not actually containing a part of the object
are discarded. We say the rectangle sets are regularly
hierarchical because the level of detail (size) of the
rectangles can vary across different parts of the ob-
ject so as to achieve a desired level of representation.
while each larger rectangle is exactly a multiple to
the fourth of any of the smaller rectangles of the ob-
ject. An example of this type of MRR is shown by the
grayed area in Fig. 4.

This type of boundary approximation more
accurately represents the objects’ geometry in
comparison to either MBR or uniform MRR rep-
resentations. While maintaining the greatly reduced
incidence of topological inconsistencies between true
and approximate boundaries illustrated in the uniform
MRRs, additional levels of detail have been added that
allow for more accurate relationship determination.
Since the areas are still rectangular decompositions,
computational issues remain simplified compared to
boundary representations.
The most significant issue that must be addressed concerning fuzzy relationship modeling for this approach is the manner in which the differently sized rectangles are assessed as contributors to overall relationship determination. This can be handled by extending the approach used for uniform MRRs. While for uniform MRRs it was sufficient to use the mere existence of the basic relationships between sub-rectangles as equal factors in fuzzy relationship categorizations, we must now compute a weight analogous to the ASG node weights for each sub-rectangle relationship to achieve a level of normalization for “combining” the individual relationships into one.

Recall that the area weights are computed as the ratio of the MBR sub-object areas to the total MBR area, and that these weights are used to identify the extent to which an object participates in a given relationship. Using this same approach for non-uniform congruent MRRs – calculating a weight as the ratio of a sub-rectangle’s area to the combined area of all sub-rectangles containing a part of the object – we achieve a level of normalization for use of differently sized rectangles.

For each applicable relationship, the weights for every different sub-rectangle of each object for that relationship are summed, resulting in a value \( \leq 1 \). Whenever one sub-rectangle participates in the same relationship with multiple sub-rectangles of the second object, that sub-rectangle’s weight is only counted once. The resulting sums for a relationship for the two objects are then multiplied, yielding a weight for that relationship. For example, consider the case illustrated in Fig. 5.

For this example, we have the following set of relationships:

<table>
<thead>
<tr>
<th>A/B</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[bd]</td>
<td>[bb⁻¹]</td>
</tr>
<tr>
<td>2</td>
<td>[bd]</td>
<td>[bb⁻¹]</td>
</tr>
<tr>
<td>3</td>
<td>[bd]</td>
<td>[bb⁻¹]</td>
</tr>
<tr>
<td>4</td>
<td>[bo]</td>
<td>[bo⁻¹]</td>
</tr>
<tr>
<td>5</td>
<td>[bo]</td>
<td>[bo⁻¹]</td>
</tr>
</tbody>
</table>

By summing and multiplying the area weights in the manner described earlier, we obtain the following:

\[
[bd]_w = 0.15, \ [bo]_w = 0.35, \\
[bb⁻¹]_w = 0.15, \ [bo⁻¹]_w = 0.35.
\]

This shows that the relationships [bo] and [bo⁻¹] are weighted more heavily, primarily due to the larger areas of sub-rectangles 4 and 5 of object A. These weights can then be associated with the higher level relationships in the same manner as was shown for the uniform MRRs.

One final possibility for the use of a multiple rectangle representation includes the application of irregular rectangles – meaning any ad hoc method of partitioning the object into rectangular sets such that there is no apparent relationship between the rectangles. This could be done, for example, by a human operator in order to achieve some objective such as finding the “best”
rectangular coverage of an object, or minimizing either the number of rectangles used or the false area within rectangles.

While this may appear to be a special case, careful consideration will show that the same method given in the section for non-uniform congruent MRRs is equally applicable for irregular MRRs.

5. Geometric modelling capabilities

The use of MRRs for the ASG model has several implications. First is that the partitioning of MBRs in the ways described has no effect on the basic relationship definitions. Any relationship that originally held between two MBRs remains valid for the resulting MRRs, because minima and maxima for the objects do not change; therefore, any partitioning of the MBRs, regardess of granularity, will not affect the basic relationship between the geometric representations of the objects.

To support this statement, we begin by observing that the abstract spatial graphs can be arranged in a matrix according to the concept of conceptual neighborhoods with respect to the relationships that are represented. That is, each of the relationships that borders a particular relationship in both the horizontal and vertical directions can be derived from the given relationship without transitioning through any other relationship state. If a transition to an immediate neighboring relationship is impossible, then it follows that a transition to any other relationship is also impossible. We illustrate this by first examining the example shown in Fig. 6, which represents a portion of the complete relationship matrix.

![Fig. 6. (during, overlaps) relationship and conceptual neighbors.](image)

Now, we show that the enhanced accuracy of the boundaries for the MRR approximation model provides additional information in the way of geometric refinements for the relationship definitions. While there originally was only one geometric model for each relationship, there is now an infinite set of such models that correlates to any given relationship. Simple examples for a standard MRR approach are shown in Fig. 7. Internal rectangle boundaries are omitted for clarity.

From this illustration one can see that any selected MRR partitioning for a pair of MBRs will never cause a transition to one of the neighboring relationships. Therefore, we are able to operate under the assumption of a closed set of relationships for which the ASG model and query framework hold.

Fig. 7 also demonstrates the advantages associated with the use of MRRs over MBRs: (1) the ability to better represent correct topology, and (2) the ability to make finer distinctions between geometric relationships. The first of these is illustrated in Fig. 7 (a), which shows that the two objects could not possibly overlap, while the original MBR representation shows an overlap. The second advantage can be seen Fig. 7 (a-b) and (c-d) which show the same topological relationships—disjoins and overlaps—but for which geometric distinctions exist which provide additional information for spatial analysis.

6. Application to conflation

In this section, we will consider the application of these approaches to the problem of conflation. Conflation is typically regarded as the combination of information from two digital maps to produce a third map that is better than either of its component sources. The history of map conflation goes back to the early to mid-1980s. The first clear development and application of an automated conflation process oc-
curred during a joint United States Geological Survey (USGS)-Bureau of the Census project designed to consolidate the agencies' respective digital map files of US metropolitan areas [12]. The implementation of a computerized system for this task provided an essential foundation for much of the theory and many of the techniques used today. Since that time, others, including commercial GIS vendors, have implemented conflation tools within their applications. For an example of commercial work on conflation, see [14].

Automated conflation of maps is a complex process that must utilize work from a wide range of subjects, including pattern recognition, statistical and graph theory, and a collection of heuristics that hardcopy cartographers have used for decades to enhance aesthetics and increase information content of paper maps.

Conflation of maps typically is needed because: (1) users wish to update their mapping information without losing legacy data which may not be included in the new information; (2) one map source may be more accurate with respect to, e.g., positional or attribute information; or (3) one map source contains information missing in another, such as additional features, feature attributes or even entire coverages.

Conflation can, in brief, be viewed as a multi-step, iterative process that involves feature matching, positional re-alignment of component maps and attribute deconfliction of positively identified feature matches. as seen in Fig. 8.

This process was first presented in [6]. As can be seen from the figure, the process begins at stage 1 by finding a candidate set of matches for a feature from those in the complementary database that are geographically close. The "closest" feature and the one being matched are then compared according to their representation type (point, line or area) and attribute and value sets.

Stage 2 continues with a more detailed analysis of the feature pair. Selected neighbors and their relative positions are investigated. Similarities or dissimilarities are considered as part of the evidence for or against the hypothesis of equivalent features. Considering this first for entity nodes (points which do not represent the intersection of edges), we must investigate properties such as absolute position, positions (distance and direction) relative to nearby features that have already been determined to be matching features, as well as similarities in general neighborhood patterns. For connected nodes (nodes that represent the intersections of edges), geometric considerations include the directions and lengths of intersecting edges (including the spider function). Orientation and length of line features, as well as similarity in size and position of bounding boxes can be used. Similar criteria are used for area features, in addition to the equivalence of values representing the contained area of each.

The final stage analyses the topology of the two features at the lowest level of topology supported by the component databases. For products utilizing winged-edge topology, topological connectives of matching feature candidates can be checked for similarity. This can include, for example, left and right edges and left and right (adjacent) faces of edges for line and area features, or the containing face of point features.
Feature matching, simply and perhaps somewhat obviously stated, involves the identification of features from different maps as being representations of the same geographic entity. Positional alignment is a mathematical procedure in which previously identified matching features are brought into spatial agreement, while deconfliction is a process in which contradictions in a matching pair's attributes and/or values are resolved. Positional alignment and deconfliction are both steps that are performed after a positive match has been determined. As such, it is easy to see that accurate feature matching results are essential to the overall quality of the resulting conflated map.

Two aspects of feature matching in the conflated process can be improved by the representation techniques we have discussed in this paper. First, the use of an MRR will permit more accurate matching of geometric properties of features than MBRs: however, the computational burden of the matching will not be excessive as in direct boundary representation techniques. Thus, MRRs used in this manner provide a filtering mechanism that can be refined as needed based on conflation requirements. Secondly, the refinements of topological relationships, such as we have illustrated in Fig. 7, allow the third stage of the feature matching process to be enhanced. It is clear that there is an improvement over the simple use of MBRs, as illustrated in Fig. 6, but still again, it does not require a large computational overhead demanded by formal topological calculations.

7. Summary and conclusions

In this paper we have presented several alternative approaches for approximate geometric boundary representation based on both standard and true MBRs. These include variations on MRRs for uniform, non-uniform but congruent, and irregular rectangular decompositions. For the standard MBR-based approaches, we have shown how the abstract spatial graph model for fuzzy spatial relationships could be extended to accommodate the new representations.

From this work, we believe the most promising approaches lie with the non-uniform but congruent and the irregular MRRs. These two offer the best trade-off in terms of increased representational accuracy and maintenance of reduced computational complexity. For future work, we intend to provide a quantitative analysis of the various representations based on discrimination capabilities and computational overhead, as well as determine the implication for directional relationships.
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1. Introduction

A query is an interaction between an end-user and one or more databases. The user formulates a request based on what she/he wants to know. Therefore, without having in-depth knowledge of the underlying data, many users are able to ask questions pertinent to their work. A large volume of data is available in many different formats. Users expect to retrieve all relevant information from multiple data sources. Users then determine the usefulness of the data based on the quality of the response and the usability of the response to a query. Query processing is impacted by the ability to abstract data as well as by the language itself. Therefore, both a data model and the query language need to be considered in the context of query processing.

Spatial data are complex data types. Spatially related data have two components: (1) location and its extensions, and (2) attribute data describing non-spatial properties.
Spatial data can be referenced by specific geographic space. Attributes of spatial data provide information regarding those characteristics that are not necessarily spatial; they provide a detailed description of the spatial data by supplying values for its properties. In the typical environment described in this paper, spatial data from multiple sources and formats (i.e., coverages, scales, etc.) are accessed and integrated to provide query responses. The object-oriented query approach we will describe is well-suited for providing the mechanisms needed in such a diverse heterogeneous environment.

Egenhofer defines two fundamental concepts of spatial data abstraction: the view of spatial data in the form of complex objects and the interaction with spatial objects through pertinent operations [1]. The geographic community has accepted the object-oriented modeling of spatial data as a natural paradigm for geographic objects [2]. The data encapsulation property of an object-oriented model allows an aggregate of objects to be considered as a unique, comprehensive object. Thus, there is a greater ability to localize a query to a subset of objects. An object model is simplified compared to the relational model since join conditions need not be specified. Another difference from the relational data model is that pertinent behaviors are encapsulated with the data. Therefore, an object is a completely self-contained module of state and behavior. Direct queries and subsequently directed retrieval can be performed on objects. Query processing of an object extends the traditional extraction of state information to include behaviors of the spatial object. Thus, query processing of objects involves more than a simple retrieval of stored information; it may initiate some computation as a behavior of an object and yield a query response as a result.

This paper will present a spatial query description to support spatial query processing of an object-oriented spatial data model. This formal method provides the basis for articulating the issues and approaches in querying multiple sources of spatial data. Section 2 introduces issues and background on the integration of heterogeneous spatial data types as related to the query model, followed by Section 3 on discussion of the spatial query language issues. Concerns such as the use of an object-oriented methodology and its implications for querying are discussed. Section 4 addresses a generalized formal description of the object-oriented spatial query model (ao-sqm). Section 5 provides insight into the implementation issues of the spatial query model for a geospatial information distribution system (GIDS), followed by our conclusions and directions for future work in Section 6.

2. Heterogeneous Data Integration and Query Model

Three types of query processing must be considered for spatial data: spatial, attribute, and a combination of spatial and attribute querying. A spatial data search always requires some reference to the location or an area of interest (AOF). A spatial query model must consider access patterns of spatial data. In general, data access begins from a general neighborhood search to a specific location. From such general access patterns, both hierarchical and geographic clustering mechanisms or indexing yield favorable results. A comprehensive study on different spatial access mechanisms is presented in Gaede [3] with a detailed study on spatial data structures presented in Samet [4].
The non-spatial details of spatial data are considered as a part of attribute-level querying. Usually, a distinction is made between data regarding the spatial information and data related to the actual description of spatial data (metadata), as shown in Figure 1. In this figure, an example of one data type used in the GIDS, namely vector product format (VPF) data, is used to show the difference between metadata and feature attributes. Information in italics are metadata that describe the form of the actual spatial data contained in the data set. The italicized and underlined description provides specific information regarding the characteristics and properties of the spatial data; these are the attributes of the spatial data. However, in the heterogeneous data integration model, both the metadata and spatial object description are considered as attributes. For example, in the figure an instance of the class VPFLibrary contains metadata relative to the scale at which the data were collected, as well as the security classification of the contained data, while the feature class VMLakesData contains an attribute hydrological category that is not considered to be metadata. Due to the different level of data abstraction for the meta-data and the spatial data, a knowledge-based system that governs the attribute evaluation, especially for the metadata, is one consideration to be made. An attribute-based query may be as simple as a question on one of the attribute types or a value, or it can be as complicated as a sum of some products of attribute type or values.

In the real world, there is only one representation of the spatial object at a given location. However, because of multiple data collections and varying scopes and intentions of data users, many different representations of the real world may exist in a digital environment. In other words, based on the collection criteria, and specifically the resolution at which the data were collected, a single real-world object may be modeled differently in different data sets. For example, at a high resolution, a building may be represented as a polygon of its footprint. But, at a low resolution, the same building may be represented as a point feature. Thus, in spatial data modeling, the resolution and scale at which the data are represented becomes important, especially in a multi-data source and format environment.

Spatial data are closely tied to their graphical representations. Therefore, when multiple data types from data sources are requested to be queried simultaneously, the integrity on the similarity of graphical representation must be insured. This can be achieved by allowing the user to specify a scale. Even though there may be spatial
objects that meet the attribute criteria, the collection criteria may have been different. The scale issue can be considered as a part of attributes if some level of a conflation process as discussed in Cobb [5] is implemented. Until a knowledge-based system that can handle the feature matching and feature representation at multiple scales by applying generalization is developed, the inclusion of scale in a query model implementation is not feasible. However, the significance and relevance of scale to the issue of spatial queries is undeniable, and is thus included in the theoretical model and immediately following discussion. It follows from this presentation, then, that a spatial query is a function of at minimum three criteria: geo-location or an area-of-interest (AOI), scale, and attributes. Therefore, we define a spatial query model as

$$SQM = f(AOI, scale, \Sigma attributes).$$

Due to the multi-resolution issue in multi-datasource databases, the outcome of the SQM should be a conjunction of the three parameters: $AOI \land scale \land \Sigma attributes$. This integration of queries based on $AOI$ is illustrated in Figure 2. This figure shows the area selected by the rectangle on the map (Persian Gulf region), as well as the active datasets for that region, i.e., all member datasets that contain data in any format for the region. The figure shows several such datasets, including VPF (DNC01 and 02) and Generic Sensor Format data. The $AOI$ is a critical component of the query model that is used at a high level to determine the datasets over which the remaining query constraints are evaluated.

Within each parameter, such as the attribute constraints, a combination of logical operators (AND, OR, and NOT) can be used. A query formulated in this manner can
have a number of constraint issues relative to the combinations of parameters. For example, what should be the priority of evaluation of the query expression with respect to the three operators? This ordering can clearly affect retrieval efficiency and require accessing of more or fewer data sources depending upon the evaluation order.

Another consideration might be an absolute requirement on one or more of the query parameters. For instance, if a given scale is set as an absolute requirement, this could dictate a query failure unless the $-401$ could be changed, e.g., reduced. If, however, a range of scale is specified, a careful evaluation of the scale range and the attribute constraints needs to be considered. A range of scale can be considered as a disjunction of each scale ($scale_i \lor scale_j$). Then, using $\land$ as AND operator and $\lor$ as OR operator,

$(-401 \land (scale_i \lor scale_j) \land \Sigma attributes) = (-401 \land scale_i \land \Sigma attributes)$

$\lor (-401 \land scale_j \land \Sigma attributes).$

In this context of graphical representation, we may have integrated issues of scale and resolution. There may be some spatial features, $f_i$, that are collected at $scale_i$ that meet the $-401$ and $attribute$ constraints. There are some other spatial features, $f_j$, that are collected at $scale_j$ that also meet the $-401$ and $attribute$ constraints. Due to the differences in the scale, integrated display of both feature sets would produce a mis-representation of the spatial features. Thus, a requirement of the $SQM$ is that query results must contain spatial features at the same scale. Applying a generalization function that maps those spatial data collected at a high resolution to the low resolution enables a consistent graphical representation of both spatial feature sets. Assuming $scale_i$ is at a higher resolution than $scale_j$, the $SQM$ result is

$(-401 \land (scale_i \lor scale_j) \land \Sigma attributes)$

$= (-401 \land scale_i \land \Sigma attributes) \land Gen_{scale_j} (-401 \land scale_j \land \Sigma attributes).$

The generalization function will only modify the spatial component of the spatial object. The attributes of the spatial objects will not be affected. The non-spatial description of the spatial object will be at a higher resolution. However, this does not violate the integrity of the geographical information. The implication is that the generalization function will be applied only when the data are requested to be displayed.

Likewise, a class hierarchy that exists in the object-oriented data model would allow attribute abstraction from the superclass level. Due to the inheritance property of the object-oriented data model, the attributes or the properties of the superclass are also defined for subclasses.

In summary, an $SQM$ as defined provides a way to uniquely abstract spatial features by specifying the three minimum search criteria. An AND function is imposed among the three constraints. However, in the case where a range of scale is specified, then all the spatial features that meet the scale range and the attribute constraints are retrieved. In this case, though, a generalization function must be applied to the spatial features.
collected at the higher resolution to display features of different scales in a consistent manner.

3. Spatial Query Language Issues

3.1. Overview of Spatial Query Approaches

In this section, we survey various spatial query approaches and then provide an assessment related to our querying approach. Spatial query languages are by nature more complex than their alphanumeric counterparts. Additional requirements for spatial query languages, including the ability to handle queries containing both spatial and non-spatial selection criteria, as well as providing appropriate contextual graphical display of spatial query results and intuitive user interface functionality (e.g., point-and-click), greatly complicate the design and implementation of spatial query languages. Applications of spatial query languages vary widely and include areas such as geographical information systems (GIS), pictorial and image and general multimedia databases and CAD/CAM systems. There are several ways to view the various approaches to spatial query languages. In particular, here a very important issue is the distinction between languages based on relational vs. object-oriented models. Also to be considered is the relevant domain, in particular whether the focus is strictly on spatial data or more generally multimedia, often including images, audio, video and subsuming some aspects of spatial data also.

First, for relational model-based querying, we must consider those languages based on SQL. Spatial SQL [6] consists of two separable components: a query language for information retrieval, and a presentation language for directing the display of spatial data. This separation of querying was intended to reduce the complexity of the query structure for users. The graphical presentation language (GPL) is a superset of the query language spatial SQL, which is an extension of SQL with spatial data handling capabilities. It provides a new domain—spatial—with specializations for points, lines, area and 3-D components. Spatial operators and spatial and topological relationships are supported and can be used in predicates of the WHERE clause of an SQL statement. PSQL [7] was developed for pictorial database systems. Points, lines and regions comprise the pictorial domain of PSQL. The language was designed to be flexible, allowing for user-defined operators and abstract data types, including that of domains. Queries in PSQL are translated to SQL queries by a preprocessor. It supports topological relationships such as cover, not cover, overlap, etc.

A number of the query languages that have been developed are not SQL-based but ad hoc query languages. Some of these can be classified as visual spatial query languages, a natural interface for spatial data. A query language that allows users to 'draw' a query is the language Cigale [8]. In this the user must first select the type of spatial relation they are interested in and then draw a query sketch on which retrieval is based. Another approach uses an iconic query language [9]. Here the user chooses spatial relations from a predefined iconically represented set and formulates the query based on these. To keep the querying more user-friendly, only a relatively small subset of all topological relations were formulated by icons. Query-by-visual-example [10] is a visual spatial query language based on an extension of query-by-example [11]. A grid is utilized to form a template of scenes, primarily specifying cardinal directions. The grid facilitates
directional specifications, but makes it harder to specify approximate distances and topological relations independent of direction specifications. Another approach permits a sketch that is somewhat less restrictive in its retrieval matching by utilizing inference mechanisms for geometric variations in the sketch. This is the spatial-query-by-sketch [12] that is based on qualitative aspects reflecting human behavior in which the topology is of prime importance, followed by distance measures to refine the degree of match.

As a preface to discussion of spatial object querying we first describe the state of development of object query language (OQL) as specified for querying the object data management group (ODMG) object model [13]. OQL defines an orthogonal expression language, in the sense that all operators can be composed if the types of operands are valid. OQL has one basic statement for retrieval of information based on the SQL language syntax of Select-From-Where. In this it is quite similar to SQL92, with object-oriented extensions such as complex objects, object identity, path expressions, polymorphism and operator invocation.

PICQUERY+ [14] was designed for object-oriented, multimedia knowledge-based systems. It supports fuzzy matching and temporal and object evolutionary event querying and was developed to meet needs of medical imaging requirements. The relationship terminology used by PICQUERY+ is somewhat different from that common in geographical domains using terms such as left of, above, and so forth. MOQL [15] provides a general query capability for multiple media and applications and it includes constructs to capture temporal and spatial relationships in multimedia data. Extensions to the WHERE clause of OQL in the form of new predicates are provided for temporal and spatial expressions and a 'contains' predicate.

3.2. Evaluation of GIDS Query Interface and Other Approaches

The main characteristic of our spatial querying approach is that it has a data-driven graphical interface that is dealing directly with an object-oriented database. Now we shall discuss the relationship of our approach to the various types of querying languages for spatial data that have been overviewed above.

Several aspects to SQL-based querying schemes contrast with our specific approach. A basic difference is that SQL is fundamentally relationally based and so mismatched to our totally object-oriented Smalltalk-based database. While it is true that SQL3 supports objects as ADTs which describe new types for attributes, this is in an object-relational context in which relations are still central to the SQL3 view of data [16]. Another problem with SQL is that it and its extended versions are primarily not spatially oriented. They require a user to refer to geo-referenced data via an alphanumeric language [6]. Such spatial querying requires the user to focus on language syntax and to often translate a spatial image in their mind into a non-spatial language. Thus, in this sense our data-driven graphic query interface is more comparable to the graphic query approaches described in the last section. The sequence of Figure 3(a)–(e) that follows demonstrates the benefits of the data-driven query.

First, a sensor that collects time-varying information, shown as T on the map display, is selected. Upon selecting the sensor, its available attributes along with related multimedia data and nearby features are displayed. The Temporal Query button is enabled to indicate that there are temporal information available with the selected anemometer.
Upon clicking the Temporal Query button, a Temporal Query of Feature window is displayed. This display allows the user to select the time of interest. The year, month, day, and hour selection will be based on the actual data availability for the anemometer. Selection can stop at any level, i.e. year, month, day, or hour. In this case, after selecting the hour, the Show Data button is selected.
The anemometer during the selected time has collected four different types of information, WaterLevel, WaveHeight, WavePeriod, and time Stamp. Upon selecting WaterLevel as the information of interest, another time selection is provided. This time selection is in minutes. Upon selecting the time period of interest, any of the three options can be selected to view the data, statistics, values, and a plot.
Upon clicking "Values" to view the data, a list of all the water level information at the time period is displayed. Upon selecting one of the time instances, images that are related to this time stamp are displayed. A set of video cameras are positioned at the near locations taking video shots of the shorelines. For the selected time instance, there are no video shots available. However, there is a set of bathymetric data collected at the same time over at the same location. By selecting the Bathymetric Plot, a real-time display of the bathy plot is shown.

In this example, the user did not need to have any prior knowledge of the data. The querying process was driven by the available data, which were displayed to the user at each step.

As a conclusion to our discussion on spatial query languages, we consider those query approaches based on OQL which are indeed object-oriented. Although these provide an object-oriented stance, they still differ from our approach by being structured syntactically (SQL-like) and not directly oriented toward a data-driven approach. Indeed, one of the key considerations behind the OQL design was the compatibility with the SQL [13]. It is understood that the OQL extends SQL to incorporate those unique characteristics of objects [17]. A system which has more in common with our approach is QUIVER [18]—a graphical interface to an object-oriented database, O2. A formal user evaluation of this system indicated that it was more convenient for query formulation than the direct use of OQL. The major differences from our approach are that QUIVER is a graph-based language for general database querying and not specifically meant for spatial databases, and that it also translates queries into OQL, thus generating some overhead that our system does not incur.
4. Spatial Object Query Formalism

As in our general discussion of object-oriented queries, the first issue to be addressed is the object data semantics. Let us use the notation Σ as the universe of spatial objects. It consists of all objects that occupy some geographic location.

In defining 'geographic location', we recognize the fact that many spatial data modeling strategies rely upon approximate representations of spatial objects both for computational efficiency issues as well as the simplification of logical modeling strategies. One of the widely used approximations is the minimum bounding rectangle (MBR). Our work as well as that of many others [19–21], relies upon the use of MBRs as approximations of the geometry of spatial objects. The use of MBRs in geographic databases is widely practiced as an efficient way of locating and accessing objects in space [21]. In addition, numerous spatial data structures and indexing techniques have been developed that exploit the computationally efficient representation of spatial objects through the use of MBRs [21,4]. Another advantage to the use of an MBR representation is that all objects can be handled at the same level of dimensionality—that is, point, line and area features are all represented as 2-D objects across which operations can be uniformly applied.

Of course, the use of MBRs is inherently problematic to some degree because an MBR is an approximation of an object's true geometry. The best way to deal with this is to consider that MBRs are over-estimations of the object's extent and their impact on queries is to produce 'false drops' (objects whose MBR extent, but not its actual geometry, satisfies the query). If a query refinement is required, the underlying actual vector representation can be then used to eliminate the false drops.

The MBR is used as a representation of a feature's geometric or locational aspect. The abstract object structure we will use here is

\[ O = \{ O_{loc}, O_{att} \} \quad \forall O \in \Sigma \]

\( O_{loc} \) is the component of the object that represents the method to determine the location of the bounding box. The relevant VPF non-spatial attributes for the particular type of object are represented by the component \( O_{att} \).

In formulating a general spatial query description, we first consider the use of spatial predicates and attribute predicates. Three different spatial predicates can be given: (1) spatial predicate over an \( AoI \), (2) topological, and (3) geometric. The topological and geometric predicates allow querying of spatial relationships with other spatial data in the \( AoI \). The first aspect of our specific query environment that we must address is the \( AoI \), as it forms the context for all other discussions. The \( AoI \) is the general region of concern to the user and could potentially be specified in a number of ways:

\[ \mathcal{A} = \{ O \in \Sigma P_{area}(O_{loc}) \} \]

Since there are a number of specifications for the area we represent this by the general predicate \( P_{area} \). We want to allow for the possibility of objects that may satisfy a query but whose position (bounding box) does not entirely lie in the \( AoI \), similar to the buffer
specification used in other systems [23]. So we define

\[ .A^* = \{ O \in \Sigma | O \in QR \land (O \in .A \lor (O.loc \cap .A) \} \]

where \( QR \) is the set of objects retrieved by the query.

Now that we have specified an \( .AOI \), we can formulate the two basic queries allowed—attribute queries and spatial queries:

attribute query: \( QR = \{ O \in .A^* | (O.\text{att}_k = v_k) \} \)

spatial query: \( QR = \{ O \in .A^* | P_{\text{spatial}}(O, O'), O' \in .A \} \).

The attribute query is interpreted as: Find all objects in the \( .AOI \) such that the attributes match the corresponding values in the query. The spatial query can be phrased as: Find all the objects that have the specified spatial relation to the selected object \( O \). The specific forms of spatial predicates allowed will be discussed shortly.

We have described the form of individual queries so far, but it is also necessary to allow a sequence of nested queries, \( Q_1, Q_2, \ldots, Q_n \). This is possible since the result of a query \( Q_i \) is a set of objects

\( QR, \) where \( QR_i \subseteq A \) (or \( .A^* \)).

The three object classes use the same spatial representation (bounding boxes) and so the query operations are closed. Thus, we have for nested queries

attribute query: \( QR = \{ O \in QR_i | (O.\text{att}_k = v_k) \} \)

spatial query: \( QR = \{ O \in .A^* | P_{\text{spatial}}(O, O'), O' \in QR_i \} \).

This simply means that the query can refer to the set of objects obtained by a previous query, i.e. the set of objects retrieved can be based on the result \( QR_i \) of a previous query \( Q_i \).

In order to reflect the possibility of exactly which objects are returned by a spatial query when allowing sets of objects to be related, we formulate the following query result:

\( QR = \{ O \lor O' | P_{\text{spatial}}(O, O'), O \in QR_i, O' \in QR_j \} \).

The above query formulation selects the returned result as only the objects \( O \) or \( O' \). As a result, some information is lost regarding the specific objects in the other set to which the resulting objects are related. \( Q^P \) is defined as an extension to \( QR \) that returns both the objects \( O \) and \( O' \):

\( Q^P = \{ (O, O') | P_{\text{spatial}}(O, O'), O \in QR_i, O' \in QR_j \} \).
QP is of course a different form of result set (object pairs) than the QRs that have only objects. That is

\[ QP \subseteq QR_i \times QR_j. \]

Since QP is a set of pairs of objects, the simple queries above cannot be nested with results from QP. That is, we do not maintain closure of query nesting if a QP result were used.

The types of predicates we will consider are geometric and topological predicates. The geometric predicates use either distance or positional functions:

\[ P_{\text{geometric}} (O, O') = (G(O, \text{loc}, O', \text{loc}) (\ <, =, >) \ N) \]

where \( G \) is a distance function and \( N \) is some distance value or just

\[ P_{\text{geometric}} (O, O') = (G(O, \text{loc}, O', \text{loc})) \]

where \( G \) is a positional function which is Boolean.

For distance functions based on the bounding box, the distance can be based either on a centroid-to-centroid or boundary-to-boundary measure. For the latter, the semantics of the query might require either nearest or farthest boundary measures.

The topological predicate describes relationships among neighborhoods. Egenhofer [2] defines nine relationships that completely describe topological relationships among spatial entities. For the spatial data, a strong assumption is made that an IOL is has been selected to localize a search region. A boolean value is used to determine spatial relationships among spatial entities. All spatial entities that are evaluated true with respect to the topological relationship are added as a query result. The topological predicates we can specify are again based on \( O, \text{loc} \) as formulated from the bounding box:

\[ P_{\text{topological}} (O, O') = (T(O, \text{loc}, O', \text{loc})) \]

where \( T \) is a boolean function representing typical topological functions that can be used, such as totally contains, intersecting, and non-intersecting.

5. Implementation of Spatial Query Framework

The GIDS serves as an object-oriented database server that allows objects to be accessed via a Java applet. More detailed discussion on the GIDS can be found in Chung [24]. GIDS hosts several different data types: vector, raster, text, multi-media, industry standard images, and temporal.

Raster, text, and a large portion of the vector data are based on the National Imagery and Mapping Agency (NIMA) standards. A triad of mapping data, namely vector product format (VPF) [25], raster product format (RPF) [26], and text product standard (TPS) [27] are disseminated by NIMA to military users. Each format is produced to serve a specific purpose to military users. Vector data are used for analysis and for providing more control over display, i.e. display can be decluttered compared to raster
display. On the other hand, the raster data are used primarily for situational orientation. Text products provide textual descriptions concerning hydrographic and aeronautical information.

VPF is designed to support large geographic databases using flat files or a relational structure. VPF specifies a geo-relational framework based on a vector data model. This format has the most complex specification among the triad. Most VPF products are digitized from scanned-in paper maps, air photos, satellite data, etc. The uses of VPF include: (1) distribution of cartographic data products, (2) direct query capability, and (3) data quality monitoring and recording. Three basic types of information specify VPF data: non-spatial properties (attributes), geometric properties (coordinates), and topological properties (connectivity and contiguity relationships). A spatial entity in VPF is at a feature level. Four types of features are used: point, line, area, and text. An overview of VPF and topology is discussed in Chung [28]. A discussion of conversion from flat file structure to object-oriented format for VPF is provided in Arcuur [29].

RPF is a standard database structure for arrays of pixel values. Both compressed and uncompressed forms of raster data are available. RPF data is generated from scanned charts as well as SPOT imagery. An RPF image is defined by frames. Each frame is sub-divided into subframes and each frame and subframe represents a specific geographic region covering an area specified by four corners of a rectangular boundary. Every subframe has a pixel array that provides color index, value or intensity for each corresponding pixel location. Figure 4 shows an example of the display of both VPF and RPF data types for the Persian Gulf region. Vector plots of shorelines, islands, rivers and currents are also shown in this example. We emphasize here that data are not integrated merely at a visual level; all data displayed, regardless of format, can be queried regarding attributes, metadata, etc.

Figure 4. Integrated VPF and RPF data
TPS is the third NIMA format that provides digital textual description of hardcopy publications published by NIMA, e.g., *American Practical Navigator*. The format of TPS is paragraphs with associated figures and tables using standard generalized markup language (SGML). The content of TPS is used as a secondary information source to augment paper or digital charts. Every TPS product has an indexed gazetteer that provides relationships among name, geo-location and paragraph location within the document. The indexed gazetteer is the main link that is used in generating geo-referenced TPS object data.

The GIDS can currently host video files (mpg, avi, and mov), audio files (wav), and industry standard image (jpg and gif) formats. Each of these multi-media data sources is referenced to a certain spatial region. For example, GIDS has an audio clip of Hurricane Fran that hit North Carolina in 1996 that is referenced to the spatial location of North Carolina. Figure 5 shows the use of 'T' symbols on a vector map that represent the availability of temporally registered data for particular geographic locations. Clicking on one of the symbols brings up a web browser in which the available text is displayed. This figure also shows an avi file of the currents for the area. Figure 6 shows a variety of multi-media data, including coastal surveys and space shuttle imagery.

Temporal data persisted in GIDS are collected by the Field Research Facility in Duck, North Carolina. The temporal data spans over almost two decades, from 1980 to 1999. Each time-varying information set was collected by sensors that record changing waves, winds, tides, and currents [www.frf.usace.army.mil]. These temporal data are referenced spatially by the sensor’s location. Also, each sensor has a reference to the time-varying information it records.

All the data that GIDS currently has persisted have spatial reference. Each of the data sets has a spatial access mechanism embedded in its class hierarchy. Two factors
determined the design of the spatial access mechanism in GIDS: balancing the tree, and ease of access. In other words, for the multi-media data sets, a global spatial access mechanism is used to spatially index the multi-media data. Due to the complexity in the VPF data organization and the volume of data, a spatial access mechanism is embedded within each thematic layer [30].

In dealing with multiple data formats and data types, one of the primary issues deals with the integration. In GIDS, spatial data integration is achieved by the use of a spatial access mechanism as shown in Figure 7. For each data type, its data structure is implemented according to the specification. However, each data type class hierarchy always contains the spatial access mechanism as one of its instance variables to index spatial objects.

5.1. Spatial Query Over AOI
An \textit{AOI} specification can be created in one of three ways (refer back to Figure 2 for illustration): (1) specify origin and corner location (a diagonal of a rectangle), (2) specify a center location and a radius, and (3) specify a location with horizontal and vertical distance from that location. Using one of the three methods of specifying an \textit{AOI}, the spatial query is evaluated by using a quadtree. The following method is executed to perform the spatial query:

\begin{verbatim}
quad returnSetOfIntersectingFeatures: aRect.
\end{verbatim}

A \texttt{quad} is an instance of Spatial Data Manager that manages the spatial index, namely a quadtree, and \texttt{aRect} is the \textit{AOI} specified by a user. The use of polymorphism allows
each class of data to respond to a quad query, thus allowing us to deal uniformly with heterogeneous data types. A quadtree is implemented as the SAM for each data set in GIDS due to its simple and intuitive design [3].

The method returnSetOfIntersectingFeatures: aRect uses an intersect method to determine if a bounding box of a spatial data set and a cell intersect. All cells that intersect the bounding box of a spatial data set are candidates for the requested spatial query. A path of all the intersecting cells should be along one branch of a quadtree. Since data is stored in a features collection, the spatial query returns all elements in the features collection of each intersecting cell. Remember that only one quadtree is used for all three data types (VPF, RPF, and TPS). The features collection maintains all VPF, RPF, and TPS data. All spatial query predicates can be applied to each data type independent of the dimension, shape, and semantics.

A spatial search always begins at the root of a tree. This search strategy is not optimal nor efficient considering the general access in a geographic information system (GIS) environment. That is, users typically start from an area and ‘zoom in’ and ‘zoom out’ needing to access only one branch or sub-branch of a quadtree. Search and retrieval performance can therefore be improved by leveraging this access paradigm. Cobb [31] provides a discussion on approaches to improve performance by using a splay tree. Alternatively, a ‘working root’ can be defined as the cell that contains spatial data in features and is a parent to all other cells that intersect the AOR.

The query model is not limited to a static set of a priori identified datasets. For example, Figure 8 shows a list of available data sources (the Add Feature: window) in
different formats that can be integrated into previous query results displayed on the map. A completely new data source can be selected, or this option can be used to add new types of features from a previously used source. The integration of the data types over AOI through the quadtree is the concept that makes this feasible.

5.2. Topological Spatial Query Predicate

Currently, only the intersect relationship among objects is implemented. Two object types are assumed to determine the intersection relationship. Two-stage intersection computation is executed: MBR, then object geometry. An approximate intersect relationship is first imposed on the MBRs by the virtue of a spatial query over an AOI using a quadtree. As a retrieval from a quadtree is in process, each object that is within the AOI must be tested to determine if the object is one of the object classes specified as a part of the query criteria. Only those objects that are of the object classes are retrieved.

An MBR intersection does not guarantee actual object intersection by the pure definition of MBR. Therefore, the geometry of each object is used to determine actual object-to-object intersection. Each object group can be of different object types (i.e. among RPF, TPS, and VPF) or a result of any previously executed query result.
5.3. Geometric Spatial Query Predicate

Two geometric relationships regarding the distance metric are implemented: within and greater than. These relationships are mutually exclusive. The upper-bound distance for greater than computation is the -DOI extent. Figure 9 shows an example of the geometric query, 'find all transportation lines within 0.5 m from river lines', over the Persian Gulf region. The query, which is partially hidden in the figure, is stated completely as, 'Q3 - Q1 within distance 0.5 m from Q2', where Q1 is all transportation lines and Q2 is all river lines.

5.4. Attribute Query

Once objects that meet the specified query criteria over the -DOI have been retrieved, each object's attribute can be readily accessed based on the data encapsulation property of object-oriented technology. Two steps are involved in evaluating any query that specifies attribute constraints. First, all object types within the -DOI that are specified as query criteria must be retrieved from the quadtree. Secondly, each retrieved object must be evaluated to determine if the specified attribute condition is met or not.

Remember that only VPF data have attributes. A VPF object at an abstract class VPFFeature maintains attribute information as part of its state information. Therefore, we can inspect the attribute information for all previously retrieved VPF features.

Figure 9. A geometrical query of transportation lines within 0.5 m from river lines is displayed
Query processing at the attribute level implies querying at a feature level. Each feature has attributes and values associated with each attribute for that feature. Thus, attribute query is an analysis at a feature level. A sample is 'Find all bridges within the specified AOI that can be used as a pedestrian walkway'. A pedestrian walkway is a value (17) of an attribute transportation usage category (true). Another example of an attribute query is illustrated in Figure 10. In this case, circulation currents are shown in a vector, or 'hedgehog' plot, while ranges of values in knots are differentiated by a colorscale. This example also demonstrates the significance of the visual representation of query results related to spatially registered data.

5.5. Nested Query

The query model developed has the capability to allow the construction of complex queries from simple queries. It is believed that users ask simple questions, then use these simple questions as building blocks to create complex queries. Therefore, it is important to be able to maintain a working set of previous queries.

In order to manage and maintain each query and its results, query indexing is necessary. In other words, each query and its results must be indexed to be readily accessible. To allow query nesting, the following minimum information regarding each query must be maintained: query criteria, a query result of object type 1, and a query result of object type 2. For relative queries such as geometrical or topological, at least two object types are required, e.g. transportation lines (object type 1) that are within 20 miles of river lines (object type 2). This information is maintained in a list. Therefore, each query is implicitly indexed by its position in the list. With this information, any user
can readily formulate a complete query criteria when making a nested query based on previous queries. Secondly, the query results do not have to be recomputed, which provides overall performance improvement. As spatial objects in the $AOI$ are searched, a parallel query on each object continues relative to the scale and attribute constraints. Those spatial objects that meet all the constraints are retrieved. Once the objects are retrieved, further query continues at an object level. In other words, through polymorphism, each object is capable of responding to certain requests. Based on the implementation of the object behavior, each object would respond appropriately to requests such as display. An implementation of the spatial query model is summarized in Figure 11.

Our spatial query processing begins by specifying an $AOI$. This $AOI$ is specified as an MBR. The specified MBR is sent to all the quad trees of all the different data types. All the objects that meet the spatial constraint are then evaluated against the scale specified by the user, followed by the attribute constraints. Once all the objects that meet the $AOI$, scale and attributes are retrieved, further query such as topological or geometrical queries are processed, if desired. Any query beyond the initial $AOI$, scale and attribute query is considered as part of a nested query.

Thus, from the spatial data domain and the design of the GIDS, spatial query processing is achieved through a parallel evaluation of the $AOI$, scale, and attribute constraints as the spatial search continues on a SAM. Once the spatial search finishes over the SAM, relative and behavioral (polymorphic) queries can be continued on those spatial objects that met $AOI$, scale, and initial attribute constraints. Nested queries use the query results as arguments for the relative comparison and computation. Further attribute constraints can be imposed on those spatial objects that met previous query requirements.
6. Conclusion and Future Work

An object-oriented approach is recognized as one of the most promising techniques for modeling complex data such as spatial data. In querying multiple heterogeneous data sources, the inherent properties of an object-oriented approach, i.e. data encapsulation and polymorphism, allow for flexibility in achieving a data-driven approach of query processing. A formal model of spatial querying requires three parameters: AOI, scale, and attributes. An initial search is conducted over the spatial region. As the spatial search continues, a parallel evaluation of the scale and attributes is performed. Due to the polymorphism and data encapsulation properties of the object-oriented approach, relationship (topological and geometrical) and behavioral queries can be further evaluated.

We are examining approaches to extensions of predicates to allow linguistic expressions such as

'...about 5 kilometers ...'

'...slightly overlapping...'

The approach we have been considering for the semantics of such applications involves the use of fuzzy logic [31]. Figure 12 shows the extensions and future work that are anticipated.
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Abstract

In this paper we present a complete approach for the conflation of attributed vector digital mapping data such as the Vector Product Format (VPF) datasets produced and disseminated by the National Imagery and Mapping Agency (NIMA). While other work in the field of conflation has traditionally used statistical techniques based on proximity of features, the approach presented here utilizes all information associated with data, including attribute information such as feature codes from a standardized set, associated data quality information of varying levels, and topology, as well as more traditional measures of geometry and proximity.

In particular, we address the issues associated with the problem of matching features and maintaining accuracy requirements. A hierarchical rule-based approach augmented with capabilities for reasoning under uncertainty is presented for feature matching as well as for the determination of attribute sets and values for the resulting merged features. Additionally, an in-depth analysis of horizontal accuracy considerations with respect to point features is given.

An implementation of the attribute and geometrical matching phases within the scope of an expert system has proven the efficacy of the approach and is discussed within the context of the VPF data.

Keywords: conflation, deconfliction, rubber-sheeting, digital mapping, VPF, object-oriented

1. Introduction

Conflation is typically regarded as the combination of information from two digital maps to produce a third map which is better than either of its component sources. The history of map conflation goes back to the early to mid-1980s. The first clear development and application of an automated conflation process occurred during a joint United States Geological Survey (USGS)-Bureau of the Census project designed to consolidate the agencies' respective digital map files of U.S. metropolitan areas [20]. The enormity of the task warranted an automated computerized system, the realization of which provided an

1Current affiliation is the University of Southern Mississippi, Department of Computer Science and Statistics, Hattiesburg, MS 30406-5106.
2Current affiliation is Entergy Spatial Analysis Research Laboratory, 1430 Tulane Avenue, New Orleans, LA 70112.
ution for much of the theory and many of the techniques used today. Since vendors, including commercial GIS vendors, have implemented conflation tools.

Conflation of maps is a complex process that must utilize work from a wide range of technologies, including pattern recognition, statistical and graph theory, and a variety of heuristics that hardcopy cartographers have used for decades to enhance the information content of paper maps. If maps typically is needed because: (1) users wish to update their mapping without losing legacy data which may not be included in the new information; (2) the data may be more accurate with respect to, e.g., positional or attribute values; (3) one map source contains information missing in another, such as features, attribute values or even entire coverages. Our motivation for this is that all three of these reasons and represents an effort to more fully utilize spatial data as well as spatial properties in an "intelligent" type of system that mirrors the way that human experts would manually conflate mapping.

The section provides background information on the steps involved in Section 3 introduces the issues associated with map conflation and presents our the problem; the section deals specifically with the issues of feature conflation (removing conflicts between matching features), and positional elements, and includes our complete conceptual design for conflation. It also contains implementation work on feature matching, and Section 5 follows with a summary and indications of future work.

And

A multi-step, iterative process that involves positional re-alignment of maps, identification of matching features and positional and attribute conflicts in positively identified feature matches. This section contains background on the traditional ways in which these processes have been performed.

Sheeting

A map conflation involves a process commonly known as rubber-sheeting, in which two maps are iteratively brought into alignment, or registered to each other. A rubber-sheet transformation is a mathematical function from one map to another, preserving topology in the process [13]. This technique is derived from the logical analogy of that of stretching a piece of rubber to fit over another (e.g., [8], [17]), one of the source maps is taken to be the base map and the second map is aligned.

Sheeting techniques typically subdivide the map areas into triangular-shaped regions and a term that can refer to either the actual triangular regions or the
method that is used to generate the regions. One such triangulation method is the Delaunay triangulation, considered by some to be the “best” triangulation for rubber-sheeting. Gillman [13] provides a discussion of well-defined triangulations, of which the Delaunay triangulation is one, along with properties of the Delaunay triangulation that make it especially suitable for rubber-sheeting techniques. Two characteristics distinguish the Delaunay triangulation: (1) no vertex other than the three forming a triangle are contained within the circumcircle of that triangle, and (2) the minimum angles of the triangles formed are maximized [16]. These characteristics imply that fewer long, thin triangles are formed. This is desirable because the absence of such triangles leads to better results in rubber-sheeting.

Additionally, the Delaunay triangulation is both locally well-defined and therefore, also globally well-defined. For locally well-defined triangulations, it can be determined whether any three points form a triangle independently from the remaining set of points. This property implies the condition of globally well-defined triangulations in which the formation of the triangles is not dependent upon the order of processing of the points. In conflation, it is crucial that a well-defined triangulation be used in order to guarantee a unique triangulation of the input for defining the rubber-sheet transformations. Figure 1 shows an example of rubber-sheeting using Delaunay triangulation. In this figure, solid lines represent the triangulation of the base map, while dashed lines represent the
of the rubber-sheeted map. Lighter points are the original rubber-sheet
darker points are the new stretched points.
ive for conflation is to form identical triangulations over both the base and
map. Triangulation is first performed over the base map on a selected set of
for each triangle in the base map, a corresponding triangle is created in the
map. Transformation coefficients that determine scaling, translation and
on-matched points within a single triangle are derived upon the formation of
These coefficients are used to reposition features during rubber-sheeting.

feature matching

e create corresponding triangles in the rubber-sheet map, we must be able to
within a certain degree of confidence, points which are identical between the
known as feature matching. Feature matching, as the name indicates,
identificaiton of features from different maps as being representations of the
entity. This is illustrated in figure 2 with a snapshot from our application
ctured are coverages from two libraries within a VPF product showing two
which appear to be separate representations of the same railroad. Attribute
ailable in the attribute editor windows along the sides indicates that
identical, the information is not contradictory either. For example, while
ry for one is given as "main line," railroad category for the other is simply

feature matching results are imperative for rubber-sheeting. Match criteria for
system must be explicitly defined, and can include properties related to
ures, geometry, topology, graph properties, neighborhood groupings and
arity. Rosen and Saalfeld [19] describe a feature matching process in which
are first matched, followed by the matching of lines (1-cells) and areas

[1] presents an iterative process of conflation in which feature matching is
performed first according to the strongest set of criteria and progressing to the weakest. After matches for each iteration are identified, the maps are aligned via rubber-sheeting techniques. The matching process is then repeated. When this process for a given set of criteria finds no matches, the next weaker set of criteria is used, etc. The conclusion of Saalfeld's discussion is that proximity is a necessary, although insufficient, condition for feature matching. Local configuration measurements, such as the spider function [19] and the degree of a 0-cell, are also used to increase the probability of obtaining correct matches.

Rosen and Saalfeld [19] present a taxonomy of feature matching criteria and include the concepts of dependent and independent criteria, as well as topological, geometrical and configuration-based tests. While this work is extremely important in identifying match criteria for the Bureau of the Census project, our problem differs from theirs in at least two ways. First, the maps used at the Census Bureau for conflation were very similar in content and scale, consisting primarily of road networks of metropolitan areas. In contrast, we are concerned with the more general ability to conflate map coverages of widely varying scales and applications. Also, the number of repeated features could vary greatly depending upon the similarity of the map coverages being merged. For example, the combination of earth cover with vegetation coverages would most likely have many repeated features, while the combination of earth cover with cultural coverages would have very few. Second, little or no attribution was available for use in the conflation process for the Census Bureau project. However, there now exist vector data which are highly attributed, and we believe that the incorporation of the attribute data into the conflation process can greatly enhance the quality of the resulting product.

3. Approach

While our approach to conflation is in general applicable to any attributed mapping data, for implementation purposes we have concentrated on VPF data, due to its rich information content and widely varying application. In order to more fully illustrate our approach, we first present an introduction to the relevant properties of VPF.

3.1. Vector Product Format (VPF)

VPF provides a standard relational format and organization techniques for large geographic databases based on a geo-relational vector data model. VPF allows for the representation of collections of different geographic entities. These are expressed as products that contain source data from maps, air photos, satellite data, etc. A product specification is derived from individual conceptual designs together with the VPF standard. Some of the possible uses of VPF include: the distribution of GIS or cartographic data products, direct querying, and data quality monitoring and recording.

3.1.1. Data model. The foundation of the VPF data model is a hierarchical directory/file structure arranged in the manner shown in figure 3. A VPF database is a directory that
Database Directory
- VPF Library Directories
  - VPF Coverage Directories
    - VPF Coverage Attribute Tables
    - VPF Coverage Feature Tables
    - VPF Coverage Tiles Directories
      - VPF Coverage Primitives Tables

Directory Structure.

Each library has a predefined geographic extent and each library directory has coverage subdirectories. All of the data within a thematic (e.g., transportation, vegetation) and topologically related primitive information included in the tile directories, together with the tables, provides physical representations of geographical structures.

Types of information are used in VPF: entities (features), their locations, their properties (attributes), and their interactions (relationships). Each possesses a location and related properties, and is subject to various types of other entities. Self-describing metadata is also used to provide data and information.

Five types of primitives: entity nodes (point features), edges (line and area connected nodes (line and area features), faces (area features), and text (text metric primitive information is contained essentially in four types of tables: edge tables, ring tables, and face tables. Information for the single primitive, text, is stored in text tables. Each VPF table consists of a table ring metadata concerning table and column definitions, a row identifier, and

- stores references to its start node, end node and neighboring edges and faces
- stores the ID of its defining ring
• Each ring stores an associated face ID and a starting edge
• Each node stores its containing face

Figure 4 illustrates these topological concepts.

3.1.2. Production process. The VPF specification is used in the production of various database products such as Digital Nautical Chart (DNC) [4], World Vector Shoreline Plus (WVS+) [7], Vector Smart Map (Vmap) [6] and Urban Vector Smart Map (UVMap) [5]. These products are primarily used for GIS analysis, navigation and tactical operations. Intended uses of the products drive design decisions regarding accuracy requirements, and feature class and attribute inclusion, among others.

Many of the VPF products are derived from hardcopy sources such as maps and charts. For example, DNC is based directly on hardcopy Harbor, Approach, Coastal and General NIMA charts, each of which becomes a separate library in the digital product. Additionally, WVS+ includes information from Digital Landmass Blanking data, Operational Navigation Charts, Tactical Pilotage Charts, Joint Operations Graphics and others. Information from image sources is also used for some VPF products. NIMA provides an extraction guide for each VPF product that gives guidance on feature extraction issues such as minimum portrayal criteria, default attribute values, collection of text, and representation (point, line or area) of collected features, as well as numerous miscellaneous details.

Use of the extraction guidelines minimizes inconsistencies within a product by limiting the need for application of judgment calls during the extraction process. However, within the production of a single product, and certainly among the production of multiple products, random variabilities and perhaps even inaccuracies in the resulting product are inevitable due to the inherent inexact nature of the process. These present serious considerations for our work and represent much of the uncertainty for which some accounting must be made.

![Diagram](image)

*Figure 4.* VPF's winged-edge topology.
active regarding conflation for this project comes from the fact that many VPF
data already exist and are in field use, while more are in the prototype stage and
in production. As noted previously, all VPF products are designed to assist
performance of specific tasks such as navigation or mission planning. It is
however, and perhaps impossible, to produce a new digital product for every
furthermore, because the existing products are designed for specific goals,
monotonously with respect to properties such as scale and feature class attribute
of VPF data concerned with goals other than those that specific products
and to meet can benefit from having the “best” information for a given area as
all possible VPF sources. This is a much more desirable approach than trying
new VPF product for each newly discovered vector data need. For example,
analysis of a coastal region may be performed through combining, say,
way information from DNC with vegetation information from VMap.

Matching

One of feature match criteria is a process by which evidence must be evaluated
and a conclusion drawn—not one in which equivalence can be
determined. For example, fuzzy concepts such as “closeness” or “similarity” of attributes and feature groupings are essential for determining
after all, if all feature pairs matched exactly, or deviated uniformly according
trees, there would be no need to conflate the maps!

Matching can be considered as a type of classification problem. That is,
to determine whether one feature belongs to the same “class” as another; in
class is very restrictive—component members must be believed to be
is problem can be handled through theories of evidential reasoning
such as fuzzy logic [22] or Dempster–Shafer theory [21]. These theories
provide likelihood measures for questions based on available, though not
exclusive, evidence. For example, in feature matching, the question we must
“Based on the available evidence, what is the likelihood (or probability)
A from map coverage 1 represents the same entity as feature B from map

There is a theory of reasoning under uncertainty that is based on fuzzy sets [22].
Traditional crisp sets in that elements are assigned a value by a
function that represents the degree to which the element is believed to belong
to a fuzzy set, rather than simply belonging or not belonging to a set. Elements may
or multiple fuzzy sets with varying degrees of membership.

The fuzzy sets is consequently applicable to natural language concepts such
as “large,” “tall,” etc., where rigid set boundaries are difficult to establish. For example,
would agree that a 6'6" male would belong to the "tall" set. Many, though fewer,
that a 6'1" male would also belong to the set. However, when the values fall to
of "tall" range, there would probably be much more disagreement about inclusion
in the set. For traditional sets there would have to be a hard threshold, for example, 6'0", below which no elements would be included. However, it seems slightly illogical that a 6'0" male would be considered tall, while a 5'11.5" male would not. Fuzzy sets allow one to intuitively model situations such as this where some overlap between sets is a natural occurrence.

Dempster–Shafer theory is a method of inexact reasoning based on the modeling of uncertainty as a range of probabilities. It provides representations for the degree of belief in evidence (belief that supports a hypothesis), as well as the degree of disbelief in evidence (belief that refutes a hypothesis) and the nonbelief (neither belief nor disbelief). That is, it not only supplies results regarding the belief that two features are the same, but it also provides a representation of how much it is disbelieved that they are the same, along with the degree to which there is no evidence either way.

Our approach to feature matching draws from aspects of both fuzzy set logic and evidential reasoning. In particular, the assignment of matching scores for linguistic attributes is directly motivated by work in modeling linguistic variables by the use of fuzzy sets. For example, we need to be able to determine the semantic similarity of an attribute such as road surface type which may have a value of "hard" for one feature and "asphalt" for the potential matching feature. Obviously, the semantics of the two are not strictly equivalent, but neither are they contradictory. Likewise, the idea of combining scores from the different components of feature matching to arrive at a single matching score is very similar to techniques for the combination of evidence used in evidential reasoning. Details regarding our particular approach are provided in Section 4.

Our approach to feature matching employs a hierarchical rule base. For now, we will limit the discussion to feature matching between databases of the same or very similar scales. Figure 5 shows graphically the steps involved.

Each stage represented in Figure 5 contains a database of rules based on the set of criteria for that stage. These contain information from many sources, including the product extraction guidelines and data quality information, to name a few.

Before the feature matching process begins, a pre-processing step is performed to unify features which logically are parts of a single feature but have been segmented as part of the production process. For example, a single road in a VPF product may actually be represented by multiple line features, each comprising a segment of the road. Because
component features defined by a product for a geographic entity may
ten from that given by a different product, we believe it is essential to our
capabilities to identify cases such as this and unite the various feature
t heir logical composite before attempting to discern possible feature

seen in the figure, the process begins at stage 0 by finding a candidate set of
feature from those in the complementary database that are geographically
“closest” feature and the one being matched are then compared according to
Attribute Coding Catalogue (FACC) feature code (a five-character code
identifies feature types), representation type (point, line or area) and
value sets. At each stage in the matching process, a check is made to assess
which has been determined to a specified probability, e.g., 90%, based on the
reasoning system. If so, the results are displayed and the user is allowed to
continue results, or override them.

part of the Digital Geospatial Information Exchange Standard (DIGEST) [9]
a listing of common sets of features, their attributes and standardized
and in FACC, unique five-character alphanumeric codes are used to identify
or classes. The code is hierarchical in that the first character identifies the
cat, the second character identifies a subcategory, while the third through fifth
characters identify features within the subcategory. For example, the feature code
notates the specific feature type “timber yard” with the category A of culture
geometry M of storage.

dicates are uniquely identified by three-character alphanumeric codes, and
ranging from 0 to 999 are used to represent attribute values. For example,
accuracy is represented by the code ACC and an accuracy value of approximate
by the integer 2. In addition to encoded values, some attributes are allowed
real, integer or text string values.

products’ use of the FACC feature codes is exploited in stage 1 of the feature
cess. Ideally, the first stage would be to find features with identical feature
cer, if this is not possible, then we consider relaxing the matching constraint
bles to include only the category and subcategory portions.

feature codes are determined to be the same or similar, then the set of
their values is examined. The set of attributes can be different, and for the
only category and subcategory matches are made, are almost certain to be
never, often different features within a subcategory have overlapping sets of
example, within the culture, storage subcategory, many different feature
the attributes Angle of Orientation, Aids to Navigation, Height Above
, Width and more. For this process, we believe that strict equality of the
not be used as matching criteria since the assignment during the production
even the collection of such values beforehand is somewhat subjective,
ose or fuzzy measures of equality are used.

attitudes with a more detailed analysis of the feature pair. Selected neighbors and
positions are investigated. Similarities or dissimilarities are considered as part
of the evidence for or against the hypothesis of equivalent features. Considering this first for 
et entity nodes (points which do not represent the intersection of edges), we must investigate 
properties such as absolute position, positions (distance and direction) relative to nearby 
features that have already been determined to be matching features, as well as similarities in 
general neighborhood patterns. For connected nodes (nodes that represent the intersections 
of edges), geometric considerations include the directions and lengths of intersecting edges 
(including the spider function). Orientation and length of line features, as well as similarity 
in size and position of bounding boxes are used. Similar criteria are used for area features, in 
addition to the equivalence of values representing the contained area of each.

The final stage analyzes the topology of the two features at the lowest level of topology 
supported by the component databases. For products utilizing winged-edge topology, 
topological connectives of matching feature candidates can be checked for similarity. This 
can include, for example, left and right edges and left and right (adjacent) faces of edges 
for line and area features, or the containing face of point features.

Somewhat related to this subject is the work by Egenhofer, et al. [10] on the assessment 
of topological inconsistencies among multiple feature representations, i.e., features 
represented at various scales. The central premise of the framework presented in the 
paper is that topology, as first-class geographic information, must be preserved for any 
representation of the data, and that human identification of matching features relies more 
on the topological structure of the data than on its representation.

The framework is structured on the assumption of *monotonicity* of topological similarity 
under a generalization operation. That is, both the individual topology of each object and 
the topological relationships between objects must either remain unchanged or decrease 
in complexity when generalization is performed. The concepts of *object similarity* and 
*relation similarity* are used to determine topological consistency between levels of feature 
representations.

We believe that topological information, and in particular the idea of topological 
consistency, is a significant component in the determination of a solution to the feature 
matching problem.

Discussion so far has been based on a hierarchical approach of finding a candidate set 
and working against the candidate set under different constraints, such as attribute 
equivalence or similarity and neighborhood geometry. However, to insure the integrity of 
the feature matching process, an iterative procedure over the candidate set must be 
considered. The hierarchical rule-based approach considers the strongest criteria first 
and progresses to the weakest criteria to improve the likelihood of a match. Similarly, 
members of a candidate set must be considered iteratively to increase the likelihood of 
finding correctly matched features. This can be considered to be a part of the hierarchical 
process described above.

### 3.3. Feature deconfliction

While rubber-sheeting and feature matching processes deal with the difficult problems of 
map registration and identification of equivalent feature pairs, the next step is just as
of more—the resolution of the matched feature pair representations and one representation and one consistent set of attributes. Feature deconfliction or the process of unifying all parts of a matched feature pair into a single are. Just as for the matching process, there is no simple solution to this one of the considerations that must be taken into account include the respective tool data at all levels (e.g., feature, coverage, library, product), cartographic during source production, and intended uses of both source products and the unit.

It discusses the three types of error in matching theory, as well as the ad detection of each. These errors are:

1. a map feature is identified as having a match when in fact it does not. A feature is correctly identified as having a match, but its matching feature is not selected; and
2. a feature is identified as not having a match when in fact it does.

The occurrence of a false negative is the most benign, and, as Saalfeld correctly points out, occurs in the early to intermediate stages before all matching criteria are included. Occurrences of false positives and mismatches in the early stages are serious because they can precipitate more errors and usually cannot be fixed. To the three erroneous cases listed above, two possibilities for matching are: (1) a feature's correct match is identified, in which case we call the match a one-feature, or (2) a feature is correctly identified as having no match. Special must be taken in determining the most appropriate way of dealing with this which we call one-feature. The obvious options, of course, are to either feature from the final map or to include it as is.

Whether to include the feature or not, the factors of scale and intended use of the product must be evaluated. For example, feature collection criteria for VPF outline specifications for a minimum portrayal size below which no features are allowed, except under certain circumstances, such as extreme sparsity of features in a, because each VPF product, as well as the conflated product, has an intended use that must consistently screen for features which would detract from, rather than enhance, the information content of the map based on its purpose.

If a feature is included as a part of the resulting map, then the one-feature is added to the available information from the original map. However, there may be other issues involved. For example, consider the case of having neighboring features repeated features such that the information of the repeated features is a conflict. There is a possibility that the repeated-feature and the one-feature coincide, intersect or overlap. Since the VPF standard [3] does not allow any nodal, intersecting edges without connected nodes, or overlapping faces, it is possible to envision a case where new primitives must be created to support the wingedge [1].
Our approach to resolving attribute and location conflicts for repeated features utilizes all available information regarding data quality for each product. The VPF standard [3] has provisions for data quality information at various levels of coverages and detail. The basic repository of such information is the data quality table. This table is used for storing both standard (within the table) and nonstandard (external) information. Data quality tables typically include information regarding source data, positional and attribute accuracy, including absolute horizontal and vertical accuracies, as well as information on the logical consistency, completeness and resolution of the data. Data quality tables are allowed at the database, library and coverage levels, depending upon the applicability of data quality characteristics to ranges of data. When such tables are defined at multiple levels, data residing at the lower level has precedence. Additional producer-defined files are also allowed as needed to document data quality information.

Lineage information is considered nonstandard, and as such is stored in an associated narrative file. This information is provided to document decisions made by the data producer that affect the fitness for use of the data. Examples include processing tolerances and rules concerning the interpretation of source materials. All lineage information available for the source is also included.

Data quality coverages are another way this type of information is provided. These coverages are composed of areas, each of which is assigned a specific set of quality characteristics through the use of attribute tables, standard data quality tables, and optional user-defined relational tables. Finally, data quality information can be provided at the feature level as attribute data.

Obviously, all of the provided data quality information is valuable in determining both appropriate attribute values and feature positions for the conflated product. These facilities can also be used to document the effects of the conflation process on the quality of the resultant data. However, in spite of the adequate provisions of VPF for documentation of such information, it is possible that individual products may not make extensive use of such facilities due to the fact that such information is simply not available. For example, one of the DMC product prototypes uses charts from the early 1900s and late 1800s as source materials. Quality of such antiquated data is difficult to analyze, to say the least.

Other problems with data quality information arise from the assignment process. For example, the VMap extraction guideline states that unless otherwise known, a default value of "accurate" should be assigned for data accuracy attributes. This is not an unreasonable solution to the issue of dealing with missing data; however, it does raise the question of how much faith can actually be placed in data quality information.

These two issues—how to deal with missing data quality information, and how much to trust the information that is present—are extremely difficult to resolve. In cases where data quality information is adequate, the process of feature deconfliction is an excellent prospect for the use of fuzzy or expert system techniques, similar to those employed for feature matching.

Deconfliction of attribute information for matched features is no trivial exercise. Many different kinds of discrepancies can occur, and often there is no obvious solution to the problem. Consideration must be made both for determining the set of attributes to support and for determining the values of the selected attributes.
Ordering simply the set of attributes related to each of the features, three cases of the sets of attributes are equivalent, (2) one set is a superset of the other, or (3) disjunctive. Case 1 is trivial; for case 2, one might choose to support only those that both features have in common, or choose the superset of attributes. Our goal is to provide as much information as possible to the user, we choose the second option. Similarly, for case 3, we take the union of the sets.

A second concern—that of determining the value to use for an attribute based on both features, but containing conflicting information. In order to determine a "best" value to use, attention must be made to items such as recency of accuracies and scale. For cases in which one feature's information is clearly more reliable, accurate, etc., the information is used for the output. For the deconfliction of two features whose quality of information is not known, a weighted algorithm is used which combines the disparate information using "believability" factors. The method of combination varies according to the type of type and meaning. For example, integers representing the lengths of a linear scale may be averaged, while integers representing discrete semantic values such as the type must be resolved differently.

Scale as it applies to attribute deconfliction is not at first obvious. The issue becomes more apparent, though, in considering a feature such as a coastline at any given scale may have a soil type of unknown, but at a large scale may be broken features, each with a specific soil type. The difficulty lies in determining where extent attribute values apply at varying scales.

The complete deconfliction system utilizing the approaches discussed in

![Diagram of deconfliction system.](image-url)
3.4. VPF accuracy: theoretical principles

VPF products produced by NIMA go through various phases from initial survey to release. As expected, each such phase allows the opportunity for inaccuracy to be introduced, whether by instrumentation or human factors. Digitizing the Future [2] states that, to make these errors known to the customer, statistical error probability values based on error distributions are supplied, thereby providing a probable maximum displacement of NIMA's estimated position from true position and a level of confidence for the product's accuracy.

NIMA defines absolute horizontal accuracy in what Digitizing the Future [2] refers to as Circular Error Probability (CEP). The classical definition of CEP can be thought of in terms of a missile being fired at a target (see, for example, [15]). Naturally, variations in two orthogonal directions can occur, and these deviations manifest themselves in two random variables \( X \) and \( Y \), often considered to follow a bivariate normal distribution. Forming \( R = (X^2 + Y^2)^{1/2} \) yields a random variable commonly known as radial error. Its distribution function \( F_R(r) \) yields the probability of a missile falling within a circle having the target as center and radius \( r \). One traditionally defines CEP as the median of this distribution, namely, that value of \( r \) for which \( F_R(r) = 0.5 \) (i.e., "the probability of the missile falling within a distance of \( r \) from the target is 50"). NIMA, however, does not restrict the definition to 0.5; this is explained fully in a subsequent section on precision indexes.

To interpret VPF CEP in these terms, consider the true position of a point (an unknown value) as the missile impact point and NIMA's estimate of this true position as the missile target. A horizontal accuracy of 25 m at 95% CEP therefore translates to the following: Given 100 points of NIMA-specified geographic coordinates, at least 95 are within 25 m of their true position.

As an aside note, a one-dimensional 100(1 - \( \alpha \))% confidence interval is an interval estimate of a scalar, and this estimate has a similar definition as the CEP. In fact, CEP appears to be the two-dimensional analog. However, a common misconception of an interval estimate, say \([a, b]\), of a scalar, say, \( \mu \), is "the probability that \( \mu \in [a, b] \) is 1 - \( \alpha \)." In actuality, the probability that \( \mu \in [a, b] \) is 1 or 0, i.e., inside or not. The correct interpretation is "if one properly samples and constructs other interval estimates in the same manner, approximately 100(1 - \( \alpha \))% will contain the value \( \mu \)." Herein lies the difference: With CEP, the circular error yields more than an interval estimate of NIMA's estimated positions.

3.4.1. Types of measurement errors. To understand the interpretation of NIMA's horizontal accuracy in the context of conflation, one must first understand the concept of error. Measurement errors may be classified generally as (a) blunders, (b) systematic, or (c) random. Blunders are the easiest to comprehend, since they are aptly named. These mistakes are usually "large" and attributed to human error such as transposing digits, careless observations, and miscomputations. Systematic errors are those errors associated with measuring devices and almost always follow fixed patterns. What remains after blunders and systematic errors are the random errors. These are characterized in terms of
If a sequence of measurements of a given quantity are made, and the separate measurements are nonpredictable, then the error is termed specialized errors are discussed by Rabinovich [18].

Determination of measurement errors is important, since each is handled differently. As NIMA provides no information with regard to systematic errors, blunders, we consider only the random component in the following.

Circular error. The random variable \( R = (X^2 + Y^2)^{1/2} \) defined previously will be studied. It can be shown (see [14]) that the probability distribution function \( F_R(r) \) has the form:

\[
\phi = \left( \frac{\sigma_X}{\sigma_Y} \right)^{-1} \int_0^{2\pi} \exp\left(-\frac{r^2}{4\sigma^2}\right) \left(1 + \frac{r^2}{4\sigma^2}\right) I_0\left(\left(\frac{r^2}{4\sigma^2}\right)^{1/2}(\frac{\sigma_Y}{\sigma_X} - 1)\right) d\phi
\]

where the integration is over \([0, r]\) and \( I_0 \) is the modified Bessel function of the first kind, zero order, since NIMA gives no indication that the two directions have inherently different variances, we may consider \( \sigma_X = \sigma_Y = \sigma \) and use

\[
\phi = 1 - e^{-r^2/2\sigma^2}.
\]

This deviation value \( \sigma \) is termed circular standard error, a precision index and a measure of error dispersion.

Precision indexes. Greenwalt and Schultz [14] define four precision indexes for errors associated with circular distributions. These values provide an error at which will not be exceeded with a certain probability. They are the mentioned circular standard error \( \sigma \), the circular probable error (CPE or circular map accuracy standard (CMAS), and the circular near-certainty error, called three-five sigma.

Standard error can be derived from equation (2) simply by substituting \( \sigma \) for \( r \), approximately 39.35%. Three-five sigma is found computationally by using 3.5\( \sigma \) represents circular probability of 99.78%; hence the alternate name circular near-error. CEP, as mentioned previously, represents that value for which half of all circular distribution will not exceed. CMAS, based on the percentage level used National Map Accuracy Standards [14] represents an error beyond which 90% defined points will not exceed.

These definitions and Digitizing the Future [2], VPF is clearly using CMAS as index. However, to be consistent with NIMA's definition, we will not reserve a probability for the term CEP.

Combinations of measurements. With the knowledge of the circular distribution of error, we now turn our attention to interpreting the accuracy of measurements.
Data conflated from various VPF products can theoretically be viewed as that part of
metrology dealing with combining the results of measurements. In Measurement Errors:
Theory and Practice [18], Rabinovich considers the situation involving a quantity A; \( L \)
groups of measurements of A; unbiased estimates of \( A, p_1, p_2, \ldots, p_L \), from each group;
where variances of the measurement in each group as well as the number of measurements
in each group are known. The problem of finding an estimate of \( A \) using the estimates from
each group has a mathematically rigorous solution. The solution involves a linear
weighted sum of the estimates (a combined average) \( x = \sum w_i p_i \) where the weights may
be based on the number of measurements or the variances within the groups. The variances
of the groups are also used in defining the variance of the combined average. Certain
exceptions (which will not be considered here) are made when the group variances are
unknown.

In the VPF context, the NIMA-specified measured positions originate from the radial
test distribution and are considered as estimators of true locations. Although we do not
know specifically how NIMA arrived at the estimate, whether by taking several
measurements over time and computing a centroid or using estimates from a variety of
sources, by its own definition NIMA guarantees the estimators will follow a circular
distribution.

Consider the example of conflating points from two products, one with horizontal
accuracy of 75 m at 95% CEP, the other, 25 m at 90% CEP. Figure 7 provides a
representation of two estimates \( p_1 \) and \( p_2 \) of the same feature A, whose true location is, of
course, unknown. The corresponding estimators are denoted \( P_1 \) and \( P_2 \), and the conflated
estimator is \( P \), where \( P \) is a function of \( P_1 \) and \( P_2 \). (We are using estimator in this context as
a synonym for random variable.)

Several questions become immediately apparent. Based only on absolute horizontal
accuracy measurements and the estimates \( p_1 \) and \( p_2 \), how does one choose the conflated
estimate \( p \)? More importantly, what accuracy is associated with \( p \)? Does one weight more

![Figure 7: Two point representations of the same feature A.](image-url)
estimate representing the "smaller circle/variance" (25 m) or the estimate of a greater confidence" (95%)? Based on its status as a function of $P_1$ and $P_2$, does radial error distribution and thus have an associated CEP?

It's "proof" of how to choose a combined estimate indicates that, if $\text{m}(P_1) = \sigma_1^2$ and $\text{Var}(P_2) = \sigma_2^2$ are known, the weights can be selected as $w_1 = (1/\sigma_1^2)/s$ and $w_2 = (1/\sigma_2^2)/s$, where $s = (1/\sigma_1^2) + (1/\sigma_2^2)$. Due to this inversion we have that the estimate of greater variance is given the lesser weight in the estimate. Moreover, since the weights are nonrandom quantities, one may sing properties of variance, that the variance of the conflated estimator is $1/s$.

If only estimates of group variances are known, then the weights are based on measurements taken within each group, $w_i = n_i/N$, where $N = \sum n_i$. Finally of "smaller variance" versus "greater confidence" is in a sense misleading, often the case with VPF products, the same confidence level is specified for

t of circular distribution, we may determine from equation (2) the values of $\sigma_1$ and $\sigma_2$, under the assumption that the estimators $P_1$ and $P_2$ are independent.

As in Digitizing the Future [2] that "Because of the way DMA processes nation, the location and elevation of each data point can be assumed to be measured." With respect to the combined estimator $P$, Greenwald and allude to the fact that combining independent variables of radial error will yield circular error resulting from errors associated with each variable.

Consider the previously posed problem of estimated locations $p_1 = (x_1, y_1)$ at CEP and $p_2 = (x_2, y_2)$ at 25 m/90% CEP. Using equation (2) we have that

$$-r^2/2 \ln(1 - F_P(r))$$

is the natural logarithm function) from which it can be determined that $\sigma_1^2 \approx 135.72$. Using these values to form the weights yields $w_1 \approx 0.13$ and the conflated estimate would be $p \approx (0.13x_1 + 0.87x_2, 0.13y_1 + 0.87y_2)$.

The error of the conflated estimate $p$ at 90% CEP, since $\sigma_2^2 \approx + (135.72)^{-1}$, we may use equation (3) and solve for $r \approx 23.37$.

as a pictorial representation of this example.

Circles illustrates one way in which the combination of information from two lead to "better" information, at least in terms of positional accuracy. The knowledge of absolute horizontal accuracy requirements for both products allows us in some cases to refine the circular error for the conflated result to a level than that of the lesser circular error of the components—a counterintuitive the least. Of course, accuracy cannot be changed without changing the instrument.

Table illustrates all VPF horizontal accuracy values are based on 90% CEP, one may see that case of figure 9 without regard to the 0.9 probability to make some observations. In any of these cases, one would feel justified in choosing the int to lie on the line segment connecting the two estimates. Although part a indicates a problem with one or both sources since the error limits do not
Figure 8. Determining $r$ such that $F(r) = 0.9$.

overlap, this case is legitimate due to the possibility of the true location lying outside both circular buffers. Of special note, part $b$, in which the circles are tangent, tends to indicate that the point of tangency should be the conflated point. Indeed, if the circular limits were 100% CEP (an unrealistic expectation), then the true location would be the point of tangency. The remaining cases have interpretations which yield information on selection

Figure 9. Relationships between two estimates of a point feature and their corresponding circular error.
ics of the domain and the linguistic terms. The characteristics of the similarity are:

\( s(x, y) = s(y, x) \)  symmetric

\( s(x, y) = 1 \)  reflexive

For well-defined values of the domain (e.g., "own" or "other")

\( s(x, y) = 1 \)  reflexive

If a well-defined value.

example, we consider the Railroad attribute \( RRA \) (Railroad Power Source), restricted to the values (0—Unknown, 1—Electrified track, 3—Overhead 4—Non-electrified, 999—Other). The similarity table for \( RRA \) is shown in case linguistic similarity is symmetric we need only show the lower triangular of the table. Note that since 1, 3, and 4 are well-defined linguistic terms they are the reflexive value of 1 on the diagonal, e.g., \( s_{RRR}(3, 3) = 1 \). However, since 0 is a non-specific categorical values for this particular domain, their diagonal is determined to be less than 1, reflecting the potential lack of exact matching for these terms.

Most features have more than one attribute, we must also consider semantic relationships among the attributes in determining matching features. These are encoded in the expert system which return associated weights. These weights either add credence to the hypothesis of matching features, or to weaken it. As consider the Railroad attributes \( LTN \) (Number of tracks) and \( RRC \) (Railroad tie count) the rule for the relationship between the two attributes is expressed as:

\( \text{R1.Ltn} = 3 \text{ and RR2.Ltn} = 2) \text{ and} \)
\( \text{R1.Rrc} = 16 \text{ and RR2.Rrc} = 16) \)

\[ w_{RRA} \leftarrow 1.0 \]
\[ w_{LTN} \leftarrow 0.5. \]

represents the first Railroad object and RR2 represents the second. This rule expresses conflict in the values of the length attribute of the two features. We see from the resulting weight for \( LTN \) is weakened, giving it less influence than \( RRA \) in the combined matching score.

<table>
<thead>
<tr>
<th>Similarity table for attribute ( RRA ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 )</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
</tr>
</tbody>
</table>
A composite matching score is then computed from the combination of the expert system weights and the similarity table values. This score is given as:

\[ MS_{ij} = \left( \sum_{k=1}^{N} [\text{sim}A_k(F_i, F_j) \times ESW_{ak}] \right) / N \]

where

- \( A_k \) = \( k \)th attribute in both \( F_i \) and \( F_j \), where \( 0 \leq k \leq N \).
- \( N \) = number of attributes that describe both \( F_i \) and \( F_j \).
- \( ESW_{ak} \) = weight associated with \( A_k \) computed by the expert system.

4.3. Geometric analysis

The second part of our implementation work consists of a technique for qualitatively matching linear features on the basis of shape similarity. This broadens our basis for feature matching by adding a spatial component to the non-spatial attribute matching algorithm presented above.

The first step involves a pre-processing of the features to bring them into a standard position for the shape similarity analysis. Translation, rotation, and scaling transformations are applied in sequence to accomplish this positioning. Translation is performed by moving the features' starting nodes to the origin of planar axes. Then, the end nodes are rotated to the x-axis. Finally, the features are scaled so that the starting and ending nodes are equal to \([0,0]\) and \([1,0]\) respectively. These transformations allow us to more reliably compare linear features of different sizes. Figure 10 shows the results of standardizing two linear features through this process.

After the features have been standardized, a process called node merging takes place [20]. This requires all nodes from one feature to be mapped onto the other feature, and vice versa. This is performed on the basis of a node’s distance from the starting node of the feature. Consider two features, \( F_1 \) and \( F_2 \), comprised of nodes \((n_{i1}, n_{i2}, \ldots, n_{ij})\) and \((n_{21}, n_{22}, \ldots, n_{2k})\), respectively, and where the associated ratios are given as \((r_{i1}, r_{i2}, \ldots, r_{ij})\) and \((r_{21}, r_{22}, \ldots, r_{2k})\) such that \( r_{i1} = r_{i2} = 0.0 \) and \( r_{ij} = r_{2k} = 1.0 \), where \( r_i \) is the ratio of the distance from start to node \( n_i \) to the overall length of the linear feature. Then, new features \( F_1 \) and \( F_2 \) are created that each have the same number of nodes such that each node is the result of merging the features’ nodes based upon their ratios.

Given that the features are in standard position and the nodes have been merged, we begin the last phase in assessing shape similarity. This involves determining a normalized distance measure between corresponding nodes of the two features, given as

\[ Sh_{sim} = \left( \sum_{i=1}^{j+k-2} \text{Dist}(n_{i1}, n_{2j})(D_1 + D_2) \right) \]
\[
\left( \int_0^1 \|P(r) - Q(r)\|^2 \, dr \right)^{1/2}
\]
and
\[
\left( \sum_{i=1}^{n+m} \int_{r_{i-1}}^{r_i} \|P(r) - Q(r)\|^2 \, dr \right)^{1/2}
\]

then, that \((x_{pi}, y_{pi})\) and \((x_{qi}, y_{qi})\) are the coordinates of \(P(r_i)\) and \(Q(r_i)\), \(\Delta_{xi} = x_{pi} - x_{qi}\) and \(\Delta_{yi} = y_{pi} - y_{qi}\) are the measured separations of the lines at the bending points of either of the lines, then the closed form of the \(L_2\) - Distance is represented by

\[
\sum_{i=1}^{n+m} (r_i - r_{i-1}) \left( \Delta_{xi}^2 + \Delta_{xi-1}\Delta_{xi} + \Delta_{yi}^2 + \Delta_{yi-1}\Delta_{yi} + \Delta_{xi-1}\Delta_{yi} + \Delta_{yi-1}\Delta_{xi} \right) \right]^{1/2}
\]

so the mathematical exposition presented here presents the objective portion of
feature matching. The subjective portion represented by the expert system is much more difficult to capture. In response to this problem, Foley et al. [11], [12] present a web-based knowledge acquisition tool for capturing expert knowledge needed for conflation.

5. Summary and future work

In this paper we presented an approach for the conflation of attributed vector data that utilizes both spatial and nonspatial properties for feature matching and deconfliction. A rule-based paradigm is used which incorporates properties of uncertainty inherent in the conflation problem. We have given a technique for feature matching based on semantic similarities of attribute values and shape similarity of linear features. An implementation based on an expert system and the OVPF prototype and utilizing NIMA's VPF data has been performed which demonstrates the effectiveness and practicality of the method.

Additionally, a detailed study of the effect of conflation of point features from VPF products showed a process for selecting the conflated point which had a smaller variance than either of the source points. Though specific to VPF, this study could be easily extended to other vector data, due to common practices concerning map accuracy standards.

Remaining work includes full implementation of the feature matching process shown in figure 5, including an expanded set of attribute similarity tables and functions, as well as neighborhood geometry and topology matching techniques.

Table 2 summarizes the identified issues for conflation of VPF products and the approaches presented in this paper.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Matching</td>
<td>Automated, iterative matching process based on distance, FACC, representation, attributes, neighborhood geometry and topology. Implemented as a rule-based system augmented with information from product extraction guidelines, specifications and displacement hierarchy as well as a logic for reasoning under uncertainty.</td>
</tr>
<tr>
<td>Alignment</td>
<td>Triangulation of participating coverages followed by iterative alignment based on edges and nodes.</td>
</tr>
<tr>
<td>Deconfliction of attributes</td>
<td>Select &quot;best&quot; attribute set and values based on data quality. Implemented as a rule-based system containing expert cartographic knowledge and fuzzy logic capabilities.</td>
</tr>
<tr>
<td>Deconfliction of representation</td>
<td>Weighted interpolation based on accuracies and scales of sources and desired output.</td>
</tr>
<tr>
<td>Analysis of results</td>
<td>Audit trail of all decisions maintained during feature matching, alignment and deconfliction. User allowed to view history of decisions and explanations for all rule-based processing and view all source data in its original form. General guidelines for accuracy and fitness for use generated and exceptions noted.</td>
</tr>
</tbody>
</table>
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How to Build More Useful APIs
The authors faced the dual challenge of first converting a relational database to the OO paradigm, then migrating it to the Web. Here they describe the procedures and technologies they used.

An OO Database Migrates to the Web

Maria A. Coab, University of Southern Mississippi
Harold Foley III, Ruth Wilson, Miyi Chung, and Kevin E. Shaw, Naval Research Laboratory

In the past several years, object-oriented methods have found increasing application in software engineering. OO’s advocates claim that the paradigm’s features—such as inheritance, encapsulation, and polymorphism—offer programmers a flexible and naturalistic means of tackling complex software design problems. More recently, traditional databases have been restructured to take advantage of OO methods. Java’s advent enhanced OO’s benefits by providing a vehicle for running such applications across several platforms without the need for extensive cross-platform coding.

Currently, many organizations face the challenge of migrating their legacy data to smaller, more modern applications that can be distributed throughout an organization via the Web or a company intranet. The National Imagery and Mapping Agency is one such organization. NIMA is the principal and often sole supplier of mapping data for the US Department of Defense.
Originally, mapping data took the form of paper charts, maps, and satellite photos. However, in the 1980s NIMA began the tedious process of transforming their paper products into a more usable and timely digital format. Vector Product Format (VPF), a relational data model, became the digital standard for disseminating NIMA's charting and mapping data. The Digital Mapping, Charting and Geodesy Analysis Program (DMAP) at the Naval Research Laboratory, Stennis Space Center, Mississippi, was initiated to perform reviews and provide feedback on NIMA's new digital mapping prototypes.

In 1991, these reviews revealed that the relational format chosen for the data model was cumbersome and less than optimal in several ways. The problems stemmed from the difficulty in representing complex geographic data by decomposing it to fit the flat-file structure imposed by the data model. The DMAP team proposed an object-oriented data model as a possible alternative, and in 1994 secured funding to develop an OO prototype of the Digital Nautical Chart, one of the most complex VPF products. The OO prototype, Object Digital Nautical Chart, proved successful, and the team went on to develop object models and prototypes for three other VPF products. World Vector Shoreline Plus, Vector Smart Map, and Urban Vector Smart Map. The more general prototype, known as Object Vector Product Format, could import any of NIMA's VPF products distributed on CD-ROM, then convert the data into an object format for display, query, and updating purposes.

OVPF continued to evolve over the next two years through funding from the Office of Naval Research and NIMA. What had been a purely vector-based system expanded to include OO models for NIMA's two other families of digital products, Raster Product Format and Text Product Standard. RPF is the basic format for all raster products such as satellite imagery and scanned charts, while TPS provides an SGML-based standard for distribution of textual information such as sailing directions.

Our project's goal was to create a Java-based mapping client.

Planning for the Web

With the completion of the Object Digital Nautical Chart component in 1995, team members began contemplating future directions for the project. Given NIMA's role as data distributor, and considering the implications of their newly formed Global Geospatial Information and Services modernization program, we knew that electronic dissemination and remote updating of mapping data should be part of future plans for the prototype. We considered several architectures, including the Common Object Request Broker Architecture and more static Web-based methods. A demonstration in the summer of 1995 showed a simple remote updating capability based on a Web browser, Perl scripts, GIF images, and a remote human operator. Although this was a start, we knew that we wanted a much more sophisticated level of distributed operation, and the team began searching for the right direction to take to provide network-based functionality.

At that time, the Object Management Group's Corba seemed the most promising architecture for object-oriented and standard systems interoperability. Java also made its debut in 1995, giving developers with powerful new Web-based capabilities. While the team watched these new developments closely, investments in these two areas were not viable at the time, given that Corba had not yet been accepted as a standard and it was not readily apparent that Java's ultimate popularity would match its promise. Therefore, we decided not to pursue the issue at that time, but to carefully monitor these evolving technologies while proceeding with application expansion in other areas.

Opportunity Knocks

During this period, the team became involved in another project funded by NIMA's Defense Modeling and Simulation Office and Terrain Modeling Program Office. The first phase of this project involved the development of a new VPF product standard and prototype, tailored for use by members of the modeling and simulation community. This effort resulted in the Extended Vector Product Format (EVPF), which, among other things, allowed the depiction of triangulated irregular networks to represent terrain data in three dimensions. Using OVPF, project staff developed an OO model for EVPF and incorporated a prototype data set, Modeling and Simulation Extended Vector Product, into the system.

Concurrently with this work, members of the DoD modeling and simulation community devel-
 developed a conceptual model for exchanging synthetic environment information. When completed, the Synthetic Environment Data Representation and Interchange Standard model (SEDRIS) will let heterogeneous modeling and simulation systems exchange information using APIs.

In early 1997, the NIMA EVPF program manager requested that the NRL team research available OO technology for the transfer of modeling and simulation data across a network as a SEDRIS support subsystem. At that time, Corba 2.0 emerged as a fairly stable standard with promising vendor support. Meanwhile, Java exhibited a meteoric rise as the OO programming language of choice. Given these trends, we felt secure in using these supporting technologies for a full-scale migration of our ap-

lication to the Web. The “Supporting Technologies” box on pp. 28-29 provides more information on the Corba standard and the Smalltalk and Java programming languages.

**System Design**

The basic architecture of the system is shown in Figure 1. Our project’s goal was to create a Java-based mapping client that would provide display and query capabilities for a set of geographic objects (features) that would be retrieved from the Smalltalk mapping prototype acting as a server. We planned to base communication on the Corba specification. We also planned to keep the remote fetching of objects completely transparent to the end user, who would be able to manipulate the features as if they were locally stored.

The retrieval setup we decided upon provided a world map, shown in Figure 2, from which the user could select a particular area of interest. The user could choose an AOI by either selecting a location on the world map, or by manually entering coordinates to form a bounding rectangle.

From this input, the application selects and transmits a bounding box of the geographical region selected, and the Smalltalk server responds with a set of OVPF database names, as Corba string objects which contain data for that region. Once the user selects a particular database from the returned set, the system likewise returns the set of pertaining library names. Upon selecting a particular library, the system retrieves a list of coverage names. Finally, after the user chooses a coverage, the system returns the set of feature class listings. All this interaction invokes the appropriate server methods for determining geographically relevant responses. Finally, the client retrieves from the server all the features specified by the user. As opposed to previous communications between the client and the server, features returned at this stage are complex objects.

These feature objects contain both geometric (coordinate) information and attribute information. Thus, the features can be displayed both graphically and textually and can be manipulated in ways similar to those of server-based operations.

Figure 3 shows the Java client map GUI along with a set of hazard area features that were retrieved from the server application. Along the left side of the map is the set of list panes from which the user selects—and the server alternately supplies—listings for database, library, and coverage se-
tions. As Figure 3 shows, users may display, zoom in, and zoom out the feature objects.

Additionally, users can request a query window, which appears as a pop-up window beside the map. The query window displays the list of feature IDs, from which the user may select for display associated attribute information. The Select button allows users to highlight the feature on the map that corresponds to the selected feature ID in the query window.

We loosely based the client map design on the map design used in the server application. The principle difference at this time is that no editing functions are available with the client map—it is strictly for visualization and feature querying.

IMPLEMENTATION

We originally planned to build on the version of the Smalltalk application that had been integrated with Gemstone's commercial, object-oriented database management system. GSI was scheduled to release an ORB-integrated product in the second quarter of 1997. By the third quarter of '97, however, the product remained unavailable, so we decided to move ahead without it. We chose a two-phase migration, moving first from the memory-based application to a Corba server application, followed by a second step that integrated the changes with the ODBMS ORB when it became available. We began our work with SmalltalkBroker by DNS Technologies, primarily because GemStone planned to integrate this ORB into their ODBMS.

Our transformation of the original Smalltalk application into a server-based application focused on three areas:

- determining which objects should be server objects and thus have interfaces defined,
- inserting code to provide the Corba services needed, and
- generating the IDL from the existing Smalltalk classes.

First, we reviewed the set of classes that had direct responsibilities for feature-level management. Because, ultimately, the server’s job was to return a set of requested features to the client, we considered implementation of a single server class adequate for the application. Two classes emerged as strong candidates: VPFCoverage, a coverage-level metaclass, imports the features from the original VPF relational files and transforms them to a memory-resident OO format. VPFSpatialDataManager, a manager class, performs such functions as inserting, removing, and locating features in the quadtree spatial indexing structure. Because the relational import step that VPFCoverage handles would not be a consideration in phase two of the project (involving the ODBMS, which operates only on persistent features already stored in object format), we selected VPFSpatialDataManager to be the client’s server-interface object.

We made few changes to the class’s Smalltalk implementation because it already contained much of the functionality for performing the desired tasks, such as the ability to retrieve features from the quadtree contained within a specified bounding box. Our only real additions to class functionality included methods to determine and transfer appropriate database, library, and coverage names based on the client’s transmitted area of interest (in the form of a VPFBoundingBox), and the issuance of messages to VPFCoverage classes to import requested data that were not located in the quadtree. We also added Corba-specific code to perform functions such as registering the VPFSpatialDataManager object.
with the SmalltalkBroker Naming Service. Overall, these types of changes took very few lines of code to implement.

Figure 4 shows the IDL for the VPF-SpatialDataManager class, as well as some of the significant parameter types.

As Figure 4 shows, IDL's syntax strongly resembles that of C++, in which objects and their corresponding attributes and methods can be declared. As shown, the method ReturnFeaturesForAOI returns a collection of features. The byValue structures let us pass back complete copies of the features in the collection. Otherwise, the client would receive Corba object references to the objects and would have to manipulate them remotely through defined interfaces. We found this undesirable because of the client's nature as a display-and-query application. This would result in frequent system calls, which indicated that local copies of the data would be more efficient than remote message sends for acquiring pieces of feature data as needed.

Java Client

Essentially, the Corba client performs some other component's requests in the distributed application. Corba objects serve as the components that provide functionality. These objects, in turn, are specified using IDL. The system interface's specification is separate from the implementation, which lets developers make changes to the implementation without visibly altering the clients. The Corba server implements the distributed objects in the Smalltalk server, then the Java client uses them.

We developed the Corba client in Java as a standalone application using Sun's Java Development Kit. We used JavaIDL, another Sun product, for the ORB software. As the project evolved, however, we found that JavaIDL's lack of documentation hindered development. Thus, approximately one month into the development, we dropped it in favor of Visigenic Software's VisiBroker, which immediately improved client-side development time.

Because the IDL had already been gen-
erated for the Smalltalk server, we simply used the same IDL for the client, which we then compiled using the IDL compiler. The compile operation automatically generates the stub and skeleton Java code necessary to convert object references into network connections to a remote server. These references then marshaled arguments of an operation to the corresponding method invocation. Project staff then wrote corresponding Java code to fill in the skeletons. Upon execution, the method returns the results to the client application. The following code segment demonstrates how an object reference is initiated and shows a subsequent method request to return CorbaVPPFeatures.

```java
org.omg.Corba.Object obj = orb.string_to_object(ior);

Retrieval.VPPSpatialDataManager vpfRef = Retrieval.VPPSpatial
DataManagerHelper.narrow(obj);

Retrieval.CorbaVPPFeature cvpfeat = vpfRef.ReturnCorbaVPPFeature
/AreaOfInterest aoi);

System.out.println("Feature name is ", cvpfeat.dbname);
```

In the first line, the `ior` parameter is the interoperable object reference for the server object. IORs are specified by Corba as a way to provide vendor and machine-independent specifications of server objects. The IOR contains, in string format, all the information about an object that an ORB needs to locate it. The IOR is written to a file by the Smalltalk application upon creation of the server object. The Java program then reads this file and subsequently uses the IOR to initiate a server connection.

The third line of code demonstrates the actual request made to the server for the geographical features: the AOI is passed as a parameter, and the returned set of features is stored in `cvpfeat`. The user can then display and query these features locally.

Web-integrated applet

Once the standalone application worked properly, we began transforming the application to a browser-capable applet. Having the client run as a Java applet rather than a Java application required additional configurations because Web browsers impose security restrictions on Java applet's file input and output operations. To circumvent this obstacle, VisiBroker provides two utilities: GateKeeper and Smart Agent.

Essentially, the GateKeeper enables an applet to communicate with object servers across networks without violating the security restrictions imposed by firewalls and Web browsers. The GateKeeper acts as a gateway from an applet to server objects, even if a firewall restricts access. Initiating the GateKeeper simply requires that the utility, gatekeeper, be initiated on the server. Doing so triggers creation of GateKeeper's IOR file, which contains important information that enables the ORB runtime inside the applet to connect with the GateKeeper.

The Smart Agent is a dynamic, distributed directory service that provides facilities for server objects and client applications. All object implementations are registered with the Smart Agent so that when a client attempts to reference an object, the Smart Agent locates the correct object implementation. Once an object is destroyed, the Smart Agent removes it from the list of available objects. Initiating the Smart Agent requires that the osgagent utility be invoked on the server.

The resulting applet executes in the Netscape 4.0 Java-enabled browser exactly as does the standalone application, maintaining its original behavior and interface. The Netscape user is presented with the same GUI and makes requests in the same manner as described previously. The only requirement is that the server ORB continue running on the host to service incoming data requests.

Testing

At first, server and client development proceeded independently, with simple Smalltalk client and Java server code used to incrementally test the applications. This was chosen as the original development strategy because, for the most part, team members were conversant in either Java or Smalltalk, but not both. When it came time to test the Java-Smalltalk connection, however, we needed close cooperation and constant communication to fine-tune the client-server interactions.

The successful distributed application we developed proved the effectiveness of our approach and provided a foundation for a new era of research in OO digital mapping. Remaining work includes the implementation of the ODBMS/ORB-coupled server application. Another extension involves the ability to pass raster objects in addition to the vector objects already supported.

Once these tasks are accomplished, modeling and simulation users and others interested in mapping data will have access to map objects
Supporting Technologies

In our development of the NIMA EVPF mapping database, we chose several complementary technologies to convert the application to an OO paradigm and migrate it to the Web. Chief among these were Corba, Smalltalk, and Java.

Corba

The Object Management Group developed Corba as a standard for distributed objects. The OMG itself does not develop or sell software to support the standard, but rather serves as a consortium of software vendors and end users interested in defining object standards for the industry. Commercial companies, who may or may not be members of the consortium, then develop and market products that support these standards.

As with any standard, the development of Corba has been a lengthy and arduous task. For much of the first half of the 1990s, debate raged over Corba's status as a standard. Although the publications of the Corba 1.0 and 1.1 specifications seemed promising, with some vendor support being provided in commercial products, there was still little or no interoperability among those products. Thus, most practitioners felt that Corba remained a work in progress.

In December 1994, OMG introduced the Corba 2.0 specification with its much-anticipated extensions to the earlier version. This version seemed to better satisfy vendors as to its stability and marketability; thus commercial products that supported the standard and therefore offered interoperability between vendor-specific implementations, became available. Another leap forward came with the advent of Netscape Communicator's inclusion of Visigenic Software's VisiBroker, a Java object request broker.

Corba specifies a complete middleware architecture for distributed object communication. It is one part of the Object Management Architecture published by the OMG in 1990. Specifically, Corba represents the communications element of the OMA, responsible for interoperable handling of message distribution between application-level objects. The ORB, Corba's key component, is a software bus that acts as a broker of all requests and is responsible for intercepting requests, locating the appropriate object for handling the request, and invoking the correct method on that object. The ORB must also marshal and unmarshal any parameters by converting them to a common data type and then back to a programming language-specific type, and return any results from the method invocation. Any object may be either a requestor of a service, a provider of a service, or both. Further, any two ORBs that follow the Corba 2.0 specification can provide communication between their respective application objects, regardless of vendor-specific implementation details.

The ORB communicates requests between different programming languages via the Interface Definition Language. IDL is a declarative language used to specify object interfaces and definitions. With IDL you can specify interfaces with inheritance properties, operations to which an object can respond, attributes, and types, among other things. Related IDL definitions are grouped into modules. IDL syntax itself is very similar to C++, but IDL components defined in IDL can be implemented in any language that has Corba bindings, such as Ada, C++, Smalltalk, and Java. IDL provides the common definitions through which objects defined in different programming languages can communicate.

Another major Corba component, the interface repository, acts as a metadata repository for the ORB. The repository registers server objects' IDL interfaces for public access. Users can retrieve information about interfaces, methods, and parameters from the repository dynamically.

Finally, one of Corba 2.0's most significant contributions, the Internet Inter-ORB Protocol (IIOP) enables Corba's platform and implementation independence. An IIOP message is essentially a byte stream that adheres to a network protocol. IIOP is used both in Netscape Navigator (with LiveConnect) and as the basis for remote procedure call implementation in Java. An ORB must provide facilities for marshalling (converting messages into IIOP for transmission) and unmarshalling (converting IIOP packets into a local format). Figure A shows the basic Corba communication setup.

---

**FIGURE A.** Basic Corba setup. The Interface Definition Language (IDL) and interface repository facilitate communication between different programming languages, while the Internet Inter-ORB Protocol (IIOP) enables Corba's platform and implementation independence.
Jon Siegel provides a good source for those interested in learning more about Corba, as does the specification itself.

**Smalltalk**

This completely object-oriented language, introduced in the early 1980s, uses a graphical, interactive programming environment. Smalltalk is based on the concept of communicating entities, known as objects. Objects are normally regarded as instances of classes that have attributes and that implement methods for performing operations. Communication between objects occurs when one object sends a message to another, causing that object's method of the same name to be invoked. The ability to define objects that interact in this way enables the incremental development of very complex systems. Starting with just a few objects, programmers can implement basic capabilities quickly, then add to or refine these objects until the system is complete. Smalltalk's interactive environment allows changes to be made, and their effects known, in a very short period. Adele Goldberg and David Robson provide an excellent reference for those wishing to learn more about Smalltalk, and David Smith gives a quick introduction to object-oriented concepts in general.

Since the beginning of NRL's object-oriented mapping work in 1994, we have used ParcPlace-Digital's VisualWorks Smalltalk environment, in conjunction with OTI's ENVY/Developer source code manager, to let multiple developers make changes to the source code. Our development platform consists of several Sun Sparc workstations running the Solaris operating system, with one workstation per developer. This has been an extremely effective setup, and continues to be the development environment of choice for the distributed mapping project. Kevin Shaw and colleagues provide more details on the development history of the prototype and the impact of using an OO approach for the project.

**Java**

Java's object-oriented programs, embeddable in Internet Web pages, are commonly referred to as applets. For applets to run, a reference to the actual Java program name must be specified in a Hypertext Mark-up Language document. This allows applets to be executed either within a Java-enabled Web browser, such as Netscape or Internet Explorer, or by using the applet viewer provided in the Java Development Kit.

You can also use Java to create standalone applications as you would in C or C++. Although applications differ from applets in that they cannot be executed in a Web browser, converting between the two is generally straightforward. The major issue in developing applets is that such programs cannot read or write files because of the security restrictions built into Java. You must use Corba-like software designs to overcome this obstacle.

Java's syntax is similar to that of C++. Thus, developers migrating from Java to C++ will typically encounter few difficulties. Programmers can grasp Java's fundamental concepts quickly, which helps them be productive from the outset. This proved the case for us as well. To learn more about Java, consult Ivar Horton's excellent introductory text and James Gosling and Frank Yellin's reliable reference. We also found Andreas Vogel and Keith Duddley's Corba-specific reference invaluable for this project.

**References**

and civilian mapping needs, and Corba 2.0 appears to be a step in the right direction for providing these capabilities.
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Abstract. Many facets of spatial data representation inherently involve issues of accuracy and uncertainty. This problem is greatly magnified when considering the integration of spatial data from different sources, such as in a distributed or interoperable environment. The general concept of schema merging involves the resolution of incompatibilities as in a distributed environment. These may be either structural or semantic in nature. Structural incompatibilities involve those, for example, in which attributes for representing the same values are defined differently. Semantic incompatibilities, however, represent those cases in which similarly defined attributes have different meanings or values. For example, an attribute of WIDTH for a road in one database may include the width of associated access lanes, while in another database it may be only the main driveable portion of the road. Such semantic issues are much more difficult to resolve, as they require a deeper understanding of the data. We will survey the issues as discussed above for spatial data in such environments and describe several approaches for different aspects of the data using fuzzy set techniques to deal with the incompatibilities.
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1 Introduction to Spatial Data Uncertainty

The database field is currently extending its paradigm from a mostly relational approach towards an object-oriented direction. It is not clear yet what forms these object-oriented extensions will take. Indeed, there is little agreement upon which features are needed, since this approach did not spring from a single source as the relational model did from Codd's research [1]. Likewise, the scope of database capabilities is expanding to encompass multimedia, including text, pictures and sound, particularly in a distributed environment. This is of significance in supporting complex applications such as CAD/CAM design systems and geographical information systems (GIS). Such a range of database approaches represents part of a broad spectrum of information systems encompassing even the processing of large text-type files conventionally construed as the realm of information storage and retrieval systems.
The importance of representations of uncertainty in databases is increasing as more complex applications such as CAD/CAM and GIS are being undertaken in object-oriented and multi-media databases. In this paper we consider a number of issues related to uncertainty in spatial data representations and GIS, and the impact on a distributed system in dealing with them. The relational model has been the dominant database model for a considerable period, and so it was naturally used by researchers to introduce fuzzy set theory into databases. Much of the work in the area has been in extending the basic model and query languages to permit the representation and retrieval of imprecise data. A number of related issues such as functional dependencies, security, implementation considerations and others have also been investigated.

Two major approaches have been proposed for the introduction of fuzziness in the relational model. The first one uses the principle of replacing the ordinary equivalence among domain values by measures of nearness such as similarity relationships [2], proximity relationships [3], and distinguishability functions [4]. The second major effort has involved a variety of approaches that directly use possibility distributions for attribute values [5, 6, 7]. There have also been some mixed models combining these approaches [8, 9]. These approaches have also been extended to object-oriented databases [10]. We can see that variations of all of these approaches are of use in modeling spatial and geographic data, and some will be described shortly.

The need to handle imprecise and uncertain information concerning spatial data has been widely recognized in recent years (e.g., [11]), particularly in the field of GIS. GIS is a rather general term for a number of approaches to the management of cartographic and spatial information. Most definitions of a geographic information system [12, 13] describe it as an organized collection of software systems and geographic data able to represent, store and provide access for all forms of geographically referenced information. At the heart of a GIS is a spatial database. The spatial information describes the location and shape of geographic features in terms of points, lines and areas.

There has been a strong demand to provide approaches that deal with inaccuracy and uncertainty in GIS. The issue of spatial database accuracy has been viewed as critical to the successful implementation and long-term viability of GIS technology [11]. The value of a GIS as a decision-making tool is dependent on the ability of decision-makers to evaluate the reliability of the information on which their decisions are based. Users of geographic information system technology must therefore be able to assess the nature and degree of error in spatial databases, track this error through GIS operations, and estimate accuracy for both tabular and graphic output products. There is a variety of aspects of potential errors in GIS encompassed by the general term "accuracy." However, here we focus on those aspects that lend themselves to modeling by fuzzy set techniques.

1.1 Significance of Uncertainty Modeling for Spatial Data Systems

There have been a number of recent indications of the importance of uncertainty modeling in spatial data. Two in particular are of most significance. First, the
National Imagery and Mapping Agency of the United States (NIMA), announced for fiscal year 1997 a new program of University Research Initiatives. One of the major topics is uncertainty in geospatial information representation, analysis and decision support. The following are some of the main aspects:

i. *Elements of Uncertainty*: Geospatial information is extremely complex and includes several aspects that may have associated uncertainties. These include location, relationships and typologies. They requested proposals to identify and describe all aspects of uncertainty associated with geospatial information.

ii. *Models for Uncertainty*: The goal here was to develop extensions to existing geospatial data models that accommodate the elements of uncertainty.

iii. *Propagation of Uncertainty*: For this aspect of the proposed efforts, they requested development of algorithms for determining how uncertainty is propagated through the fusion and analysis of geospatial information.

Secondly, the University Consortium for Geographic Information Science (UCGIS) has published a major position paper [14] of research priorities for geographic information science. In this, they state that the uncertainty information associated with a geographic data set can be conceived as a map depicting varying degrees of uncertainty associated with each of the features or phenomena represented in the data set, and potentially separable into three components: uncertainty in the typological attributes (describing the type of a geographic feature), uncertainty in the locational attributes, and uncertainty in spatial dependence (the spatial relationship with other features).

Uncertainty is seen as appearing in every part of the geographic data life cycle: data collection, data representation, data analyses, and results. The data that passes through the stages of observation to eventual archiving may be handled by a variety of individuals/organizations, each of whom may provide their own distinct interpretations to the data. So, the uncertainty is mostly a function of the relationship between the data and the user, i.e., a measure of the difference between the data and the meaning attached to the data by its current user. The UCGIS emphasized that research was needed in studying in detail the sources of uncertainty in geographic data and the specific propagation processes of this uncertainty through GIS-based data analyses, in developing techniques for reducing, quantifying, and visualizing uncertainty in geographic data, and for analyzing and predicting the propagation of this uncertainty through GIS-based data analyses.

1.2 **Sources of Imprecision in Spatial Data**

There is a variety of sources of imprecision in geographic information systems that are manifested as several types of uncertainty: (1) Uncertainty due to variability or error; (2) Imprecision due to vagueness; and (3) Incompleteness due to inadequate sampling frequency for missing variables [15]. Both uncertainty of interpretation and inherent ambiguity are illustrated by the labeling of data such as
that obtained from Landsat images. The images are initially processed by unsupervised classifications to obtain image classes and then the results are subjectively assigned land cover or resource class labels by a human interpreter. This is an inherently subjective task in which the interpreter attempts to match objectively derived image classes with linguistic concepts that are represented in the mind of the interpreter. It is not surprising that there is variation in the interpretation of the same data among interpreters. This is particularly troublesome when the result is stored in a database, because at this point an inherently imprecise concept requires a specific representation. As a result, uncertainty modeling in GIS has been used for the classification of land according to soil type, vegetation cover, and land use (e.g., [16]). Uncertainty representations in both probabilistic [17] and fuzzy [18] frameworks [19] have been utilized, and Fisher [20], [21] has strives to elucidate the fundamental differences between them in this context. In applications involving remotely sensed information and typical multiple sources of information used to formulate geographical data, the problems of imprecision and uncertainty are of even more concern [22].

Many operations are applied to spatial data under the assumption that features, attributes and their relationships have been specified a priori in a precise and exact manner. However, this assumption is generally not justifiable, since inexactness is almost invariably present in spatial data. Inexactness exists in the positions of features and the assignment of attribute values, and may be introduced at various stages of data compilation and database development. Moreover, inexactness may be propagated through GIS operations to appear in modified form on tabular and graphic output products. Inexactness is often inadvertent, as in the case of measurement error or imprecision in taxonomic definitions, but may also be intentional since generalization methods are frequently applied to enhance cartographic fidelity.

Models of uncertainty have been proposed for GIS information that incorporate ideas from natural language processing, the value of information concept, non-monotonic logic and fuzzy set, evidential and probability theory. For example in [23] there are reviews of four models of uncertainty based on probability theory. Shafee's theory of evidence, fuzzy set theory and non-monotonic logic. Each model is shown as appropriate for a different type of inexactness in spatial data. Inexactness is classified as arising primarily from three sources. "Randomness" may occur when an observation can assume a range of values. "Vagueness" may result from imprecision in taxonomic definitions. "Incompleteness of evidence" may occur when sampling has been applied, there are missing values, or surrogate variables have been employed.

It is now clear that uncertainty concepts must be part of the apparatus of GIS [24]. Limited positional accuracy is found in maps because of the process of map production and the inherent limitations of Earth measurement systems. Positional accuracies better than about 1 part in 10^6 or 10^5 are uncommon in paper maps [11], but much greater precision is available in computational systems. Many designers represent positions using double precision (1 part in 10^14), and at this accuracy, a map of the entire Earth would be capable of recording accurately the positions of large protein molecules.
Scale effects have also been considered for uncertainty modeling approaches. Maps are always generalized, to a degree that depends largely on their representative fraction or scale, or the ratio of distance on the map to distance on the ground. A map at scale 1:24,000 is less generalized than one at 1:100,000. Often, data are not available at the scale required by an application, but only at a coarser scale. As an example, to obtain a sufficiently accurate assessment of a given area's suitability for development may require data at the level of generalization corresponding to 1:24,000, but the only available digital data may be at a scale of 1:100,000. In this situation, uncertainty introduced into the results of analysis when too-coarse data are used must be considered. Ehlischlager et al. [25] and others have developed methods for simulating the information that is not available due to excessive generalization, based on geostatistical models calibrated in areas where both data are available at both scales.

2 Application of Fuzzy Models in GIS

2.1 Spatial Data and Attribute Modeling

Robinson [26, 27, 28] performed some of the earliest research on fuzzy data models for geographic information. He has considered several models as appropriate for this situation—the two early fuzzy database approaches using simple membership values in relations by Giardina [29] and Baldwin [30], and a similarity-based approach [2]. In modeling a situation in which both the data and relationships are imprecise, he assesses that this situation entails imprecision intrinsic to natural language which is possibilistic in nature. A possibilistic relational (PRUF) model was chosen as providing a means of facilitating approximate machine inference [31]. In the PRUF model, queries and propositions are processed by identifying constraints induced by the query or proposition, performing tests on each constraint and then aggregating the individual test results to yield an overall test score. Consider a proposition stating that a specified location is on gentle slopes and is near a certain city. The constraints induced by the proposition, “gentle” and “near,” are tested using a possibility distribution yielding test results indicating the degree to which the specified location satisfies each constraint. The two test results are then aggregated to produce an overall test score indicating the degree to which the proposition is satisfied.

A number of more recent papers have also appeared that use fuzziness in modeling imprecision in spatial data. Cross [32] presents various issues in the area of fuzzy object-oriented databases and design and how these relate to topics involving GIS. Usery [33] developed an object-based model in which objects are a direct representation of the geographic entities rather than geometric elements such as point, line, and area. This design is referred to as a feature-based geographic information system (FBGIS) since the term feature encompasses both the geographical entity and its object representation. The approach taken is to model the spatial dimension of geographic features using fuzzy sets to define the spatial extent of the thematic dimension.
The focus is on features with undetermined boundaries which are fuzzy and, regardless of the accuracy of measurement, remain fuzzy based on the concept of the feature. Examples include hills, valleys, wetlands, and many geographic features that cannot be rigorously bounded by a mathematical boundary. The model of a fuzzy feature follows that of Leung [34] using the concepts of and boundary.

For the hill case, the core defines the prototype elevation values, i.e., all v, that are unquestionably a part of the hill. The periphery is defined by boundary and is less representative of the hill. As the complexity of the feature increases, the complexity of the fuzzy set membership function also increases. Once fuzzy set membership is defined, one can define fuzzy operations in an environment. Using established fuzzy set operations such as intersection, union, and complement, a fuzzy overlay operator can be developed. Fuzzy buffer, fuzzy overlay, including intersection, union, and complement, and fuzzy boundary operators are used as have been developed by Katriki [35].

Another paper in the same volume by Sarjakoski [36] emphasized issues related to identity of geographical objects. This issue arises in the practical context of identifying objects in a complex and dynamic environment; for example, the question of enumerating how many lakes, islands and rivers are in Finland.

Existence is a necessary property of an object. An object also has an identity. This is the key issue when distinguishing between field-oriented and object-oriented approaches in describing geographic reality [37]. There is no identity related to fields as such. Objects can be, and very often are, associated with regions in a field; thus, fields are indirectly connected with the concept of identity.

Many of the above concepts are closely interwoven. Take the triple extent-identity, for example. It is difficult, or even impossible, to speak of one without another. According to our contemporary understanding of the universe, geographic objects can only exist confined in four-dimensional space-time. Where there appears to be fuzziness, it occurs in many of the properties of an object: no one alone. Some of the extreme cases are:

**Fuzziness only in 3D space:** Fuzziness may be limited to the spatial extent of a geographical object, i.e., the boundary of the object is ill-defined, even though there is no doubt about its identity and temporal extent.

**Fuzziness only in time:** The temporal extent of a geographic object is ill-defined, even though the spatial extent is well-defined, i.e., the spatial boundary is sharp.

**Fuzziness in identity:** This is closely related to fuzziness in spatial and temporal extent. The issue here is whether an object has enough identity to be individual. With dynamic objects (objects that change in time), the concept linked to the problem of the extent to which an object can change and still be the same object.
Fuzziness in class definition: Class definitions are sometimes fuzzy and overlap, making it impossible to assign an object to only one class.

Fuzziness in class membership: Even when there are well-defined (axiom- or definition-based) classes, the characteristics of an object may still be such that we cannot be quite sure to which class it belongs.

In an actual survey, heuristic and rather informal classification rules were used to define lakes, rivers, and islands. Much criteria cited involved linguistic descriptions and modifiers.

In principle and by definition, a geographic object will always have an identity and therefore a crisp existence. This implies that a geographic object can also have an individual name. Sarjakoski's case study demonstrates that, in reality, it is often very difficult to state whether or not something can be modeled as an individual object. The objects on this conceptual borderline can be said to have fuzzy existence. In other words, it is not clear whether the object exists at a certain time or is always strongly related to fuzziness in extent, whether spatial or temporal. The task of counting the number of geographic objects deals only with their existence; it is in principle unnecessary to know their extent. Nevertheless, because the objects are located in the same geographic field, their spatial extent must be determined in a consistent way.

A recent system developed by Robinson is the Knowledge Based Land Information Manager and Simulator (KBLIMS) [39] which can provide a perspective on fuzzy sets as a basis for managing certain kinds of uncertainty in geographic information system.

Several domains were considered for the use of fuzzy sets to model uncertainty in a comprehensive, intelligent geographical information system application such as KBLIMS. On the terrain analysis level, uncertainty representation is required for the hydro ecological simulation system as well as the intelligent query tool of the system. The uncertainty model of Davis and Keller [40] shows how to incorporate fuzzy metadata concepts with Monte Carlo simulation in a system that can use the uncertainty information to provide an assessment of the validity of the model output. The most direct approach for the integration of fuzzy sets at the terrain level in KBLIMS has the uncertainty within the process of terrain analysis so that the output is in a crisp form. Otherwise, the objects formed from the terrain analysis would need a capability to represent and interpret uncertainty at the object model level.

The object model level of KBLIMS is where management of uncertainty using fuzzy sets can be made most explicit and thoroughly integrated into the system. Incorporation of fuzzy instances, objects, and classes depends greatly upon the nature of the data output from the terrain analysis and the needs/capabilities of the query model. In this way, the traditionally separate fields of representation and spatial analysis [41] become integrated. A working object model in KBLIMS requires implementation of the behavior of the fuzzy objects, relations, or classes. Often, this would be the same as many spatial analysis functions, except that some spatial analysis functions would be incorporated into portions of the query model.
KBLIMS and other sophisticated GIS applications have not been initially designed with the use of fuzzy sets in mind for uncertainty management. There are portions of the system which may or may not use fuzzy sets to address very specific problems such as model self-evaluation, allowing the system to enhance its ability to manage uncertainty generated by its own activities. However, as the application domain evolves and experience with formalizing that domain increases, some significant kinds of uncertainty may be specified and ultimately managed with fuzzy sets. It is also evident that in GIS applications such as KBLIMS, that simply arriving at membership values to describe variations in soils and their properties over space is only the beginning of the development of a process for formalizing and managing uncertainty that will spread through the system, requiring changes at the object model level.

2.2 Spatial Relationship Modeling

The manner in which spatial data is modeled affects important aspects of its use, including querying capabilities and relationship inferences. Especially important for spatial data is the ability to model relationships between spatial features. Such relationships can provide a significant resource for processing spatial queries.

A spatial data model that provides a representation for storing information concerning binary relationships between two-dimensional objects is described in previous work [42, 43, 44]. The binary relationships incorporated include both qualitative topological and directional relationships. In this approach, "qualitative topological relationships" include both those relationships based on topological invariants, e.g., Egenhofer [45], and a more intuitive, less formal set of relationships based on various other properties. The model represents a compromise between storage and performance issues by explicitly storing information that can easily be used for inference purposes by a fuzzy query framework, such as that given in [44, 46].

Minimum Bounding Rectangles (MBRs) are used as the basis for object representation. This approach, as well as that of Nabil [47] Sharma [48] and Clementini [49], relies upon the use of MBRs as approximations of the geometry of spatial objects. The use of MBRs in geographic databases is widely practiced as an efficient way of locating and accessing objects in space [49]. In addition, numerous spatial data structures and indexing techniques have been developed that exploit the computationally efficient representation of spatial objects through the use of MBRs [50, 51].

This model also supports fuzzy relationship representation and querying of specific aspects of direction and qualitative topology. For direction, it is used to answer queries related to the degree to which one object lies in a particular direction with respect to a second object. The determination of the degree is made through calculations that utilize area and axis ratios of the objects involved. The resulting quantitative value is then mapped to a range that corresponds to a term known as a directional qualifier. Directional qualifiers can be used in queries to
determine, for example, that object A is mostly west of object B, or that object A is somewhat southeast of object B.

The need for such directional qualifiers is evident when considering the difficulty of determining a precise directional relationship for 2-D objects. The areal extent of 2-D objects often results in the possible application of more than one directional relationship. Often, centroids are used to provide a single point of reference for determining orientation of 2-D objects. (e.g., Chang [52]). However, some information loss is inherent in the centroid method. This model preserves all of the directional relationships that exist between two 2-D objects. along with a representation indicating the degree to which the objects are analyzed to participate in each of the relationships. This method of qualifying directional relationships more closely models the way in which humans naturally process and communicate such information.

Qualitative topological relationships such as overlaps, surrounded-by, disjoint, etc., are similarly modeled so that the degree to which each of the objects participates in the relationship is stored for subsequent fuzzy querying. Determination of this information utilizes various combinations of area ratios, ranges of which are mapped to a set of linguistic qualifiers such as some, most, all, etc., in a manner analogous to that used for directional relationships. These qualifiers allow users to distinguish the various cases of the same relationship. For example, given that A overlaps B, does all of A overlap some of B, or does little of A overlap most of B? This type of distinction is frequently made during human-to-human interaction, but little support for it has been incorporated into computer data models.

The definition of the relationships is based on an extension of Allen’s temporal relations [53] to the spatial domain. This is done by allowing each of Allen’s thirteen relations to represent the interaction of two-dimensional objects in terms of an x and y relationship component. The resulting set of relationships is then used for defining topological and directional relationship terminology. A data structure called an abstract spatial graph (ASG) is defined for the binary relationships. The ASG maintains all necessary information regarding topology and direction, and provides the basis for processing of fuzzy topological and directional queries.

The ASG model was specifically designed to store explicit information regarding fuzzy topological and directional relationship information for pairs of objects. This correlates well with the observation in [45] that topological information should be considered first-class information within the realm of spatial databases.

Briefly, an ASG is a directional polar graph with three types of nodes: (1) nodes representing portions, or object sub-groups of the first object participating in the relationship, (2) nodes representing object sub-groups of the second object, and (3) nodes representing overlapping areas and/or reference areas. For the graphical representation of an ASG, the various types of nodes are differentiated through color and symbol style. As stated earlier, one of the basic assumptions for the data model and subsequent query framework is that objects, or features, are enclosed within MBRs. Reference areas for relationship calculations are defined.
as being either one of the object subgroups, a specially defined rectangular area, or a line segment—depending upon the general categorization of the relationship involved.

Each node of an ASG has a pair of associated weights: an area weight and a total node weight, that provides information to support fuzzy querying. Specifically, these weights are used to define fuzzy qualifiers that answer queries such as, "To what degree is area A east of area B?" or, "How much of area A surrounds area B?". Total node weights support queries of the first type, while area weights support queries of the second type. Ranges of weights are used to define qualitative terms useful for describing these concepts, such as "most," "some," "slightly," or "mostly." The manner in which the weights are computed is described in [43].

The ASG data model supplies the infrastructure upon which a fuzzy query system is built. This system, topological query framework (TQF), includes a grammar in Backus-Naur Form (BNF), data structures and query processing strategies. Fuzzy relationship querying follows naturally from the ASG model due to its support for direct binary relationship representation and weighting system. Previous work [46] has shown how TQF can be integrated with several existing spatial query languages to provide fuzzy querying extensions.

3 Conflation

Conflation is typically regarded as the combination of information from two digital maps to produce a third map that is better than either of its component sources. The history of map conflation goes back to the early to mid-1980s. The first clear development and application of an automated conflation process occurred during a joint United States Geological Survey (USGS)-Bureau of the Census project designed to consolidate the agencies' respective digital map files of U.S. metropolitan areas [54]. The implementation of a computerized system for this task provided an essential foundation for much of the theory and many of the techniques used today. Since that time, others, including commercial GIS vendors, have implemented conflation tools within their applications. For an example of commercial work on conflation, see [55].

Conflation of maps typically is needed because: (1) users wish to update their mapping information without losing legacy data which may not be included in the new information; (2) one map source may be more accurate with respect to, e.g., positional or attribute information; or (3) one map source contains information missing in another, such as additional features, feature attributes or even entire coverages. Motivation for this work includes all three of these reasons and represents an effort to more fully utilize associated non-spatial data as well as spatial properties in an "intelligent" type of system that more closely mirrors the way that human experts would manually conflate mapping data.

Conflation can, in brief, be viewed as a multi-step, iterative process that involves feature matching, positional re-alignment of component maps and attribute deconfliction of positively identified feature matches. Feature matching, simply and perhaps somewhat obviously stated, involves the identification of
features from different maps as being representations of the same geographic entity. Positional alignment is a mathematical procedure in which previously identified matching features are brought into spatial agreement, while deconfliction is a process in which contradictions in a matching pair’s attributes and/or values are resolved. Positional alignment and deconfliction are both steps that are performed after a positive match has been determined. As such, it is easy to see that accurate feature matching results are essential to the overall quality of the resulting conflated map. Because of this dependency, our work thus far has concentrated solely on feature matching aspects of conflation. Our motivation for this work includes an effort to make individual geographic features “intelligent” enough to know when and how to conflate themselves in a distributed environment.

3.1 Conflation and Uncertainty

The assessment of feature match criteria is a process in which evidence must be evaluated and weighed and a conclusion drawn—not one in which equivalence can be unambiguously determined. For example, fuzzy concepts such as “closeness” of two features and “similarity” of attributes and feature groupings are essential for determining equivalence.

In fact, feature matching can be considered as a type of classification problem. That is, we are trying to determine whether one feature belongs to the same “class” as another; in this case the class consists of members believed to be equivalent. This type of problem can be handled through theories of evidential reasoning or uncertainty, such as fuzzy logic [57] or Dempster-Shafer theory [58]. These theories attempt to provide likelihood measures for questions based on available, though not necessarily conclusive, evidence. For example, in feature matching, the question we must consider is, “Based on the available evidence, what is the likelihood (or probability) that feature A from map coverage 1 represents the same entity as feature B from map coverage 2?”

Dempster-Shafer theory is a method of inexact reasoning based on the modeling of uncertainty as a range of probabilities. It provides representations for the degree of belief in evidence (belief that supports a hypothesis), as well as the degree of disbelief in evidence (belief that refutes a hypothesis) and the nonbelief (neither belief nor disbelief). That is, it not only supplies results regarding the belief that two features are the same, but it also provides a representation of how much it is disbelieved that they are the same, along with the degree to which there is no evidence either way.

The approach described here for feature matching draws from aspects of both fuzzy set logic and evidential reasoning. In particular, the assignment of matching scores for linguistic attributes is directly motivated by work in modeling linguistic variables by the use of fuzzy sets. For example, we need to be able to determine the semantic similarity of an attribute such as road surface type which may have a value of 'hard' for one feature and 'asphalt' for the potential matching feature. Obviously, the semantics of the two are not strictly equivalent, but neither are they
contradictory. Likewise, the idea of combining scores from the different components of feature matching to arrive at a single matching score is very similar to techniques for the combination of evidence used in evidential reasoning.

Previous work [59, 60, 61] has concentrated on developing an uncertainty model for feature matching. Human cartographic experts are skilled in making mapping decisions based on conflicting information, and it is this skill at reasoning with uncertain information that we attempted to mimic in this system. Geographic features represented in different physical databases are very unlikely to have completely identical information due to differences in collection instruments, human interpretation, processing techniques and varying representations of the data. Therefore, a conflated model must be able to determine when such differences are truly indicative of non-matching features, and when such differences could be attributed to one of the causes identified above.

The technique developed in [59] is able to accommodate cases where values for corresponding attributes differ, as well as cases where the attribute sets themselves differ. For implementation, each feature is considered as a set of attribute-value pairs:

\(((a_{11}, v_{11}), (a_{12}, v_{12}), \ldots, (a_{1n}, v_{1n}))\)
\(((a_{21}, v_{21}), (a_{22}, v_{22}), \ldots, (a_{2m}, v_{2m}))\)
\[\ldots\]

From this representation, a degree of matching similarity is determined. A different approach is used for different attribute value domains. For numeric domains, a membership matching function is used, while a similarity table is used for linguistic domains. Our approach to linguistic attribute matching is to establish a similarity value \(s\) (in the range \([0, 1]\)) for each pair of elements of the domain. This value is determined from the semantics of the domain and the linguistic terms. The characteristics of the similarity function \(s\) are:

\[s_A(x, y) = s_A(y, x)\]  \hspace{1cm} \text{symmetric}

for all values \(x, y \in \text{domain of attribute } A\). For well-defined values of the domain (e.g. not "unknown" or "other")

\[s_A(x, y) = 1\]  \hspace{1cm} \text{reflexive}

where \(x\) is a well-defined value.

As an example, we consider the \textit{Railroad} attribute \textit{RRA} (Railroad Power Source), which is restricted to the values \(0—\text{Unknown}, 1—\text{Electrified track}, 3—\text{Overhead electrified}, 4—\text{Non-electrified}, 999—\text{Other}\). The similarity table for \textit{RRA} is shown in table 1. Since linguistic similarity is symmetric, we need only show the lower triangular values in the table. Note that since 1, 3, and 4 are well-defined linguistic terms, they are shown with the reflexive value of 1 on the diagonal, e.g. \(s_{RRA}(3, 3) = 1\). However, since 0 and 999 are non-specific categorical values for this particular domain, their diagonal values were
determined to be less than 1, reflecting the potential lack of exact matching for such linguistic terms.

Table 1. Similarity table for attribute RRA.

<table>
<thead>
<tr>
<th>RRA</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>4</th>
<th>999</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.2</td>
<td>.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.2</td>
<td>.6</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.2</td>
<td>.1</td>
<td>.1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>999</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
</tr>
</tbody>
</table>

Because most features have more than one attribute, we must also consider semantic interrelationships among the attributes in determining matching features. These are represented as rules in the expert system which return associated weights. These weights are used either to add credence to the hypothesis of matching features, or to weaken it. As an example, consider the Railroad attributes LTN (Number of tracks) and RRC (Railroad category). The rule for the relationship between the two attributes is expressed as:

\[
\text{IF } ((\text{RR1.Ltn} = 3 \text{ and } \text{RR2.Ltn} = 2) \text{ and } \\
(\text{RR1.rcc} = 16 \text{ and } \text{RR2.rcc} = 16)) \text{ THEN } w_{\text{lt}} \leftarrow 1.0 \\
\text{ and } w_{\text{rr}} \leftarrow 0.5,
\]

where RR1 represents the first Railroad object and RR2 represents the second. This rule illustrates a conflict in the values of the length attribute of the two features. We see from the example that the resulting weight for LTN is weakened, giving it less influence than that of RRA in the combined matching score.

A composite matching score is then computed from the combination of the expert system weights and the similarity table values. This score is given as:

\[
M_{i,j} = \left( \sum_{k=1}^{N} \text{sim}_{Ak}(F_{ik}, F_{jk}) \times ESW_{Ak} \right) / N
\]

where

- \( A_k \) = \( k \)th attribute in both \( F_i \) and \( F_j \), where \( 0 \leq k \leq N \).
- \( N \) = number of attributes that describe both \( F_i \) and \( F_j \).
- \( ESW_{Ak} \) = weight associated with \( A_k \) computed by the expert system.

### 3.2 Geometric Analysis

The second part of this work consists of a technique for qualitatively matching linear features based on shape similarity. This broadens the basis for feature matching by adding a spatial component to the non-spatial attribute-matching algorithm presented above.
The first step involves a pre-processing of the features to bring them into a standard position for the shape similarity analysis. Translation, rotation, and scaling transformations are applied in sequence to accomplish this positioning. Translation is performed by moving the features' starting nodes to the origin of planar axes. Then, the end nodes are rotated to the x-axis. Finally, the features are scaled so that the starting and ending nodes are equal to [0.0] and [1.0], respectively. These transformations allow us to more reliably compare linear features of different sizes. Figure 1 shows the results of standardizing two linear features through this process.
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Figure 1. Linear features (a) before and (b) after standardization process.

After the features have been standardized, a process called node merging takes place [54]. This requires all nodes from one feature to be mapped onto the other feature, and vice versa. This is performed on the basis of a node's distance from the starting node of the feature. Consider two features, F1 and F2, comprised of nodes \((n_{11}, n_{12}, ..., n_{1j})\) and \((n_{21}, n_{22}, ..., n_{2k})\), respectively, and where the associated ratios are given as \((r_{11}, r_{12}, ..., r_{1j})\) and \((r_{21}, r_{22}, ..., r_{2k})\) such that \(r_{1j} = r_{2j} = 0.0\) and \(r_{11} = r_{2k} = 1.0\), where \(r_1\) is the ratio of the distance from start to node \(n_1\) to the overall length of the linear feature. Then, new features F1 and F2 are created that each have the same number of nodes such that each node is the result of merging the features' nodes based upon their ratios.

Given that the features are in standard position and the nodes have been merged, we begin the last phase in assessing shape similarity. This involves determining a normalized distance measure between corresponding nodes of the two features, given as

\[
SHsim = \left(\sum_{i=1}^{j-2} \frac{\text{Dist}(n_{1i}, n_{2i})}{(D_1 + D_2)}\right)
\]
where \( j + k - 2 \) is the number of distances to be computed, and \( D_i \) is the total length of \( F_i \). This implies that features with a higher shape similarity measure are more likely candidates for matching features. It is based on Frechet's measure of distance, \( L_2 \)-Distance, between polygonal arcs [55]. Suppose that we have two functions

\[
\begin{align*}
P &: [0,1] \rightarrow \mathbb{R}^2 \\
Q &: [0,1] \rightarrow \mathbb{R}^2
\end{align*}
\]

where \((p_0, p_1, \ldots, p_n)\) and \((q_0, q_1, \ldots, q_m)\) are ordered point sets for \( P \) and \( Q \), respectively. Then the set of ratios used for computing the distance between \( P \) and \( Q \) at all of the \( r_i \)'s is computed as described for node merging above. Thus, for Frechet's measure, the following is used.

\[
L_2 = \left( \int_{0}^{1} \| P(r) - Q(r) \|^2 \, dr \right)^{1/2} = \left( \sum_{i=1}^{n} \int_{0}^{1} \| P(r) - Q(r) \|^2 \, dr \right)^{1/2}
\]

Now, given that \((x_{Pi}, y_{Pi})\) and \((x_{Qi}, y_{Qi})\) are the coordinates of \( P(r_i) \) and \( Q(r_i) \), respectively, and \( \Delta x_i = x_{Pi} - x_{Qi} \) and \( \Delta y_i = y_{Pi} - y_{Qi} \) are the measured separations of the linear features at the bending points of either of the lines, then the closed form of the equation for \( L_2 \)-Distance is represented by

\[
\left\{ \frac{1}{3} \sum_{i=1}^{n} \left( \frac{1}{3} \sum_{i=1}^{n} \left( \sum_{i=1}^{n} \left( \Delta x_{i-1} \Delta x_i + \Delta y_{i-1} \Delta y_i + \Delta x_{i-1} \Delta y_i + \Delta y_{i-1} \Delta x_i + \Delta x_i \Delta y_i + \Delta y_i \Delta y_i \right) \right) \right) \right\}^{1/2}
\]

Of course, the mathematical exposition presented here presents the objective portion of feature matching. The subjective portion represented by the expert system is much more difficult to capture. In response to this problem, Foley et al. [60, 61] present a web-based knowledge acquisition tool for capturing expert knowledge needed for conflation.

### 4 Distributed Spatial Systems

In recent years, the trend for most types of information systems has been a move to a more loosely coupled, distributed nature. The maturity of client-server architectures and software, as well as the virtual explosion of web-based systems, has demonstrated the enormous advantages of distributed systems. Furthermore, the advent of successful middleware technology such as the CORBA 2.0 standard and corresponding vendor implementations has drastically reduced barriers to communication and data sharing among heterogeneous software and hardware systems.
The interest in distributed GIS is no less than that of general information systems; however, the uniqueness of the nature of spatial data makes the issue of true interoperability of GIS a major research concern. Evidence of this is abundant in the literature, and is also illustrated by initiatives such as the Open Geodata Interoperability Specification (OGIS) work by the Open GIS Consortium, Inc., as well as UCGIS priority research panels [14] on "Interoperability of Geographic Information" and "Spatial Data Acquisition and Integration."

4.1 Uncertainty and Conflation for Distributed Data

Obviously, issues of uncertainty that apply to conflation within a single system—such as those for feature matching—are also applicable to conflation in a distributed environment. However, we believe additional factors related to the general topic of distributed databases increase the scope of uncertainty that must be considered in this context. As background, we can draw from the abundance of past and ongoing research in the realm of schema merging for conventional (i.e., relational) distributed heterogeneous databases. An example of work in this area includes [62].

The general concept of schema merging involves resolution of incompatibilities in metadata. These incompatibilities may be either structural or semantic in nature. Structural incompatibilities involve those, for example, in which attributes for representing the same values are defined differently. These may include different names for the attributes, or different domains for their associated values, e.g., float vs. integer. Semantic incompatibilities, on the other hand, represent those cases in which similarly defined attributes have different meanings or values. For example, an attribute of width for a road in one database may include the width of the road plus any associated right-of-ways, while the same attribute name in another database may only imply the width of the paved/drivable portion of the road. Semantic incompatibilities are much more difficult to handle automatically, as they necessarily imply a deeper understanding of the data.

It is clear that these issues are very similar to ones that must be faced in performing conflation in distributed spatial databases. In particular, semantic schema integration and the feature-matching phase of conflation require similar levels of knowledge regarding the meanings that various data are intended to convey. Semantic knowledge is inherently uncertain, as interpretations of even the most seemingly unambiguous words and phrases vary among individuals. Similarly, structural differences in spatial data representation for like features are to be expected in any distributed system comprised of heterogeneous data sources. It is evident from this discussion that conflation in a distributed environment can be viewed as a specific application of issues related to uncertainty in schema merging.

In keeping with generally accepted principles of distributed (as well as non-distributed) database design, the model presented in [63] is completely independent of physical concerns such as data partitioning. However, the general issue of considering conflation within a distributed system versus a standalone
system does impact design decisions, even at an abstract logical level. The primary issue considered in this work is centralization versus distributed control of conflation events.

4.2 Object-Oriented Modeling Approach

The logical design for this approach is based on an object-oriented (OO) model. The OO paradigm is well accepted as the prevailing method for the representation and manipulation of complex data such as geographical information. Within an OO framework, one is able to define models of real-world data in ways analogous to those in which we intuitively perceive and interpret those data. As a general introduction to the subject, an object is a collection of data (state) and methods (behavior) that represents the properties and processes of a real-world entity, such as the Chesapeake Bay Bridge or the Mississippi River. A class is a template for creating new objects that share common properties. For example, there may be a bridge class that captures generic information that every instance of that class (an instantiation) should contain. This would most likely include data such as length, height, maximum weight limit, and type (drawbridge, suspension, etc.). Examples of procedures for a bridge class could include opening and closing.

The packaging of an object’s data with its procedures is known as encapsulation. Encapsulation allows modifications/additions to the system with minimal impact on other system components. This property is crucial for the successful development and maintenance of complex software systems such as GIS. Other major concepts for understanding OO models include inheritance and polymorphism. Inheritance is the automatic inclusion of attributes and methods from classes defined at a higher level in a class hierarchy. The class hierarchy is designed with more general classes being placed at higher levels and more specific classes being placed at lower levels. Inheritance reduces the need to duplicate data and code, while the structuring of a class hierarchy provides a logical organization of object "types."

Polymorphism allows methods for different objects to have the same name, while providing different implementations. For example, both a circle and a square class could implement a method that calculates area. Both methods could be named area, but the implementations would use the appropriate formula for either a circle or a square. Methods that invoked the area method for an object would use one name—the class of the receiving object would determine which implementation to use. Polymorphism helps to simplify system design, and reduces coding complexity by eliminating error-prone if-then-else type-checking constructs.

These concepts are applied to our work in the following ways. Encapsulation allows each geographic feature to maintain its own state of knowledge related to information and procedures necessary for conflation with another feature. Changes in the algorithms/ implementations of a particular feature’s conflation abilities do not affect other features. Inheritance allows us to describe general types of conflation knowledge applicable to multiple feature classes within a single class at a high level in the hierarchy. Lower-level classes that are more
specific then automatically inherit this knowledge. Finally, polymorphism allows us to implement general conflation procedures that are valid for instances of any feature class; thus, polymorphism greatly reduces the need to be concerned with the issue of "type." The result is that we are able to treat, for example, railroad features and building features in the same manner at a logical level. Figure 2 shows a simplified class hierarchy for conflation.
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Figure 2. General class hierarchy for conflation.

The Naval Research Laboratory's Geospatial Information Database (GIDB) prototype [64], within which proof-of-concept implementation of this model is currently being performed, is centered on the concept of spatial range queries, also known as area-of-interest (AOI) queries. Given an AOI, through definition of manual or graphical bounding box coordinates or geographical place name, the GIDB is able to return any vector, raster or multimedia data available for that area. Advanced queries, such as those limiting vector data attribute values, are also available.

Our conceptual model of the conflation process is based on this system model of AOI queries, limited to the consideration of vector data only. A diagram of the conflation process is shown in figure 3. The primary point to note is that the process takes place at the individual feature level, irrespective of that feature's physical residence, or logical database, library or coverage inclusion. In the first step, the user selects an AOI. The query manager then retrieves all feature objects from the distributed database that fall within the AOI (subject to any other constraints imposed by the user). From this collection of objects, the query manager randomly selects one object to send a "conflate" message. That object follows the protocol for determining which, if any, of the remaining objects in the query collection are matching representations for itself. Any object determined to be a match is placed in the matching feature set for the conflating object, ranked
according to similarity scores. Objects that have been placed in a matching feature set are removed from the general query collection, so as not to be candidates for subsequent conflation iterations. This philosophy implies that only those objects that have scores strongly suggesting matching features are placed in the matching feature sets. The query manager continues by sending “conflate” messages to the remaining members of the query collection. When the process is complete, the query manager returns the query collection for display. For any features with non-empty matching feature sets, the member of the set with the highest quality score (NOT the same as the similarity score) is returned as the representative for that feature. The quality score is an indication of the fitness for use of the data, and is based on multiple factors derived from both the data and metadata.

Figure 3. Conceptual model for distributed conflation.

Several points on the conceptual model are worth noting at this point. First, the responsibility for conflation is distributed. Each individual feature contains the inherited knowledge needed for performing feature matching for that particular class of geographic objects. This is preferable to a centralized conflation system, where a single conflation object “manages” the process. Such a system would be more difficult both to implement and maintain due to differences in the ways in which objects from various feature classes should be matched, as well as the ramifications of adding new features and/or system nodes for a distributed system. Second, the process is automatic. Because the query manager collects the features satisfying the user query and invokes the conflation method for each object before returning the final set, the user does not have to explicitly request conflation, or even need to know that conflation is an issue. Third, when the results are returned to the user, only a single representation of each object is presented. For now, our treatment of deconfliction is simply to select the “best” feature from a matching
feature set, based on various objective and subjective criteria. This idea of simplifying the user's concern and involvement with conflation is critical for end-user based systems, as the whole need for such an automated approach is derived from the concept of non-expert users. A more detailed explanation of the model can be found in [63].

Though irrelevant at a conceptual level, physical allocation of data in a distributed system is of paramount concern for performance issues. Here, we briefly consider one possible allocation scheme and the potential impact as related to the model.

The scheme we consider is a partitioning based on representational classes. That is, all line features such as railroad lines, power lines, etc., reside on the same physical node; all point features are likewise allocated to the same node, as are all area features. In consideration of the hierarchy given in figure 2 within this setup, we believe the optimal partitioning of the hierarchy is to include all level 3 (feature class) classes and their instantiations together with their corresponding level 2 superclass. For example, all transportation lines, utility lines, etc., would be co-resident with the line class object. For conflation, this setup would minimize network traffic needed for transfer of data and execution of methods, as most of the specific conflation knowledge is inherited from the SCO and values instantiated at these lower two levels. Of course, other partitionings may also provide acceptable performance, but this one is given as an example of considerations between data allocation methods and the distributed conflation model.

5 Concluding Remarks

The importance of uncertainty modeling for spatial data and GIS is well recognized in the geographic information science research community. We have surveyed the relevant issues and some specific efforts at spatial modeling using fuzzy set approaches. As distributed systems and web-based interoperability have come to the forefront, uncertainty issues are then reflected in such an environment.

Our current research directions are to more fully develop formal approaches to distributed spatial data semantics and to produce prototypes based on these approaches.
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The Geospatial Information Distribution System (GIDS)

The widespread use of computers has fostered a progression of mapping from the form of paper charts, maps, and satellite photos to the digital format. The National Imagery and Mapping Agency (NIMA), bearing the sole responsibility for developing mapping information for the Department of Defense, embarked on a program to transform their traditional paper mapping products into digital format. To accomplish this goal, in the 1980s, NIMA designed the Vector Product Format (VPF) as its database specification. VPF was developed as a relational data model. As the VPF products were reviewed and used, however, it became apparent that the relational format was not suited to the complexity of spatial mapping data. For example, the use of many tables to represent spatial topology of one feature resulted in referential integrity problems during an update process.

The Naval Research Laboratory’s (NRL) Digital Mapping, Charting, and Geodesy Analysis Program (DMAP) at Stennis Space Center in Mississippi proposed a possible solution to some of the VPF problems. An alternate data model using object-oriented technology seemed to accommodate the complexity of spatial data. In 1994, the DMAP team was able to successfully prototype the first object-oriented application using one of NIMA’s VPF products, the Digital Nautical Chart (DNC). The prototype showed the reusability and rapid-prototyping that resulted from use of object-oriented technology. Consequently, DMAP expanded the object-oriented data model to integrate the other VPF products with the DNC into an object-oriented VPF (OVPF). These additional VPF products are Digital Topographic Data (DTOP), Vector Map (VMAP), Urban Vector Map (UVMAP), World Vector Shoreline (WVS), and Foundation Feature Data (FFD). DMAP has continued to advance OVPF to include other NIMA data types such as Raster Product Format (RPF), which is the basic format for raster products such as satellite imageries.
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and scanned charts; and Text Product Standard (TPS), which uses SGML-based standard for textual information such as sailing directions.

Having demonstrated that object-oriented technology easily accommodates the complexity of the spatial data, the next milestone for NIMA and DMAP was to provide a vehicle for distribution. As the Web technology began to advance with the rise of the Java programming language and object-oriented standard committees such as the Object Management Group (OMG), DMAP was able to prototype spatial information distribution over the Web. This was through an area-of-interest (AOI) application called the Geospatial Information Distribution System (GIDS). The GIDS provides all available information over the specified AOI independent of the data type. Some of the more diverse data types handled by the GIDS include ESRI’s shape file format, video clips, audio clips, and other industry standards such as tiff, gif, and jpeg. Adding these to the GIDS was relatively simple due to the object-oriented nature of the data model.

Much of the work to date has been the database design to accommodate the multiple spatial data types, the development of a Web applet for map display, and the implementation of query mechanisms. While this work has concentrated on two-dimensional mapping, the need for the three-dimensional representation of some geographic entities to support mission preparation and rehearsal especially in an urban setting is also present. Thus DMAP, in conjunction with the University of New Orleans, proceeded to research and design a 3D spatial data model, called VPF+.

This chapter describes the overall system and database design. As an example, an actual experimental situation, the March 1999 Urban Warrior Experiment (UWE), is used to demonstrate the use of GIDS. Furthermore, the VPF+ data model, as well as its applicability in the UWE, is presented.

**Use of Object-Oriented Technology and ODBMS**

Object-oriented technology was chosen to handle the complexity of spatial data. Some spatial data such as VPF produced by NIMA already is designed as relational data. A minimum of nine tables is used to define one point feature; at minimum, sixteen tables are used to define one polygon feature. Rather than considering a feature as rows of nine to sixteen tables, an object-oriented approach allows data manipulation and management at a feature level. An analogous point feature object would have the same values that are defined from the rows of nine tables, as an example, for a specific feature; however, instead of having to access feature information from different rows of different tables for a given feature, a single access to a feature object would provide all the information for that given feature.

The complexity of spatial data is also due to the stored topology (i.e., immediate neighbor information). When the geometry of a feature changes in any manner, this requires the stored topology to be recomputed. Recomputation implies a change to table columns for a certain row. Due to the dependency on other related tables, recomputation may require several tables to be changed. Recomputation may also affect adjacent feature information. Tables related to the adjacent feature may also be modi-
fied. Such a rippling effect of feature updates makes the manipulation and management of spatial data in relational format error-prone. Maintenance of referential integrity during these updates of multiple features is an additional concern. On the other hand, for feature objects, a change is localized to that feature object only. Thus, a change is applied by accessing the feature object. Likewise, topology recomputation requires those adjacent feature objects to be accessed and modified accordingly.

As the volume of data increased and the need for multi-user access developed, the need to have true database functionalities such as persistent storage, controlled access to the data, and backup and recovery capabilities, among others, became important. Object-oriented database management systems (ODBMS) provide these functionalities specifically for objects.

The distinction between persistent and transient objects is somewhat less clear for ODBMSs than RDBMSs, due to the tightly coupled nature of the object-oriented database with the application. Transient objects are defined as those objects that exist in the computer’s memory only during execution of the application, whereas persistent objects exist even when there is no application program running. Transient and persistent objects can coexist within a running process. Persistent data accessed from the database can be assigned to a transient object. It is important for application programs to manage both transient and persistent data in consistent ways so updates to persistent data are made when needed, and data that should remain transient are not inadvertently made persistent.

A natural extension to the decision of using object-oriented technology and an ODBMS was the utilization of the Common Object Request Broker Architecture (CORBA). CORBA allows interoperability among different programming languages as well as different hardware platforms. For example, this project demonstrated interoperability between Smalltalk and Java, and from a Solaris platform to Windows NT using CORBA infrastructure. Since the ODBMS selected provided an Object Request Broker (ORB) directly interfaced to the ODBMS, the data access was achieved at the repository level. Thus, multi-user access was provided through different clients such as applets, which enabled direct Web browser interaction with the ODBMS.

### 2D GIDS Design

The GIDS has a client/server architecture. It is composed of server, interface, and client modules as shown in Figure 17.1.

![Figure 17.1 GIDS system components.](image-url)
Server

A commercial, off-the-shelf object-oriented database management system, GemStone, is used as an object server that stores, manipulates, and processes objects referenced by each client. The server consists of two functional modules: data storage and data manipulation or processing. Based on the request from each client, the GemStone server searches and retrieves only those objects that meet the requested criteria. Data search for retrieval is performed mostly on the server.

A server maintains a class hierarchy as shown in Figure 17.2. The MapObject class is the super class or parent to all the spatial classes. Each database has its subclasses. For example, Figure 17.3 shows the class hierarchy for VPFDatabase and MMDatabase.

Each subclass of MapObject has a global variable, Databases, which maintains a collection of all its instances. The VPFDatabase class is the superset of all VPF data, and has a class variable or a global dictionary called Databases that contains all instances of the VPFDatabase class. A root entry to any feature access begins with the Databases dictionary. Likewise, other classes such as ShapeDatabase has a global variable called Databases. The MMDatabase class, however, does not have a global variable that maintains a collection of all its instances. This is because the other database classes have a complex data structure such as the complex hierarchical grouping as well as metadata information. This can be seen in Figure 17.4.

For MMDatabase instances, however, each instance is a multimedia object such as a JPEG object. Thus, rather than maintaining a global variable called Database to hold all the instances, another global variable is used, MManager.

The MManager is an instance of VPFSpatialDataManager class. The GIS has implemented a quadtree based on a minimum-bounding rectangle to index all spatial objects. This is based on the regular recursive subdivision of blocks of spatial data into four equal-sized cells, or quadrants. Cells are successively subdivided until some criterion is met, usually either that each cell contains homogeneous data, or that a preset number of decomposition iterations have been performed. Thus, the cells of a quadtree are of a standard size (in powers of two) and are nonoverlapping in terms of actual representation. This can be seen in Figure 17.5.

![Figure 17.2 GIDS class hierarchy.](image-url)
This spatial indexing scheme is the key to the spatial data integration. All data are spatially indexed into a quadtree. Each database maintains its own quadtree, which allows independent spatial indexing of each common data set. A global spatial integration of all objects in the ODBMS is achieved by addressing all the quadtree instances in the ODBMS. This is how the AOI request is accomplished; the spatial integration enables users to find all information available at the specified AOI. In other words, if, for example, two different data sets from different sources provide information over at San Francisco, California, the GIDS would let the user know that there is information about San Francisco, California from two different data sets that are different in format and contents. This basically achieves the AOI-driven search capability in the GIDS.

**Interface**

An object request broker (ORB) functions as an interface to the server and client. A server has to have its own broker and a client has to have its own broker. GemORB is a CORBA 2.0-compliant object request broker used by the server. GemORB provides an interface for the Smalltalk programming language. GemORB interfaces directly to the ODBMS. Clients use VisiBroker as their CORBA 2.0 compliant brokers. VisiBroker provides an interface for the Java programming language.

GemORB establishes a connection between the client broker, VisiBroker, to the object server, GemStone, through CORBA compliant communication. See the works by Thomas Mowbray et al., [Mowbray 1997a], the OMG [OMG 1996], and Jon Siegel [Siegel 1996] for information on CORBA. An Interface Definition Language (IDL) file defines a correct mapping of objects between the client and the server. An IDL file also defines operations or methods that are available for clients to invoke on the server.
Since GemORB and VisiBroker are based on CORBA, all the benefits of interoperability among programming languages and platforms apply.

An IDL is essential for communication between different programming languages. An IDL file must be created to allow for correct mappings of objects from one application to another; it is the means by which potential clients determine what operations are available and how they should be invoked. In our system, our IDL file defines all of the objects that are common to both client and server, as well as methods that can be invoked to perform certain operations on the server, as shown in Listing 17.1.

The first object that is utilized by both the Java client and the GIDS server is a bounding box for the AOI, an instance of the BoundingBox class. To define our BoundingBox object, we use a struct data type that allows related items to be grouped together. For example, struct Point {float x, y;}; defines a point to be made up of two float
values, x and y. Similarly, our BoundingBox is defined to be composed of two points, an origin and a corner: struct BoundingBox {Point origin; Point corner;}. We then defined an interface called GIDBBoxs, which contains the methods on the server that are invoked by the client. An interface is the most important aspect of IDL, since it provides all the information needed for a client to be able to interact with an object on the server.

Note that the interface contains the method names with their parameters, as well as the data type of the returned object. The most complex structure defined in our IDL is the struct VectorFeature.

The Smalltalk application has an object class called VPFFeature from which our VectorFeature is derived. The Smalltalk VPFFeature class is more complex. The VPFFeature objects have geometry, as well as attributes. The geometry information basically provides the footprint of the object in pairs of latitude and longitude. Attribute information consists of meta-data and actual properties or characteristics of the object. The meta-data provides information about the data, such as VPF specification relevant information as well as information like the originator, security. VPFFeature objects are richly attributed; for example, a DNCBuilding has attributes such as bfc, which is building function code, and hgt, for the height of a building. For our Internet applet, though, only those attributes that are needed for display and user queries are defined as shown here.

Our IDL contains another structure that defines Attribute: struct Attribute {string name, value;}. The Attribute structure is used as part of the VectorFeature structure and gives attribute names and values for a given feature instance. For example, a given building may have an attribute name “Structure Shape of Roof” with attribute value “Gabled.”

The final data type included in our IDL file is a sequence, which is similar to a one-dimensional array, but does not have a fixed length. We use sequences to reduce the number of messages passed from server to client. The size of each sequence is determined dynamically on both the server and the client.
module GIDBmodule {
    struct Point { float x,y; }
    struct BoundingBox { Point origin, Coordinates }
    struct Attribute { string name, type; }
    typedef sequence<Attribute> Attributes;
    typedef sequence<Point> Coordinates;
    typedef sequence<string> StringColl;

    struct VectorFeature {
        string featname;
        long type;
        Attributes attributes
        Coordinates cords
        BoundingBox boundingBox;
    }

    struct MediaFeature {
        string objectType;
        string description;
        string filename;
        BoundingBox boundingBox;
    }

typedef sequence<VectorFeature>
          sequence<MediaFeature>

interface GIDBsyms {
    StringColl ReturnDatabasesForAOI (in BoundingBox
    StringColl ReturnCovsAndFeatsForAOI (in BoundingBox aBB, in
dname, in string libname);
    FeaturesColl ReturnFeats (in StringColl featColl, in aBB
    MediaColl ReturnMediaFeats (in BoundingBox aBB);
};

Listing 17.1  IDL used by GIDS.

This IDL file must be compiled on both the client and the server. On the server, the IDL
is filed, bindings to objects are made appropriately, and new methods are created. On the
Java client, the process is similarly performed via an IDL to Java mapping. Objects
defined in the IDL can then be referenced and used in both the client and server code.

Client

A client request for information expects the object server to search and completely
process the information. A client therefore receives fully processed information that can be used readily. Fully processed implies that the data are in a useful format by the clients. Once the client receives the requested data, these data are cached on the client
for performance enhancement. Thus, any functionalities that need to be performed using the data, such as spatial query, are all performed on the client.

Clients have an online access to geospatial data such as raster images and vector features over the Internet. These geospatial objects would be retrieved from a GemStone server. Communication between the server and a client is accomplished using CORBA-compliant vendor ORBs. The use of VisiBroker on the client side and GemORB for the database server is completely transparent to anyone accessing the applet. Figure 17.6 shows the basic architecture of our system. A Web-based client has the capability to display, select, and query objects interactively.

The retrieval of features from the GIDS is based on the concept of area of interest (AOI). The first screen of the applet displays a world map from which the user can select a location graphically through the use of a rectangle (bounding box), as shown in Figure 17.7. The user also has the option of entering the coordinates for the AOI manually, or selecting a predetermined region. From the user input, a bounding box of the AOI is transmitted from the applet via CORBA to the Smalltalk server.

The server responds with a set of database and library names for which data are available in that region. NIMA provides VPF data in databases, and each database contains one or more libraries. The user then selects a database and library, resulting in a list of coverages and feature classes being returned from the server through another CORBA request. Finally, the user selects the feature classes of interest and submits a request for them to be displayed, as shown in Figure 17.8. This request results in further communication, and the server returns a set of all of the features of the requested classes that are located in the given AOI. These features that are returned are complex objects with both geometric (coordinate) and attribute information. The applet can then display, select, and query on the returned features.

The underlying motivation for having a Web-based Java client access our OO mapping database is to give end users the ability to access and use NIMA data quickly and efficiently. At the present time, users of NIMA data must have software to view the data resident on their own computer systems, and must obtain the data primarily on CD-ROM or other storage media with limited Web interaction available for the user. Our Java applet allows any user with a Java-enabled Web browser to access our GIDS.
over the Internet and to display map data available in their area of interest. In addition to display of map objects, we have extended the functionality of the Java client to include simple queries, individual feature selection, zoom capabilities, attribute queries, geometrical queries, and updates of attribute values.

After the selected features in a user's AOI have been returned to the Java client and displayed as shown in Figure 17.9, the user can change the colors of the features to distinguish between the feature classes retrieved. A color key is shown providing the color, feature class, and number of those features in the given AOI. The user also has the ability to change the color of the background. Zoom capabilities are provided, allowing the user to zoom in, zoom out, or zoom to a user-specified area in the AOI. An individual feature may be selected by clicking on it in the map pane, resulting in the display of that feature's attributes.

Clicking on the Query button below the map pane performs a simple query. This query lists all of the features in the map pane and gives the user access to each feature's attribute information. More advanced queries can be performed by clicking on the Adv. Query button below the map pane. The advanced query screen allows users to display new feature classes in the AOI. The user can also perform attribute-level queries. For example, the user can highlight all of the four-lane roads, or all buildings

Figure 17.7  CIDS applet map display.
that function as government buildings. Users can also perform geometrical queries, such as “find all buildings that are greater than 50 feet from the road,” or “find all homes that are within 20 meters of the Embassy.”

Update of feature attributes is also possible with the Java client. For example, a newly paved road could have its attribute for surface type updated from “gravel” to “concrete.” This function of the applet must be password protected so that only users with authorization can change data in the database.

Another function available in our Web applet includes the ability to perform Internet queries based on our AOI. A user can perform an Internet query by selecting the Internet Query button, and then selecting “Weather,” “News,” “Yellow Pages,” or “Other Maps.” For example, if a user decides to find out the weather for the current AOI and selects appropriately, the GIDS server will locate the nearest city to the user’s AOI and will open a Web page with that city’s local weather forecast.

Our existing Smalltalk mapping application has been extended to the Web utilizing a Java interface via CORBA. The success of our effort is exhibited in the current functionalities of our Java applet on the Web. We have several ongoing projects to improve our Web application, including the display of raster data. We are investigating ways to move to a truly distributed database. Additionally, we want to give users the ability to
download data over the Internet from our Java interface to expedite the distribution of mapping data. Another extension to our Java interface is the ability to display the features in our map pane in 3D utilizing VRML. We anticipate the user being able to click on a “Render in 3D” button to obtain a VRML generated 3D model of the features in the current AOI. The open standard of VRML 2.0 is an excellent format for 3D modeling of land and underwater terrain, natural features, and man-made features. We will generate 3D models using gridded, TIN (Triangulated Irregular Network), and vector data. Our VRML models will provide additional information about the AOI by immersing the viewer into and allowing interaction with a virtual world.

Once these tasks are accomplished, users interested in a wide variety of mapping data will be able to access and benefit from our GIDS over the Internet from any platform using a Java-enabled Web browser. This will allow the functionality of more powerful server machines to be exhibited on less capable client machines. It will also give users faster access to mapping data. Our migration to a Web-based mapping client is a revolutionary way of allowing clients with modest computing resources user-friendly access to state-of-the-art mapping data and software.
2D GIDS Application

In this section we discuss the 2D GIDS Application. We begin with a discussion of Urban Warrior and present the IMMACCS Architecture in Figure 17.10.

Urban Warrior

In the post-cold-war era there has been more focus on urban warfare. The presence of civilians, urban infrastructures, and open space with obstructed views are some of the complications present in urban warfare. In preparation for potential urban warfare, the Marine Corps Warfighting Lab (MCWL) has performed an experiment and demonstration on how to conduct combat in urban settings using the latest technology. In 1997, an exercise called Hunter Warrior took place with the focus on fighting smarter, using less physical force, and relying more on microchips [CNN 1997].

Since many military operations take place via a chain of command, MCWL focused on the command and control activity within the Enhanced Combat Operations Center (ECOC). A specific requirement was imposed in supporting the experiment: the overall system was required to be object-oriented. MCWL believed that an object-oriented system would better meet the overall objective in effectively controlling the urban warfare. The Integrated Marine Corps Multi-Agent Command and Control System (IMMACCS) consists of a number of different components. A real-time display was required to visualize the common tactical picture by officers in the ECOC as activities took place in the "battle space." Stanford Research Institute (SRI) developed and pro-
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**Figure 17.10**  IMMACCS architecture.
vided the two-dimensional (2D) view of the urban battle space. Jet Propulsion Laboratory (JPL) provided a backbone (ShareNet) for all communication among the IMMACCS participants. Common Object Request Broker Architecture (CORBA) was the underlying medium that was used to exchange information among different components of the IMMACCS. California Polytechnic Institute (CalPoly) developed and provided the intelligent "software" agents to assist in the decision making process at the ECOC. SPAWAR’s Multi-C4I Systems IMMACCS Translator (MCSIT) ingested all track information from legacy command and control systems such as Joint Maritime Command Information System (JMCIS) and translated it into object-oriented format for the IMMACCS components to access and use. SRI’s 2D viewer (InCon) as well as CalPoly’s agents required the urban infrastructure to provide a visualization of the battle space as well as a capability to reason about the surroundings.

Both the intelligent agents and the display had two categories of information: static and dynamic. Static information is geospatial information that encompasses physical and built-up environments, man-made structures (e.g., buildings, facilities, and infrastructure), and natural structures (e.g., topography, vegetation, coastlines). Dynamic information deals with tracking the movements of troops, tanks, helicopters and a company of marines, and is based upon the urban infrastructure in terms of its position, mobility, and operation. It is the static information contained in maps that provides much of the strategic and tactical basis for any military operation. Since NIMA’s mapping products provide mapping data in relational form and MCWIL specifically required the overall system to be object-oriented, DMAP provided the conversion to object-oriented format through the GIDS. The GIDS was used as the geospatial component of the IMMACCS system.

Dynamic as well as static urban infrastructure objects were persisted in the Object Instance Store (OIS) maintained by ShareNet. All objects must be in the OIS to be accessible by each system component. The OIS stores only the attributes of urban infrastructure objects, not the positional information. Since the InCon 2D viewer did not support vector maps for the infrastructure objects, an image was used as a reference map. Therefore, InCon needed to query the GIDS to determine which objects were available in the area of interest (AOI). Both the GIDS and the OIS maintained a global identification of each infrastructure object. When the GIDS provided the global identification of the objects to InCon, InCon then in turn requested OIS for other information. This two-step query process was implemented because the attributes of the infrastructure objects as provided by NIMA are a subset of the attributes defined for each infrastructure object in the IMMACCS object model (IOM). The OIS provides more information relevant to the IMMACCS environment. Due to the imposed requirement of using object-oriented systems, CORBA readily was realized among different systems to create an integrated system.

The following list of GIDS capabilities were provided to the IMMACCS as a part of the integrated system:

- Transform the relational vector map information to object-oriented format
- Upload the urban infrastructure objects to the ShareNet's Object Instance Store via CORBA
- Allow InCon to perform spatial query via CORBA

Figure 17.10 shows the overall IMMACCS and the GIDS support within the IMMACCS.
Additional functionality was tested during the Urban Warrior. An online spatial data updating took place from Bethesda, Maryland, to San Diego, California. This was a valuable test, which demonstrated that the object-oriented technology allows ease of updating complex data, such as spatial data. This work is discussed in detail in [Chung 1999].

3D GIDS

Mapping has been the chief means of geospatial data visualization provided by traditional Geospatial Information Systems (GIS). A GIS can produce a highly accurate digital map for a given area of interest, using well-recognized symbols to represent such features as mountains, forests, buildings and transportation networks. Although this flat view of the world provides an excellent means of orienting the user to the general nature and location of the features for a given area, it fails to provide the full experience that comes from viewing a three-dimensional (3D) environment. To address this shortcoming, NRL's DMAP, in conjunction with the University of New Orleans' Computer Science department, has investigated the development of a 3D-GIS that would assist the U.S. Marine Corps with mission preparation and rehearsal and also provide on-site awareness during actual field operations in urban areas.

We designed our 3D-GIS to supplement NIMA's traditional 2D digital-mapping output with a 3D synthetic environment counterpart. The map output remains useful for general orientation and query functions. The 3D output addresses the targeted application area. Instead of merely applying photo-textures to highly simplified geometric shapes, we include detailed, 3D, natural and man-made features such as buildings, roads, streetlights, and so on. We maximize the user's experience in this synthetic environment by providing for movement within and interaction with the environment consistent with the types of interactions expected of marines during anticipated urban operations. We construct the environment such that the user can walk or fly across terrain and can walk into buildings through doorways or climb through open windows. Since we construct synthetic buildings that conform to their real world floor plans, direct line of sight into and out of buildings through open doorways and windows is available. Additionally, once inside a building, the user can walk through interior rooms via interior doorways and climb stairs to different floors.

Our 3D synthetic environment is constructed using an extension of the NIMA's Vector Product Format (VPF) [DoD 1996] designed by DMAP and the University of New Orleans. The extended VPF, referred to as VPF+ [Abdelguerfi 1998], makes use of a nonmanifold data structure for modeling 3D synthetic environments. The data structure uses a boundary representation (B-rep) method. B-rep models 3D objects by describing them in terms of their bounding entities and by topologically orienting them in a manner that enables the distinction between the object's interior and exterior. Consistent with B-rep, the representational scheme of the proposed data structure includes both topologic and geometric information. The topologic information encompasses the adjacencies involved in 3D manifold and nonmanifold objects, and is described using a new, extended Winged-Edge data structure. This data structure is referred to as "Non-Manifold 3D Winged-Edge Topology."
VPF+

The data structure relationships of the Non-Manifold 3D Winged-Edge Topology are summarized in the object model shown in Figure 17.11. References to geometry are omitted for clarity. There are five main VPF+ primitives:

- **Entity node.** Used to represent isolated features.
- **Connected node.** Used as endpoints to define edges.
- **Edge.** An arc used to represent linear features or borders of faces.
- **Face.** A two-dimensional primitive used to represent a facet of a three-dimensional object such as the wall of a building, or to represent a two-dimensional area feature such as a lake.
- **Eface.** Describes a use of a face by an edge.

Inside the primitive directory, a mandatory Minimum Bounding Box (MBB) table (not shown in Figure 17.11) is associated with each edge and face primitive. Because of its simple shape, an MBB is easier to handle than its corresponding primitive. The primitives shown in Figure 17.11, except for the eface, have an optional spatial index. The spatial index is based on an adaptive-grid-based 3D binary tree, which reduces searching for a primitive down to binary search. Due to its variable length records, the connected node table has a mandatory associated variable length index.

The ring table identifies the ring forming the outer boundary and all internal rings of a face primitive. This table allows (along with the face table) the extraction of all of the edges that form the outer boundary and that form the internal rings of a face prim-

![Figure 17.11 VPF+ primitive level object model.](image)
itive. The entity node and the internal and external rings are not essential to the understanding of the VPF+ data structure, and as such, will not be discussed further.

The eface is a new structure that is introduced in VPF+ to resolve some of the ambiguities resulting from the absence of a fixed number of faces adjacent to an edge. Efaces describe the use of a face by an edge and allow maintenance of the adjacency relationships between an edge and zero, one, two, or more faces incident to an edge. This is accomplished by linking each edge to all faces connected along the edge through a circular linked list of efaces. As shown in Figure 17.12, each eface in the list identifies the face with which it is associated, the next eface in the list, and the "next" edge about the face with which the eface is associated. Efaces are also radially ordered in the linked list in a clockwise direction about the edge. The purpose for the ordering is to make traversal from one face to the radially closest adjacent face a simple list operation.

Additionally, VPF's Connected Node Table is modified to allow for nonmanifold nodes. This requires that a node point to one edge in each object connected solely through the node and to each dangling edge. This allows the retrieval of all edges and all faces in each object, and the retrieval of all dangling edges connected to the nonmanifold node.

Unlike traditional VPF's Level 3 topology, the "universe face" is absent in VPF+’s full 3D topology since VPF+ is intended primarily for 3D modeling. Additionally, since 3D modeling is intended, faces may be one- or two-sided. A two-sided face, for example, might be used to represent the wall of a building with one side used for the outside of the building and the other side for the inside of the building. Feature attribute information would be used to render the two different surface textures and color. A one-sided face might be used to represent a portion of a terrain surface. Orientation of the interior and exterior of 3D objects is organized in relation to the normal vector of faces forming the surface boundary of closed objects. Faces may also be embedded within a 3D object.

![Figure 17.12 Relationship of a shared edge to its faces, efaces, and next edge about each face.](image-url)
3D GIDS System Overview

Figure 17.13 shows the flow chart of the steps taken to develop the VPF+ database for the United States Public Service Health Hospital in Presidio, California for the Urban Warrior project. Flat floor plans of the building were the only required inputs to this process. These plans provided detailed information about the building such as floor layouts, dimensions, and means of entry. One of the VPF+ tools we have developed is an on-screen digitizer that allows a user to interface with scanned floor plans to extract 3D geometric data and automate production. This allows accurate definition of the overall exterior of the building and also accurate placement of interior rooms, windows, and doorways by defining the nodes, edges, and faces that form the three-dimensional structure of the building. Using this tool and scanned floor plans of the hospital, 3D data were gathered for the building and populated the VPF+ database.

An example of the result of this process is shown in Figure 17.14. Figure 17.14(a) illustrates an example of a typical 2D representation of the building as might be found in a traditional VPF database. Figures 17.14(b) and 17.14(c), on the other hand, show detailed VPF+ object models.

An example of the user interface is shown in Figure 17.15. User interaction is through a Web browser equipped with a 3D graphic plug-in such as Cosmo Player, and an application applet. Interactions with the 3D virtual world include the ability to walk into the building through doorways or climb through open windows, to look through open doorways and windows either from outside or inside the building, and to enter rooms through interior doorways and climb stairs to different floors. A 2D map of the hospital is displayed adjacent to the 3D counterpart in order to provide general orientation.

Figure 17.13 Flowchart of 3D model generation for Urban Warrior.
The USPS Hospital is a complex building consisting of nine floors and hundreds of rooms. To provide general orientation to marines inside the building, the 3D model is supplemented with a 2D map of the building. A pointer on the 2D map shows the user's location within the building and the direction in which he or she is heading. This can be seen in Figure 17.16. As the user moves between floors, the 2D map is updated automatically to show the level the user is on.

**Experience Report**

Through the experience of using an ODBMS and object-oriented technology, we have learned that memory management, input/output (I/O) processing, data structure requirements, and utilization of fundamental object-oriented design all play a significant role in the overall performance of the ODBMS. During the development phase of our system, we encountered multiple instances that highlight the importance of giving attention to each of these factors. In this section, we will provide several of our experiences with these factors and will describe what we did to improve our system performance.

Memory management for data storage is a mandatory task because the storage requirement for objects can be significantly greater compared to the relational format. Objects require more storage for NTMA formats because of the requirement to export the updated data back into the original source format. To accomplish this, some of the source information or the relational formats are captured in the object definition to ensure the capability to export. This adds to the increase in the storage requirement. We believe that the storage increase would reduce if the relational information were

![Three Views of the U.S. Public Health Service Hospital located at the Presidio, San Francisco, California. Figure 16.4(a) shows a typical 2D representation. Figure 16.4(b) shows a 3D-object model. Figure 16.4(c) shows a cut-away of the first floor including inside rooms, etc.

Figure 16.14(a).](image)

![Figure 16.14(b).](image)

![Figure 16.14(c).](image)

**Figure 17.14** The U.S. Public Health Service Hospital at the Presidio.
dropped from the object definition, but our requirement for export capability prevents us from doing so. Consequently, we focus on other ways to minimize storage requirements. The most dramatic improvement in the size of the database occurred when we did not predefine the size of collections. Previously we would use "OrderedCollection new: 200" with the thought that it would be faster to populate the collection if its size were preset. However, the ODBMS would utilize the space for the collection even if only a few objects were actually placed in it. When we changed to using the command "OrderedCollection new" instead, the database size decreased dramatically (over tenfold) with no major degradation of performance.

Memory management in terms of RAM is also extremely important for increased performance. While testing the initialization of new datasets in our database, we noticed that performance tended to degrade with time; the first few objects initialized quickly, but as more objects were initialized the longer it took for individual object initialization. We concluded that this was due to an increasing number of objects to be managed by RAM before being persisted in the database repository. To resolve this performance degradation, we decided to commit or persist the objects in the database repository during the initialization periodically rather than all at once at the end of initialization. We chose to persist 100 objects at a time, which eliminated this performance problem.

Because network-based client-server applications have inherently poorer performance than single-system applications, we sought to fine-tune the application performance to make the network hit less noticeable. Since IO processing is the most expensive processor
operation, performance in transforming the relational into object format took a significant amount of time. This performance drawback was due primarily to the file open and close operations. Performance improved tremendously when we revised the procedure to read all the contents of a file at one time, storing the data in memory as a dictionary or collection for subsequent use. This memory is released once the data have been used for object creation.

In addition to IO performance tuning, we realized performance improvements after targeting three other areas for revision:

- Reimplementing duplicate, lower-level methods as a single method in a common superclass
- Storing intermediate results in local variables, rather than having repeated message sends
- Reducing the reliance on collections and dictionaries

Because the application was incrementally expanded to handle additional data types, reuse of existing code was not always optimal. This was due largely to the fact that the size of the application made it difficult for developers to “see the forest for the trees.” When the time was found to take a broad-based view of the design, it was found that many methods were significantly overlapping in functionality. Merging these methods from the class hierarchy into one method at the superclass level resulted in significant performance improvement. With regard to the second area of performance improve-
ment, we found that often within the same method, message sends were being repeated to compute the same results multiple times. Performance improved when local variables were used to store intermediate results rather than repeating the message sends.

Finally, the use of collections and dictionaries was dramatically decreased. A great performance degradation was noticed when a dictionary size increased from 1000 to 1001 and thereafter. This is due to the Smalltalk hashing functionality. When an item has to be added to a full dictionary, the dictionary is split into two. A new dictionary is created that is 150 percent of the size of the original dictionary. The contents of the dictionary are then copied to a new dictionary. The performance of this process began to degrade significantly as the size of a dictionary reached over 1000. Thus, we have implemented a large dictionary that basically maintains a collection of dictionaries of size 1000. A new dictionary of size 1000 is created each time a new dictionary is needed.

In our ODBMS, each object is assigned a unique object identifier known as an object-oriented pointer (oop). The oop can be used to access any object in the database quickly. We make extensive use of the oop for our Web interface. Our Web interface is a Java applet embedded in an HTML document and accessible over the Web. The applet communicates with the ODBMS using CORBA. Users of our Web interface want to obtain our data over the Web quickly. To accomplish this, objects in the ODBMS are accessed by the applet through utilization of the object oop. In this manner, we take advantage of the oop to obtain the information that we need from the database, thus quickly providing data to the user.

Conclusion

In this chapter, we have shown how a Web-based distributed system for retrieval and updating of mapping objects has implemented the GIDS. The GIDS architecture relies heavily upon object technology and includes a Smalltalk server application interfaced to a GemStone ODBMS, Java/applet-based client applications, and CORBA middleware in the forms of VisiBroker and GemORB. The GIDS was the realization of our goal to have NIMA data available for electronic information distribution and updating, and played a significant role in the Marine Corps' Warfighting Lab’s Urban Warrior Advanced Warfighting Experiment. The architectural components of the system worked well together; using Smalltalk as the server development environment allowed us to prototype new capabilities quickly, while Java provided the Web-based capabilities for the user interface. CORBA proved an excellent choice to serve as a bridge between the two.

A description and prototype of a 3D synthetic environment using VPF+ was also discussed. The 3D developments demonstrated how marines could utilize this technology for an improved situational awareness and mission planning. Users have the ability to view the environment in a more realistic manner. VPF+ is the vehicle that allowed the synthetic environment to be constructed with topology intact. Furthermore, such 3D visualization is Web-enabled through the Web browser plugins. Future directions consist of bridging the gap between the 2D and 3D by allowing 3D rendering from the GIDS's 2D display.
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ABSTRACT

The Mapping Sciences Section of the Naval Research Laboratory, Stennis Space Center, has realized the enormous benefits of spatial data warehousing and database integration with the implementation of the Geospatial Information Database (GIDB). An object-oriented approach was used to develop an object model that could be easily expanded to include all geographic data types. With the base of object-oriented technology, standards such as Common Object Request Broker Architecture (CORBA) and Virtual Reality Modeling Language (VRML) enabled 2-dimensional as well as 3-dimensional display over the Internet.

However, in the process of developing the GIDB system, the question of what to do with all the data became an inevitable question. Data exist to be used and exploited by users, but what can users do with all the data? Is the availability of so much information overwhelming to the users? The use of spatial data mining techniques to help users make sense of the wealth of data in the GIDB is the focus of this paper. After general discussions of the topic of spatial data mining, we then present a specific technique for integrating a fuzzy set model for spatial relationship determination with the object-oriented model of the GIDB.

Keywords: spatial data mining, object-oriented, fuzzy spatial relationships.

1. INTRODUCTION

The Naval Research Laboratory with the University of Southern Mississippi, Tulane University, and Planning Systems Incorporated, has developed a Geospatial Information Database (GIDB) which allows the combination of National Imagery and Mapping Agency (NIMA) data (multiple data types, e.g., raster, vector, text) into a single integrated object-oriented database. The GIDB is also Common Object Request Broker Architecture (CORBA)-compliant and directly accessible via the Internet with support for 3D rendering. The GIDB allows storage of complex data types (e.g., video and audio) with the traditional NIMA data types (raster, vector, and text) to enable area-of-interest queries as well as constrained queries (e.g., display all buildings within 30 meters of the plaza area).

The storage of multiple, complex spatial data types implies a wealth of available information to GIDB users. The GIDB supports both simple and advanced queries related to both spatial (position, geometry, topology, etc.) and non-spatial (attribute) properties of the data. However, improvements to these described query capabilities are currently underway in the form of the addition of a spatial data mining component. Spatial data mining is the determination of spatial or attribute information not explicitly stored in the database. Various techniques exist for "mining" of the data. The basics of it involve determining, through inference and other logical methods, relationships among the data.

Spatial data mining is a highly desirable addition to the GIDB for two reasons. First, the sheer volume of the data and the complexity of the data types is overwhelming to new or naive users. Spatial data mining techniques can be used to present a tailored, simplified view or schema of the data. The simplified schema can then be used to help users navigate the database. Second, spatial data mining can be used to aid users involved in advanced analysis of the data, and in high-level querying. In this case, non-obvious, implicit relationships among the data and even among the data types can be determined and made available for querying from the user.

Presently, the focus of our work is on the application of spatial data mining for advanced spatial and non-spatial queries. Non-spatial, or attribute queries, are relevant to two-thirds of the "families" of data contained in the GIDE—vector and text. Vector data is the most complex of the data types, consisting of geometric (positional) data and attribute (non-spatial) data, as well as topological relationships. Examples of attribute data include the width of a road, the purpose/usage of a building, or the number of lanes of a highway. Examples of topological data include the designation of two roads that intersect, or two area features that overlap. Text data is stored in SGML format,
providing hypertext capabilities directly from the database. Text paragraphs are associated with positional characteristics in the form of latitudinal and longitudinal coordinates, thus giving the textual data a spatial component. Text is used for indicating, for example, sailing directions for a specific area, or dangerous marine animals. Multimedia data in the form of video and audio clips and images are used in conjunction with the text to provide the user with complete information.

Spatial information, on the other hand, takes the form of vector coordinates for the vector data, and image frames and subframes for the raster data. As mentioned above, text data also has a spatial component in the form of an indexing coordinate, similar to that used in gazetteers.

The examples of data types given above should convey the complexity of spatial and non-spatial data available in the GIDB. All data is stored within an internet-accessible object-oriented database. The object-oriented database schema is used as the basis for data mining of information related to metadata-level concepts, while the data instantiations are used for determining specific value-related data mining queries.

Based on the GIDB developed by NRC Code 7441, this research is exploring spatial reasoning within a spatial and object-oriented domain. Each of the fields is still premature although more work has been published on spatial reasoning in recent years. An effort to incorporate research in spatial data mining and exploring characteristics of object-oriented technology for spatial data is the research domain of this paper. In particular, we focus on the application of fuzzy logic techniques for implementing spatial data mining for topological and directional relationships.

The following section provides background information on the motivation for spatial data warehousing/mining needs for military users. Section 3 provides an overview of spatial data mining followed by current research on data mining in object-oriented databases in Section 4. Since, this paper will use GIDB as a baseline application for spatial and object-oriented data mining, an overview of the application is also provided. Section 5 presents a framework for fuzzy modeling of spatial relationships. Section 6 continues with the integration of this model with the GIDB application. Section 7 explores the impact of spatial access methods on the model, and Section 8 concludes with the potential growth of this field, as well as needed research topics in the area of spatial data mining in object-oriented databases.

2. BACKGROUND

With the explosion in the amount and availability of digital geographic data, many users are frustrated in trying to collect, compile, and analyze data in different formats (e.g., textbook, a chart, vector data) and over different display means (e.g., different windows for different visualization). Users want to collect and display the resulting information for easier compilation and analysis. Military digital mapping have these same needs.

Military users are dependent on maps to plan and conduct their operations. To military users, maps or mapping data capture the real-world entities that allow them to execute mission planning, mission maneuvering, and tactical operation planning. The National Imagery and Mapping Agency (NIMA) provides maps and mapping data to military users. NIMA currently has three digital mapping data formats: vector data in Vector Product Format (VPF), raster data in Raster Product Format (RPF), and text data in Text Product Standard (TPS). When military users, such as marines, have a need for all mapping information available over a certain geographic region or an area of interest (AOI), they ask NIMA to provide such information.

Once marines receive the data from NIMA, they are faced with more difficulties. Necessary information may be in VPF, RPF, and TPS format. It would make sense to have a system that would geo-reference the data from different data formats and display. Yet, the military does not currently have a system that could display the three data types together. Furthermore, there is not a system that could digitally catalog the data for easier and faster access later.

This predicament can be analyzed as having the following components: data, integration, and visualization (figure 1). The data component deals with the differences in the data format. Integration addresses the issue of data access across different data formats. Finally, visualization is the component in which the information content of the integrated data is displayed. With these concepts, terms such as data warehouse for storing data, integrated database for allowing seamless data access across different data formats, and database management systems for easier and faster access have become popular phrases among data users.

![Figure 1. Target areas for improving users' interface with spatial data.](image)

Next, the question becomes how to best utilize the integrated data, otherwise known as data analysis. Common data analysis efforts involved one or more analysts who become experts on the data, providing summaries and generating reports. Stored data provide useful information; however, raw data that has had no interpretation applied is rarely of direct benefit, especially in an integrated environment. Thus, we must add another component to the system (figure 2).

![Figure 2. New target area for improvement, data analysis, integrated with prior system.](image)

The true value of data is predicated on the ability to extract useful information for decision support or exploration, and on understanding the phenomena governing the data source. In an
effort to best analyze the integrated data, the following must be considered:

A wealth of stored information lies within the integrated data.

Potentially more information could be gleamed or inferred from the stored data.

Possible relationships and associations that exist between and among data could provide information that could not be found from the stored information.

Stored data, inferred information, and information from observing relationships and associations between and among data meet one objective—finding or discovering more information or knowledge.

Data mining assumes the role of advanced query on data. Relevant data are first examined. Then, various predicates are imposed on the queried objects to infer and compile the meaning of the collectively queried data. In summary, data mining is a query process that explores distinct information, as well as intrinsic relationships and associations between and among data.

3. SPATIAL DATA MINING OVERVIEW

When a user is given a set of data and a task to perform, the data is compiled, interpreted, and reasoned within the context of accomplishing the task. It is unrealistic for users to examine a large volume of spatial data in detail and extract interesting knowledge or general characteristics from spatial databases. Spatial data mining is a field of study that mines knowledge from large amounts of spatial data. Discovering knowledge or data mining in spatial databases is the extraction of interesting spatial patterns and features, general relationships between spatial and non-spatial data, and other general data characteristics not explicitly stored in spatial databases [15]. Such discovery may play an important role in understanding spatial data, capturing intrinsic relationships between spatial and non-spatial data, presenting data regularity in a concise manner, and reorganizing spatial databases to accommodate data semantics and achieve high performance [14].

Geographic, or mapping, data consist of spatial descriptions and non-spatial descriptions. Each representation of a real-world geographic entity is known as a feature. Spatial descriptions of features provide geometrical information, such as spatial location, perimeter (boundary) and area, and topological information such as adjacency, inclusion, etc. Non-spatial descriptions of spatial data are considered attributes. Attributes can include information such as a feature's name, and ancillary information useful for situation analysis. Data mining, therefore, consists of using these two classes of data to infer and discover more information that was not explicitly stored.

Much study has been devoted to spatial data mining. Prototypes such as GeoMiner [12] provide a spatial data mining concept. Koperski describes three primitives of spatial data mining:

- **Spatial characteristic rule**—general description of spatial data.
- **Spatial discriminant rule**—general description of the features discriminating or contrasting a class of spatial data from other classes.
- **Spatial association rule**—rules which describe the implication of one or a set of features by another set.

Through data mining, one or a combination of the three rules can be discovered. Stored information may only provide finite and explicit characteristics of spatial data. However, data mining may provide other characteristics of certain spatial data based on other spatial data. A spatial discriminant rule provides those characteristics that are distinct from other spatial data, e.g., roads along a coast tend to be two-lane roads. Spatial association rule provides more compound description of spatial data when certain relationships and associations can be made to other spatial data, e.g., buildings on highly elevated areas have pitched roofs.

Several algorithms for knowledge discovery are used based on each or a combination of the three rules. These may consist of, for example: generalization, clustering, exploring spatial associations, and using approximation and aggregation. Those algorithms that discover spatial characteristic rules are considered within the classes of generalization and clustering. Generalization requires extensive background knowledge. A concept hierarchy is used to allow spatial features to be generalized (bottom-up approach), or specified (top-down approach). For spatial data, two types of concept hierarchies are needed, spatial and non-spatial or attribute-based. A spatial concept hierarchy can be viewed as a breakdown of spatial entities by earth, continents, countries, provinices, states, cities, etc. This can be achieved by utilizing an appropriate spatial indexing scheme, e.g., quadtrees, r-tree. An exhaustive study on different spatial indexing schemes is presented in [11, 17].

Koperski listed three possible approaches for an attribute-based concept hierarchy: (1) climb the concept hierarchy when attribute values are changed to a general value, (2) remove attributes when further generalization is impossible or too many different values exist for an attribute, or (3) merge identical attribute values [14].

Spatial data mining involving clustering eliminates the need for background knowledge. Based on the characteristics and nature of data, a representative object is searched while clustering those related objects together. Several approaches are presented in Koperski’s paper: PAM, CLARA, CLARANS, CF trees, and BIRCH [14]. All these approaches use attributes to characterize each feature by its similarities among other features.

Spatial association rules discover relationships among spatial objects. Spatial association rule discovery by Koperski and Han [15] requires a minimum support or minimum confidence. This constrains the search and discovery to be over those areas that at least meet this minimum support or confidence level. Therefore, a spatial association rule is of the form, X -> Y (c%), where X and Y are spatial or non-spatial predicates and c% is the confidence of the rule. Spatial predicates may be derived using topological relationships, e.g., intersect, close_by, adjacent_to.
4. OBJECT-ORIENTED DATABASE MINING

An object-oriented data model provides rich data structure and semantics more relevant to complex data, such as spatial data. The paradigm has characteristics such as class hierarchies, data and behavior, and polymorphism. These characteristics will augment or impact data mining within an object-oriented data domain. For example, class hierarchies are rigid and not very flexible, schema migration and evolution could potentially impact an existing data mining model within a given system. As always, a careful design of the data model is required before a system is implemented.

Class hierarchy could support a concept hierarchy if class definitions are deep. Property inheritance is assumed within class hierarchy consideration. Class membership is determined by the similarities that are inherent in all sub-classes. Thus, object model and class definition need to be considered seriously before developing an object-oriented data model for data mining.

Derivation of a concept hierarchy from a class hierarchy provides information about objects from general to specific or vice-versa. Thus, a class hierarchy tree may be used as a means of generalizing an object to its super- or parent class object. Objects can be clustered based on the class membership. Han [12] provides three characteristics of each object in a class pertaining to data mining:

- An object identifier,
- A set of attributes, and
- A set of methods that specify the computational routines or rules associated with the object class.

An object identifier may be an index to a class in a class hierarchy. Indexing schemes are used to facilitate quick data access in a large database. Much work on indexing schemes in object-oriented data models have been published, e.g., Class Hierarchy index (CHI-index), nested-index, and multi-index [2]. An organization of classes by some indexing scheme corresponds to a class hierarchical structure. Thus, a class definition can be generalized from sub-class to super-class via the indexing scheme or vice-versa.

Updating the indexing scheme based on schema evolution becomes an issue. Han implies that the object identifier needs to remain unchanged over structural reorganization of data. However, schema evolution does take place unless careful design with all parameters known during the design stage is made.

A state of an object is determined by its attributes. A set of attributes can be as simple as an integer type, or can be as complicated as a reference to another object. Within an object-oriented data model, there may exist composite objects; that is, objects that are composed of other objects, each of which may be composed of more objects, etc. The entire set of such relationships is known as a composition hierarchy, or web. These relationships greatly increase the complexity of an object definition. A depth of information traversal determines the level of data mining for complex objects. However, this is also an advantage for object-oriented data. By tapping into one object, all information or state of its information can be found and inferred. Inference may result from an association or a relationship that exists between or among objects by reference. Simple traversal through an object web could cause the discovery of an association rule between and among objects.

An object also encapsulates its behavior or functions. Certain functions could be implemented to support data mining. In reference to the data encapsulation advantage for complex objects, an object identifier could be found as a result of an attribute, or as a result of a function invoked to find that information. Certain behavior allows specific functions to be executed based on criteria imposed on the execution. This allows a dynamic and parametric invocation of some known behavior.

Object-oriented design and data structure can affect the nonspatial portion of the spatial data in data mining. A class hierarchy with concept hierarchy will support generalization of object descriptions. The state of an object could be readily accessed for a given object. An indexing scheme could be used to expedite the access. Once the state is known and found, an object could be clustered with similar objects. In addition, based on the references to other objects, an object composition hierarchy could provide a window to infer relationships and associations that exist between and among objects. Based on parametric invocation of behavior, an object can be constrained to behave a certain way under certain conditions to provide varying knowledge about an object.

5. FUZZY MODEL FOR SPATIAL RELATIONSHIP MINING

The ability to distinguish between similar spatial relationships and to communicate subtle differences in such relationships is a difficult task for automated systems. An especially difficult task is to determine the directional relationship between two-dimensional features. Fuzzy methods associated with linguistic variables [19] is the most promising approach so far for the problem of spatial relationship determination.

As an example, consider the three scenes pictured in figure 3. In figure 3(a) it is unclear whether the statement "A is west of B" or "A is southwest of B" better describes the directional relationship between the two. In figure 3(b), however, it is much less controversial to state simply that "A is west of B." Similarly, in figure 1(c), most would agree that now "A is southwest of B." When given a choice, however, many people would choose to include "hedges" in an attempt to convey more accurately the pictured relationship. For example, in describing figure (b), one might state that "is mostly west of B." A similar problem occurs in the description of topological relationships. Because human reasoning is typically qualitatively, rather than quantitatively, based, people do not often care to know, for example, that "85% of object A overlaps 4% of object B." It is more useful to simply state that "Most of object A overlaps little of object B."

![Figure 3. Example of the effect of size on directional relationship determination.](image-url)
Previous work [5-8] has been performed in the area of the definition and interpretation of fuzzy binary spatial relationships. This is used as a basis of our spatial data mining research. In particular, we concentrate on a data structure that represents topological and directional relationships, as well as supplementary information needed for fuzzy query processing. The data structure, known as an abstract spatial graph (ASG), represents a transformation of 2-dimensional space (areas) into 0-dimensional space (points). A complete set of ASGs for the original relationships, including a graphical representation and specific property sets, was developed in [7].

First-level topological relationship definitions are based on an extension of Allen's temporal relations [1] to the spatial domain. In this work, Allen showed that the seven relationships before, meets, overlaps, starts, during, finishes and equal, along with their inverses, hold as the complete set of relationships between two intervals. Cobb [7] extended these to two dimensions by defining a spatial relationship as a tuple \( (r_x, r_y) \), where \( r_x \) is the one of Allen's relationships that represents the spatial relationship between two objects in the \( x \) direction, and \( r_y \) is likewise defined for the \( y \) direction. Objects involved are assumed to be enclosed by Minimum Bounding Rectangles (MBRs). (VFF, along with many other spatial data formats, provide MBRs as approximate feature boundaries in conjunction with detailed boundary representations.) The construction of an ASG for a binary spatial relationship is dependent upon these object sub-groups. Each object sub-group is represented as a node on the ASG. Pictorially, ASG's are represented in a polar graph notation, where different node representations are used to distinguish between the objects involved in the relationship. The origin node represents the reference area of the relationship, which can be a sub-group of one of the objects, an overlapping area, or a common boundary. An example of an ASG and its corresponding relationship is shown in figure 2.

![Figure 2. M [overlaps, starts] N relationship and ASG.](image)

Each node in an ASG has associated area weights and total node weights to provide support for fuzzy query processing. These weights provide information concerning the degree of participation in a relationship and relative direction, respectively, and are used to define fuzzy qualifiers for the query language. Specifically, the weights are intended to support queries of the nature "To what degree is region A south of region B?", or "How much of region A overlaps region B (qualitatively speaking) ?". The exact manner in which the weights are computed can be found in [5, 7], while a discussion of variations on the weight calculations based on MBR refinements is the focus of [9].

By assigning ranges of area weights to linguistic terms we can provide a basis for processing queries concerning qualitatively defined relationships. The set given below is one example of how this may be done.

\[
\text{[all (96-100%), most (60-95%), some (30-59%), little (6-29%), none (0-5%) and (directly (96-100%), mostly (60-95%), slightly (30-59%), somewhat (6-29%), not (0-5%)].}
\]

Node weights are utilized in a similar manner to provide qualitative directional relationship information. The purpose of node weights is to answer the extent to which an object can be considered at a given direction in relation to another object. Again, ranges are provided that define a linguistic set useful for query purposes. These are given below.

\[
\text{[directly (96-100%), mostly (60-95%), slightly (30-59%), somewhat (6-29%), not (0-5%)].}
\]

The use of these qualifiers is illustrated in the following:

- Is object B somewhat north of object A?
- Retrieve an object directly west of object A.
- Does most of object A overlap some of object B?

6. INTEGRATION OF THE ASG AND OO DATA MODELS

The ASG model provides a structured framework upon which fuzzy spatial queries related to topology and direction can be resolved. The full ASG model includes not only the spatial data structure described in the previous section, but also higher-level data structures suitable for building an index for such fuzzy queries, and a set of properties that can be exploited to resolve the queries efficiently. For example, a transitivity table for the complete set of relationships has been derived that could be used to quickly determine the 2D relationship between A and C, given the relationships between A and B, and between B and C.

The purpose of this section is to show how the ASG model can be incorporated into the existing GIDB OO data model. We concentrate on two aspects: (1) integration at the level of the geographic features, and (2) integration at the indexing level. The first step is to show how the relationships can be represented in the GIDB OO model. We then discuss, in general, how an indexing scheme can be merged with the current quadtree implementation for query purposes.

Every VFF feature, both in its original relational, and in its transformed object format, has an MBR represented through a pair of coordinates, one for the lower left corner, and one for the upper right corner of the bounding box. Because the 2D relationships upon which the ASGs are formed are well-defined, based on tri-valued \((\leq, >, =)\) relations of the bounding box coordinates, we can store this set of relationship definitions as a global object. Indexing of these definitions based on the mutually exclusive relationship sets defined in [disj] (i.e., surrounded-by, tangent, etc.) can be performed to quickly derive a fuzzy relationship label.

For example, the inexact relationship partially-surrounded-by is mapped to a set of 7 basic relationships defined by MBR bounding box interactions. We know that any one of those 7
binary relationships will be equated to the partially-surrounded-by spatial relationship. At that point, the ASG area weights are used to impart qualitative (linguistic) refinements to the relationship. Figure 5 shows how a cross-indexing scheme can be maintained to provide efficient access for both location and relationship-based queries. The figure shows the pointers (implemented as instance variables) from the features to a corresponding ASG. Obviously, a feature has a one-to-many relationship to ASGs, while each ASG corresponds to exactly two features. The feature, represented strictly as a pointer to an object, is represented in the quadtree structure to facilitate efficient location-based querying, and in the ASG collection (indexed by fuzzy relationship terms, as mentioned earlier) for potential relationship data mining operations.

![Quadtree and ASG indexing for queries.](image)

Because the number of possible binary relationships in a database with \(N\) objects is \(O(N^4)\) it is not very likely that one would want to calculate and store all the relationships at one time. It is more practical in the cases of large spatial databases to compute the relationships as needed based on queries (e.g., find all adjacent building structures) and to store any computed relationships for help in determining subsequent relationships. This could be accomplished, for example, through the transitivity table mentioned earlier, or through MBR filtering techniques such as that described in Clementini [3].

7. SPATIAL ACCESS METHOD IMPLICATIONS

Various models for data mining have been proposed such as DBLEARN/DBMINER [12], Holshemer et al., [13] and Matheus [16]. A general architecture proposed by Matheus is used in this paper as shown in figure 6. This section will focus on the DB Interface component of the knowledge discovery process.

![General data mining architecture by Matheus](image)

In general, databases store and maintain persistent data. To support any application, the data would have to be fetched from the database as a form of a query request. Formally, a purpose of an interface to a database is to facilitate a selection of set of objects that meet user defined constraints. Sheikar et al. lists several interfaces to DBMS such as index structure, spatial join, and views [18].

Indexing structures support faster access and retrieval, thereby providing an efficient processing of object fetch. Koperski [11] stated that the DB Interface in general has spatial data structures as well as query optimization. Ester [10] indicated that a spatial access mechanism (SAM) provides efficient processing of a selection of objects that fulfill some conditions specified by a user from the database. For spatial data, \(R^*\) tree has been gaining research interest [10, 11, 14]. However, Ester [11] reminds the spatial data community that no one SAM is superior from one over another. Instead, he states, "Both time and space efficiency of an access method strongly depend on the data processed and the queries asked."

The GIDB uses a quadtree as the interface to the object-oriented DBMS. Quadtree is an approximation mechanism based on a MBRs. It is a simple and intuitive method of organizing spatial data in a geographically hierarchical or geographically clustering manner. The principle behind the construction of a quadtree is based on a recursive division of regions into four equal-sized cells, quadrants, until the cell that will minimally contain the MBR is found. For any MBR that overlaps more than one quadrant, the MBR is maintained at the parent quadrant.

A SAM, such as quadtree, along with object-orientation provides advanced search and analysis capabilities. Properties such as data encapsulation and object nesting allow spatial search as well as attribute search to take place. As a spatial search is conducted, spatial relationships can be computed and determined among objects in a quadtree. As indicated, a quadtree is a geographically hierarchical tree. In other words, objects are clusterd spatially. Objects that are geographically located in the northwest corner of the United States, for example, will be placed along one branch of a quadtree. Therefore, retrieval will only occur along one branch of a tree for data in the same region.

In GIDB, a quadtree implementation has the following object structures,

- **VPFSpatialDataManager**: manager of any SAM. (For GIDB, a quadtree is used.)
- **topCell**: root of a tree
- **maxCell**: quadtree creation is based on maximum level of trees
- **storedContainer**: an instance of VPFSpatialContainer
VPFSpatialContainer

attribDict * a collection keyed by Feature and Attribute Coding Catalogue
features * a collection of features that can be minimally contained in the cell
cell * a container can have at most four equal-sized cells
asg * a collection of asg indices between features

VPFSpatialDataCell * class definition of each quadrant of a quadtree

superCell * a backpointer to the parent cell
level * current level of a cell
manager * a backpointer to VPFSpatialDataManager
origin * lower left corner of a quadrant
corner * top left corner of a quadrant
lowerlevelWidth * width of a cell in next level of a quadtree
container * a reference to an instance of VPFSpatialContainer
id * unique identification of a cell in a quadtree

The spatial search constraint is the user request to find features that are close to feature B. In order to build asg indices for each feature combination, a topological relationship among features that meet the attribute constraints must be evaluated. In other words, a spatial join among all road and government building features in the AOI must be computed to determine if any features are adjacent. Once the features are determined to be adjacent then an asg value is computed. Thus, a spatial search along a quadtree must first compute topological relationship among features. Then those features that meet the topological relationship will be used to compute asg values among the features.

8. CONCLUDING REMARKS

Clearly, spatial data mining techniques are needed to enhance usability of the massive amounts of currently available spatial data. The complexity of spatial data, with inherent composite relationships, and spatial and non-spatial attributes, warrants some way in which to both provide a simplified meta-level view of data to users, as well as automatic discovery of rules and relationships among the data. Object-oriented modeling techniques are the accepted paradigm for representing spatial data, and data mining practices fit well within this framework. Many of the object-oriented principles, such as inheritance and composition, can be exploited within a data mining context to provide powerful inferencing mechanisms.

In this paper, we first overviewed the principles of spatial data mining within an object-oriented framework. It was then shown how an existing fuzzy spatial relationship model could be integrated with an object-oriented spatial data schema to provide relationship definitions for high-level fuzzy querying of such relationships by the users. This is the initial step in developing a spatial data mining framework based on abstract spatial graphs.

Although some work in the integration of data mining and object-oriented modeling has been performed, the field is certainly not mature as of this time. More work in formal methods of integration is warranted, as is research in data mining issues specific to spatial data. Our plans for future work include an implementation of the model described in section 5, as well as the development of a full-featured non-spatial attribute data mining component.
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Abstract
The power of spatial queries for analysis and planning purposes in many different application fields has drawn significant attention within the GIS research field. The extraction of meaningful information from spatial data requires specialized data structures, query languages and query processing strategies.

This paper is primarily concerned with the binary data structures that support the fuzzy queries of spatial relationships in two dimensions. For implementation purpose, the topological relations in this model are refined from a previously defined model. This modified binary spatial model will reduce the burden of geometric computation. Based on the modified binary spatial model, a CLIPS implementation for querying binary spatial relationships is investigated. Details about the query processing strategies are also provided.

1. Introduction
Geographic Information Systems (GIS) is an integrated technology that incorporates concept from computer graphics, spatial modeling and database management. The ability to perform queries on spatial data is essential to GIS and related systems. Due to the fact that the ability to extract information for query results is dependent on the underlying structure of data, a great deal of research efforts have focused on the modeling of spatial data. It is worth mentioning that the work in [1] provided a novel contribution to the problem of defining spatial relationships by considering inferences from topological and directional relations.

In earlier work [1], a spatial data model that represents binary topological and directional relationships between two 2-D objects was presented. A data structure called an Abstract Spatial Graph (ASG) was defined for the binary relationship that maintains all necessary information regarding topology and direction. For complete information on this model, we refer the reader to the cited references.

In this paper, we present an implementation of the modified structures based on the C Language Integrated Production System (CLIPS). CLIPS is a productive development and delivery expert system tool which provides a complete environment for the construction of rule and/or object-based expert systems [2, 3]. It is now maintained as public domain software. Because of its portability, extensibility, capabilities, and low-cost, CLIPS has received widespread acceptance throughout the government, industry and academia.

Based on the modified spatial relationship, rules are encoded using the public-domain CLIPS language. The CLIPS code is processed through the CLIPS expert systems engine to answer the topological and directional queries for binary spatial objects.

The paper is organized as follows. Section 2 describes the rules of spatial relations based on the binary spatial model, and investigates a data structure improvement for implementation purposes. Section 3 provides details about CLIPS programming strategies for query processing. The query result section follows, providing a sample of how the implementation works. Our conclusion and directions for further work are presented in section 5.

2. A Binary Spatial Model and Its Modification
For the purpose of the model, we first assume that objects involved can be enclosed in Minimum Bounding Rectangles (MBRs). Figure 1 shows two MBR objects in 2-dimensions, i.e., each object can be represented by a two-point abstraction that represents the lower-left and upper-right corners of the MBR.

A tuple \([r_x, r_y]\) represents the relationship between the objects in both the horizontal and vertical directions. Each of \(r_x\) and \(r_y\) is one of Allen's temporal relations [4] that represents the interaction of the objects in the x direction and y direction, respectively.
2.1 Basic Rule Sets of Binary Spatial Relations
Based on Allen's 13 temporal relations, a twodimensional spatial data model was achieved. The result is that 85 possible relationships are deduced, which include 49 base relationships and 36 inverse relations. These relationships are then used to define topological and directional relationships.

In this paper, three rule sets are used to represent the basic structure of this model. Consider two objects:

A(Ax1, Ay1) (Ax2, Ay2)
B(Bx1, By1) (Bx2, By2)

Now, taking one-point from each object, that is,
(A1, A2) = (Ax1, Ax2) or (Ay1, Ay2)
(B1, B2) = (Bx1, Bx2) or (By1, By2),
we will present the implementation process.

**Rule Set 1: Define a set of non-ambiguous relationships.**

Consider one direction, the temporal relation between object A and object B can be defined as:

1. IF A2 = B1 THEN < before >
2. IF A1 = B1 THEN < meet >
3. IF A1 < B1 < B2 THEN < overlap >
4. IF B1 < A1 < A2 THEN < overlap-1 >
5. IF A1 < B1 < A2 THEN < finish-1 >
6. IF A1 = B1 < A2 THEN < start >
7. IF A1 < B1 = B2 THEN < equal >

Figure 2. Defining a set of non-ambiguous relations.

Simply, this rule set can be expressed as:

\[ r = (b, m, o, f, d, s, m', o', f', s') \]

where each relationship and its inverse is represented by its initial letter, e.g., 'b' → 'before'.

In the y-direction, the same rules can be applied. Moreover, there are two additional rules that apply:

1. \( A(x_1, y_1)B = B(x_2, y_2)A \)
2. \( A(x_1, y_2)B = B(x_2, y_1)A \)

**Rule Set 2: Define a set of topological relationships.**

Based on the eighty-five basic relationships, the topological relation set can be defined as:

\[ T = \{ \text{disjoint, tangent, surrounded-by, partially-surrounded, surrounded-by, partially-surrounds, overlapped-by, overlaps, x-subspace, y-subspace, y-subspaced-by} \} \]

Figure 3 shows a subset of the rules for topological relationships. [1] provides greater details on this.

**Rule Set 3: Define the set of directional relationships.**

Directional relationships are heavily used in everyday life. The most commonly used are the cardinal directions and their refinements. In the same way as previously seen for topological relationships, the directional set can be defined as:

\[ D = \{ \text{North, East, South, West, North-East, South-East, South-West, North-West} \} \]

Figure 4 shows two of the rules for directions.

**2.2 Define ASG for Fuzzy Querying**

Three basic rule sets can support the basic binary spatial querying, i.e. the querying without specific degree information. Researchers [5-6] have shown that the directional relationships are fuzzy concepts since they depend on human interpretation. In addition to supplementary information needed for
fuzzy query processing, a data structure, known as an abstract spatial graph (ASG), was also presented in previous work [1]. The concept is based on the tasks of defining reference areas, partitioning MBR's into object sub-groups, and assigning each object sub-group to a node on the ASG.

Figure 5. A [overlaps, start] B and corresponding ASG.

Figure 5 shows the geometry of the ASG, in which nodes 0-3 belong to object B and nodes 6 and 7 represent object A. Each node has associated weights that store fuzzy information.

2.3 Modifying AGS for CLIPS Implementation
The topological relations have been found useful for increasing the speed of spatial queries [5]. For implementation purpose, we analyze the geometric characteristics of topological relationships. Excepting the disjoint relation, all other relations have a similar geometry; that is, the reference area is part of both objects involved. Thus, the original topological relation set can be reduced or reclassified to a binary topological set:

\[ T \rightarrow T = \{ \text{disjoint, connected} \} \]

This new topological relation set is used in the CLIPS implementation.

For convenience of implementation and further investigation, the ASG is modified by mapping topological relationships to 9 nodes for both objects. Figure 6 represents the new ASG. Similarly, each node has associated weights. But differently, the weight in some node can be null depending on the different topological relations. In this new data structure, because each object is associated with its 9 nodes, it is not necessary to keep information related to whether a node belongs to object A or object B in the implementation. Furthermore, it is a flexible structure for fuzzy querying.

3. A CLIPS Implementation
In this section we show how CLIPS can be used to implement the binary spatial relationships given

Figure 6. A [overlaps, start] B and new ASG

As a rule-based shell, CLIPS stores the knowledge in rules, which are logic-based structures. In the implementation, the basic three rules are defined by using defrule constructs. They provide the basic spatial information such as, Object A is disjoint from Object B, or Object A is West of Object B. For fuzzy querying purposes, extra functions and rules are defined that will support fuzzy querying.

The implementation is directly dependent upon the reduced topological relation set and modified ASG mentioned above.

3.1 Store All Facts in CLIPS
The facts are the critical resources for the querying. All details for binary spatial relations are contained in deftemplate facts. The type of information stored in the database includes the positions of two objects, the reference object, non-ambiguous relations, and topological relationship and directional relationships. Figure 7 shows the information stored in facts using CLIPS syntax. The corresponding data structures are declared by using deftemplate syntax.
3.2 Representing 2-D Relation in CLIPS

To represent 2-D temporal relations extended from Allen's relations, the deffunction construct in CLIPS is utilized. With this construct, a new function that implements Allen's relations in 1-D is defined directly in CLIPS. Figure 8 shows the deffunction for Allen's internal relations. The knowledge of the rules implemented in step one that define a set of non-ambiguous relationships is built by the defrule construct shown in Figure 9.

![Figure 8. Deffunction for Allen's interval relations.](image)

The function AllenRelation() develops a set of temporal relations in 1-D. It accepts four arguments from a CLIPS program. When it is called, it returns the temporal relation that can be used in the rule for the application.

The defrule collects the relation facts in 2-D by calling AllenRelation(), and then puts the 2-D relation knowledge into facts.

![Figure 9. Defrule to implement Rule Set 1.](image)

3.3 Basic Binary Spatial Querying Using CLIPS

The basic queries are based on the primary topological set (Rule Set 2) and directional set (Rule Set 3). In this kind of querying, the degree to which one object lies in a particular direction with respect to a second object is not of concern. Figures 10 and 11 show CLIPS rule structures for topological relationship and directional relationship, respectively.

![Figure 10. Defrule for topological relationship.](image)

![Figure 11. Defrule for directional relationship.](image)
3.4 Fuzzy Querying of Binary Spatial Relationships

Based on the new topological relation set and modified ASG data structure, we define three rules and four functions to support the processing of fuzzy queries. Query processing strategies are described as follows:

**Step 1.** Find the reference area

Fuzzy variable weights store all fuzzy query information. In order to get weights for each node in the ASG, a reference area must first be found. Based on the fact that there are four points in the x-direction or y-direction, given two objects, a simplified approach to determine the reference area can be given.

**Approach:** The reference area is also treated as an MBR object. We take two middle points among the four points in each direction as the reference object position. It can be represented as \( R = (R_{x1}, R_{y1}) (R_{x2}, R_{y2}) \).

**get-reference-object Rule and reference Function**

Given two objects, the get-reference-object rule calls reference function to get the reference object position. The reference function accepts eight arguments that represent positions of two MBR objects, and finds the position for the reference object. Finally, it places the position information into the corresponding object-position fact.

**Step 2.** Calculate weights

Based on the binary topological relations, a general method developed for connected relations is shown in Figure 12.

\[
\begin{align*}
N_{area} &= (Rx1 - Rx2) (Oy2 - Ry2) \\
NE_{area} &= (Rx1 - Rx2) (Oy2 - Ry1) \\
E_{area} &= (Ox2 - Rx2) (Ry2 - Ry1) \\
SE_{area} &= (Ox2 - Rx2) (Oy2 - Oy1) \\
S_{area} &= (Rx1 - Ox2) (Ry2 - Oy1) \\
SW_{area} &= (Rx1 - Ox1) (Oy2 - Ry1) \\
NW_{area} &= (Rx1 - Ox1) (Oy2 - Ry2)
\end{align*}
\]

Figure 12. Formulas for area weight calculation.

In the figure, \( R \) represents the reference object, and \( O \) represents the one of two objects investigated. By adding some constraints, the general method for connected relations can also be applied to disjoint relations.

**get-weight Rule and weights Function**

Given two objects and their reference object, the weights function maps the object sub-group into 9 nodes for each object, and calculates the area weights and node weights. The CLIPS program passes nine arguments to weights function, that is, one for object identifier, four for object position, and four for reference position. The function asserts area weights to the corresponding nodes for fuzzy querying. The basic weights function structure is shown in Figure 13. A related rule that activates the weights function.

```
  (bind ?total_area (+ ?o1 ?o2)
            (+ ?o3 ?o4)
            (+ ?o5 ?o6)
            (+ ?o7 ?o8)
            (+ ?o9 ?narea))
  (bind ?c_area (/ (+ ?o1 ?o2)
                    (+ ?o3 ?o4)
                    (+ ?o5 ?o6)
                    (+ ?o7 ?o8)
                    (+ ?o9 ?narea)))
  (if (and (<= ?o1 ?o2)
           (<= ?o3 ?o4)
           (<= ?o5 ?o6)
           (<= ?o7 ?o8)
           (<= ?o9 ?narea))
    (bind ?area (/ (+ ?o1 ?o2)
                   (+ ?o3 ?o4)
                   (+ ?o5 ?o6)
                   (+ ?o7 ?o8)
                   (+ ?o9 ?narea)))
    else
    (bind ?area 0))
```

Figure 13. Function to calculate weights.

**Step 3.** Get qualifier to implement Fuzzy querying

To provide support for fuzzy query processing, the fuzzy variable weights is assigned to the corresponding linguistic terms qualifier. The fuzzyTq function defines the topological qualifiers that represent the linguistic terms for area weight. Similarly the fuzzyDq function defines the directional qualifiers that represent the linguistic terms for node weight.

The fuzzy set for topological qualifiers is:

- (all (0.96 - 1), most (0.6 - 0.95), some (0.3 - 0.59)
  little (0.06 - 0.29), none (0 - 0.05 )

The fuzzy set for directional qualifiers is:

- (directly (0.96 - 1), mostly (0.6 - 0.95), somewhat
  (0.3 - 0.59), slightly (0.06 - 0.29), not (0 - 0.05 )

---
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The fuzzy-query rule in figure 15 provides the fuzzy querying information by calling fuzzyTq and fuzzyDq functions.

```prolog
(defrule fuzzy-query
  (?f3 <- (nodes (objectname ?A ?B))
   (C ?C_area)
   (N ?N_len)
   (NW ?NW_len)
   (s_north ?s_north)
   )
  (if (neq ?A B ) then (bind ?obj B )
  (loop-for-count (?count 1 8) do
    (bind ?dir (nh5 ?count (creates North ... North_West)))
                                     ... ?N_area ?N_area ?N_area)))
                                     ... ?N_len ?N_len ?N_len)))
    (bind ?tq (fuzzyTq ?A ?area_w
         ... ?dir ?obj))
    (bind ?dq (fuzzyDq ?A ?node_w
         ... ?dir ?obj))
    (if (and (neq ?tq non) (neq ?dq non))
        then (printout t "query information" crlf)
    )
  )
)
```

Figure 15. Fuzzy query rule.

All of the CLIPS code is processed through the CLIPS expert systems engine to answer the topological and directional queries for binary spatial objects.

4. Query Results

Consider two objects:

- object A (1,1) (5,3) and
- object B (4,1) (8,7).

When the define-2D-relation rule is fired, calling AllenRelation (1 5 4 8) will return 'o', and the second calling of AllenRelation (1 3 1 7) will return 's.' Finally, the relation 'os' is added to the temporal-relation fact.

When the define-topological-relation rule is fired, the topological information 'Object A overlaps Object B' is displayed. When the define-directional-relation rule is fired, 'Object A is South Object B, Object A is South West of Object B, and Object A is West of Object B' are provided for directional relations. When the reference rule is fired, the reference object R(4,1) (5,3) is asserted into the fact database. While the get-weight rule is firing, area weights and node weights are assigned into 9 nodes for each object.

Finally, the fuzzy-query rule fires, providing the following fuzzy querying information:

- Most of Object A is West of Object B
- Object A is mostly West of Object B

⇒ Most of Object A is mostly West of Object B

5. Conclusion and Directions for Further Works

In this paper, the capabilities of a binary spatial data model and a CLIPS tool to support fuzzy topological and directional queries have been shown. The results demonstrate that CLIPS is a flexible, powerful, and intuitive tool that can be successfully applied to spatial database analysis.

Because the querying involves handling concepts expressed by verbal language, such as direction, area weights and node weights, this kind of query is illustrative of problems that involve uncertainties. However, in this implementation, the representation of the fuzzy variable weight is based on classical set theory where the membership can be clearly defined by a set. It simply performs a low level fuzzy query.

In the future we plan to continue research on the use of CLIPS in spatial data analysis. We intend to investigate also the use of FuzzyCLIPS for high level information queries, in which the representation of weights information is based on the concept of fuzzy set theory.
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Abstract

The Geospatial Information Database (GIDB) is an implementation of ongoing research in object-oriented geographic data modeling at the Naval Research Laboratory's Mapping, Charting & Geodesy Branch. The GIDB has evolved over the last five years from the initial memory-resident application involving vector mapping data, to the current state-of-the-art system of a distributed object-oriented database with web-based viewing capabilities for vector, raster, hypertext and multimedia data, as well as remote updating of vector data. The use of geographic data is becoming pervasive across many disciplines. At the same time, end users are becoming increasingly dependent upon the web as a source of readily available, easily accessible information. We believe these two factors necessitate the development of systems capable of the immediate distribution and access to complex spatial data objects. In this paper, we present the design strategies and implementation architecture of the GIDB.

1. Introduction and background

The Defense Modeling and Simulation Office (DMSO) and the National Imagery and Mapping Agency (NIMA) sponsored a FY 94 pilot project at the Naval Research Laboratory (NRL) at Stennis Space Center to produce a prototype object-oriented (OO) database with NIMA’s first digital vector mapping prototype, Digital Nautical Chart (DNC). NRL teamed with the University of Florida to develop this prototype.

DNC was the first Vector Product Format (VPF) [5] dataset implemented by NIMA. VPF is a relational file format that represents geographic entities (features), along with their spatial and non-spatial attributes, through the use of tables. The project addressed the following areas: topological support among coverages, potential for not duplicating features among coverages, improved updating potential, and increased access speed. At project completion, key findings reported to NIMA included the following:

- An OO Database with DNC information content could be implemented.
- Feature content was only stored once as compared to the repeated storage of some features in the conventional DNC.
- Direct updating of features and attributes was demonstrated.
- An order of magnitude speedup was demonstrated in feature access time.
- Features and attributes can easily be modified via a point-and-click interface.

NRL extended the prototype OO structure in FY 95 to accommodate multiple VPF databases as well as two different OO database management systems (ODBMS) [12]. This prototype is called the Object-Oriented Vector Product Format (OV PF), and represents a transformation of NIMA VPF relational databases into an OO structure. The OVPF allowed NIMA a rapid look at the potential benefits of OO approaches for allowing Department of Defense users to ask for information from NIMA that spans multiple databases [14].

During FY 96, much progress on conflation [2], [7], [8] and the base research for an integrated OO framework [13] to support multiple NIMA data types was accomplished. In FY 97, NRL developed the first prototype of the integrated OO framework, as well as developing a prototype OO Digital Nautical Chart updating system for NIMA. This system showed a 24:1 speedup over NIMA’s current approach. Also, NRL developed the initial CORBA interface for the integrated framework to allow improved electronic dissemination of digital mapping objects [3], [16].

Marine Corps Warfighting Lab (MCWL) funded the NRL to develop the initial Geospatial Information Database (GIDB) during FY 98 and FY 99 to support an Integrated Marine Corps Multi-Agent Command and Control System (IMMACCMS). This initial prototype demonstrated an ability to actively manage NIMA
mapping data in an object-oriented manner that could be interfaced with components developed by Stanford Research Institute, California Polytechnic Institute, and NASA's Jet Propulsion Laboratory. The GIDB demonstrated that this integrated database could be viewed and engaged in both 2D and 3D via a simple Internet browser. The GIDB was a component of the IMMACC8S successfully used in the Urban Warrior Advanced Warfighting Experiment in March 99.

The underlying motivation for having an Internet-based Java client access our O0 mapping database is to give end users the ability to access and use NIMA data quickly and efficiently. Currently, users of NIMA data must have resident on their own computer systems software to view the data, and must obtain the data on CD-ROM or other storage media. However, given NIMA’s role as the primary geographic data distributor for the Department of Defense, it is clear that electronic dissemination and remote updating of NIMA’s digital products is highly desirable. To this end, the GIDB allows any user with a Java-enabled web browser, such as Netscape 4.0, to access our database over the Internet and display NIMA map data available in their area of interest. Additionally, privileged users, known as data co-producers, are given the ability to perform remote updates on the data.

This paper presents the design and underlying architecture of the GIDB as used in the IMMACC8S project described above. The remainder of this paper is organized as follows. Section 2 provides a high-level description of the overall architecture, followed by emphasis on the distributed aspects of the architecture in section 3. Section 4 focuses on the web applet, which is the mechanism by which remote viewing and updating of information is performed. Section 5 contains details of the network updating scheme, and includes a description of the IMMACC8S updating test. In section 6, we present our concluding remarks and indicate directions for future work.

2. GIDB architecture

The Geospatial Information Database (GIDB) system has a client and server architecture. It is composed of server, interface and client modules. Currently, GIDB has three clients as shown in figure 1.

![GIDB system component](image)

Figure 1. GIDB system component.

2.1. Server

Gemstone is a commercial-off-the-shelf object server that stores, manipulates, and processes objects referenced by each client. The server consists of two functional modules: storage of data, and manipulation or processing of data. Based on the request from each client, the Gemstone server searches and retrieves only those objects that meet the requested criteria. Data search for retrieval is performed mostly on the server for all three clients. Gemstone is an intelligent object server; it knows its objects by name. Therefore, Gemstone maintains its own object names. An object can be searched and retrieved by specifying its name. All disk-based systems involve a fetch at a page level. Sometimes the exact content of a page may not be explicitly known for most servers. However, for Gemstone as an object-based system, a content of a page can be known at an individual object level. A processing to determine what is on the page can take place on the server rather than on the client.

A server maintains its VPF data in the following manner. Entry points for all three clients are at the VPFDatabase class level. VPFDatabase class is the superset of all VPF data. VPFDatabase class has a class variable or a global dictionary called Databases that contains all instances of the VPFDatabase class. A root entry to any feature access begins with the Databases of VPFDatabase class.

VPF data has a hierarchical structure. A database is used to group a set of data that is used for a specific purpose, e.g., Digital Nautical Chart (DNC) for navigation. It contains a collection of libraries. A library is used to group those features that are collected at a certain scale over a certain region. There may be some overlap or complete containment of one library to another. However, each library is unique based on the region and scale. Each library subsequently contains a collection of coverages, where each coverage contains those features that are related by a common theme, e.g., transportation or cultural.

A database, library and coverage triad, represented as VPFDatabase, VPFLibrary, and VPFCoverage classes uniquely identifies a feature. A feature is defined at a coverage level. Due to tabular storage constraints, VPF data structure groups data at yet another layer, the tile. Each tile consists of some geographic extent in a minute by minute or a degree by degree manner. Figure 2 shows an example of a VMAAWE database having a collection of libraries such as Presidio, Oak Knoll, etc. A Monterey library consists of coverages or themes such as population, transportation, etc.
A server is designed to use a coverage as the minimal grouping level for features or objects. Every instance of a VPFCoverage has an instance of a dictionary collection called covQuad. A covQuad maintains all instances of VPFSpatialDataManager for a given coverage. A VPFSpatialDataManager class represents a spatial indexing scheme for organizing spatial data. The GIDB system uses a quadtree spatial indexing scheme to provide a hierarchical clustering of data based on the geographic area. A quadtree recursively divides an area into quadrants, each of which is called a quadcell. A detailed discussion of a quadtree indexing scheme can be found in [11]. In the GIDB system design, a class named VPFSpatialDataManager is created to represent a quadtree indexing scheme. All spatial objects or features are stored and indexed in a quadtree. An insertion of an object into a quadtree is based on the bounding box of the object. A quadcell that will minimally contain the bounding box of an object is selected to store the object.

VPF data has three types of features: point, line and area (polygon). For efficient and faster access and retrieval, each feature type has a unique instance of a quadtree, i.e., there are three instances of VPFSpatialDataManager class. Therefore, a covQuad has three instances of VPFSpatialDataManager keyed by the feature type.

Any data access and retrieval begin by specifying the database, library and coverage. A feature retrieval may specify a part of an area or an area of interest (AOI) by specifying a geographic extent or the entire area of the database and library. This request is sent to the appropriate instance of VPFSpatialDataManager for actual feature retrieval.

2.2. Interface

Both GemBuilder for Smalltalk and GemORB are commercial-off-the-shelf products. Both components provide an interface to the Gemstone object server. GemORB is a Common Object Request Broker Architecture (CORBA) 2.0-compliant object request broker. GemBuilder for Smalltalk is an interface between the AOI-based client and Gemstone.

GemBuilder for Smalltalk maintains its own object names as well. To establish a connection between an AOI-based client and Gemstone, a naming convention of each object must be resolved. In other words, the client and server must have an agreement on how to reference an object by name. GemBuilder for Smalltalk provides those classes that institute a convention for referencing the same objects between the AOI-based clients and Gemstone. For this reason, GemBuilder for Smalltalk requires some knowledge of the database design and implementation; the level of required detail is client dependent.

GemORB establishes a connection to the object server through CORBA-compliant communication. For more on CORBA, see [9], [10], and [15]. GemORB provides those classes that represent and implement CORBA. Unlike GemBuilder for Smalltalk, a connection via GemORB does not require an in-depth knowledge of the system design and implementation. An Interface Definition Language (IDL) file defines a correct mapping of objects between the client and the server. An IDL file also defines operations or methods that are available for clients to invoke on the server. Since GemORB is based on CORBA, all the benefits of interoperability among programming languages and platforms apply. Figure 3 shows the difference between the GemBuilder for Smalltalk and GemORB based applications.

2.3. Client

An AOI client connects to the object server through GemBuilder for Smalltalk. This client mainly populates, maintains, updates and exports data. This client is tightly-coupled to the Gemstone design of data, i.e., class definition, class states and behaviors. A similar class definition is used between Gemstone and an AOI client.
an AOI client closely replicates the object server's design of data. Due to the data encapsulation property, a reference to an object implies a reference to a self-contained object. For those objects that are maintained and managed by GIDB, a self-contained object can consist of a large web of references to other objects, i.e., pointers. Since an object referenced by an AOI client is self-contained, AOI clients primarily request the object server to search and return objects. In most cases, AOI clients then process the data on the client side.

A GemORB based client, on the other hand, does not reflect servers' design. These clients minimize information maintenance and storage by relying on the object server to be a centralized data storage as well as a centralized processing center. A GemORB client request for information expects the object server to search and completely process information. A client will receive fully processed information that can be readily used without further processing. These clients expect an answer to a question: AOI clients expect from the object server those parts that are needed to solve and derive the solution. Thus, AOI-based clients can be considered as "flat clients," because the implementation details are replicated on the clients, adding storage requirement. They are expected to process the information retrieved from the object server. The GemORB-based clients, however, are considered as "thin clients," because the implementation of those objects is not represented on the clients; there is not much processing involved on the client side. This paper will concentrate on the clients using GemORB.

3. Distributed architecture background

Information distribution of updates is a major concern among data users. This is especially true for NIMA users since NIMA is the only authorized data producer for military users. Changes must be captured, validated, and then incorporated into systems that utilize the data for any military operations. Furthermore, it is essential that military users have the latest data available, as well as a synchronized view of the space by various and multiple users.

There are three types of fundamental changes: geometrical, topological, and attribute. However, a geometrical change implies a topological change; a topological change cannot take place unless there is a geometrical change. Thus, this paper considers only two types of basic changes: geometrical and attribute.

There are two concerns in maintaining vector data when updates take place: (1) maintenance of internal topology and (2) distribution of updates to the users. NIMA produces Vector Product Format (VPF) data. These vector data have an internal topology called winged-edge topology [5]. This topology provides adjacency and contiguity information at a primitive level, where one or more primitives define a feature. Five types of primitives are used in defining a VPF feature: entity nodes for point features, connected nodes for line and area features, edges for line and area features, faces for area features, and rings for area features. Therefore, when a geometrical change occurs, there is a possibility that the underlying topology may change for neighboring objects. This leads into the next relevant issue of distribution. When a feature changes, its neighboring feature's topological relationships may also change. Thus, determining what and how much information to send as an update is an issue.

Most applications that handle VPF data understand each feature in the context of its thematic layer, i.e., database, library, and coverage. The underlying relational structures that support such a layer consist of many tables and joins. An update can only be considered at a coverage level, although an update takes place at a feature level. A coverage may contain hundreds of features. However, due to the relational format of the vector data, an update implies potential changes to an entire coverage. Network utilization is non-optimal due to the redundant information, i.e., information that has not been changed will also be sent as a part of the update. With a shift from relational to object-oriented paradigm for VPF in GIDB, a map-entity or feature-level (object-level) update is implemented [1]. Object-level updating alleviates the two problems that were encountered in updating traditional VPF relational databases. Only an object that has been modified will be distributed. Any change in topology does not have to be transmitted as a part of an update. The GIDB server automatically triggers winged-edge topology checking whenever a new primitive or a change in a primitive is detected. Since only an object that has been updated is distributed, the minimal information of only the object that is immediately changed is distributed to the DoD services. Of course, this implies that the candidates for object-oriented feature-level updates require the receiving application to be object-oriented, as well.

In this scenario, one can imagine a server and client architecture in which NIMA is the centralized data source and all DoD services become clients as data users. Another scenario that can be considered is that of a distributed system. A distributed system is composed of systems that logically belong together, but that are in different physical locations. A distributed system is ideal when data sharing is required while some local control is maintained [6]. In the updating design, a client has the control to accept the update or reject the update from the server. Each client to the NIMA server has captured a "mini-world" or a geographic portion of the world. A combination of clients to the NIMA server could possibly become the distributed system, each providing other applications and systems with the latest data from NIMA covering certain geographic regions. In implementing this
distributed system. CORBA communication network has been used. This is shown in figure 4.

**Figure 4. Distributed architecture example.**

Based on figure 1, a web-based client would be a client only, whereas the update client could be both client and server. Both clients use CORBA as the communication network. CORBA enables simple query and data transmission over a network.

4. Web applet

The goal of the project was to have online access to geospatial data such as raster images and vector features over the Internet. These geospatial objects would be retrieved from a GemStone server. Communication between the server and a client is accomplished using CORBA-compliant vendor ORBs. The use of VisiBroker on the client side and GemORB for the database server is completely transparent to anyone accessing the applet. Figure 5 shows the basic architecture of our system. A web-based client has capabilities to display, select, and query objects interactively.

**Figure 5. Basic system design.**

A dialog between a server and a client begins when a client specifies an AOI. This specification is currently made by providing latitude, longitude and a radius. Currently, an interactive AOI selection directly from a map is disabled. This interface is shown in figure 6. Well-known and frequently accessed area names have been provided. The listed names are those AOIs that were used during the Urban Warrior experiment.

**Figure 6. Area of interest screen.**

Upon receiving an AOI request, the server retrieves all data sets that contain information over the AOI. A user will be able to tailor the display by selecting only those data sets that are of interest. The selection process is shown in Figure 7.

**Figure 7. Database, library, and feature selection screen.**

The selected features are sent to the server, and the server returns those objects that meet the selection criteria. These objects are displayed as shown in figure 8. Simple queries such as object attribute retrieval, as well
as advanced queries such as geometrical queries, e.g., objects within a distance of X kilometers, can be executed.

Figure 8. Simple query screen.

5. Information distribution

5.1. Basic system components and design

For information distribution from a GIDB server to a GIDB client, both the server and the client applications are identical. A peer-to-peer system configuration for CORBA has been implemented. A well-defined set of methods in an IDL file is used between systems to query and retrieve objects. Any system can become a server and client based on the needs.

The designation of server or client is based on the role a GIDB system assumes. A GIDB system can be a server to a suite of clients for a certain type of dataset. However, the same GIDB system can be a client to some other server for another dataset. This capability demonstrates a "smart client pull" information flow. The following assumptions are made in using this "smart client pull":

- A server is up and running constantly. Clients are on-line as needed.
- Both server and client maintain a log. A server maintains an update history log. The client maintains a client history log. These are represented in figure 9.
- A client initiates an update check. When a user logs onto the Gemstone server, a request is sent to the server via ORB-to-ORB communication to check for any update. A check on whether a client needs an update from a server's change log is based on a timestamp and the state of the feature in terms of its location and attributes.

Figure 9. System components for updating.

This "smart client pull" allows background processing to automatically update the changes from the selected server. Based on this assumption, an interactive processing from the user is not required to initiate the update. It is also possible to have no user interaction for the actual update process; the system could be set up to automatically update the changes based on well-defined criteria. However, the current implementation allows a user to select which updates to perform, if any.

5.2. Update history log design

The GIDB application records all updates in a history log. The history log is maintained as a class variable to VPFDDatabase and can be viewed by inspecting 'VPFDDatabase historyLog.' The format of the history log is shown in figure 10.

Figure 10. History log format.

When a feature is updated, an instance of a CORBA VectorFeature as defined in the IDL file is created and added to the appropriate feature collection in the history log. The coverage date/time stamp in the history log is changed to reflect the date/time that this feature was updated. Thus, the coverage date/time stamp reflects the
date/time of the most recent update that has occurred within the coverage.

5.3. Client history log design

When a client receives updates from a server, all updates are recorded in the history log as described above. In so doing, this client can then be a server to another client. In addition to recording the updates in the history log, a client also keeps a record of the updates in a client history log. The client history log is maintained as a class variable to VPFDdatabase and can be viewed by inspecting ‘VPFDdatabase.clientHistoryLog’. The format of the client history log is shown in figure 11.

```
<table>
<thead>
<tr>
<th>Dictionary</th>
<th>Dictionary</th>
<th>Dictionary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database1</td>
<td>Library1</td>
<td>Coverage1</td>
</tr>
<tr>
<td>Database2</td>
<td>Library2</td>
<td>Coverage2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Date/Time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stamp</td>
</tr>
</tbody>
</table>
```

Figure 11. Client history log format.

The client history log records the date/time of the latest update for each coverage from the server. It is used to determine whether any updates have occurred since the last time the client was updated by the server.

5.4. Network update implementation

When a client logs on, the system automatically sends a CORBA request to the server for a list of available updates. During the login, the client invokes the server-side method getUpdateLogFromServer. This server-side method checks the server history log for updates. A list of strings comprised of database, library, and coverage names with timestamps, such as ‘db1-lib1-cov1-01/27/99 13:37:37’, is returned to the client. The client code then compares timestamps from the returned list of available updates with timestamps from the client history log to determine if the updates are needed on the client. If the client needs to be updated, a window appears allowing the user to select which updates to perform, as shown in figure 12.

The user may choose to update all, some, or none of the coverages. The items selected for update are then added to the client history log. As an item is being added to the client history log, the log is checked to determine if the coverage has been updated previously. If so, the timestamp for that coverage is updated, and the server timestamp is replaced with the previous update timestamp. If not, the server timestamp is replaced with the word ‘none.’ The timestamp replacement is used to prevent the server from sending back features that have already been updated. After the client history log is changed, the server-side method getFeaturesToUpdate:updateSelections is invoked. Figure 13 shows the exchange protocol between the server and client.

![Available updates window.](image)

Figure 12. Available updates window.

![Smart client pull protocol.](image)

Figure 13. Smart client pull protocol.

For each item in the updateSelections list, the server finds the collection of updated features for the selected coverage. If the item in the updateSelections list has ‘none’ in place of its timestamp, then all of the features for this coverage are placed in the set of features to be updated. Otherwise, the timestamp from the updateSelections list coverage is compared to the timestamp of each feature. If the feature was updated at a later date and time than the coverage from the client, the feature is added to the set of features to be updated. This set of features to be updated is then returned to the client.

When the client receives the set of features to be updated, each feature in the set is updated. If the changeType is ADD, then a new feature is created based on the parameters of the VectorFeature. Otherwise, the
local client feature which matches the VectorFeature to be changed, deleted, or moved must be found in the client's database. The local client feature is found by using the VectorFeature featname and id. The oldAttributes and oldCoords are then compared with the local client feature to verify that the VectorFeature and the local client feature are indeed the same.

There are two potential sources for conflict in the search for a match. First, a client may have locally updated the feature. Since all GIDB systems have a capability to update feature data, a local update could have potentially taken place. A local update has precedence over the network update. Secondly, a feature can be uniquely identified by its database, library, coverage, feature class, and id. NIMA distributes its data with an additional identifier, an edition number. The latest edition will be a superset of all changes from the previous editions. The changes from one edition to another may coincide with the changes in the history log. However, the changes that take place by NIMA and the changes via GIDB are truly an independent effort. Because the edition numbers are not maintained by GIDB (assumed to have the latest released edition), there may be a mismatch in the edition of the server and client. Therefore, using the VectorFeature featname and id may not uniquely identify a feature. If the VectorFeature cannot be verified as a match to a local client feature, then the update for the VectorFeature will not occur.

When the feature has been validated, the local client feature is then changed, deleted, or moved based on the parameters of the VectorFeature. Recall that the update history log will be modified to reflect these updates from the server.

5.5. Near-real-time network update example

The GIDB network update capability was tested during the Marine Corps Warfighting Lab’s Urban Warrior Advanced Warfighting Experiment in March 99. In preparation for the update test, a GIDB server was installed at NIMA in Bethesda, MD. A GIDB client was installed on the USS Coronado. On March 8, updates were made on the NIMA server for features in the DNC01 database, harbor library. In the Navigational coverage, several buoys were selected, and attribute values for one were changed. In the Hydrography coverage, attribute changes were made on bottom characteristic points. On March 10, the client on the USS Coronado received the updates from the NIMA server, and the updates were verified on the client. At the time of these experiments, the USS Coronado was at sea in the Pacific Ocean, and the CORBA communication occurred over a network, via satellite transmissions from ship to shore.

A similar test was performed on Thursday, March 11. The purpose of this test was to demonstrate that the client could be updated in near-real-time with updates from the NIMA server. Several features on the NIMA server were updated from a DNC01 general library and a VMAP Level 2 mission specific dataset. A few minutes later, the client on the USS Coronado was able to receive and perform these same updates. Quantitative measures of the update times were not taken during this initial testing of the GIDB network update capability. On average, retrieval of the list of updates from the server over a network took about 5 seconds. Retrieval and update of features took an average less than 30 seconds per feature, and this average decreased as the number of updated features increased. Performance of the network updating is extremely hard to measure due to the variety of parameters involved: the number of features being updated, the types of updates to be performed, the traffic on the network, the load of the client/server, etc. However, benchmarking studies will be performed in the near future.

6. Concluding remarks & future work

In this paper, we have shown how a web-based distributed system for retrieval and updating of mapping objects was implemented in the GIDB. The GIDB architecture relies heavily upon object technology and includes: a Smalltalk server application interfaced to a Gemstone ODBMS, Java/applet-based client applications, and CORBA middleware in the forms of VisiBroker and GemORB. The GIDB was the realization of our goal to have NIMA data available for electronic information distribution and updating, and played a significant role in the Marine Corps Warfighting Lab’s Urban Warrior Advanced Warfighting Experiment earlier this year. The architectural components of the system worked well together: using Smalltalk as the server development environment allowed us to quickly prototype new capabilities, while Java provided the web-based capabilities for the user interface. CORBA proved an excellent choice to serve as a bridge between the two.

We are continuously working to expand the scope of capabilities of the GIDB, and to exploit the power of object-based technology for advancing the state-of-the-art in digital spatial data handling. Currently, we are working on completing the updating functionality and adding the use of map symbology for the display. For the near future, we plan to implement a rule-based distributed conflation system for the GIDB [4] that will automatically handle those cases in which a single feature is stored multiple times.
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An Object-Oriented Database Approach for Urban Warfare

Abstract: The Naval Research Laboratory has developed a Geospatial Information Database (GIDB) using Object-Oriented Database, Common Object Request Broker Architecture (CORBA), and Virtual Reality Modeling Language (VRML) technology for the Marine Corps. The GIDB allows the integration of all digital mapping data types (e.g., raster, vector, text, audio and video) into a single database that can be signaled from a simple browser and directed by any area-of-interest. This technology will provide military and the commercial sector significant new abilities to select any urban area-of-interest and receive all related mapping objects via the Internet. The GIDB also enables constrained queries to allow Internet users to limit the provided objects to declutter the display (e.g., display only buildings within 500 meters of the coast for hurricane studies, along with related video and audio clips or only display roads where imagery is available as a background). The GIDB allows anyone with a simple Internet browser to interact with the database to signal portions of interest in the database to render itself in 3D, update itself, etc. The GIDB was utilized by the Marine Corps in the March 99 Urban Warrior exercise aimed at improving command and control in the urban environment.

INTRODUCTION AND BACKGROUND

The Defense Modeling and Simulation Office (DMSO) and the National Imagery and Mapping Agency (NIMA) sponsored a FY 94 pilot project at the Naval Research Laboratory (NRL) at Stennis Space Center to produce a prototype object-oriented (OO) database with NIMA's first digital vector mapping prototype, Digital Nautical Chart (DNC). NRL teamed with the University of Florida to develop this prototype.

DNC was the first Vector Product Format (VPF) (Defense Mapping Agency, 1993) dataset implemented by NIMA. VPF is a relational file format that represents geographic entities (features), along with their spatial and non-spatial attributes, through the use of tables. The project addressed the following areas: topological support among coverages, potential for not duplicating features among coverages, improved updating potential, and increased access speed. At project completion, key findings reported to NIMA included the following:
An OO Database with DNC information content could be implemented.
- Feature content was only stored once as compared to the repeated storage of some features in the conventional DNC.
- Direct updating of features and attributes was demonstrated.
- An order of magnitude speedup was demonstrated in feature access time.
- Features and attributes can easily be modified via a point-and-click interface.

NRL extended the prototype OO structure in FY 95 to accommodate multiple VPF databases as well as two different OO database management systems (ODBMS) (Shaw, et. al., 1998). This prototype is called the Object-Oriented Vector Product Format (OVPF) and represents a transformation of NIMA VPF relational databases into an OO structure. The OVPF allowed NIMA a rapid look at the potential benefits of OO approaches for allowing Department of Defense users to ask for information from NIMA that spans multiple databases (Shaw et al., 1997).

During FY 96, much progress on conflation (Cobb, et al., 1998; Foley, et al., 1997) and the base research for an integrated OO framework (Shaw et. al., 1997) to support multiple NIMA data types was accomplished. In FY 97, NRL developed the first prototype of the integrated OO framework, as well as developing a prototype OO Digital Nautical Chart updating system for NIMA. This system showed a 24:1 speedup over NIMA's current approach. Also, NRL developed the initial CORBA interface for the integrated framework to allow improved electronic dissemination of digital mapping objects (Cobb, et al., 1998; Wilson, et al., 1998).

Marine Corps Warfighting Lab (MCWIL) funded the NRL to develop the initial GIDB during FY 98 and FY 99 to support an Integrated Marine Corps Multi-Agent Command and Control System (IMMACCS). This initial prototype demonstrated an ability to actively manage NIMA mapping data in an object-oriented manner that could be interfaced with components developed by Stanford Research Institute, California Polytechnic Institute, and NASA's Jet Propulsion Laboratory. The GIDB demonstrated that this integrated database could be viewed and engaged in both 2D and 3D via a simple Internet browser. The GIDB was a component of the IMMACCS successfully used in the Urban Warrior Advanced Warfighting Experiment in March '99.

The underlying motivation for having an Internet-based Java client access our OO mapping database is to give end users the ability to access and use NIMA data quickly and efficiently. Currently, users of NIMA data must have resident on their own computer systems software to view the data, and must obtain the data on CD-ROM or other storage media. However, given NIMA's role as the primary geographic data distributor for the Department of Defense, it is clear that electronic dissemination and remote updating of NIMA's digital products is highly desirable. To this end, the GIDB allows any user with a Java-enabled web browser, such as Netscape 4.0, to access our database over the Internet and display NIMA map data available in their area of interest. Additionally, privileged users, known as data co-producers, are given the ability to perform remote updates on the data.

This paper presents the design and underlying architecture of the IMMACCS as well as the GIDB architecture as used in the project described above. The remainder of this paper is organized as follows. The section immediately following provides a high-level description of the overall architecture, followed by emphasis on the distributed aspects of the architecture in the subsequent section. Following that, we focus on the web applet, which is the mechanism by which remote viewing and updating of information is performed. Details of the network updating scheme are then presented, including a description of the IMMACCS updating test. In the final section, we present our concluding remarks and indicate directions for future work.
IMMACCS ARCHITECTURE

In the post cold war era, there has been more focus on urban warfare. Urban warfare introduces some complication in that there are civilians, urban infrastructures and an open space with obstructed view. Marines are sent to urban settings to evacuate civilians under hostile situations. In preparation for potential urban warfare, MCWL has propelled an experiment and demonstration on how to conduct urban warfare using the latest technology available. In 1997, an exercise called Hunter Warrior took place with the focus on fighting smarter (more dependence on micro-chips), and using less physical force and (CNN, 1997).

Since many military operations take place via a chain of command, MCWL focused on the command and control activity within the Enhanced Combat Operations Center (ECOC). A specific requirement was imposed in supporting the experiment; the overall system was required to be object-oriented. MCWL believed that the object-oriented system would meet the overall objective in helping to effectively control the urban warfare. The IMMACCS consists of the following components: a real-time display, a 2-D viewer, communication backbone, intelligent agents, and a geospatial database. A real-time display was required to visualize the common tactical picture by officers in the ECOC as activities took place in the "battle space." Stanford Research Institute (SRI) developed and provided the 2-dimensional (2-D) viewer of the urban battle space. Jet Propulsion Laboratory (JPL) provided a backbone (ShareNet) for all communication among the IMMACCS participants. Common Object Request Broker Architecture (CORBA) was the underlying medium that was used to exchange information among different components of the IMMACCS. California State Polytechnic Institute (CalPoly) developed and provided the intelligent agents, that were required to assist in the decision making process at the ECOC. SPAWAR's MCSIT ingested all track information from legacy command and control systems such as Joint Maritime Command Information System (JMCIS) and translated it into object-oriented format for the IMMACCS components to access and use. SRI's 2D-viewer (InCon™) as well as CalPoly's agents required the urban infrastructure to provide a visualization of the battle space as well as a capability to reason about the surrounding.

Both the intelligent agents and the display had two categories of information: static and dynamic. Dynamic information deals with tracking of movements such as troops, tanks, helicopters and a company of Marines. This information was provided to the IMMACCS through MCSIT as well as other GPS signals fed into the system provided by SRI. Static information provides both physical and built-up environments, man-made structures (e.g., buildings, facilities, and infrastructure) as well as natural structures (e.g., topography, vegetation, coastal lines). These data have geographic position as well as their occupancy in space. The term geospatial will be used to refer to the static information. The dynamic information is based upon the urban infrastructure in terms of its position, mobility and operation. Maps provide the static information, and are the basis for any strategic and tactical military operation, including urban warfare. NIMA has been designated as the VPF map provider to military services. NIMA provided the vector map information using relational tables. However, MCWL specifically required the overall system to be object-oriented. NRL ingested NIMA's vector data and provided the urban infrastructure information in object format. GIDB developed by NRL was used as the geospatial component of the IMMACCS.

Both dynamic and urban infrastructure objects were persisted in the Object Instance Store (OIS) maintained by ShareNet. All objects must be in the OIS to be accessible by each system component. The OIS stores only the attributes of urban infrastructure objects; positional information of these objects are not maintained in the OIS. The InCon currently does not support vector maps for the infrastructure objects; an image is used as a reference map. Therefore, InCon needs to query the GIDB to determine which objects are available in the area of interest (AOI). Both the GIDB and the OIS maintain a global identification of each infrastructure object. When the GIDB provides the global identification of the objects to InCon, then InCon requests other information from OIS. This two-step query process is implemented because the attributes of the infrastructure objects as provided by NIMA are a subset of the attributes defined for each infrastructure object in the IMMACCS object model (IOM). The OIS provides more information relevant to the IMMACCS environment. Due to the imposed requirement of using object-oriented systems, CORBA was successfully utilized to create an integrated system, IMMACCS, from the different system components.
This section describes the overall architecture of the IMMACCS system. Following is a list of GIDB capabilities that were provided to the IMMACCS as a part of the integrated system. Those capabilities that are inherent in GIDB are discussed in detail under the GIDB architecture:

1. Transform the relational vector map information to object-oriented format.
2. Upload the urban infrastructure objects to the ShareNet's Object Instance Store via CORBA.
3. Allow InCon to perform spatial queries via CORBA.

Figure 1 shows the GIDB supportive role within the overall IMMACCS architecture.

**FIGURE 1**
IMMACCS ARCHITECTURE

![Diagram of IMMACCS Architecture]

**FIGURE 2**
GIDB ARCHITECTURE

The Geospatial Information Database (GIDB) system is composed of several modules with three unique applications as shown in Figure 2.

**FIGURE 2**
GIDB ARCHITECTURE

![Diagram of GIDB Architecture]

Gemstone is an object server that stores and manipulates objects as defined for each application. The server consists of two functional modules: storage of data and manipulation of data. Based on the request from each application, the Gemstone server manipulates data to retrieve and return only those objects that meet the requested criteria. Data processing for retrieval is performed mostly on the server for all three applications. GemORB is a CORBA 2.0-compliant object request broker that works in conjunction with...
Gemstone. For more on CORBA, see (Mowbray, 1997; OMG, 1996; Siegel, 1996). GemBuilder for Smalltalk provides the necessary interface between our Smalltalk application and Gemstone.

GemBuilder for Smalltalk provides all classes necessary for connection to the object server as well as object referencing for manipulation. The GemBuilder for Smalltalk allows connection to the server by a Gemstone defined mechanism with underlying system link and rpc invocations. An establishment of a connection requires naming resolution between the client and the object server. In other words, the client and server must have an agreement on how to reference an object by name.

GemORB establishes a connection to the object server through Common Object Request Broker Architecture (CORBA) compliant communication. GemORB provides all classes that represent and implement CORBA. The Interface Definition Language (IDL) file is created to allow for correct mappings of objects between the client application and the server application. The IDL file also defines the operations that are available to the client for invocation on the server. Since GemORB is CORBA-based, all the benefits of interoperability among programming languages and platforms apply. Figure 3 shows the difference between the GemBuilder for Smalltalk and GemORB based applications.

**FIGURE 3**

**GEMSTONE OBJECT SERVER CONFIGURATION**

![Diagram of Gemstone Object Server Configuration]

The Area-of-Interest (AOI) based client is the application that uses GemBuilder for Smalltalk to connect to the object server. This application is used mainly for data population, data maintenance, data export, and data updates. An object may be represented as several nested objects of other object types. In fact, an object that reflects the actual implementation of the data is represented and used by AOI-based clients. The GemORB based applications do not reflect the implementation. These applications minimize information maintenance and storage by depending on the object server to maintain and store all pertinent information. These applications only request a minimal set of information to perform the requested function by a user. Thus, AOI-based applications can be considered as “fat clients,” because the implementation details are represented on the clients, requiring heavy processing and more storage. The GemORB based clients are considered “thin clients,” because these clients only request data that are required to perform its function: the implementation of those objects is not represented on the GemORB based clients. This paper will concentrate on the applications using GemORB.

An area-of-interest is implemented by using a spatial indexing scheme. The GIDB system uses a quadtree spatial indexing scheme to provide a hierarchical clustering of data based on geographic area. A quadtree recursively divides an area into quadrants, each of which is called a quadcell. A detailed discussion of a quadtree indexing scheme can be found in (Szymion, 1984). In the GIDB system design, a class named VPFSpatialDataManager is created to represent a quadtree indexing scheme. All spatial objects or features are stored and indexed in a quadtree. An insertion of an object into a quadtree is based on the geographic coordinates of the bounding box of the object. A quadcell that will minimally contain the bounding box of an object is selected to store the object.

VPF data has three types of features: point, line and area (polygon). For efficient and faster access and retrieval, each feature type has a unique instance of a quadtree, i.e., there are three instances of VPFSpatialDataManager class. Any data access and retrieval begins by specifying the database, library and
coverage. A feature retrieval request may specify a part of the area by specifying a geographic extent or the entire area of the database and library. This request is sent to the appropriate instance of VPFSpatialDataManager for actual feature retrieval.

The GIDB provides a variety of capabilities due to the underlying object-oriented design. Aside from those capabilities that were stated specifically for the IMMACS, the GIDB provides the following additional capabilities:

1. Stand-alone application as well as web-enabled application.
2. Spatial query (e.g., topological, geometrical and attribute-constrained queries) via Web browser and in stand-alone mode.
3. Network access with an optimized performance by the server responding only to the specified request from the user.
4. Request and visualize information by an area-of-interest.
5. Allow those changes and modifications to be exported back into VPF format.
6. Local dynamic updating or modification at a feature or an object level. Changes apply to both geometrical (e.g., add, delete, or modify location) as well as attributes changes.
7. Real-time updates from the data provider, e.g., NIMA.
8. Multi-media integration of audio, video, etc. based on the area of interest. For example, show a video clip or play an audio clip of some event in the area-of-interest.
9. Demonstrate 3-d rendering of an area-of-interest.
10. Provide weather, news, etc., by exploiting Internet search engines by an area-of-interest.

The remainder of this paper will focus on the web-enabled capability of the GIDB as well as the 3-D modeling effort.

INTERNET APPLET

A Java-based Internet mapping client provides display and query capabilities for a set of geographic objects, such as raster images and vector features. These geographic objects are retrieved from a Smalltalk GemStone ODBMS acting as a server on a Unix machine. Communication between the Java applet, which is embedded in an HTML document on a web page, and the Smalltalk application is accomplished using CORBA-compliant vendor ORBs. The use of VisiBroker on the client side and GemOrb for the database server is completely transparent to anyone accessing the applet. Figure 4 shows the basic architecture of the system.

![FIGURE 4 WEB-ENABLED SYSTEM ARCHITECTURE](image-url)
An area-of-interest is selected by entering a rectangular region specified by latitude, longitude and a radius. Alternatively, for some of the areas that were of interest to the Marines, a selectable list is provided. This can be seen in figure 5.

**FIGURE 5**
AREA-OF-INTEREST SCREEN

Once the area of interest has been selected, those VPF data that are available in the specified area are provided. Since Marines are familiar with the VPF products, they know which selections to make for their purpose. These lists are shown in figure 6.

**FIGURE 6**
VPF DATA SELECTION PROCESS
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All objects that meet the initial selection criteria (e.g., aoi, database-library-feature) are displayed. With the data that are returned, queries constrained by topology, geometry or attributes can be invoked, as shown in figure 7.

**FIGURE 7**
DISPLAY AND QUERY SCREEN

THREE DIMENSIONAL VISUALIZATION

A traditional, two-dimensional map display allows Marines to orient themselves in an area. However, in urban warfare, man-made features such as buildings become a threat of an enemy’s hide-out. Also, Marines are required to clear a building as part of the process of conducting urban warfare. Therefore, a three dimensional view of a building, for example, provides valuable insight to those Marines as they take the necessary steps to enter and clear the building. Having recognized these needs by Marines, NRL provided the initial implementation of three-dimensional visualization using the VRML standard and commercial-off-the-shelf software. Once three-dimensional topology has been developed, spatial reasoning can be applied to assist in some operation analysis. To meet this objective, NRL developed VPF— (Lachner, 1998; Lachner, 1999). This work expanded NIMA’s VPF format to include three-dimensional topology information.

Figure 8 shows the flow chart of the steps taken to develop the VPF— database for the United States Public Service Health Hospital in Presidio, California, for the Urban Warrior project. Flat floor plans of the building were the only required inputs to this process. These plans provided detailed information about the building, such as floor layouts, dimensions, and means of entry. One of the VPF— tools we have developed is an on-screen digitizer that allows a user to interface with scanned floor plans to extract 3D geometric data and automate production. This allows accurate definition of the overall exterior of the building, and accurate placement of interior rooms, windows and doorways by defining the nodes, edges and faces that form the three-dimensional structure of the building. Using this tool and scanned floor plans of the hospital, 3D data for the building were generated and stored in the VPF— database.
User interaction is through a web-browser equipped with a 3D graphic plug-in, and an application applet. Available interactions with the 3D virtual world include the ability to walk into buildings through doorways or climb through open windows, to look through open doorways and windows either from outside or inside buildings, and to enter rooms through interior doorways and climb stairs to different floors. A 2D map of the hospital is displayed adjacent to the 3D counterpart as shown in figure 9.
Both a visualization of the 3D model at the current level of the Marine, and a 2D map that provides the current directional information are provided to enable those Marines inside a building to orient themselves within the overall context of the building. This can be seen in Figure 10. A pointer on the 2D map shows the user's location within the building and direction the user is heading.

FIGURE 10
TRACKING OF A MARINE INSIDE A BUILDING

A summary of 3-D display capabilities are provided in figure 11.

FIGURE 11
SUMMARY OF 3D VISUALIZATION

Three Views of the U.S. Public Health Service Hospital located at the Presidio, San Francisco, California. Figure 1 shows a typical 2D representation. Figure 2(a) shows a 3D-object model. Figure 2(b) shows a cut-away of the first floor including inside rooms, etc.

Figure 1.

Figure 2(a). Figure 2(b).
CONCLUDING REMARKS AND FUTURE WORK

In this paper, we have shown how an object-oriented system can support military operation in an urban warfare environment. More specifically, the GIDB which focused on the geospatial information retrieval and visualization was presented in detail. Object-oriented technology was used in developing the application. Furthermore, the object-oriented nature of the IMMACCS project, along with the use of CORBA, enhanced interoperability among the separate system components. Functionalities such as web-enabling were also achieved. Three-dimensional support enhances the Marines' ability to operate more effectively with better environmental and situational awareness. Future work includes implementing VPF in the GIDB. Currently, the 3D generation is a stand-alone process; however, additional research and development for integrating the GIDB with the 3D rendering is in progress.
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A SPATIAL INDEXING FRAMEWORK USING A QUADTREE ORGANIZATION FOR GEOGRAPHIC DATA STORAGE AND RETRIEVAL

RUTH A. WILSON*, MARIA COBB†, MIYI CHUNG* AND KEVIN SHAW*

Abstract. The Digital Mapping, Charting and Geodesy Analysis Program of the Naval Research Laboratory has developed an object-oriented digital mapping database prototype, called the Geospatial Information Database (GIDB). This database application is capable of importing any of the National Imagery and Mapping Agency's (NIMA's) Vector Product Format data and converting the data into an object format. Other supported NIMA data types include Raster Product Format, Text Product Standard, and Digital Terrain Elevation Data. The GIDB supports multimedia data as well, including audio, video, and imagery (GIF and JPEG).

Our approach involves partitioning the globe into latitude-longitude cells, since retrieval of objects in the application is always based on a user-defined area of interest. Because any spatially referenced data can be indexed by the quadtree, spatial range queries, i.e., which objects are located within a particular area, are efficiently processed for the multiple data types stored in the GIDB. Each object is defined to have a minimum bounding rectangle, or latitude-longitude bounding box, which is used to determine its placement within a quadtree. In this paper, a brief description of the vector, raster, text, and grid data types that are stored in the GIDB is presented, followed by a detailed description of the basic quadtree design. The utilization of the resulting quadtree organization is then outlined and discussed; specifically, the method by which objects are placed in the quadtree, as well as the algorithms for object retrieval, are analyzed.

1. Introduction. The Digital Mapping, Charting and Geodesy Analysis Program (DMAP) of the Naval Research Laboratory began an effort in 1994 to develop an object-oriented (OO) digital mapping database, called the Geospatial Information Database (GIDB) [1]. This database application is capable of importing multiple data formats and storing the data in a quadtree data structure for retrieval. The first data format to be implemented in the GIDB was Vector Product Format (VPF) data from the National Imagery and Mapping Agency (NIMA) [2]. The data is converted into an object format and persistently stored in a GemStone object-oriented database management system (ODBMS). Other supported NIMA data types include Raster Product Format (RPF) and Text Product Standard (TPS). The GIDB supports multimedia data as well, including audio, video, and imagery (GIF and JPEG).

These supported data types are stored in quadtree data structures within the GIDB. A quadtree is an indexing structure used for the storage and retrieval of two-dimensional data. The principle upon which it is based is simply the regular recursive subdivision of blocks of spatial data into four equal-sized cells, or quadrants. Cells are successively subdivided until some criterion is met, usually either: (1) each cell contains homogeneous data, e.g., a single "feature" for vector data, or rasters containing the same value (known as a region quadtree), or (2) a preset number of decomposition iterations has been performed [3]. Thus, the cells of a quadtree are of a standard size (in powers of two) and are non-overlapping in terms of areal representation. A tree structure is then constructed by arranging each cell as the parent of its component quadrant cells. This structuring leads to a tree whose nodes at any level of the tree are all of the same size, that size being exactly one-fourth the size of the nodes at the next higher level of the tree.

In this paper, a brief description of the various data types that are stored in the GIDB is presented, followed by a detailed description of the basic quadtree design. The utilization of the resulting quadtree organization is then outlined and discussed. The methods by which objects are placed in the quadtree, as well as the algorithms for object retrieval, are analyzed.

2. GIDB Data Formats. VPF features are geographic data objects composed of both spatial and non-spatial information. The non-spatial information includes source data, such as where the data were obtained, and attribute data. For example, if the VPF feature were a building, it would include, among other data, information about the building's height, width, name, and use. Spatially, each VPF feature contains latitude-longitude coordinate information. A VPF feature can be a point, a line, or an area feature. A point
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consists of a single latitude-longitude coordinate pair. A line is a sequence of latitude-longitude points, and an area is a closed polygon region. Each line and area feature is defined to have a latitude-longitude bounding box, or minimum rectangular region that completely encloses the feature. For point features, the bounding box is determined using a small offset value.

Each VPF feature also has topology associated with it. Topology is the study of the characteristics of geometrical objects that are independent of the underlying coordinate system, such as adjacency and contiguity [4]. The topological information is provided to improve spatial analysis capabilities [5]. There is a difficulty in representing complex geographic data, such as VPF features, by decomposing the data to fit the flat-file structure imposed by a relational database model. A change in the topology of a VPF feature, for example, will result in changes to numerous tables in the relational model. With our object-oriented model in the GIDB, topological and other relationships among features can be handled more simply and directly due to encapsulation, inheritance, and polymorphism.

A minimum bounding rectangle (MBR) can be used as an approximation to an actual spatial entity [6]. An MBR is a minimum x-y parallel rectangular region necessary to completely enclose the spatial representation of data, as shown in Figure 1. The use of MBRs in geographic databases is widely practiced as an efficient way of locating and accessing objects in space [7]. A major advantage of an MBR representation is that all objects are represented as 2-D objects across which operations can be applied uniformly. Fortunately, VPF line and area data store MBR information in the form of the latitude-longitude bounding box. The spatial component of VPF point data is the coordinate itself. However, a minimal offset could be imposed with a radial distance using the coordinate location as a center, creating an MBR for the point feature. Hence, an MBR representation can be used for each VPF feature.

**VPF Objects**

![Diagram of VPF Objects](image)

**Fig. 1. Minimum Bounding Rectangles (MBRs) for VPF Features.**

Although the GIDB was originally developed for storage and access of only VPF features, development has expanded to include other data types. NIMA's RPF data type is a format to store satellite imagery and digitized aeronautical charts. RPF data is composed of rectangular frames, and each frame is composed of smaller subframes. The subframe itself is a rectangular region, so it can be used as an MBR to correlate to the MBR of VPF features. Figure 2 shows a sample RPF image.

![Sample RPF Image](image)

**Fig. 2. Sample RPF Images.**
NIMA’s TPS data is a text file that contains relevant information for the user such as notices of changes or lessons learned from military missions. TPS data is in SGML format, and embedded within each data set is a simple browser to display the TPS data. Each TPS file has a gazetteer that includes an associated latitude-longitude position, so an MBR can be defined for it in the same way as for a VPF point feature.

An MBR is defined for multimedia data as well, representing the geographic region relevant to the audio clip, video clip, or imagery. Audio and video clips can be of any standard format. The imagery can be photographs, floor plans, or other items stored in GIF or JPEG format.

The MBR is defined for every object type to be stored in the GIDB. Consequently, the MBR can be used to determine how and where an object is stored in the database. Use of the MBR is the basis for the quadtree design and organization that is implemented in the GIDB.

3. Quadtree Organization. A quadtree is formed by the regular recursive subdivision of blocks of spatial data into four equal-sized cells, or quadrants. In our implementation, a cell is not created unless the cell has data or at least one of its subsequent children cells has data. Since cells are created only when they are needed, search time for objects is reduced and memory is not wasted. To determine whether an object is to be placed in a cell, its MBR is used. A simple intersection computation is calculated to determine a cell to house a given spatial object. Spatial data placement is determined based on the virtue of the MBR intersecting at least one of the dividing lines used to form children cells. An object is placed in the smallest cell that completely contains its MBR. In other words, an object is stored at the lowest level in which it fits in the quadtree. Figure 3 shows a sample subdivision of an image into quadrants and the resultant quadtree representation.

![Fig. 3. Sample Subdivision into Quadrants and the Resultant Quadtree Representation](image)

All of the data to be stored in our database is digital map data or data that can be geographically represented. Consequently, we define the root cell of our quadtree to be the minimum bounding square of the world. The root cell has a latitude-longitude bounding box of origin -180, -180 and corner 180, 180. Note that each cell of our quadtree will be a square region, which is a design consistent with most implementations of a quadtree structure. Within this application, the depth of a quadtree has been set to 20. The setting of a maximum depth implies that an extent of a cell at level 20 is about 1.4555 km x 1.4555 km. It is necessary to place an upper bound on the levels of the quadtree since a large number of VPF data are point features. An unbounded quadtree would be very deep to include cells that contain point features. Such a quadtree would also contain a large number of small children cells. Also, since a quadtree search always begins from the root of a tree, a limitation on the depth of a tree improves data search and retrieval.
as well. The maximum depth of the quadtree can be easily increased in the future so cells at the lowest level cover a smaller geographic area.

A quadtree is implemented in our system using an object-oriented methodology. According to Frank and Egenhofer, there is a paradigm shift of spatial data from a relational data structure to an object-oriented representation [8]. Frank and Egenhofer concluded, "spatial data are too complex to be managed within a relational data model." For this reason, an object-oriented approach using the Smalltalk programming language is implemented in the GIDB application. An introduction to object-oriented class diagrams and terms developed and designed for the GIDB is presented in [9].

A quadtree is implemented in the GIDB application as SpatialDataManager and SpatialDataCell classes. As the name suggests, the SpatialDataManager manages the spatial tree indexing framework, or quadtree. The SpatialDataManager class has an instance variable topCell that represents the root of the tree. This instance variable is a pointer to the cell that represents the spatial bounds of all available data. The SpatialDataManager class has another instance variable maxLevel that gives the maximum depth of the quadtree. This maximum depth can be changed as more features are added to the quadtree so cells at the lowest level contain fewer features and cover a smaller geographic region.

![Class Diagram](image)

**FIG. 4. SpatialDataManager, SpatialDataCell, and SpatialContainer Class Diagrams**

A topCell is an instance of the SpatialDataCell class which has instance variables of superCell, level, manager, origin, corner, container, and children cells 1, 2, 3, and 4. A superCell is a pointer to the cell’s parent cell. The level gives the level of the cell in the quadtree. Manager is a pointer to the quadtree itself. The origin and corner provide the latitude-longitude MBR of the cell. The container is a pointer to an instance of the SpatialContainer class that contains the features located in the cell. A cell can have a maximum of four children cells. When a cell is instantiated, the children cells 1, 2, 3, and 4 are initialized with a nil or null value. Each child cell becomes an instance of SpatialDataCell only when data needs to be added to the child cell or to one of its children.

A container is an instance of the SpatialContainer class that has instance variables of cell and features. The cell is a pointer to the cell that referenced the container. Features is a collection of all spatial objects for which the referencing cell is the lowest level cell completely containing each object’s MBR. A diagram of the SpatialDataManager, SpatialDataCell, and SpatialContainer classes is given in figure 4.

4. **Adding a Feature to the Quadtree.** Data insertion into a quadtree begins with a search from the root of a tree. The following request is made: (quadtree containerFor: aFeature boundingBox) addFeature: aFeature. A quadtree is an instance of SpatialDataManager, so it represents the quadtree in which the item is being placed. It is asked to find a minimum cell that can fully contain the MBR of a spatial object, aFeature boundingBox. The containerFor: method first checks a cell to see if it can contain the feature’s MBR by calling the method aCell canContainBoundingBox: aFeature boundingBox. If aCell can contain the feature’s MBR, then the method aCell containerForBoundingBox: aFeature boundingBox is called. This method checks the cell and its children cells to determine the lowest level cell in which to
place the feature. Now that the appropriate cell is found aFeature is added to the features collection of the corresponding cell's container.

As mentioned previously, the MBR is used to add, retrieve, and remove any of the data type features from a quadtree. The calculation method for determining whether a feature's MBR intersects a quadcell's MBR is as follows:

\[
\text{featMBR intersects: cellMBR} \\
\wedge ((\text{featMBR origin} \leq \text{cellMBR corner}) \text{ and: } (\text{cellMBR origin} \leq \text{featMBR corner}))
\]

The origin represents the lower left point of the MBR and the corner represents the upper right point of the MBR. Notice that this method is a simple, fast calculation to determine whether a feature should be within a quadcell.

5. Retrieving a Feature from the Quadtree. Data retrieval from the quadtree also begins with a search from the root of the tree. The method call quadtree returnAllFeatures will return a collection of all of the data objects that are located within the quadtree. The method call quadtree returnNumberOfFeatures will return only the number of data objects in the quadtree. To obtain a collection of all features that are located within a given area of interest (AOI), the method quadtree returnSetOfIntersectingFeatures: aBoundingBox is called, where aBoundingBox is the MBR of the AOI.

6. Removing a Feature from the Quadtree. Data deletion from a cell simply removes the data from the cell's features collection. The feature to be removed is retrieved from the quadtree using one of the methods described above, and then is deleted from the features collection. If the removal of the feature causes the features collection to become empty, the instantiated quad cell stays intact. Note that removal of features from a quadtree is a rare occurrence given the nature of geographic data.

7. Conclusions. In this paper, we have described various data types that are stored in the GIDB. Use of the MBR in our database allows storage of these multiple data types within the same quadtree design. Based on the success of our GIDB prototype, we have found that a quadtree organization for spatial indexing is ideal for fast feature storage and retrieval in an object-oriented environment.
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ABSTRACT

The Digital Mapping, Charting and Geodesy Analysis Program (DMAP) of the Naval Research Laboratory has developed an object-oriented (OO) digital mapping database prototype, called the Geospatial Information Database (GIDB), capable of importing any of the National Imagery and Mapping Agency's Vector Product Format data and converting the data into an object format. The DMAP Team has also investigated existing OO technology that would allow the transfer and retrieval of data from the GIDB over the internet. This article describes how we have used a Java applet and the CORBA standard to succeed in our endeavor to make mapping data from our GIDB accessible over the World Wide Web.
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1 INTRODUCTION

The Digital Mapping, Charting and Geodesy Analysis Program (DMAP) of the Naval Research Laboratory began an effort in 1994 to develop an object-oriented (OO) digital mapping database [1]. The OO data model is derived from a relational data model known as Vector Product Format (VPF), a digital mapping standard produced by the National Imagery and Mapping Agency (NIMA) [2]. The need for the OO data model stems from the difficulty in representing complex geographic data by decomposing the data to fit the flat file structure imposed by the relational model. The OO prototype that has been developed, called the Geospatial Information Database (GIDB), is capable of importing any of NIMA's VPF products and converting the data into an object format for display, query, and updating purposes [3]. This system has been extended to include OO models for NIMA's two other families of digital products, Raster Product Format (RPF) and Text Product Standard (TPS).

In early 1997, the DMAP Team began to research existing OO technology that would allow the transfer and retrieval of data from the GIDB over the internet. The emergence of Java as the OO language of choice for internet applications led us to seek a way to use a Java Interface to access our GIDB which is written in Smalltalk. The solution was found in the Common Object Request Broker Architecture 2.0 (CORBA 2.0) standard, which allows for interoperability between different OO languages and across multiple platforms.

Background information on CORBA and Object Request Brokers (ORBs) is given in section 2. Section 3 gives an overview of our system design, and section 4 describes the Interface Definition Language (IDL) for our map features. This is followed by a summary of the available functions of our application on the web in section 5. The implications of our system to the mapping community, as well as a discussion of future work, are found in section 6.

2 CORBA

CORBA was developed by the Object Management Group (OMG), a consortium of software developers and users. In 1994, OMG released the CORBA 2.0 standard, which specifies a middleware architecture for distributed object communication [4]. CORBA is a nonproprietary, industry-supported standard which has experienced much growth in recent years. Several of its benefits include scalability, vendor independence through interoperability, language and platform transparency, and support for reuse.

The main component of the CORBA specification is the Object Request Broker (ORB). The ORB is responsible for intercepting a request, locating the object for handling the request, and invoking the correct method on that object. This often involves converting parameters from a common data type to a language-specific data type and vice versa (a process known as marshalling and unmarshalling), as well as returning results from the invoked method. Any two ORBS that are CORBA 2.0
compliant can provide communication between their application objects, regardless of programming language or platform.

In our development, we use Visigenic’s Visibroker as our Java ORB, and GemStone’s GemORB as our Smalltalk ORB. These two vendor ORBs allow communication between applications via CORBA’s Internet Inter-ORB Protocol (IIOP). The mechanism through which objects are accessed through the IIOP and between ORB vendors is with the interoperable object reference (IOR). The IOR, which is managed by the ORBs and is invisible to application programmers, includes the ORB’s internal object reference, Internet host address, and port numbers. It is the use of the IOR that allows for vendor-independent interoperability.

The Interface Definition Language (IDL) is perhaps the most significant component of the CORBA standard. The IDL is a universal notation for software interfaces: it provides the common definitions through which objects in different programming languages can communicate. The syntax of IDL is very similar to C++, but objects defined in IDL can be implemented in any programming language that has CORBA bindings, such as Smalltalk, Java, C++, and Ada.

3 PROJECT OVERVIEW

The goal of the project was to have an internet Java-based mapping client which would provide display and query capabilities for a set of geographic objects, such as raster images and vector features [5]. These geographic objects would be retrieved from a Smalltalk GemStone OO database management system (OODBMS) acting as a server. Communication between the Java applet, which is embedded in an HTML document on a web page, and the Smalltalk application is accomplished using CORBA-compliant vendor ORBs. The use of Visibroker and GemORB is completely transparent to anyone accessing the applet. Figure 1 shows the basic architecture of our system.

The retrieval of features from the server database is based on the concept of area of interest (AOI). The first screen of the applet displays a world map from which the user can select a location graphically through the use of a rectangle (bounding box). The user also has the option of entering the coordinates for the AOI manually. From the user input, a bounding box of the AOI is transmitted from the applet via CORBA to the Smalltalk server. The server responds with a set of database and library names for which data is available in that region. NIMA provides VPF data in databases, and each database contains one or more libraries. The user then selects a database and library, resulting in a list of coverages and feature classes being returned from the server through another CORBA request, as shown in figure 2.

Finally, the user selects the feature classes of interest and submits a request for them to be displayed. This request results in another CORBA communication, and the server returns a set of all of the features of the requested classes which are located in the given AOI. These features that are returned are complex objects with both geometric (coordinate) and attribute information. The applet can then display, select, and query on the returned features, as shown in figure 3. The available functions that have been implemented from within the applet will be discussed in detail in section 5.

4 INTERFACE DEFINITION LANGUAGE

The IDL is essential for communication between different programming languages. An IDL file must be created to allow for correct mappings of objects from one application to another: it is the means by which potential clients determine what operations are available and how they should be invoked. In our system, our IDL file defines all of the objects that are common to both client and server, as well as methods that can be invoked to perform certain operations on the server.

The first object that is utilized by both the Java client
and the Smalltalk server is a bounding box for the AOI; an instance of the VPFBoundingBox class. To define our VPFBoundingBox object, we use a struct data type which allows related items to be grouped together. For example, struct Point {float x,y;}; defines a point to be made up of two float values, x and y. Similarly, our VPFBoundingBox is defined to be composed of two points, an origin and a corner: struct VPFBoundingBox {Point origin; Point corner;};. We then defined an interface called Integrated, which contains the methods on the server that are invoked by the client. An interface is the most important aspect of IDL, since it provides all the information needed for a client to be able to interact with an object on the server. Shown below is our interface from the IDL file.

interface Integrated {
  StringCollection ReturnDatabasesForAOI(in VPFBoundingBox aBB);
  StringCollection ReturnCoveragesForAOI(in string dbName, in string libName);
  FeatureCollection ReturnFeatures(in StringCollection featColl, in VPFBoundingBox aBB, in string dbName, in string libName, in string covname);
}

Note that the interface contains the method names with their parameters, as well as the data type of the returned object.

The most complex structure defined in our IDL is the struct CORBAVPFFeature.

struct CORBAVPFFeature {
  string featname;  string dbName;
  AttributeCollection attributes;
  Coordinates coords; long id;
  string covname;  string libname;
  VPFBoundingBox boundingBox;
}

The Smalltalk application has an object class called VPFFeature from which our CORBAVPFFeature is derived. The Smalltalk VPFFeature class is more complex and has many more attributes, such as featureDef, notes, and prims. For our internet applet, though, only those attributes that are needed for display and user queries are defined as shown above.

Our IDL contains another structure which defines CORBAAttribute: struct CORBAAttribute (string name; string value;). The CORBAAttribute structure is used as part of the CORBAVPFFeature structure and gives attribute names and values for a given feature instance. For example, a given building may have an attribute name "Structure Shape of Roof" with attribute value "Gabriel."

The final data type included in our IDL file is a sequence, which is similar to a one-dimensional array, but does not have a fixed length. We use sequences to reduce the number of messages passed from server to client. The size of each sequence is determined dynamically on both the server and the client. The following sequences are found in our IDL file.

typedef sequence<Point> Coordinates;
typedef sequence<string> StringCollection;
typedef sequence<CORBAVPFFeature> FeatureCollection;

This IDL file must be compiled on both the client and the server. On the server, the IDL is compiled into objects and bindings objects are made appropriately, and new methods are created. On the Java client, the process is similarly performed via an IDL to Java mapping. Objects defined in the IDL can then be referenced and used in both the instant and server code.

5 FUNCTIONALITY ON THE WEB

The underlying motivation for having a web-based Java client access our OOM mapping database is to give end users the ability to access and use NIMA data quickly and efficiently. At the present time, users of NIMA data must have software to view the data resident on their own computer systems, and must obtain the data on CD-ROM or other storage media. Our Java applet allows users to use a Java-enabled web browser, such as Netscape 4.0 or Internet Explorer 4.0, to access our GIDB over the internet and display NIMA map data available in their area of interest. In addition to display of map objects, we have extended the functionality of the Java client to include simple queries, individual feature selection, zoom capabilities, attribute queries, geometrical queries, and updates of attribute values. These functions were available in our stand-alone Smalltalk application, and have been adapted to our Java interface.

After the selected features in a user's AOI have been returned to the Java client and displayed, the user can change the colors of the features to distinguish between the feature classes retrieved. A color key is shown (figure 3) providing the color, feature class, and number of those.
features in the given AOI. The user also has the ability to change the color of the background. Zoom capabilities are provided, allowing the user to zoom in, zoom out, or zoom to a user-specified area in the AOI. An individual feature may be selected by clicking on it in the map pane, resulting in the display of that feature’s attributes.

A simple query is performed by clicking on the Query button below the map pane. This query lists all of the features in the map pane and gives the user access to each feature’s attribute information, as shown in figure 3. More advanced queries can be performed by clicking on the Adv. Query button below the map pane. The advanced query screen allows users to display new feature classes in the AOI. The user can also perform attribute-level queries. For example, the user can request for all of the four-lane roads to be highlighted, or for all buildings that function as government buildings to be highlighted. Users can also perform geometrical queries, such as “find all buildings that are greater than 50 feet from the road,” or “find all homes that are within 20 meters of the Embassy.”

Update of feature attributes is also possible with the Java client. For example, a newly paved road could have its attribute for surface type updated from “gravel” to “concrete.” This function of the applet must be password protected so that only users with authorization can change data in the database.

6 CONCLUSION

In this article we have discussed how our existing Smalltalk mapping application has been extended to the web utilizing a Java Interface via CORBA. The success of our effort is evidenced in the current functionalities of our Java applet on the web. We have several ongoing projects to improve our web application, including the display of NIMA’s RPF and TPS data. We are currently in the final stages of our RPF display development. We are investigating ways to move to a truly distributed database. Additionally, we want to give users the ability to download data over the Internet from our Java Interface in VPF format to expedite the distribution of NIMA data.

Another extension to our Java interface is the ability to display the features in our map pane in 3-D utilizing VRML 2.0. We anticipate the user being able to click on a “Render in 3-D” button to obtain a VRML generated 3-D model of the features in the current AOI. The open standard of VRML 2.0 is an excellent format for 3-D modeling of land and underwater terrain, natural features, and man-made features. We will generate 3-D models using gridded, TIN (Triangulated Irregular Network), and vector data. Our VRML models will provide additional information about the AOI by immersing the viewer into and allowing interaction with a virtual world (figure 4).

Once these tasks are accomplished, users interested in a wide variety of mapping data will be able to access and benefit from our GIDB over the Internet from any platform using a Java-enabled web browser. This will allow the functionality of more powerful server machines to be exhibited on less capable client machines. It will also give users faster access to NIMA mapping data. Our migration to a Web-based mapping client is a revolutionary way of allowing clients with modest computing resources user-friendly access to state-of-the-art mapping data and software.
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ABSTRACT

We have previously considered issues relative to conflation in a geographic information system (GIS) based on the Vector Product Format (VPF) developed by the National Imagery and Mapping Agency (NIMA) as the Department of Defense relational database interchange standard for vector mapping. In this context we developed a knowledge-based system to provide input on both spatial and non-spatial properties of geographic features. Degrees of matching were generated for candidate features based on measurable, objective measures as well as subjective ones. Matches for non-spatial properties (attributes) were generated on the basis of similarity tables developed for the allowed VPF attribute sets. These tables were used in conjunction with a fuzzy combination function to provide the overall degree of matching of the candidate features' attribute/value sets. An expert system also generated weights for the combination function using rules that represented semantic interrelationships of feature attributes.

We are currently developing a distributed object-oriented spatial database at the Naval Research Laboratory. Within this context, conflation is a very evident concern, as the distributed environment entails possible issues of schema (metadata) merging, as well as specific feature data conflation. Our previous approach using an expert system for conflation is not directly feasible in a distributed environment. Hence, we have developed a model of conflation tailored to a distributed environment, for which uncertainty issues handled by our previous conflation system are fully accounted.

INTRODUCTION

In recent years, the trend for most types of information systems has been a move to a more loosely coupled, distributed nature. The maturity of client-server architectures and software, as well as the virtual explosion of web-based systems, has demonstrated the enormous advantages of distributed systems. Furthermore, the advent of successful middleware technology such as the CORBA 2.0 standard and corresponding vendor implementations has drastically reduced barriers to communication and data sharing among heterogeneous software and hardware systems.

The interest in distributed geographic information systems (GIS) is no less than that of general information systems; however, the uniqueness of the nature of spatial data makes the issue of true
interoperability of GIS a major research concern. Evidence of this is abundant in the literature, and is also illustrated by initiatives such as the Open Geodata Interoperability Specification (OGIS) work by the Open GIS Consortium, Inc., as well as University Consortium on Geographic Information Science (UCGIS) priority research panels on "Interoperability of Geographic Information" and "Spatial Data Acquisition and Integration."

To set the context for our following work on conflation, we first define several of the most frequently used terms and their interrelationships within the general scope of GIS interoperability. These terms—interoperability, integration, conflation and fusion—are often used to convey very different ideas, or alternatively, used so loosely as to be somewhat interchangeable. Therefore, clarification of the use of these terms in this paper will be beneficial. Table 1 shows the 3-tier hierarchy illustrating our use of these terms.

At the lowest level of the hierarchy is the concept of data integration. In keeping with the most widespread use of this term, e.g. (Flowerdew, 1991), our use of data integration is intended to convey the idea of some process whereby incompatibilities among varying spatial data formats is resolved, allowing the various data types to be simultaneously analyzed/displayed/processed by a GIS. Data integration is therefore a low-level transformation procedure that requires no semantic knowledge of the various data. Integration of data types can be considered within the context of a single GIS, for example, the integration of vector and raster data for display purposes, or as part of a distributed system.

Conflation is a higher-level concept than integration, because it implies a deeper (semantic and "intelligent") knowledge about the data. Conflation results in a state of harmony among various data sources in which a single, "best" view of multiple data representations for similar data types is presented to the user. Thus, conflation logically can occur only if integration as defined earlier has already been resolved. Beyond conflation, which is viewed as an issue only among similar types of geographic information, e.g., vector with vector, the concept of data fusion is the more generic idea of combining widely varying forms of data, e.g., multimedia, in a system that can effectively organize the information in a way that is of benefit to the user. This concept of the "omni-informational" GIS is discussed in (Shepherd, 1991).

Finally, "interoperability" is viewed as the ultimate goal, encompassing all aspects of representation and semantic integration and providing a truly seamless view of geographic data in all its many forms. A UCGIS white paper (available at http://www.ucgis.org/) notes several long-term goals related to interoperability, including machine-interpreted semantics of geographic data, improved semantic representation for the data, language support for communication of geographic information and the development of canonical data models of geographic information.

<table>
<thead>
<tr>
<th>Hierarchy of terms</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Fusion</td>
<td>Image + Text + Video + Vector + Raster + …</td>
</tr>
<tr>
<td>2. Conflation</td>
<td>Bridge representation 1 + Bridge representation 2</td>
</tr>
<tr>
<td></td>
<td>&quot;Best&quot; bridge representation</td>
</tr>
<tr>
<td>3. Interchange</td>
<td>Proprietary vector format 1</td>
</tr>
<tr>
<td></td>
<td>Proprietary vector format 2</td>
</tr>
</tbody>
</table>

Table 1. Hierarchy and examples of terminology.

We view our work in conflation as being most relevant to the last of these goals, the development of a canonical data model. Though the issue is not specifically addressed in this paper, our approach to
conflation using a generic object model has obvious implications to issues of semantic schema integration and meaningful data interchange, as well as other research concerns in this area.

The following section gives pertinent background information on conflation research in general and within the context of our work. Following that is a discussion of aspects of uncertainty as related to feature matching in a distributed environment. The object conflation model is then presented in its general form, together with an example that is used to illustrate specific matching capabilities utilizing previously developed techniques for reasoning under uncertainty. Our summary and plans for future work are then given.

BACKGROUND AND RELATED WORK

Conflation

Conflation is typically regarded as the combination of information from two digital maps to produce a third map that is better than either of its component sources. The history of map conflation goes back to the early to mid-1980's. The first clear development and application of an automated conflation process occurred during a joint United States Geological Survey (USGS)-Bureau of the Census project designed to consolidate the agencies' respective digital map files of U.S. metropolitan areas (Saalfeld, 1988). The implementation of a computerized system for this task provided an essential foundation for much of the theory and many of the techniques used today. Since that time, others, including commercial GIS vendors, have implemented conflation tools within their applications. For an example of commercial work on conflation, see (Siegel, 1995).

Conflation can, in brief, be viewed as a multi-step, iterative process that involves feature matching, positional re-alignment of component maps and attribute deconfliction of positively identified feature matches. Feature matching, simply and perhaps somewhat obviously stated, involves the identification of features from different maps as being representations of the same geographic entity. Positional alignment is a mathematical procedure in which previously identified matching features are brought into spatial agreement, while deconfliction is a process in which contradictions in a matching pair's attributes and/or values are resolved. Positional alignment and deconfliction are both steps that are performed after a positive match has been determined. As such, it is easy to see that accurate feature matching results are essential to the overall quality of the resulting conflated map. Because of this dependency, our work thus far has concentrated solely on feature matching aspects of conflation. Our motivation for this work includes an effort to make individual geographic features "intelligent" enough to know when and how to conflate themselves in a distributed environment.

Original Conflation Project

Our original work on conflation (Cobb et al., 1998a) was performed within the context of the Digital Mapping, Charting & Geodesy Program (DMAP) at the Naval Research Laboratory (NRL), Stennis Space Center, Mississippi. DMAP was established in the 1980's as an avenue for providing comprehensive reviews of the National Imagery and Mapping Agency's (NIMA) newly developed digital mapping products. DMAP reviews of these products in the mid-1990's led to the recommendation of an object-oriented (OO) data model. Subsequently, DMAP received funds to develop an OO prototype for various NIMA products. This original prototype, Object Vector Product Format (OVPF), has since been significantly expanded and is now capable of processing various other vector data types, as well as raster and text data. The implementation also includes an OO database management system (ODBMS) integrated with an area-of-interest, web-based query model. Critical stages of the system development are documented in (Arctur et al., 1995; Shaw et al., 1996; Shaw, Chung and Cobb, 1998; and Cobb et al., 1998b).

(Cobb et al., 1998a) represents the first time that methods for reasoning under uncertainty have been utilized in a conflation process. The intent was to design a system that would mimic the reasoning process
of a human expert in conflation. A proof-of-concept system using NRL's previously developed OO prototype for spatial data (now known as the Geospatial Information Database, or GIDB), in conjunction with the Nexpert commercial expert system by Neuron Data, Inc., was implemented to demonstrate the effectiveness of the techniques for portions of attribute and shape similarity matching. More details of this system can be found in (Foley, 1997a-b).

The scope of the original project was NIMA's Vector Product Format (VPF) data (DMA, 1993). The VPF is a vector data standard that describes a general hierarchical model for storage and interchange of attributed vector data. Levels of the hierarchy include, top to bottom: database, which contains multiple libraries, each of which contains multiple coverages, each with multiple feature classes, each containing the actual geographic feature data. Within the VPF guidelines, various product types exist that adhere to the VPF standard, and add further restrictions to data content and format. A VPF database is defined by the product standard and a spatial extent; a library is defined by extent and scale, while a coverage is defined by thematically and topologically related features. Examples of VPF products include Digital Nautical Chart (DNC), Vector Smart Map (VMAP) and World Vector Shoreline Plus (WVS+). Each VPF product is designed to serve a particular user need.

The VPF standard provided a unifying framework for the conflation effort. VPF utilizes geospatial data standards such as the Feature and Attribute Coding Catalog (FACC) of the DIGEST specification (DGIWG, 1994). The FACC provides standard feature names for geospatial features, as well as attribute codes and encoded and non-encoded representations for attribute values. Commonalities such as this among the various product types allowed us to develop a conflation model that was valid for all databases that were VPF-compliant. Furthermore, though the implementation was specific to VPF, the principles of the model are generally applicable to other representations of attributed vector data.

As mentioned earlier, the focus of all our conflation research thus far has been feature matching, due to the dependence of other phases of conflation on correctly obtained results for matched features. In this paper, we extend the previously developed conflation model by developing a more general object-oriented approach and considering the model in a distributed environment.

UNCERTAINTY IN A DISTRIBUTED ENVIRONMENT

Uncertainty and Feature Matching

The assessment of feature match criteria is a process in which evidence must be evaluated and weighed and a conclusion drawn—not one in which equivalence can be unambiguously determined. For example, fuzzy concepts such as "closeness" of two features and "similarity" of attributes and feature groupings are essential for determining equivalence.

In fact, feature matching can be considered as a type of classification problem. That is, we are trying to determine whether one feature belongs to the same "class" as another; in this case the class is defined by a set of two features that are believed to be representations of the same real-world entity. This type of problem can be handled through theories of evidential reasoning or uncertainty, such as fuzzy logic (Zadeh, 1965) or Dempster-Shafer theory (Shafer, 1976). These theories attempt to provide likelihood measures for questions based on available, though not necessarily conclusive, evidence. For example, in feature matching, the question we must consider is, "Based on the available evidence, what is the likelihood (or probability) that feature A from map coverage 1 represents the same entity as feature B from map coverage 2?"

Our approach to feature matching draws from aspects of both fuzzy set logic and evidential reasoning. In particular, the assignment of matching scores for linguistic attributes is directly motivated by work in modeling linguistic variables by the use of fuzzy sets. For example, we need to be able to determine the semantic similarity of an attribute such as road surface type which may have a value of 'hard' for one feature and 'asphalt' for the potential matching feature. Obviously, the semantics of the two are not strictly equivalent, but neither are they contradictory. Likewise, the idea of combining scores from the different
components of feature matching to arrive at a single matching score is very similar to techniques for the combination of evidence used in evidential reasoning.

**Uncertainty and Conflation for Distributed Data**

Obviously, issues of uncertainty that apply to conflation within a single system—such as those for feature matching—are also applicable to conflation in a distributed environment. However, we believe additional factors related to the general topic of distributed databases increase the scope of uncertainty that must be considered in this context. As background, we can draw from the abundance of past and ongoing research in the realm of schema merging for conventional (i.e., relational) distributed heterogeneous databases. An example of work in this area includes (Lim, 1996).

The general concept of schema merging involves resolution of incompatibilities in metadata. These incompatibilities may be either structural or semantic in nature. Structural incompatibilities involve those, for example, in which attributes for representing the same values are defined differently. These may include different names for the attributes, or different domains for their associated values, e.g., float vs. integer. Semantic incompatibilities, on the other hand, represent those cases in which similarly defined attributes have different meanings or values. For example, an attribute of width for a road in one database may include the width of the road plus any associated right-of-ways, while the same attribute name in another database may only imply the width of the paved/driveable portion of the road. Semantic incompatibilities are much more difficult to handle automatically, as they necessarily imply a deeper understanding of the data.

It is clear that these issues are very similar to ones that must be faced in performing conflation in distributed spatial databases. In particular, semantic schema integration and the feature-matching phase of conflation require similar levels of knowledge regarding the meanings that various data are intended to convey. Semantic knowledge is inherently uncertain, as interpretations of even the most seemingly unambiguous words and phrases vary among individuals. Similarly, structural differences in spatial data representation for like features are to be expected in any distributed system comprised of heterogeneous data sources. It is evident from this discussion that conflation in a distributed environment can be viewed as a specific application of issues related to uncertainty in schema merging.

**CONFLATION MODEL**

As defined earlier in this paper, conflation is considered to be the process of combining information from two map sources to produce a better map. This definition, however, arises from the historical perspective of conflation in which a cartographer manually combines information from multiple paper maps. In the digital arena, in which data integration can virtually eliminate the concept of a standalone map, one of the first issues to be resolved for the development of a general conflation model is, "What constitutes a map source?"

From the perspective of the VPF standard, as well as similar vector data models, there are several obvious choices. Each of the levels in the VPF database hierarchy—database, library, coverage and feature class—could be considered as a candidate object for the role of defining a map source. However, to impose such a definition on a predefined subset of data, however seemingly natural a fit, would hinder our efforts in progressing to the ultimate goal of truly transparent spatial data integration and interoperability. Furthermore, conflation decisions made at any of these levels would have a possibly negative impact on fitness for use of the end result, by the inclusion or exclusion of data based on high-level properties. This is obviously undesirable, as fitness for use is an extremely significant qualitative measure of conflation success.

Definition of a map source is more generally related to the question of when to perform conflation. The following list gives examples of answers to this question:

- Automatically, whenever a user requests data
- Whenever data from two different overlapping databases, libraries, coverages, etc., are retrieved
- Only when explicitly requested by the user

The third possibility is obviously error-prone, as it assumes the user knows the cases in which conflation is an issue. The second preserves artificial categorizations of data that, as mentioned earlier, are barriers to long-term goals of data independence, integration and interoperability. Therefore, we have chosen the automatic system model represented by the first answer. In support of this, our concept of a map source is no longer some collection or sub-collection of geographical data; rather each individual feature is analyzed separately by the conflation system. More discussion on the implications of this follows in the presentation of the conflation model.

A second general consideration to be made is the impact of data distribution on a general conflation model. The issue in this case is whether to tailor the model to fit a particular distributed environment, or to design a "one-size-fits-all" model that effectively eliminates distribution as an issue. Although thorough consideration of partitioning schemes for spatial data is crucial for optimal performance in a given system, we have chosen to develop a conflation model at the logical level. Hence, in keeping with generally accepted principles of distributed (as well as non-distributed) database design, this model is completely independent of physical concerns such as actual data partitioning. However, the general issue of considering conflation within a distributed system versus a standalone system does impact design decisions, even at an abstract logical level. The primary issue that we consider is centralization versus distributed control of conflation events. A more in-depth discussion of this is given in conjunction with the presentation of the model.

Introduction to the Model

The presentation of our logical design is based on an OO model. The OO paradigm is well accepted as the prevailing method for the representation and manipulation of complex data such as geographical information. Within an OO framework, one is able to define models of real-world data in ways analogous to those in which we intuitively perceive and interpret those data. As a general introduction to the subject, an object is a collection of data (state) and methods (behavior) which represents the properties and processes of a real-world entity, such as the Chesapeake Bay Bridge or the Mississippi River. A class is a template for creating new objects that share common properties. For example, there may be a bridge class that captures generic information that every instance of that class (an instantiation) should contain. This would most likely include data such as length, height, maximum weight limit, and type (drawbridge, suspension, etc.). Examples of procedures for a bridge class could include opening and closing.

The packaging of an object's data with its procedures is known as encapsulation. Encapsulation allows modifications/additions to the system with minimal impact on other system components. This property is crucial for the successful development and maintenance of complex software systems such as GIS. Other major concepts for understanding OO models include inheritance and polymorphism. Inheritance is the automatic inclusion of attributes and methods from classes defined at a higher level in a class hierarchy. The class hierarchy is designed with more general classes being placed at higher levels and more specific classes being placed at lower levels. Inheritance reduces the need to duplicate data and code, while the structuring of a class hierarchy provides a logical organization of object "types." Polymorphism allows methods for different objects to have the same name, while providing different implementations. For example, both a circle and a square class could implement a method that calculates area. Both methods could be named area, but the implementations would use the appropriate formula for either a circle or a square. Methods that invoked the area method for an object would use one name—the class of the receiving object would determine which implementation to use. Polymorphism helps to simplify system design, and reduces coding complexity by eliminating error-prone if-then-else type-checking constructs.

These concepts are applied to our work in the following ways. Encapsulation allows each geographic feature to maintain its own state of knowledge related to information and procedures necessary for conflation with another feature. Changes in the algorithms/implementation of a particular feature's conflation abilities do not affect other features. Inheritance allows us to describe general types of conflation knowledge applicable to multiple feature classes within a single class at a high level in the
hierarchy. Lower-level (more specific) classes then automatically inherit this knowledge. Finally, polymorphism allows us to implement general conflation procedures that are valid for instances of any feature class; thus, polymorphism greatly reduces the need to be concerned with the issue of "type." The result is that we are able to treat, for example, railroad features and building features in the same manner at a logical level. Figure 1 shows a simplified class hierarchy for conflation.

![Figure 1. General class hierarchy for conflation.]

Discussion and presentations at a recent assembly of the University Consortium of Geographic Information Science (UCGIS) lend credence to the primary points in this research. (White papers of the assembly are available at http://www.ucgis.org.) First, the priority research panel on "Extensions to Geographic Representation" recommends the use of object-oriented techniques for improved representational power of geographic data. Second, the priority research panel on "Spatial Data Acquisition and Integration" states in their white paper that a "general theoretical and conceptual framework" for conflation is needed, and that furthermore, this framework should allow for matches of limited confidence (uncertainty).

Conflation Process Overview

The NRL GIDB prototype, within which proof-of-concept implementation of this model is currently being performed, is centered on the concept of spatial range queries, also known as area-of-interest (AOI) queries. Given an AOI, through definition of manual or graphical bounding box coordinates or geographical place name, the GIDB is able to return any vector, raster or multimedia data available for that area. Advanced queries, such as those limiting vector data attribute values, are also available.

Our conceptual model of the conflation process is based on this system model of AOI queries, limited of course to the consideration of vector data only. A diagram of the conflation process is shown in Figure 2. The primary point to note is that the process takes place at the individual feature level, irrespective of that feature’s physical residence, or logical database, library or coverage inclusion. In the first step, the user selects an AOI. The query manager then retrieves all feature objects from the distributed database that fall within the AOI (subject to any other constraints imposed by the user). From this collection of objects, the query manager randomly selects one object to send a "conflate" message. That object follows the protocol for determining which, if any, of the remaining objects in the query collection are matching representations for itself. Any object determined to be a match is placed in the matching feature set for the conflating object, ranked according to similarity scores. Objects that have been placed in a matching feature set are removed from the general query collection, so as not to be candidates for subsequent conflation iterations. This philosophy implies that only those objects that have scores strongly suggesting matching features are placed in the matching feature sets. The query manager continues by sending "conflate" messages to the remaining members of the query collection. When the process is complete, the query manager returns the
query collection for display. For any features with non-empty matching feature sets, the member of the set with the highest quality score (NOT the same as the similarity score) is returned as the representative for that feature.

Several points on the conceptual model are worth noting before we proceed with the details. First, the responsibility for conflation is distributed. Each individual feature contains the inherent knowledge needed for performing feature matching for that particular class of geographic objects. This is preferable to a centralized conflation system, where a single conflation object "manages" the process. Such a system would be more difficult both to implement and maintain due to differences in the ways in which objects from various feature classes should be matched, as well as the ramifications of adding new features and/or system nodes for a distributed system. Second, the process is automatic. Because the query manager collects the features satisfying the user query and invokes the conflation method for each object before returning the final set, the user does not have to explicitly request conflation, or even need to know that conflation is an issue. Third, when the results are returned to the user, only a single representation of each object is presented. For now, our treatment of deconfliction is simply to select the "best" feature from a matching feature set, based on various objective and subjective criteria. This idea of simplifying the user's concern and involvement with conflation is critical for end-user based systems, as the whole need for such an automated approach is derived from the concept of non-expert users. Of course, this model could easily be extended to allow the user more involvement when desired.

The Spatial Conflation Object

The spatial conflation object (SCO) is shown in figure 1 as the top of the conflation hierarchy. As such, the SCO is, in OO terms, an abstract superclass. Abstract superclasses do not have concrete instances associated with them; rather, they provide a mechanism for the inheritance of generic traits that apply to each of the subclasses. The SCO, therefore, provides general information needed for any type of feature conflation, as well as default actions to take during the process. This knowledge is not expected to be complete enough to allow for a well-defined conflation procedure. Instead, this knowledge is augmented with specific types of knowledge for feature class specializations. For example, the way in which geometric similarity is determined for line features vs. area features is different. The common trait is that the general idea of geometric similarity is a significant factor in performing conflation. To go one level further, the way in which geometric similarity is assessed for railroad lines vs. river lines is different, though the method for computing the measurement is the same, since both are line features. To summarize, the general knowledge for conflation is inherited through the class hierarchy; at each level, additional, more concrete knowledge is added until there is sufficient for successfully performing conflation.

Figure 3 illustrates the set of attributes and methods for the SCO. The attributes are the top, italicized set, while the methods are the lower, non-italicized set. This is not a complete set, but it is sufficient for
explanatory purposes. Two types of attributes are given, instance and class. These differ in that for instance attributes, each object instantiation of feature subclasses in the SCO hierarchy inherits this set of attributes, with each object having different values for each attribute. For class variables, there is one value, which is accessible to all instantiations of that class and its subclasses. Likewise, the methods are also inherited, although it is likely that these will often be overridden by feature class-specific methods. The ones defined at this level may be used as defaults, if no further information is available.

The rank attribute represents a measure of quality of the information for a particular feature. It is a subjective measure based on quality information provided in the features' database and library, as well as scale and fitness for use as determined by the user's objectives. Determination of this value is one of the major places in the model in which uncertainty must be taken into account. The matchingSet contains all features that were determined to be matching features for the object beyond a user-defined or default threshold. The RuleSet is a composite object comprised of rules and rule-processing strategies for measuring similarities in distance, geometry, attributes, topology, FACC feature codes, and other miscellaneous criteria for determining feature matches. Obviously, this is another area in which techniques for reasoning under uncertainty, as well as techniques for subjectively evaluating and analyzing vague, qualitative information must be used. The role of SimilarityTableSet is explained in a subsequent section.

As the method names are somewhat self-explanatory, we will only expound here on the way in which these are used in the conflation process. The conflate method is invoked on each object by the query manager, and sets in motion a sequence of actions. We assume for now, for the sake of simplicity, that each object's rank has been predetermined. The object then begins the process to determine if any of the other objects in the query set are potential matches (findCandidates). This process is one of filtering and refining. That is, simple measures that can quickly eliminate non-matches are used first, e.g., completely different feature codes, followed successively by more subtle checks such as attribute set and value similarity. Once a candidate has been evaluated, it is determined whether the overall matchingScore, as determined by a function combining attributeScore, geometryScore, topologyScore and filterScore, exceeds the threshold level. Those that do are placed into the matchingSet. The best of these features, as determined by the rank, is returned to the query manager as the representative for that feature (selectFeature).

### Spatial Conflation Object

<table>
<thead>
<tr>
<th>Instance</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>rank</td>
<td>RuleSet</td>
</tr>
<tr>
<td>matchingSet</td>
<td>SimilarityTableSet</td>
</tr>
<tr>
<td>threshold</td>
<td></td>
</tr>
<tr>
<td>attributeScore</td>
<td></td>
</tr>
<tr>
<td>geometryScore</td>
<td></td>
</tr>
<tr>
<td>topologyScore</td>
<td></td>
</tr>
<tr>
<td>filterScore</td>
<td></td>
</tr>
<tr>
<td>matchingScore</td>
<td></td>
</tr>
<tr>
<td>conflate</td>
<td></td>
</tr>
<tr>
<td>computeRank</td>
<td></td>
</tr>
<tr>
<td>findCandidates</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Attributes and methods for the SCO.

### INTEGRATION OF MONOLITHIC CONFLATION MODEL

Previously, we have developed attribute and shape similarity measures for conflation based on principles of fuzzy logic and evidential reasoning (Foley, 1997a-b; Cobb, et al., 1998a). The implementation of the resulting methodology involved a three-tier architecture consisting of a Smalltalk component for the user and OO database interface, a commercial expert system for rule processing and a C
language interface between the two. This setup worked well for a proof-of-concept implementation of a single system/database; however, with the current emphasis on distributed spatial databases, it is obvious that this initial architecture is too cumbersome to extend to a distributed realm. Therefore, in this section we show how the aforementioned similarity measures can be migrated to and utilized in the distributed object conflation model given in this paper.

**Attribute Matching Algorithm**

For attribute matching, each feature object is considered as a set of attribute-value pairs:

\[
((a_{11}, v_{11}), (a_{12}, v_{12}), \ldots, (a_{1n}, v_{1n}))
\]

\[
((a_{21}, v_{21}), (a_{22}, v_{22}), \ldots, (a_{2m}, v_{2m}))
\]

We consider matching for the two categories of numeric and linguistic attribute domains. In general, matching for numeric domains is handled through the use of membership matching functions, while matching for linguistic domains is handled through the use of attribute similarity tables. For the purpose of example, we will consider here only the linguistic domain.

A similarity table for a specific attribute contains a value in the range \([0, 1]\) for each attribute domain value. Each of these values represents a degree of matching between two attribute values. In many cases, the domain values are integers that represent encodings of linguistic characteristics; thus, the similarity values in the table represent similarity between linguistic terms. Matching for features based upon attribute similarity is a two-phase process. First, the similarity between each of the attribute values for the two features is determined from a similarity table. Second, measures of semantic interrelationships between and among the various attribute values are computed within a rule-based expert system environment. Based on these interrelationships, the expert system returns one or more weights for increasing or decreasing the matching score for various attributes.

As an example, consider a railroad feature with an attribute RRA, representing the railroad power source, such that the attribute can have the following values.

<table>
<thead>
<tr>
<th>RRA</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>4</th>
<th>Non-electrified</th>
<th>999</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Unknown</td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Electrified Track</td>
<td>.2</td>
<td>1</td>
<td>.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Overhead Electrified</td>
<td>.2</td>
<td>.6</td>
<td>.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>.2</td>
<td>.1</td>
<td>.1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>999</td>
<td></td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The similarity table for RRA is given in table 2.

<table>
<thead>
<tr>
<th>RRA</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>4</th>
<th>999</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.2</td>
<td>.6</td>
<td>.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.2</td>
<td>.1</td>
<td>.1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>999</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td>.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Similarity table for railroad power source.

An example of a production rule for two railroad features, RR1 and RR2, is:

\[
\text{IF } ((\text{RR1.} \text{ln} = 3 \text{ and RR2.} \text{ln} = 2) \text{ and (RR1.} \text{rrc} = 16 \text{ and RR2.} \text{rrc} = 16))
\]

\[
\text{THEN } w_{\text{ln}} \leftarrow 1.0 \text{ and } w_{\text{rrc}} \leftarrow 0.5
\]

where ln represents the number of tracks and rrc represents railroad categories. The overall matching score for attributes is given by:

\[
MS_{ij} = \left(\sum_{k=1}^{N} [\text{sim} \alpha_k(F_i, F_j) \times \text{ESW}_k]/N\right)
\]
where $A_k$ is the $k^{th}$ attribute in both $F_i$ and $F_j$, $N$ is the number of attributes that are common to both $F_i$ and $F_j$, and ESW is the weight computed by the expert system. Explanations of the derivation of similarity values and semantic production rules would require more depth than space will permit here; the reader is thus referred to the previously mentioned references on this work for greater details.

**Attribute Matching and the Distributed Model**

We begin by summarizing the contents of the previous section for illustrating the application of the distributed model to this work. The matching of attributes for linguistic-based value domains involves: (1) a similarity table for determining matching between two attribute values; (2) production rules for considering semantic implications of two or more attribute values; (3) weights generated by these rules, which are combined with previously determined matching scores; and (4) an attribute matching score computed over the set of common attributes for two features.

Beginning with the first component in this list, it is relatively easy to see that the idea of similarity tables for linguistic attribute matching applies across all feature classes and representations. Therefore, an attribute for this is explicitly provided in the SCO (see figure 3). The SimilarityTableSet attribute is shown as a class variable. This variable is inherited by all feature classes, e.g., bridges, roads, etc., each of which has a unique set of tables, one per attribute of that class, that contains values representative of the attribute value domain. For example, the similarity table for RRA shown as table 2 would be a member of the SimilarityTableSet for a railroad feature class. Because it is a class variable, only one copy is maintained that is accessible to all instances of that class.

The incorporation of production rules into the model is a complex issue, of which only the very basics will be considered here for illustrative purposes. As a glimpse into the nature of this complexity, we note that further refinement of the SCO model involves the modeling of a rule-based production system as an object that includes all the behavior necessary for processing rules of varying formats and combinations, as well as including all the data needed by the rules. As such, production rules obviously are one aspect of the model that are again applicable across feature classes and representations. The generic model, or template, for production rules is thus applicable at the SCO level. However, specific instantiations of rules must incorporate data and knowledge from lower levels, including both the feature class level (this is illustrated in the rule example given previously for railroad attributes), as well as the second level of the hierarchy shown in figure 1 for point, line and area classes.

The weights generated by the production rule system are intermediate data, and are thus considered as part of the object model for that system. No knowledge of the values of these weights is required of the individual features involved in conflation. The attribute matching score, as well as matching scores for the various other categories of matching criteria, are modeled as instance variables that are inherited by the feature classes (figure 3). Each geographic feature maintains knowledge of these intermediate scores to compute a final matching score (matchingScore). The intermediate scores are maintained so that knowledgeable users can view the results as part of a possible conflation verification procedure. The equation given for computing the attribute matching score is valid across feature classes and thus belongs in the SCO. However, knowledge for interpreting the results is conceivably different across feature classes, and thus is maintained at the lower level of the model hierarchy.

**Allocation Issues and the Distributed Model**

Though irrelevant at a conceptual level, physical allocation of data in a distributed system is of paramount concern for performance issues. Here, we briefly consider one possible allocation scheme and the potential impact as related to the SCO model.

The scheme we consider is a partitioning based on representational classes. That is, all line features such as railroad lines, power lines, etc., reside on the same physical node; all point features are likewise allocated to the same node, as are all area features. In consideration of the hierarchy given in figure 1 within this setup, we believe the optimal partitioning of the hierarchy is to include all level 3 (feature class) classes and their instantiations together with their corresponding level 2 superclass. For example, all transportation lines, utility lines, etc. would be co-resident with the line class object. For conflation, this setup would minimize network traffic needed for transfer of data and execution of methods, as most of the specific conflation knowledge is inherited from the SCO and values.
instantiated at these lower two levels. Of course, other partitionings may also provide acceptable performance, but this one is given as an example of considerations between data allocation methods and the distributed conflation model.

SUMMARY AND FUTURE WORK

The conflation model presented in this paper, together with the discussion on attribute matching, illustrates how the various pieces of data and processes related to uncertainty are distributed throughout the various levels of an object hierarchy. The inheritance and encapsulation of this knowledge enables conflation in a distributed environment to take place transparently to the user, and without the need for a centralized conflation "manager." We believe the use of OO techniques for the development of a general conflation model is crucial to enabling complex conflation in a distributed environment. The use of an approach such as this has far-reaching implications and can tremendously impact progress in the crucial area of spatial data interoperability. For example, implementation of this approach could enable DoD and civilian mapping applications to seamlessly utilize NIMA, USGS, etc., holdings effectively.

Of course, further refinement of the model is needed to enable the handling of conflation for all feature types. Expansion must be made in the geometric and topological matching portions of the model. One issue related to the implementation of the model is the process of knowledge acquisition for the uncertainty-based components. Interaction with cartographic experts in the field of conflation is a necessary step in providing design and implementation-level details for the rule-based component of the model.

Another issue upon which we will be expanding is that of deconfliction. Whereas, for now we simply select the feature with the best overall quality, we are planning for the development of a process that will allow combinations of the best parts of matching features. Optimistically, this will provide a "super" feature that is better in all or most respects than any of the single matching features. Finally, the idea of a parallel conflation algorithm is an intriguing concept for future work within a distributed environment. Initial implementation of the distributed conflation model is currently underway at the Naval Research Laboratory, and we anticipate reporting on preliminary results in the near future.
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INTRODUCTION

This chapter documents the integration of the commercial object-oriented database management system (ODBMS) ObjectStore (by Object Design, Inc.) with the Object Vector Product Format (OVPF) Smalltalk prototype, including both design and initial implementation. The work documented in this chapter was performed as part of the Object-Oriented Database Exploitation within the Global Geospatial Information & Services (GGLIS) Data Warehouse project conducted by the Naval Research Laboratory and the University of Florida and sponsored by the Defense Mapping Agency (DMA). The purpose of the project was to determine the potential impact of object-oriented (OO) technology on DMA’s GGLIS initiative. Other reports [Sha+95, Chu+95a, Arc+95a, Arc+95b] have documented the integration of multiple Vector Product Format (VPF) products into OVPF, network investigation results, and evaluation of a hybrid object-relational database management system.

As a brief orientation for the reader, VPF is a military standard for the storage and exchange of digital vector data, which consists of a hierarchical system of ASCII data files organized in third-normal relational form. It emerged in the late 1980s as DMA began converting its paper maps into digital format. The VPF relational data model, however, has problems representing complex spatial data. As a result, in 1991, the U.S. Navy, a DMA database user, began investigating how object technology could improve these digital maps. This research led to the development of the OVPF, an object-oriented approach to viewing and editing digital maps and charts. By combining multiple relational databases into a single OO database, OVPF offers users such key advantages as the ability to immediately update and modify the content of the original data. The initial OVPF prototype consisted of approximately 400 classes (in addition to those provided in the Smalltalk class library) and several thousand methods. Benchmarking and comparisons to VPF are documented in [Arc+95c] and showed roughly an order of magnitude improvement in importing time.

The OVPF prototype application has been designed and implemented with the ParcPlace Systems’ VisualWorks version of the Smalltalk programming language. This choice is primarily due to the sophistication and productivity of the Smalltalk development environment for building complex applications. Due to the semantic differences among OO programming languages, the terms and definitions used here may not apply consistently across all such languages. However, the concepts represented by these terms should be general enough to be implemented in other OO languages. The commercial ODBMS has been chosen with this in mind as well—ObjectStore includes interfaces to Smalltalk and C++ so that objects created and stored by a Smalltalk program should be accessible to programs written in C++. This is not yet possible with VPF products as we write, but industry efforts to develop cross-language compatibility for ODBMSes are underway.

In this chapter, design issues are emphasized with respect to OVPF, as well as the experiences incurred, lessons learned, and potential impact from the actual im-

ABSTRACT

This chapter presents an object-oriented approach for handling Vector Product Format (VPF) mapping databases as produced by the U.S. Defense Mapping Agency. This approach is implemented in the Object Vector Product Format (OVPF) Smalltalk prototype developed by the U.S. Naval Research Laboratory and the University of Florida. OVPF provides an integrated framework for four VPF products: Digital Nautical Chart, World Vector Shoreline Plus, Urban Vector Smart Map, and Vector Smart Map level 0. Having four VPF products and with the update capability, persistent storage of these spatial data was one of the concerns. This chapter will introduce the changes to the data model to accommodate the ObjectStore implementation and migration process of each of the products to the ObjectStore ODBMS.
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III Object Database Selection and Migration

Implementation of ObjectStore, one of the leading commercial ODBMSs. The next section provides an explanation of why ODBMS is used along with an introduction to basic ODBMS concepts. The following section describes background information on object-oriented symbology and terminology, along with a brief description of the OVPF structure, including the design of the class hierarchies for importing and representing multiple VPF products. Implementation design to integrate ObjectStore with OVPF is presented in the next section, and the last section concludes with key findings and summary of the integration effort.

ODBMS INTEGRATION

Why Use an ODBMS?

With support for multiple VPF products now integrated into OVPF's framework, we turn to the issues and tradeoffs of support for commercial ODBMSs. This section presents our current experience and understanding with respect to the issues and effects of alternative ODBMS architectures on OVPF's design. In this regard, we will be distinguishing between internal and external databases. The internal database refers to OVPF's computer-memory-resident object space of metadata and feature objects. The external database refers to the disk-resident database implemented using the commercial vendors' ODBMS products as an alternative to the data storage.

In today's distributed processing environment, each OVPF user is likely to be working on a networked computer workstation that is separate from, but perhaps just as powerful as, the workstation housing the shared external databases. OVPF will be seen as a client process making requests for data from a server process running on the central host. Commercially available ODBMSs typically fall into one or both of two types of client-server architecture: object-server or page-server. The distinction is based on the unit of data transfer between the server and client processes. In an object-server architecture, the server understands the client's concept of an object. In this model, each transfer from the server to a client process is based on groupings of interconnected objects. A page server, on the other hand, is unaware of "objects" as such, but transfers data in units of a disk page that is typically 4 KB.

As described above, OVPF can function without a database management system. Relational tables as stored in directories according to the VPF specification [DMA92] are processed and information is brought into memory upon import of one or more coverage. Once in memory, disk resident data are never subsequently accessed. The advantage to this approach, besides its simplicity, is that the memory resident data are quickly accessible for manipulation, eliminating the need to perform costly disk accesses and table joins. The disadvantages are primarily: (1) the amount of data that can be imported for a single session is limited by the capacity of physical memory, and (2) data are not made available for concurrent access by multiple users; thus, changes to the data made through the use of OVPF are not readily apparent to others.

The use of an ODBMS eliminates both of these concerns, as well as providing additional advantages. For example, with this approach, OVPF is no longer limited by memory size for data import and viewing; data are simply stored in the database until needed, then brought into memory for display or editing purposes. Additionally, geographic object level security and auditing can be readily managed.

The function of any DBMS is to provide persistent (maintained from session to session) storage of data, controlled access to the data, and backup and recovery capabilities, among others. Object-oriented DBMSs provide these functions specifically for objects—units of data defined and assigned values through the use of an OO programming language such as Smalltalk or C++. While objects are generally considered to consist of both state (data) and behavior (procedures), ODBMSs are typically concerned only with the storage of the state information, as are traditional relational database management systems.

ODBMS Concepts

Following is a list of three significant high-level concepts concerning ODBMSs. Each is elaborated upon in the discussion that follows.

- Persistent versus transient objects
- Transactions and concurrency control
- Security and authorization

The distinction between persistent and transient objects is somewhat less clear for ODBMSs than for RDBMSs, due to the tightly coupled nature of the database with the application. Transient objects are defined to be those objects that exist in the computer's memory only during execution of the application, such as the window system objects for displaying the key data. Persistent objects, on the other hand, are those representing the key data, whose state is maintained in the database and exist even when there is no application program running.

Transient and persistent objects can coexist within a running process. The distinction becomes blurred because persistent data accessed from the database can be assigned to a transient object. It is important for application programs to manage both transient and persistent data in consistent ways so updates to persistent data are made when needed and so data that should remain transient are not inadvertently made persistent. For example, a web of interconnected transient objects can be made persistent simply by allocating space in the database for the "root object" of the web. Once this transaction is completed, the ODBMS will migrate the transitive closure (entire web) from the root object into the database. It is important, therefore, to be sure that such a transitive closure does not include references to ob
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All accesses to persistent data are typically made within a transaction. A transaction is defined to be a sequence of instructions that access the database and whose execution is guaranteed to be atomic: that is, either all or none of the instructions are executed. Read transactions are defined as those that retrieve data only, while write (or read-write) transactions are those that actually change the data. When a transaction has successfully terminated, it is committed, meaning that any changes made to persistent data within the transaction are written to the database and will not be undone. If a transaction is aborted, the ODBMS will cause a rollback of changes made to the objects to return them to their state as existed prior to the beginning of the transaction.

A related issue is that of concurrency control. Concurrency control is an issue only for multiuser DBMSs and is concerned with ensuring, usually through the use of locks, that when a user is accessing persistent data within a transaction, other users cannot simultaneously change the data, resulting in the database being left in an inconsistent state. Database inconsistency can easily result from the interleaving of different users’ instructions regarding the same persistent data.

It is widely recognized that data are one of the most valuable assets of any organization. With that recognition comes the need to protect such data. As a result, DBMSs typically provide some system of restricting access to data based on a user authorization system. Different sets of privileges may be provided for different classes of users. Privileges may include the right to read or modify data, as well as the ability to modify the database schema itself.

ObjectStore

ObjectStore was selected for integration with OVPF for the following reasons:

- It is a well-established, commercially successful ODBMS.
- It is available with both Smalltalk and C++ language interfaces.

ObjectStore ODBMS functions as a simple repository of data. Three major processes are used in ObjectStore: the server, the client, and the cache manager. These are shown in Figure 15-1. The database and the files consist of the cache, communication segment, and the database. The ObjectStore server provides I/O services to databases that reside on local and remote disks.

ObjectStore is based on a page-server architecture in which the server uses a two-phase commit protocol in conjunction with other servers to guarantee consistent transaction completion in a distributed database environment. The ObjectStore client allocates and deallocates storage for persistent objects. Communication with the ObjectStore server is managed for fetching and locking pages. Pages are mapped into the virtual address space of the client processes. Recently referenced pages are maintained and coordinated with the cache manager to hold locks as long as possible for minimizing network I/O traffic with the server. Transaction commits are performed to transmit any modification to the database. The ObjectStore cache manager handles asynchronous lock callback requests from the ObjectStore server. This capability provides immediate response to the ObjectStore server, which in turn leaves the ObjectStore client library free to make only synchronous requests.

To reduce network traffic with the server and to provide coordination via shared access to the client commseg file, a "lazy" lock release mechanism is coordinated with the ObjectStore client. The ObjectStore database can be accessed only by the server. However, the client is responsible for database organization and structure. Cache and commseg files are used for controlling cached data. The cache file is used as a swap space for persistent data, and as a backup store for in-memory persistent objects. The commseg file tracks the status of cached pages. This file is used by the client to determine whether a page can be accessed and locked. The cache manager uses this file to check and/or give up locks upon the server’s request.

ObjectStore uses a “pessimistic” approach to transaction management that requires every database access to occur within the bounds of a transaction. This guarantees data integrity among all users at the cost of potentially blocking some users while one is accessing a particular page of data. Transaction bounds are explicitly stated by the use of messages to ObjectStore’s class OSTTransaction. This helps ensure that each transaction will be as short as possible, thus minimizing blocking of other users.

For a more detailed explanation of ObjectStore features, the reader is referred to [Sha95].
Introducing Object-Oriented Class Diagrams and Terms

Integration of ObjectStore with OVPF is much desired based on the advantages of using an ODBMS as mentioned. To pave a ground for understanding, OVPF design is provided to determine how OVPF was modeled and also to understand the impact of integration in the design. Some of the syntax and semantics used in the Smalltalk object-oriented environment is provided along with the actual implementation of the OVPF model.

Figure 15-2 presents a partial cross-section of the class hierarchies designed to support multiple products. First, notice that some class names in Figure 15-2 are underline, while some are not. Classes whose names are underlined are called abstract superclasses, meaning that they represent a definition abstraction (such as definition of instance variables and/or behavior to be shared by their respective subclasses) and that instances would not normally be created from them. Classes whose names are not underlined are called concrete subclasses, meaning that they are expected to have instances made from them. These terms are mainly used to aid in learning about a class hierarchy; to call a class "abstract" implies that it lacks behavior needed for creation of a "useful" instance-object.

Figure 15-3 presents a partial view of the data structures defined for each of the key feature definition hierarchies, while Figure 15-4 presents a partial example of feature data and metadata objects that might be seen after importing Digital Nautical Chart Coastline (DNC COASTL) features. These object diagrams have two main sections: (1) the class name and (2) a list of instance variables, class-instance variables, and/or class variables (where applicable). These variables are described briefly below.

Instance variables are data structures for which each instance-object has its own private copy; these begin with a lowercase letter. Class-instance variables are data structures for which the class object and each of its subclasses are defined to each have a private copy of the variable. Class-instance variable names are shown bold-faced in Figure 15-2 to help distinguish them from instance variables. Class variables are data structures for which the defining class has a single copy that can be directly accessed by all instances of itself and its subclasses. Per Smalltalk convention, class variables (and other shared objects including classes) have names that begin with an uppercase letter.

Figure 15-2 Class hierarchy cross-section.
Note the use of *collection-objects* in Figure 15–4—these are instances of predefined classes in Smalltalk that are used to encapsulate a collection of one or more types of other objects. Collection objects simplify the management of large groups of objects when it is important to be sequentially or randomly access the group members. Libraries, coverages, featureDefs, and feature objects are frequently held and accessed from collection objects in OVPF.

**Metadata Classes and Instances**

It will be helpful now to introduce the metadata (schema definition) classes in OVPF. VPFFeatureDef and its subclasses form an important link between feature objects and their defining schemas. Figures 15–2, 15–3a, and 15–3a show the classes that define the structure of each VPF database product. The classes VPFDataset, VPFCoverage, and VPFFeatureDef all have product-specific subclasses. The need for product-specific subclasses is most concerned with the feature import process and will be discussed in the next section. What is more pertinent for now is that much of the feature metadata is stored in instance variables whose names end in "Header," such as *Header* in VPFFeatureDef class. These variables each hold onto an instance of VPFTableHeader, which in turn holds a schema of information such as the field id, description, data type, and length of each column in the table, as documented in the VPF product specification. Another role of the VPFTableHeader schema is to support the actual conversion of source data bytes into usable numeric values and vice versa, as needed.

**Feature Attributes**

As shown in Figure 15–2, each subclass of VPFFeature inherits an *attribute* instance variable. The *attribute* variable holds onto the contents of a record trio the *PF*, *FLF*, and *FIF* feature table. Each of these records contains either integer or character values of attributes common to all features of a given class such as ACC (accuracy code) or SLT (shoreline type).

Figure 15–2c shows that VPFTextFeature also defines a *textAttributes* instance variable. This variable holds onto a set of values from the SYMBOL.RA file (if present) that defines text font, style (italic, bold, etc.), size, and color for on or more text features.

Both *attributes* and *textAttributes* are stored and processed in the same manner. They use a predefined Smalltalk class called ReadWriteStream that provides an efficient means of storing, reading, and updating an arbitrary sequence of bytes. Since floating-point and integer values are stored somewhat differently among the various computer systems (UNIX, DOS, and Macintosh), we chose to defer translating the bytes into user-understandable values until the user actually requests to examine and modify them. In addition to reducing processing time during feature import, this also greatly reduces the total number of objects we have to handle. Since we are using single ReadWriteStream object for each set of attributes instead of creating a separate integer or character value object for every attribute, we are greatly reducing the load on the computer system's internal I/O channel and memory.

Since these attributes are normally maintained as an arbitrary sequence of bytes within OVPF, it is necessary for a given feature object to have access to its byte-offset and length of each of its attributes in the ReadWriteStream object. This information is read and stored during metadata initialization of a VPF database, and is held in the *Header* schema defined in VPFFeatureDef (for attributes defined in feature table headers) and in the *symbolHeader* schema defined in VPFFeatureDef (for text attributes defined in SYMBOL.RAT).

**Integer and Character Value Description Tables**

One set of tables all VPF products have in common includes the *integer value description table* (INT.VDT) and the *character value description table* (CHAR.VDT). Each coverage has these VDT files to store the descriptive text associated with each of the valid ranges of feature attribute values. In OVPF, the set of all VDT data is held in a class variable of VPFFeature called ValueDescriptions. This is organized as a nested hierarchy of tables, so that the valid range of in
teger and textual values for a given attribute is easily found. The ValueDescriptions structure is populated during database initialization.

Holding all of these VDTs in a single hierarchical collection structure has proven useful in identifying inconsistencies among values and descriptions across coverages, libraries, and databases. Some of these differences reflect errors in the data, but most are due to design differences in the use of a given feature attribute among different VPF products.

Feature-Related Notes

If a coverage includes a NOTES.RAT file, this is read into the VPFCoverage subclass’ featureNotes instance variable during database initialization. A NOTES.RAT file normally has many-to-many links with feature objects; that is, any one feature may be linked to many records in the NOTES.RAT file, and any one note in the NOTES.RAT file could be linked to many different feature objects. The purpose of the notes instance variable defined in VPFFeature is to hold onto a list of note IDs from the NOTES.RAT file for lookup into the VPFCoverage subclass’ featureNotes collection. The noteldeletable schema defined in VPFCoverage is used when reading these notes from disk. So far, DNC appears to be the only VPF product using NOTES.RAT.

Graphical Primitives

Each feature object is associated with a set of latitude-longitude coordinates, referred to as graphical primitives. Point and node features are associated with entity- and connected-node primitives. Line features are associated with edge primitives. Area features are associated with a face primitive consisting of a “ring” of edge primitives, and text features are associated with a “path” of coordinates. Because any one-line feature object may consist of multiple edges, and any single node, edge, or face primitive could be used by more than one feature object, great care must be taken to maintain the correct linkage between the features and primitives. Topological relationships (adjacency and contiguity) among the primitives must also be maintained across all features within a given coverage and tile, according to the VPF specification.

The design of spatial topology within OVPF is documented in [11:95b] and it is not an intention in this chapter to elaborate on the intricacies of such. Therefore, for purposes of this chapter, graphical primitives will be treated as if all were instances of the same class and will be called VPFFDRowOrder. This approach is sufficient for explaining the manner of encoding each primitive’s location coordinates. Also, VPFFDRowOrder is the superclass from which all the topological primitive classes are derived in the topology framework.

As seen in Figures 15-3b and 15-4b, VPFFDRowOrder objects have a pointer to a collection of feature objects. This is to allow each graphical primitive (draw order) to know and communicate directly with the feature(s) in which it is used. Figure 15-3b also shows a class variable GraphicalPrimitives defined for VPFFDRowOrders.
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This is to hold the set of all VPFFDRowOrder instances imported or created in the current work session.

VPFFDRowOrder objects hold all location coordinates in a specially encoded array of bytes and work much like the ReadWriteStream used to store and process a feature’s attributes. A VPFFDRowOrder object has an instance variable that contains the byte array. This byte array has three parts:

- Opcode byte—an 8-bit integer used to define what kind of operation is to be performed; e.g., 199 means “set polyline”
- Length byte—an 8-bit integer containing the number of data bytes to follow
- Data bytes—sequence of bytes representing a color index, location coordinates, and so on.

Instances of VPFFDRowOrder are used to represent nodes, edges, the polylines forming each character in a text feature’s string, and any other graphical entity associated with a feature object. These VPFFDRowOrders can be concatenated into arbitrarily long sequences of bytes for any given purpose. This is a computationally efficient means of managing the storage and processing of the tens and hundreds of thousands of coordinate points that are required to represent a VPF database.

Spatial Tree Indexing Framework

Two classes shown in Figure 15-3 and 15-4, VPFSpatialDataManager and VPFSpatialDataCell, are used to implement and manage a spatial tree indexing framework. This framework presently uses a quadtree organization in which each spatial data cell holds pointers to four subcells and each subcell holds a pointer to its parent or supercell.

This spatial tree design is independent of the VPF database to be imported. All access to the spatial tree from within OVPF is done through a spatial data manager object. Each feature passed to the spatial data manager is inserted into the appropriate spatial tree cell based on the feature’s minimum bounding rectangle. The spatial data manager also responds to user requests to obtain or delete the features appearing within a particular region in space.

This design allows us to modify the implementation of the spatial tree at any time without affecting the rest of OVPF or the source data. Thus, in the future, we could easily substitute an R* tree [Sto+86], PM Random (PMR) quadtree [NS87], spatial splay tree [Coh+95], or special optimizing techniques in place of the present quadtree approach. We could also support the simultaneous implementation of multiple spatial indexing schemes to allow choice of the most efficient spatial tree design for a given source database. This may be important as we provide support for Raster Product Format (RPF) and other non-VPF databases.
DATABASE IMPLEMENTATION

The implementation of the database necessitated the following steps:

1. Making design decisions such as:
   • Deciding which objects should be transient and which objects should be persistent
   • Deciding on physical partitions of the database
   • Deciding on roots of persistent object trees
   • Establishing a security model

2. Modifying the existing implementation of OVPF in the following ways:
   • Reorganizing or creating new classes and methods needed for database use
   • Inserting correct references for persistent objects and ensuring that no persistent object references are permanently held in the application program
   • Placing transaction boundaries in appropriate places

3. Loading the OVPF database with the VPF data, including:
   • Building the initial database file
   • Importing and migrating the metadata
   • Importing and migrating the feature data

The relation of each of these steps to ObjectStore is discussed in detail in the following section.

Persistent Object Webs in OVPF

The first step of the external database design involves the decision regarding which sets of objects to make persistent. This is very different for OO than for relational DBMSs. Any object within OVPF’s internal memory can become a persistent object in an ODBMS merely by “asking” it to be. However, this not only copies the requested object into the external database, it also copies the object’s transitive closure of every object to which it points. However, it is often undesirable to store some objects in such a transitive closure in the external database. Each of the ODBMS products provides a means to bypass the transitive closure under certain conditions so that only selected links are followed. The implications of this issue within OVPF are discussed below.

In this section, three main groupings of database objects have been presented: the metadata object web, the feature objects, and the ValueDescriptions data structures. Each of these object groups is made persistent. Another category of OVPF objects includes the user interface classes. These are the support classes that present the map on the computer screen and allow interaction with the user. Instances of these classes should not be made persistent.
Physical Database Design

ObjectStore facilitates clustering of data through the use of segments. A segment is a variable-sized region of storage composed of disk pages. Segments or pages can be specified as the unit of transfer of data from disk to memory, and can range in size from the default of 4 KB to over 128 MB. Unless otherwise directed, all data are automatically stored in a predefined segment called the default segment. However, it is usually desirable to create multiple segments, as the appropriate designation of segments for specific groups of objects can dramatically improve database performance by defining which objects are transferred together.

OVPF uses four segments, known as the default segment, the spatial segment, the feature segment, and the primitive segment. Each segment stores a group of related objects as given below:

- **Default segment**—the database metadata
- **Spatial segment**—data relating to the spatial index (quadtree)
- **Feature segment**—all feature-level data
- **Primitive segment**—all graphic primitive data; for example, edge, face, node data

This physical partitioning of the data was performed to support an optimal clustering strategy. This helps prevent unnecessary data from being transferred upon access to the database. Very little change was required in OVPF to define and access these segments.

ObjectStore allows multiple entry points to each database to provide efficient access to various logical hierarchies of data. Each entry point is referred to as a named root of persistent data. Each object designated as a root object can be accessed directly through the use of its name. All objects in the root objects' composition hierarchy can then be accessed by navigating through its instance variables.

Two root objects were created for the OVPF database. These are OSDatabasesRoot, which provides access to the different VPF databases such as WVS+ and DDC, and OSSpatialIndexesRoot, which provides an entry point for the quadtree spatial indexing structure. In OVPF, the spatial indexing organization was modified somewhat so that each coverage has a pointer to its own quadtree in the database. Direct access to each quadtree is essential for fast responses to user queries, and the OSSpatialIndexesRoot provides access to the roots of all quadtrees in the current database. While the term quadtree is used in this chapter, OVPF is organized to support any combination of different types of spatial indices among VPF products, with each feature coverage specifying its own spatial index. Figure 15–5 shows the four OVPF database segments and their connections to each other. Database roots are noted through the use of the symbol.

**Proxies and OSReferences**

The class OSReference is provided by ObjectStore to handle inter-object references from transient to persistent objects. An instance of the OSReference class replaces a reference from a transient to a persistent object upon transaction commit. OSReferences provide object identifiers that are valid across transactions. OSReferences forward messages within a transaction to the persistent objects they represent and as such can be used in a manner similar to that of the persistent objects themselves. OSReferences were used in OVPF for instances of the metadata classes VPFDatabase, VPLibrary, VPFCoverage, and VPFFeatureDef.

Proxies, implemented by the lightweight OSProxy class, are used when a handle to a persistent object is needed, but when references to that object do not necessarily require all of the objects data. A string can be assigned to a proxy object such that references to the persistent object represented by the proxy that occur outside of transactions will return the proxy's string. Any references made to the proxy while inside a transaction will return the persistent object. Figure 15–6 illustrates the use of proxies with OVPF.
Loading the Database

Once the database file has been created through use of the appropriate ObjectStore method, it may be loaded with the VPF data. This is done in two steps. First, the metadata is imported from the VPF tables (metadata includes VPF tables such as the Database Header Table (DHT), Library Attribute Table (LAT), and Library Header Table (LHT), each feature class's schema, and the VHTs). After the metadata have been loaded and migrated to the database, feature data are imported from the VPF database, one coverage at a time, and placed in the memory-based quadtree spatial indexing structure. The features and the quadtree are then migrated to the database in their respective segments upon commit of the feature loading transaction. After the bulk loading of the databases in this manner, the relational tables are not used for subsequent data access—all manipulation of the data involves only the object database.

EXPERIENCES AND SUMMARY

The integration of ObjectStore with OVPF has proven to be promising. One of the major accomplishments in this effort is that an ODBMS was integrated as a layer to the OVPF model. In other words, major changes to the OVPF model were not required for integration with ObjectStore. It is possible that OVPF design and implementation are stable and robust to support add-on modules. However, this needs to be explored more.

With a database management system, our prototype has shown improvements both in performance and in the design. Modifications had to be made to the OVPF model to integrate it with ObjectStore. However, these were minor changes. Eliminating all class variables in the model—since ObjectStore does not support persistent class variables—and using more instance variables to hold onto the information held by class variables took some effort. This is an area where ObjectStore could have made the migration process a little simpler by providing support for persistent class variables. On the other hand, changes in the design allowed each coverage to have a unique spatial indexing scheme. Before the integration, only one spatial indexing scheme was used for all features. This change promotes the possibility of using the spatial indexing scheme that is most optimal for a specific coverage, which should provide faster access and retrieval.

ObjectStore required use of cut-points to prevent pulling the graphic user interface into the internal database. From an application design standpoint, this improved the modularity of our code and helped us identify places where actual feature or primitive objects were sending messages directly to the map window objects. In our design, the map GUI object is allowed to talk to the features and primitives, but not vice versa.

With a spatial segment, the spatial indexing scheme as implemented in OVPF was migrated to the external database without any modification. This was possible since the spatial indexing scheme or quadtree is implemented as an independent class that contains feature-object pointers. This allows fast, direct lookup of geographic features in response to queries.

With the prototype, overall performance has improved in the areas of data import, display, and querying. There are two contributing factors to these improvements. First, ObjectStore uses the CacheManager to cache information retrieved from the internal database. Secondly, direct navigation to the object web is supported via clustering; therefore, resolution of spatial queries is fast and direct.

Furthermore, a sequential selection dependency for import no longer exists. Without ObjectStore, a database must be selected, then a library, then a coverage, followed by a selection of import type (e.g., point, line, area, or all feature types). If a user wants to display information from two different databases, one database has to be imported and displayed first before another database can be brought in. However, this is no longer true after the integration. All of the database can be selected down to the coverage level at once for an aggregate display on screen.

Aside from these improvements in the OVPF model, the pure advantage of having a database management system is a gain in itself. The concept of persistent objects allows accessing data without having to load the data into memory as in the model before the integration. Multi-user access and configuration control are provided to allow more use of the data without having to maintain a copy of data on every user's computer and subsequently having to be concerned about sharing.
For future work, we have to address fast retrieval for queries based on values of feature attributes. This is a common type of query, but unfortunately we have not indexed any of the attributes of features. The first level of support for this kind of query from the ODBMS is to use an effective clustering strategy, so perhaps features will be organized on disk on some order based on attribute values. This is not very flexible, though. A better approach will be to create and manage B-trees or hash tables for fast lookup of objects based on a given attribute. To facilitate this, it will probably be necessary to make real instance variables for each attribute to be indexed.
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Abstract

The issue of spatial querying accuracy has been viewed as critical to the successful implementation and long-term viability of the GIS technology. In order to improve the spatial querying accuracy and quality, the problems associated with the areas of fuzziness and uncertainty are of great concern in the spatial database community. There has been a strong demand to provide approaches that deal with inaccuracy and uncertainty in GIS. In this paper, we are dedicated to develop an approach that can perform fuzzy spatial querying under uncertainty. An inexact inferring strategy is investigated. The study shows that the fuzzy set and the certainty factor can work together to deal with spatial querying. Querying examples implemented by FuzzyClips are also provided.

Keywords: uncertainty, inexact inferencing, fuzzy inference, spatial query, GIS, FuzzyClips

1. Introduction

Since the spatial querying deals with some concepts expressed by verbal language, the fuzziness is frequently involved. Hence, the ability to query a spatial data under the fuzziness is one of the most important characteristics of any spatial databases. Some researchers have shown that the directional as well as topological relationships are fuzzy concepts [1-2]. To support queries of this nature, our earlier works [3-6] provided a basis for fuzzy querying capabilities based on a binary model. The Clips-based implementation [6] shows the fuzzy querying can distinguish various cases in the same relation classes. For instance, consider the example relationship Object A overlaps Object B. The fuzzy querying can answer: does all of Object A overlap some of Object B, or does little of Object A overlap most of Object B?

However, in these kinds of fuzzy queries, the representation of the fuzzy variables is based on classical set theory. Although classical sets are suitable for various applications and have proven to be an important tool for mathematics and computer science, they do not reflect the nature of human concepts and thoughts, which tend to be abstract and imprecise. The flaw comes from the sharp transition between inclusion and exclusion in a set. In this paper we show a way to use the fuzzy set for dealing with the vague meaning of linguistic terms, in which the smooth transition is characterized by membership function.

The queries expressed by verbal language often involve a mixture of uncertainties in the outcomes that are governed by the meaning of linguistic terms. Therefore, there is an availability-related need for skilled inexact inferring approach to handle the uncertain feature [7]. Uncertainty occurs when one is not absolutely certain about a piece of information. Although uncertainty is an inevitable problem in spatial queries, there are clear gaps in our understanding of how to incorporate uncertain reasoning into the spatial querying process. This requires performing an inexact inferencing. Recently, models of uncertainty have been proposed for spatial information that incorporate ideas from natural language processing, the value of information concept, non-monotonic logic and fuzzy set, evidential and probability theory. Each model is appropriate for a different type of inexactness in spatial data. By incorporating the fuzzy set and confirmation theory, we investigate an inexact inferencing approach.
for fuzzy spatial querying. The aim is to improve spatial querying accuracy and quality.

The paper is organized as follows. Section 2 briefly overviews our previous works, and shows some basic techniques and strategies to deal with fuzzy multiple relations in spatial querying. Section 3 describes an approach that can perform fuzzy querying under the uncertainties. In section 4, FuzzyCLIPS implementation shows some improved querying results.

2. An Overview of Previous Works

Assume that the spatial objects can be approximated by their minimum bounding rectangles (MBR). Figure 1 shows two objects in two dimensions. Based on the spatial binary model [3-6], some spatial querying techniques and strategies can be briefly overviewed as follows.

2.1 Basic Spatial Querying

Topological and directional relationships are critical components in the retrieval of information from spatial databases, including image, map and pictorial databases. Many contributions have been made. The authors in [10] define new families of fuzzy directional relations in terms of the computation of force histograms, which is based on the raster data. In this paper, we will take into account these two major spatial relations based on the vector data.

The topological relationships express the concepts of inclusion and neighborhood. A large body of related work has focused on the intersection mode that describes relations using intersections of object’s interiors and boundaries. By means of geometrical similarity, we defined the topological relationships as a set:

\[ T = \{ \text{disjoint, tangent, surround, overlaps} \ldots \} \]

The paper [3] provides greater details on this.

The directional relationships are commonly concerned in everyday life. Most common directions are cardinal direction and their refinement. We defined the directional relations as a following set:

\[ D = \{ \text{North, East, South, West, Northeast, Southeast, Southwest, Northwest} \} \]

Such relationships provided a significant resource for the basic binary spatial queries. The examples of such queries might look like these:

Object A overlaps Object B.
Object A is west of Object B.

2.2 Fuzzy Spatial Querying

Although the above querying method can provide topological and directional information, these kinds of information do not associated with any degrees. This means it can only perform a low level query. A typical example is shown in Figure 2.

![Figure 2.](image)

For both cases that belong to the same class (or relation group), the basic spatial querying will provide the same topological and directional relationships, i.e., Object A overlaps Object B and Object A is west of Object B.

How to provide high accurate information, such as most of Object A overlaps some of Object B, or little of Object A overlaps some of Object B and so on, encourages us to make the further investigation. Some strategies and techniques can be briefly described as follows (see the details in [6]).

- Partition each object into sub-groups in eight directions based on the reference area (the common part of two objects) shown in Figure 3;
- Map each sub-group to a node, and assign two weights (area and node weights) to each node;
- Calculate two weights to determine the special degree.

![Figure 3. Partitioning two objects in 2D](image)

Where area weight can be calculated by

\[ \text{AW} = \frac{\text{area of sub-group}}{\text{area of the entire object}} \]

and node weight can be obtained by

\[ \text{NW} = \frac{\text{NW} \cdot \text{axis length}}{\text{longest axis length}} \]
In order to support fuzzy querying, the resulting quantitative figures (AW, NW) are mapped to a range that corresponds to a term known as linguistic qualifiers. There is a huge body of knowledge and techniques that deal with fuzzy spatial relations in linguistic expression. In this paper, we define the topological qualifier TQ and directional qualifier DQ as:

\[ \text{TQ} = \{ \text{all, most, some, little, none} \} \]

\[ \text{DQ} = \{ \text{directly, mostly, somewhat, slightly, not} \}. \]

As mentioned in [9], relative qualifiers can be represented as fuzzy subsets of the unit interval and use linguistic word. Based on the classical set, the membership function of qualifiers can be defined as a binary set, that is, complete membership has a value of 1, and no membership has a value of 0. The following tables give the quantifying description.

<table>
<thead>
<tr>
<th>Table 1. Topological Qualifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topological Qualifiers</strong> (TQ)</td>
</tr>
<tr>
<td>all</td>
</tr>
<tr>
<td>most</td>
</tr>
<tr>
<td>some</td>
</tr>
<tr>
<td>little</td>
</tr>
<tr>
<td>none</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Directional Qualifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Directional Qualifiers</strong> (DQ)</td>
</tr>
<tr>
<td>directly</td>
</tr>
<tr>
<td>mostly</td>
</tr>
<tr>
<td>somewhat</td>
</tr>
<tr>
<td>slightly</td>
</tr>
<tr>
<td>not</td>
</tr>
</tbody>
</table>

As shown in Figure 1, the basic-Clips implementation can provide the following information:

- Most of Object A overlaps Object B
- Object A overlaps some of Object B
- Most of Object A overlaps some of Object B
- Most of Object A is west of Object B
- Object A is mostly west of Object B
- Most of Object A is mostly west of Object B

3. **Fuzzy Querying Under Uncertainty**

Because the spatial relationships depend on human interpretation, spatial querying should be related by fuzzy concepts. To support queries of the nature, previous works provided fuzzy queries without uncertainty that can handle the fuzziness by defining fuzzy qualifiers. However, in these kinds of fuzzy queries, the particular grades of membership have been defined as classical sets. The problem is there exist a gap between two neighboring members such as 'all' and 'most'. Because a jump occurs, no qualifier is defined in some intervals, for example the interval (0.95, 0.96). To improve the fuzzy querying, the fuzzy set theory is concerned in our continuous research.

3.1. **Fuzziness Consideration**

Fuzziness occurs when the boundary of a piece of information is not clear-cut. Hence, fuzzy querying expands query capabilities by allowing for ambiguity and partial membership. The definition of the grades of membership is subjective and depends on the human interpretation. A way to eliminate subjectivity is another interested research field. Here simple membership functions will be considered.

A fuzzy set is a set without a crisp boundary. The smooth transition is characterized by membership functions that give fuzzy sets flexibility in linguistic expressions. More formally a fuzzy set in a universe is characterized by a membership function \( \mu: U \rightarrow [0,1] \). Figure 4 illustrates the primary term of fuzzy variable area weight. Each term represents a specific fuzzy set.

![Figure 4. Membership function for TQ](image-url)

The fuzzy set functions for topological qualifiers can be described as:

\[ \mu_{\text{all}} \left( \text{AW} \right) = \begin{cases} 
1.0 & \text{if } 0.95 \leq \text{AW} \leq 1.0 \\
\frac{20 \left( \text{AW} - 0.80 \right)}{3} & \text{if } 0.85 \leq \text{AW} \leq 0.95 
\end{cases} \]

\[ \mu_{\text{most}} \left( \text{AW} \right) = \begin{cases} 
1.0 & \text{if } 0.8\leq \text{AW} \leq 0.95 \\
\frac{20 \left( 0.95 - \text{AW} \right)}{3} & \text{if } 0.6 \leq \text{AW} \leq 0.80 \\
10 \left( \text{AW} - 0.5 \right) & \text{if } 0.5 \leq \text{AW} \leq 0.6 
\end{cases} \]

\[ \mu_{\text{some}} \left( \text{AW} \right) = \begin{cases} 
1.0 & \text{if } 0.5 \leq \text{AW} \leq 0.6 \\
10 \left( 0.6 - \text{AW} \right) & \text{if } 0.3 \leq \text{AW} \leq 0.5 \\
10 \left( \text{AW} - 0.2 \right) & \text{if } 0.2 \leq \text{AW} \leq 0.3 
\end{cases} \]
\[ \mu_{\text{little}}(AW) = \begin{cases} 10(0.3 - AW) & \text{if } 0.2 \leq AW \leq 0.3 \\ 1.0 & \text{if } 0.02 \leq AW \leq 0.2 \\ 100(AW - 0.01) & \text{if } 0.01 \leq AW \leq 0.02 \end{cases} \]

\[ \mu_{\text{some}}(AW) = \begin{cases} 100(0.02 - AW) & \text{if } 0.0 \leq AW \leq 0.02 \\ 1.0 & \text{if } 0.0 \leq AW \leq 0.01 \end{cases} \]

In the same way, the fuzzy set functions for directional querying can be described as:

\[ \mu_{\text{directly}}(NW) = \begin{cases} 1.0 & \text{if } 0.95 \leq NW \leq 1.0 \\ 20(NW - 0.80)/3 & \text{if } 0.8 \leq NW \leq 0.95 \end{cases} \]

\[ \mu_{\text{mostly}}(NW) = \begin{cases} 20(0.95 - NW)/3 & \text{if } 0.8 \leq NW \leq 0.95 \\ 1.0 & \text{if } 0.6 \leq NW \leq 0.80 \\ 10(NW - 0.5) & \text{if } 0.5 \leq NW \leq 0.6 \end{cases} \]

\[ \mu_{\text{somewhat}}(NW) = \begin{cases} 10(0.6 - NW) & \text{if } 0.5 \leq NW \leq 0.6 \\ 1.0 & \text{if } 0.3 \leq NW \leq 0.5 \\ 10(NW - 0.2) & \text{if } 0.2 \leq NW \leq 0.3 \end{cases} \]

\[ \mu_{\text{highly}}(NW) = \begin{cases} 10(0.3 - NW) & \text{if } 0.2 \leq NW \leq 0.3 \\ 1.0 & \text{if } 0.02 \leq NW \leq 0.2 \\ 100(NW - 0.01) & \text{if } 0.01 \leq NW \leq 0.02 \end{cases} \]

\[ \mu_{\text{not}}(NW) = \begin{cases} 100(0.02 - NW) & \text{if } 0.0 \leq NW \leq 0.02 \\ 1.0 & \text{if } 0.0 \leq NW \leq 0.01 \end{cases} \]

How do we make the decision according to the information? Which querying information is reliable?

This reveals important deficiencies in areas such as the reliability of queries and the ability to detect inconsistencies in the knowledge. Because we cannot be completely certain that some qualifiers are true or others are false, we construct a certainty factor (CF) to evaluate the degree of certainty. The degree of certainty is usually represented by a crisp numerical value one, a scale from 0 to 1. A certainty factor of 1 indicates that it is very certain that a fact is true, and a certainty factor of 0 indicates that it is very uncertain that a fact is true. Some key ideas relevant to the determination the CF are discussed as following.

**Case 1.** Considered a single qualifier for each querying

This is a case in which only on qualifier associated with a single object is involved in each querying result such as:

- **All of Object A overlaps Object B**
- **Object A is directly west of Object B**

Where the fuzzy topological qualifier TQ\(_A\) = "all" which is associated with the object A; the fuzzy directional qualifier DQ\(_A\) = "directly" which is associated with the object A.

- If the qualifier only takes one term at given interval, the grade of membership \( \mu( ) \) can be used as a CF that represents the degree of belief. The results will look like:
  - **All of Object A overlaps Object B**
  - **Object A is directly west of Object B**

  \[ \text{with CF} = \mu_{\text{all}}(AW_{\text{B}} = 0.99) = 1.0 \]

  \[ \text{with CF} = \mu_{\text{directly}}(NW_{\text{B}} = 0.99) = 1.0 \]

Where \( AW_{\text{B}} \) is the area weight of a sub-group associated with object A; \( NW_{\text{B}} \) is the node weight of a subgroup associated with object A; and i, j \( \in \{1, 8\} \), i represents an integer set.

- If the given weight is in the overlapping area, two qualifiers will be related. For example, the fuzzy topological qualifier of the object A takes both 'all' and 'most'. The querying results will be:
  - **All of Object A overlaps Object B**
  - **Most of Object A overlaps Object B**

It is acceptable if we take the qualifier that has a larger grade of membership. The certainty factor can be determined by the maximum value, that is,

\[ CF = \max(\mu_{\text{all}}(AW_{\text{B}} = 0.90), \mu_{\text{most}}(AW_{\text{B}} = 0.90)) = \mu_{\text{all}}(AW_{\text{B}} = 0.90). \]
The final querying results should be

*All* of Object A overlaps Object B

with CF = $\mu_{A \cap B} = 0.90$.

As a result, the CF in case 1 can be obtained by

$$ CF = \max\{\mu_{TQ_1}(AW_{A}) = \text{const}, k \in [1.5], i \in [1.8]\} $$

$$ CF = \max\{\mu_{DO_2}(NW_{j}) = \text{const}, k \in [1.5], j \in [1.8]\} $$

Where

- $TQ_1$ is a topological qualifier such as all;
- $DO_2$ is a directional qualifier such as directly;
- $AW_{A}$ is an area weight associated object i-node;
- $NW_{j}$ is a node weight associated object j-node;
- * is used to represent object A or B.

**Case 2.** Considered multiple qualifiers

In the querying results, many pieces of fuzzy terms are conjoined (i.e. they are joined by AND), or disjoined (i.e. joined by OR). The examples of these types of queries are as follows:

- *Most* of Object A overlaps *some* of Object B
- *Some* of Object A is slightly south of *Object B*

Hence, to perform these kinds of queries, we have to handle multiple fuzzy qualifiers. It is easy to understand that the relationship between different object qualifiers is conjunction, and the relationship between the same object qualifiers is disjoined. According to the fuzzy set theory, the conjunction and disjunction of fuzzy term can be respectively defined as the minimum and maximum of the involved facts. Therefore, the certainty factor contained multiple qualifiers can be determined by the following formulas:

Consider topological relationships

$$ CF = \min\{\max\{\mu_{TQ_1}(AW_{A}) = \alpha\}, \max\{\mu_{TQ_2}(AW_{A}) = \alpha\}\} $$

where $ka, kb \in [1.5] \& i, j \in [1.8]$.

Note: a topological qualifier $TQ_{\text{all}}$ if $k=1$.

Consider topological/directional relationships

$$ CF = \min\{\max\{\mu_{TQ_1}(AW_{A}) = \alpha\}, \max\{\mu_{DO_2}(NW_{j}) = \beta\}\} $$

where $ka, kb \in [1.5] \& i, j \in [1.8]$.

where $a, b$ represent object node associated with object A and B, respectively, $\alpha$ and $\beta$ are constant.

As seen above, an approach in which the fuzzy set and uncertainty can incorporate to perform the fuzzy queries is developed.

4. FuzzyCLIPS Implementation

FuzzyCLIPS is an enhanced version of CLIPS developed at the National Research Council of Canada to allow the implementation of fuzzy expert systems. The modifications made to CLIPS contain the capability of handling fuzzy concepts and reasoning. It allows any mix of fuzzy and normal terms, numeric-comparison logic controls, and uncertainties in the rule and facts. By using FuzzyCLIPS, it is easy for us to deal with fuzziness in approximate reasoning, to manipulate uncertainty in the rules and facts.

In the process of our implementation, all fuzzy variables are predefined with the *deftemplate* statement. This is an extension of the standard *deftemplate* construct in CLIPS. For example, fuzzy variables (qualifiers) can be declared in *deftemplate* constructs as following:

```
(deftemplate TFVariable
  0 1; define the fuzzy variable area-weight
  ((all (0.8 0.0) (0.95 1.0) (1.0 1.0))
   (most (0.5 0.0) (0.6 1.0) (0.8 1.0) (0.95 0.0))
   (some (0.2 0.0) (0.3 1.0) (0.5 1.0) (0.6 0.0))
   (little (0.01 0.0) (0.02 1.0) (0.2 1.0) (0.3 0.0))
   (none (0.0 1.0) (0.01 1.0) (0.02 0.0)) ) )

(deftemplate DFVariable
  0 1; define the fuzzy variable node-weight
  ((directly (0.8 0.0) (0.95 1.0) (1.0 1.0))
   (mostly (0.5 0.0) (0.6 1.0) (0.8 1.0) (0.95 0.0))
   (somewhat (0.2 0.0) (0.3 1.0) (0.4 0.5) (1.0 0.6 0.0))
   (slightly (0.01 0.0) (0.02 1.0) (0.2 1.0) (0.3 0.0))
   (not (0.0 1.0) (0.01 1.0) (0.02 0.0)) ) )
```

A number of commands supplied in FuzzyCLIPS are very helpful for user to access fuzzy components that they need. In our application, when the weights (fuzzy variables) are calculated, the only interested information is the value of the fuzzy set at the specified weight value. The command `get-fs-value` provides us a tool to access the value. The syntax of the command is:

```
(get-fs-value <fact-variable> <number> ) or
(get-fs-value <integer> <number> ) or
(get-fs-value <fuzzy-variable> <number> ),
```

where `<number>` is a value that must lie between the lower and upper bound of the universe of discourse for the fuzzy set. A simple example just look like:

```
(assert (TFVariable most))
(defrule Get-CF
  (?f < - (TFVariable ?cf)
   => (printout t "CF for " "is = " (get-fs-value ?f AW)
     "crfl" (retract ?))
  )
)
```
5. Querying Examples

Given two objects A(1, 1) (2, 2) and B(2, 1)(9, 4). The previous works based on CLIPS will provide the following query information.

- Query results of binary spatial relationships

2D physical relations: A isos B.
Topological relations: A overlaps B.
Directional relations: A (South-West) B
A (West) B

Little of Object A is West of Object B
Object A is slightly West of Object B

=> Little of A is slightly West of B.

Based FuzzyCLIPS, the querying results would be look like:

- Fuzzy Query results with certainty factor

Topological information:
83% of A overlaps 23.8% of B
Most of A overlaps some of B with CF=0.8

Directional information:
Little of A is West of B with CF = 1.0
A is slightly West of B with CF = 1.0

=> Little of A is slightly West of B
with CF= 1.0

More details for analysis are provided as following.
Table 3 shows part of quantitative information stored in nodes associated with object.

Table 3. Quantitative Information

<table>
<thead>
<tr>
<th>Object Name</th>
<th>Node</th>
<th>AAW</th>
<th>NW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object A</td>
<td>center</td>
<td>0.8333</td>
<td></td>
</tr>
<tr>
<td></td>
<td>west</td>
<td>0.1667</td>
<td>0.1667</td>
</tr>
<tr>
<td>Object B</td>
<td>center</td>
<td>0.2380</td>
<td></td>
</tr>
<tr>
<td></td>
<td>north</td>
<td>0.4762</td>
<td>0.2655</td>
</tr>
</tbody>
</table>

From these data, we know
AAW = 0.8333, TQ {}(all, most);
AAW = 0.1667, TQ {}(little);
AAW = 0.4762, TQ {}(some);
NW = 0.1667, DQ {}(slightly).

\( \mu_{all}(AW_{0}) = 0.8333 \) \( \mu_{most}(AW_{0}) = 0.778 \) \( \mu_{some}(AW_{0}) = 0.4762 \) \( \mu_{min} = 1.0 \)

6. Conclusion

In a real world, fuzziness and uncertainty can occur simultaneously. To improve spatial querying accuracy, our research investigates an inexact inferencing approach that can perform fuzzy querying under uncertainty. The reliability of querying information is judged by a certainty factor (CF). The improved fuzzy querying is very flexible, and it can return spatial information in a wider variety of forms.
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