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ABSTRACT

In many applications, large shear stresses develop at interfaces between dissimilar materials during thermo-mechanical excursions, when there is a significant difference in the coefficient of thermal expansion between them. When the system is elevated to a high homologous temperature for one of the adjoining materials, the applied shear stress may allow the interface to slide without debonding by a diffusionally accommodated mechanism, thereby allowing relative dimensional changes to occur. The purpose of this dissertation is to establish the kinetics and mechanism of interfacial creep and to evaluate its impact on thin film structures used in microelectronic devices. Studies of interfacial creep kinetics were based on diffusion-bonded interfaces in Si-Al-Si sandwich specimens, which were loaded in a double-shear configuration with the interfaces being subjected to a nominal shear stress during creep tests. In some tests, a normal stress was superimposed on the applied shear stress to articulate the role of the normal stresses, which are often present at interfaces. It was found that in agreement with previous results, the interface crept by interfacial diffusion-controlled diffusional creep driven by the applied shear stress, with the applied normal compressive stress resulting in a threshold behavior below which no creep occurred. The effect of interfacial roughness was also evaluated and the results showed that the interfacial creep rate decreased for specimens with larger interfacial roughness. The impact of interfacial creep in interconnect structures in microelectronic devices were observed via atomic force microscopy for (a) stand-alone thin film Cu lines on Si and (b) Cu lines embedded in a low k dielectric on Si substrates. Following thermal cycling, changes were observed in the in-plane Cu line dimensions, as well as the out-of-plane step height between Cu and dielectric in single layer structures. Both effects were attributed to interfacial diffusion-controlled interface sliding.
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I. INTRODUCTION

Technological advances to increase the performance and reliability of structures bring about multiplicity of materials and miniaturization, which increases the number of interfaces in a given volume. Therefore, the mechanical behavior of interfaces plays a key role in the overall performance of the structure. In multicomponent structures, shear stresses frequently arise during thermomechanical excursions due to differential expansion/contraction between the different components. At elevated temperatures, interfaces can undergo diffusionally accommodated sliding (interfacial creep) to relieve the thermal stresses, usually resulting in dimensional changes, which affect the overall reliability and performance of the system. In this dissertation, a methodology for measuring interfacial sliding in engineering systems is developed to study the mechanism and kinetics of interfacial creep, and the impact of this phenomenon on thin film-substrate systems applicable to microelectronics is investigated.

The mechanical properties of interfaces between dissimilar materials at elevated temperatures are critical to the performance of a wide range of engineering systems such as those found in metal and ceramic-matrix composites, microelectronic devices and packages, various film-substrate systems and multi-phase alloys. In many such applications, large shear stresses develop at interfaces during thermo-mechanical excursions when the difference in coefficient of thermal expansions (CTE) is large, and one of the materials adjacent to the interface is subjected to a high homologous temperature (T/T_m). This enables diffusionally accommodated sliding processes (interfacial creep) to occur at the interface [1-13]. Such processes may severely impact the dimensional stability (e.g., in composites) or reliability (e.g., in microelectronics) of the materials system or component of interest.

Interfacial creep, which is the subject of this thesis, is distinct from cumbic interfacial sliding in that no interfacial fracture (or debonding) occurs in the former. The materials adjoining the interface slide relative to each other by diffusional mass transport under the influence of local stress gradients along the interface which arise under the influence of a far-field applied shear stress. As such, the process is akin to grain
boundary sliding by diffusional mechanisms. Contrarily, a prerequisite to cumbic interfacial sliding is interface fracture (or delamination), which is followed by frictional sliding at the interface, which results in a relative displacement between the adjacent materials.

The phenomenon of interfacial creep has been observed in systems such as continuous fiber composites [1-5], thin film/substrate systems [8-10], and microelectronic devices [11-13]. Measuring the kinetics of interfacial creep in isolation from other superimposed time-dependent processes (such as creep of one of the components) in materials systems is very difficult. Complications arise because: (1) sliding often occurs near the extremities of one of the phases (e.g., the ends of a fiber within a matrix or the edges of a film on a substrate); and (2) the shear stresses which drive interfacial sliding vary dramatically with position along the interface, making the interpretation of sliding data difficult. Examples of interfacial creep in microelectronics, particulate composites, and metal-matrix composites along with their proposed mechanisms are further discussed in Chapter II.

Funn and Dutta [3] designed experiments and analytical approaches, to study the kinetics of interfacial creep in isolation from other superimposed phenomena, and measured the kinetics of interfacial sliding in Pb-Ni and Pb-SiO₂ single fiber composites. An interface-sliding model was proposed using a diffusion creep law with a threshold stress and an activation energy corresponding to interfacial diffusion. However, Funn and Dutta were unable to experimentally verify the dependence of sliding kinetics on interfacial normal stress and roughness using single fiber composites, because in their approach the interfacial normal stress resulted from thermal stresses, which varied with the test temperature, and the interfacial roughness (i.e., fiber surface roughness) was not controllable.

This dissertation (1) develops a well-controlled experimental approach to systematically study interfacial creep in bulk systems; (2) develops a mechanistic understanding of the phenomenon of interfacial creep by correlating the sliding kinetics with interfacial structure and stress states; (3) generate kinetics data for Si-Al system, which is of practical importance in many microelectronics and micro-electromechanical
systems (MEMs) applications; and (4) measures the impact of interfacial creep on the performance and reliability of thin film interconnect systems using atomic force microscopy (AFM).

First, in order to study the intrinsic interfacial properties in isolation from the overall system behavior, a model system with a well-controlled interface was required. The Si-Al system offered numerous advantages to study interfacial sliding: (1) a limited solubility, which allowed a sharp and well-bonded interface to be fabricated; (2) an elastic body (Si) adjoined to an elastic, plastic, and creeping body (Al), which allows interfacial creep to be isolated from extraneous effects; (3) a low melting temperature for Al, which allows creep testing to be performed at reasonable temperatures and at high homologous temperatures; and (4) a common semiconductor-metal interface which has many applications in the microelectronic industry. Hence, a diffusion-bonding procedure was developed to produce Al/Si/Al sandwich specimens enabling a double-shear geometry to be used during interfacial creep tests. Chapter IV explains the optimized conditions necessary to form strong diffusion bonds at Al/Si interfaces and analyzes the impact of process parameters on the morphology, structure, and chemistry of the interface prior to creep testing.

Second, a mechanical testing methodology was developed to isolate the interfacial creep properties from the overall mechanical behavior of the system. The design of the specimen stage enabled simultaneously normal and shear loading of the interface. The ability to independently load the interface in shear, as well as normally, facilitated: (1) the study of the role of interfacial normal stress in diffusional creep, e.g., threshold behavior in compression and (2) the study of the dependence of the operative sliding mechanism on the ratio of shear to normal stresses to investigate any mechanistic changes. The surface roughness of the specimens were also varied prior to diffusion bonding, enabling the interfacial creep rate and the threshold behavior dependence on interfacial roughness to be thoroughly investigated. Chapter V comprehensively explains the interfacial creep kinetics and mechanism.

Third, Chapter VI shows the impact of interface sliding on the performance and reliability of thin film systems using atomic force microscopy (AFM) measurements of
both lateral and out-of-plane dimensions of stand-alone Cu lines on Si and Cu/LKD structures on Si, with the intent of delineating the role of interfacial sliding during thermal cycling of devices during processing and service. Some preliminary observations of deformation of back-end structures due to global package-level loads were also examined.
II. BACKGROUND

A. EXAMPLES OF INTERFACIAL SLIDING IN ENGINEERING SYSTEMS

1. Microelectronics

Interfacial sliding by diffusional mechanisms has been noted in copper/polyimide high density interconnects (HDIC) on silicon during thermal cycling [11, 12]. Here, parallel Cu interconnect lines separated by polyimide (PI) dielectrics are deposited on the Si device, with tantalum as a diffusion barrier at the Si-PI, Si-Cu and Cu-PI interfaces. A single-layer structure based on Cu/PI HDICs is schematically shown in Figure 1a. For multi-level Cu/PI HDIC structures, successive metal-dielectric layers are deposited on top of each other [14]. During the processing steps involved in forming each layer (imidization and Cu deposition), the structure is heated to 350°C (~0.45T_m for Cu), thereby subjecting the entire package to a thermal cycle.

Evaluation of the impact of one such thermal cycle by atomic force microscopy (AFM) of the surface of a single HDIC layer has revealed that sliding along the vertical Cu-Ta interfaces results in a significant change in the relative heights of the PI and Cu lines following cycling [11, 12]. Figure 1b shows the relative height difference between the PI and Cu layers due to one thermal cycle. This has been attributed to diffusional accommodated sliding driven by shear stresses generated by the large CTE mismatch (ΔCTE) between the PI, Ta and Cu layers in the out-of-plane direction, and has been identified as a potentially significant reliability issue.

![Figure 1. (a) Schematic of Cu/PI HDIC on Si with Ta Interlayers. (b) Surface Profile Before and After Thermal Cycling, and Plot Showing Differential Deformation of Cu and PI via Sliding at Cu/Ta Interface [11].](image-url)
Sliding may also occur in the in-plane (horizontal) direction, especially when the metallization is not laterally constrained. For instance, the substantial \( \Delta \text{CTE} \) between metal and Si (~21x10\(^{-6}\)/K and 14x10\(^{-6}\)/K for Al-Si and Cu-Si, respectively) results in very large in-plane stresses in thin film interconnects. Additionally, during device operation, temperatures due to Joule heating may reach 150°C (~0.45\( T_m \) for Al and 0.32 for Cu). Together, the high stress and temperature can activate creep mechanisms in the metallic film. For example, Cu films on Si may creep at temperatures as low as 60°C during thermal cycling [15], whereas Al films on Al\(_2\)O\(_3\) can start creeping at even lower temperatures [16]. Near the edges of the film, creep relaxation of the film can be accommodated by interfacial sliding due to the presence of interfacial shear stresses, thereby allowing the film-dimensions to change. Typically, interfacial shear stresses are confined to a distance of 1-2 film-thicknesses from the film-edges [17-20], and their effect may be ignored for large films. However, for narrow films (e.g., interconnect lines), edge-effects can become significant. For example, for a 0.5µm thick, 1µm wide interconnect line, interfacial shear stresses would prevail over the entire line width (shown schematically in Figure 2), making sliding a potentially important issue. The importance of sliding is likely to increase as devices become more highly integrated and their operating temperatures increase.

![Figure 2. Schematic of Interfacial Shear Stress Distribution along the Width of a Narrow Thin-Film Line. The Film is in In-Plane Biaxial Tension.](image)
Another area where interfacial sliding may play an important role in microelectronics is in C4 solder joints in flip-chip packaging, where a Si device is attached directly to a ceramic or organic substrate via an area array of solder-bumps. During device operation, the solder-bumps near the edges of the chip are subjected to large shear strains due to the $\Delta$CTE between chip and substrate (2.3x10^{-6}/K for Si and 18x10^{-6}/K for FR-4 organic). The situation is aggravated by thermal cycling conditions with temperatures reaching ~0.75$T_m$ for the solder, leading to well-known reliability problems in C4 [21, 22]. In addition to creep and low-cycle fatigue of the solder, the combination of high temperature and shear stresses at the solder-Si and solder-substrate interfaces is likely to cause interfacial sliding, though this effect is usually masked by other superposing processes. As solder-bump sizes decrease and devices run hotter, however, sliding may become performance-limiting, particularly when interfacial diffusivities are high.

2. Superplasticity of Particulate Composites

It has been suggested that the rate controlling mechanism for high strain rate superplasticity in ceramic particulate-reinforced metal-matrix composites is interfacial sliding [23-25]. The proposed mechanism and the role of interfacial sliding are illustrated in Figure 3 for a composite with a particulate size on the order of the matrix grain size. Here, grain boundary sliding between grains A and B is thought to be accommodated by diffusionally accommodated sliding at the metal-ceramic interface. The high activation energy measured for superplasticity (~293-338 kJ/mol for various ceramic particulate reinforced Al composites) has been attributed to diffusion along the particle-matrix interface [25], based on the treatment of interface reaction-controlled diffusional creep by Arzt et al. [26]. The importance of interfacial sliding is elucidated by the observed inverse reinforcement size-dependence of the superplastic strain rate [25], since a reduction of particulate size causes an increase in the total area available for interfacial sliding.
3. **Metal-Matrix Composites**

Although axially loaded continuous fiber reinforced composites are generally thought to deform with the matrix and fiber in isostrain condition, there is ample evidence in the literature that this condition is often violated, even in the absence of interfacial fracture. This is most clearly observed following thermal cycling of composites in the absence of any applied load [1, 2, 5]. For instance, Yoda et al. [1] observed that the ends of W fibers in a Cu matrix intruded dramatically into the matrix following thermal cycling, the extent of intrusion increasing with increasing number of cycles (Figure 4). Similar effects have been observed following slow thermal cycling of graphite fiber reinforced aluminum composites [2, 5], whereupon the matrix was observed to protrude past the fiber ends. In both cases, the slow heating / cooling rates during cycling, in conjunction with the tensile matrix thermal stress along the fiber-axes, allowed the matrix to elongate relative to the fibers via creep. Here, no interfacial debonding occurs, and the differential strain between the matrix and fibers is accommodated by time-dependent diffusional sliding at the interface close to fiber-ends, where large interfacial shear stresses exist due to differential thermal expansion/contraction of the matrix and fiber.
It should be realized that the above-mentioned effect is very different from that observed during relatively rapid thermal cycling, where interfacial fracture, followed by frictional sliding at the debonded interface, results in the relief of axial tensile residual stresses in the matrix, allowing the matrix to shrink relative to the fibers [27, 28]. Frictional sliding is commonly observed in composites with weak interfaces, which undergo debonding during cycling [27-29], whereas time-dependent sliding via interfacial creep occurs in the absence of debonding.

Evidence of interfacial creep has also been noted during isothermal creep of discontinuous Ti2AlC platelet reinforced γ-TiAl-matrix composites, where, beyond about 60 percent of the melting temperature, the composite creep strength was observed to decrease below that of the unreinforced matrix, despite the absence of any interfacial debonding or fracture [30]. This loss of strength at high temperatures has been attributed to diffusional relaxation of the matrix, accommodated by diffusionally accommodated sliding at the interface [31].

The effect of interfacial sliding on axial tensile creep during thermal cycling was investigated [4] using specially designed Pb matrix - Ni fiber SFC samples (Figure 5a). The sample design allowed (1) the axial fiber and matrix strains to be measured separately, and (2) interfacial shear stresses (and therefore interfacial sliding) to prevail within the gauge length. It was demonstrated that the fiber and matrix strained differently during tensile creep testing (Figure 5b), the differential strain being accommodated by interface creep at the extremities of the gauge length.
A micro-mechanical model for axial creep, incorporating the effect of interfacial sliding, was also developed [4]. The results showed that during creep testing, sliding is typically confined to the ends of the tensile sample within the grip section, allowing the isostrain condition to be maintained over the tested gauge length. In this case, the composite creep rate decreases continuously and eventually vanishes as the applied load is progressively transferred from the matrix to the fibers. However, for large fiber diameters and short specimen lengths, sliding may occur within the gauge length, resulting in a violation of the isostrain condition. This allows the composite to creep at a finite rate even after long creep times, as seen in Figure 5b. These effects are of particular importance during deformation in the absence of end constraints, e.g., in axial creep of turbine blades, as well as during thermal cycling and flexural creep.

The role of interfacial sliding on the thermal cycling response of continuous fiber composites was also studied [5]. Experiments based on graphite-aluminum composites revealed that the fiber-ends may either protrude or intrude relative to the matrix following slow thermal cycling (Figures 6a and 6b). The strain response during cycling was analytically modeled, accounting for the effects of (1) interfacial creep and (2) matrix creep mechanism transitions due to changing temperature and internal stress state. The
model captured all the important features of the experimental strain response, and showed that both intrusion and protrusion can be accounted for by diffusional-accommodated interfacial sliding near the extremities of the composite sample. It also showed that the operative matrix creep mechanism changes continually during cycling, and is strongly dependent on the heating or cooling rate. Based on the analysis, a transient deformation mechanism map for thermal excursions was constructed. Such maps are plotted with the heating/cooling rate (dT/dt) and homologous temperature (T/T_m) as the ordinate and abcissa, respectively, and contain contours of constant modulus-compensated matrix stress (σ_m/G_m) and constant total composite strain (ε), and identify regions corresponding to the various matrix deformation mechanisms and interfacial sliding. Interfacial sliding was found to occur at temperatures above ~0.4T_m, with the cumulative differential strain between the matrix and fiber increasing at a decreasing rate with increasing number of cycles.

Figure 6. Intrusion and Protrusion of Graphite Fiber-Ends Relative to an Al-Matrix Following Slow Thermal Cycling from 298K to 380K and 600K, Respectively [5].

Five points emerge from the preceding discussion. First, although evidence of interfacial sliding is apparent in many systems, there is no general agreement on its mechanism. Secondly, it is likely that the mechanism of sliding changes depending on the prevailing shear stress-temperature conditions, adding to the confusion. Thirdly, the interfacial diffusivity and the mechanism of sliding probably depend strongly on the
nature (i.e., structure and chemistry) of the interface in the system of interest, further complicating the situation. Fourthly, in order to systematically study interfacial sliding, mechanical tests are needed to isolate the interfacial behavior from the rest of the system and to preclude complicated stress states at the interface. Finally, although interfacial sliding has often been invoked to rationalize the strain response of different materials, very few systematic studies on the impact of interfacial sliding on the behavior of complete materials systems have been reported to date. Clearly, all these issues become particularly important when the sliding kinetics are rapid (e.g., for low $Q_i$), making interfacial sliding a potentially performance-limiting phenomenon.

B. **POSSIBLE MECHANISMS OF INTERFACIAL SLIDING**

The effect of interfacial creep is often difficult to recognize because of other concurrent and superposed phenomena. Indirect evidence of diffusionally accommodated interfacial sliding during creep/superplastic deformation has been obtained in many systems, including dispersion strengthened metals (e.g., [26, 33-35]), eutectic alloys [36, 37], intermetallics [38], various metal and ceramic-matrix composites [39-42], and film–substrate interfaces [13]. The inferred kinetics of interfacial sliding in these systems varies considerably. In most systems, interface sliding controlled creep results in a stress exponent ($n$) ranging from 1 to 2 [e.g., 3, 13, 23-26, 38], often shows a temperature dependent threshold stress below which creep does not occur [3, 33, 35], and displays an activation energy which is typically well over that for matrix volume diffusion $Q_{vol}$ [e.g., 23-26, 34], but is sometimes below $Q_{vol}$ [3, 13, 36-38]. These discrepancies arise because the kinetics of interface sliding was inferred from the overall strain response of the entire materials system. In none of them, the interfacial sliding response was explicitly studied by isolating it from concurrent and superposing effects.

However, the phenomenon of interface sliding has been directly observed in systems such as continuous fiber composites [1-5], thin film/substrate systems [8-10], and microelectronic devices [11-13]. In these cases, the kinetics of interfacial creep was not independently measured in isolation from other superimposed time-dependent processes (such as creep of one of the components) in the materials systems. Complications arose
because the sliding often occurred near the extremities of one of the phases (e.g., the ends of a fiber within a matrix or the edges of a film on a substrate) and the shear stresses which drove interfacial sliding varied dramatically with position along the interface, making the interpretation of sliding data difficult.

The above-mentioned approaches have thought of interfacial creep in a number of different ways. First, grain boundary/interface sliding may be thought to occur by diffusional creep [32]. When the interface acts as a perfect source and sink of vacancies due to an abundance of mobile boundary dislocations (BDs), n equals 1 and Q equals that for either boundary or lattice diffusion [26, 32]. When the density or mobility of dislocations in the boundary is limited, however, the kinetics of sliding are believed to become "interface reaction-controlled", resulting in n~2, a threshold stress corresponding to the minimum stress required to move BDs, and a high activation energy associated with rearranging atoms on the more refractory/stiffer side of the interface [26, 33, 43]. This type of representation has been used to describe sliding along phase boundaries in eutectic alloys [36], film-substrate interfaces [11, 12, 13], and particle-matrix interfaces [23-25].

Second, in fibrous metallic composites, the interface has been thought of as a highly dislocated region of the matrix (a work hardened zone), formed due to the difference in stiffness between the fibers and matrix, which makes matrix dislocation loops moving towards the fiber stand off at some equilibrium distance from the fiber [67-69]. This is followed by recovery processes driven either by dislocation annihilation processes in the work hardened zone [44], or by the non-conservative glide of prismatic loops along the interface [45, 46]. Both allow the interface to accommodate differential strain rates between the matrix and fiber, and results in a power-law creeping interfacial region, which has been the basis for a number of models of composite creep proposed in the literature [44-48].

Third, the interface is considered to be able to deform via two independent but related mechanisms [49-51]. First, the interface is thought to slide in shear with a linear rheology, e.g., by diffusional shear-creep of an interphase layer. Secondly, mass transport by interfacial diffusion driven by gradients in the normal or hydrostatic stress state along
the interface is also considered possible. Analysis based on short fiber metallic composites has shown that both mechanisms (viscous drag and diffusional flow) have the same linear stress dependence and the same direction of net mass flow [49].

Fourth, interfacial sliding along $\gamma/\alpha_2$ phase boundaries in TiAl has been thought to occur by cooperative glide of intrinsic interface dislocations (ID) in the low stress-intermediate temperature regime [38]. The glide rate was postulated to be limited by climb of sessile jogs and/or solute drag from interstitial impurities on the interface plane, giving rise to a thermally activated sliding process with $n = 1$. Transmission electron microscopy (TEM) revealed IDs, although no evidence of intrinsic jogs or solute interactions with IDs was apparent.

Fifth interfacial sliding occurs due to interaction between IDs and lattice dislocations (LD) in one of the phases, resulting in a dislocation slip controlled sliding process with $n$ approaching infinity [13]. The mechanism is similar to the second treatment outlined above, except that the proposed rate-controlling mechanism in this case is conservative glide, rather than non-conservative motion, of interface dislocations. This type of deformation has been noted at the interface between a brittle film and a ductile substrate deformed under high strain rate conditions [13]. Glide of lattice dislocations in a thin, localized shear band parallel to the interface has also been noted in layered metal-ceramic systems subjected to compressive loading normal to the interface [52].

Based on periodic film-cracking experiments (where a brittle film on a ductile substrate under monotonic loading develops cracks with a spacing dependent on the extent of interfacial sliding) it has been suggested that at high strain rates / low temperatures, sliding occurs by glide-controlled processes (either of IDs or LDs), whereas at low strain rates / high temperatures, it occurs by diffusional flow [13]. It was also suggested that interfacial sliding is unlikely to display power-law kinetics (climb-control), since this is usually associated with sub-grain formation, and sliding is generally confined to a region much narrower than typical subgrain sizes. However, as indicated above, at least some of the existing descriptions of interfacial sliding are based on a
power-law formulation [e.g., 44, 48, 49]. Clearly, significant confusion exists regarding the mechanism of interfacial sliding.

In addition to the divergence of opinion on the mechanism of interfacial sliding, there is significant confusion about the measured activation energy for interfacial creep. For sliding via climb of lattice dislocations near the interface [e.g., 44-46], the activation energy (Q) is thought to equal $Q_{vol}$ for one of the phases. Even when the proposed mechanism necessitates interfacial diffusion, Q values ranging from well over $Q_{vol}$ to well below $Q_{gb}$ have been noted. For instance, the activation energy for interfacial diffusion ($Q_i$) has been observed to be greater than the matrix $Q_{vol}$ in a number of particulate composites [23-25]. On the other hand, $Q_i$ values analytically derived from composite creep data [53] were found to lie between $Q_{vol}$ and $Q_{gb}$. Contrarily, $Q_i$ values determined for sliding at a SiO$_2$ film-Cu substrate interface based on the periodic film cracking technique [13] were substantially lower than $Q_{gb}$ for Cu, and nearly a fourth of the Q for diffusion along Cu-SiO$_2$ interfaces in dispersion strengthened Cu [54]. Studies of sliding at $\gamma/\alpha_2$ phase boundaries in lamellar TiAl also displayed low Q [38]. A low value of Q for interfacial diffusion is also consistent with kinetic measurements of interfacial sliding made by Funn and Dutta in Pb-matrix SFCs [3].

Various studies of interface diffusion in multi-phase alloys (e.g., Ag-Fe, Ag-Ni, Ag-Sn, Zr-Nb, Sn-Ge [55-57]) have shown that interfacial diffusivity is, in general: (1) more rapid compared to lattice diffusion in either of the adjoining phases, and (2) dependent on the orientation relationship between the two phases. A recent study of diffusion in a eutectic Pb-Sn alloy showed that $Q_i$ (up to ~400K) lies between $Q_{vol}$ and $Q_{gb}$ for Pb [37]. Above 400K, however, it becomes close to $Q_{gb}$, commensurate with an abrupt increase in the interfacial energy $\gamma$, which coincides with loss of coherency of the interface between Pb-rich and Sn-rich phases.

In the above studies, the methodology used to infer interfacial creep kinetics has consisted of either (1) measuring the overall strain response of the system and deducing the interfacial sliding kinetics, assuming it to be the rate controlling mechanism [e.g., 13, 23-25, 34-36]; or (2) assuming an interfacial flow law, followed by modeling the
behavior of the entire system using the law, and then comparing the analytical results with experiments [31, 44, 48-51]. However, because of the complex nature of many of the systems studied vis-a-vis (1) the large spatial variation of interfacial shear stresses, (2) the chemistry/structure of the interfacial region, and (3) the superposition of multiple deformation events (e.g., creep of matrix and interface in a composite, or film and interface in a film/substrate system), the phenomenology of interfacial creep is difficult to ascertain using the above methodologies.

In order to circumvent these difficulties, Funn and Dutta [3] designed experiments and analytical approaches, to study the kinetics of interfacial creep in isolation from other superimposed phenomena, and measured the kinetics of interfacial sliding in Pb-Ni and Pb-SiO₂ single fiber composites. An interface-sliding model was proposed using a diffusional creep law with a threshold stress and an activation energy corresponding to interfacial diffusion.

C. DIRECT MEASUREMENT OF INTERFACIAL CREEP KINECTICS

In previous work [3], the kinetics of interfacial sliding were directly measured at fiber-matrix interfaces and described by a flow law with n=1 and a threshold stress (Bingham flow). The studies were based on two model SFC systems - one with limited mutual solubility (Pb-matrix/Ni fiber) and the other with no mutual solubility (Pb-matrix/quartz fiber). Both systems displayed a low Q value (Q < Q_gb for Pb) and a stress exponent of 1, based on which, the mechanism of sliding was thought to be interface diffusion-controlled diffusional creep. The low Q value, along with the small-applied shear stresses, precluded a dislocation climb based rationalization of the observed sliding. Further, scanning electron microscopy (SEM) of the interface revealed a periodic topography, consistent with the notion of local normal stress variation along the interface due to a globally applied shear stress, as considered in the classical model for grain boundary sliding [32]. The classical model was modified to incorporate a global normal stress (in addition to the applied shear) in order to account for the effect of radial stresses which arise from CTE / Poisson's ratio mismatch between the fiber and matrix, and it was shown that the kinetics of sliding may be represented as:
\[
\dot{\gamma}_i = \frac{2D_{m,\text{eff}}^\Omega \lambda}{kT\pi h^3} \left[ \tau_i + \left( \frac{\pi h}{\lambda} \right)^3 \sigma_R \right] + \frac{4\delta D_i^\Omega}{kT h^3} \left[ \tau_i + 2 \left( \frac{\pi h}{\lambda} \right)^3 \sigma_R \right]
\]  
(2.1)

where \(\tau_i\) is the shear stress acting on the interface, \(D_{m,\text{eff}}\) and \(D_i\) are the effective matrix and interface diffusivities, respectively, \(\Omega\) is the atomic volume of the diffusing species (matrix), \(\delta_i\) is the thickness of the interface, \(\lambda\) and \(h\) are the periodicity and width (i.e., twice the amplitude), respectively, of the interface, and \(\sigma_R\) is the normal (radial) stress acting on the interface. When \(D_{m,\text{eff}} \gg D_i\), the first term in Equation 2.1 is negligible, and \(\dot{\gamma}_i\) can be simplified as:

\[
\dot{\gamma}_i = A_i (\tau_i + \tau_o)
\]  
(2.2)

Here \(\tau_o\), the contribution of the interfacial normal stress to sliding, is given by

\[
\tau_o = 2\pi^4 \left( \frac{\pi h}{\lambda} \right)^3 \sigma_R
\]  
(2.3)

and

\[
A_i = \frac{4\delta D_i^\Omega \lambda}{kT h^3} \exp \left[ -\frac{Q_i}{RT} \right]
\]  
(2.4)

where \(Q_i\) and \(D_{i,0}\) are the activation energy and frequency factor, respectively, for interfacial diffusion, \(k\) is Boltzmann's constant, \(R\) is the gas constant, and \(T\) is the absolute temperature.

In Equation 2.1, a compressive \(\sigma_R\) would result in a negative \(\tau_o\) and hence result in a threshold behavior, whereas a tensile \(\sigma_R\) would increase the effective shear stress at the interface, and hence enhance the sliding rate. Equation 2.3 suggests that the temperature dependence of \(\tau_o\) arises from the strong temperature dependence of the radial thermal residual stresses. It is also apparent from Equation 2.1 that diffusional creep would result in significant sliding rates only when \(h\) is small (i.e., when the interface is smooth, as for the cold-drawn Ni and fused quartz fibers used in this study). For composites containing fibers with rough surfaces (e.g., those produced via CVD), sliding by diffusional creep will be minimal, unless \(Q_i\) is very low.
The above results are significant because they provide an alternate rationalization of threshold behavior during diffusional flow (besides interface reaction-control [26]), and may be useful in understanding creep in multi-phase systems with internal stresses. For instance, many dispersion strengthened systems where a threshold behavior has been observed during diffusional creep (e.g., in Au-Al₂O₃ [33]) have a large CTE mismatch between the matrix and dispersion, thereby producing a strongly temperature-dependent radial compressive stress, which can result in a threshold behavior. Further, as shown in Reference 33, when the activation energies of interfacial and volume diffusion are comparable, the measured Q can be significantly higher than either, thereby rationalizing the anomalously large apparent Q noted in many systems. Thus, the above results suggest the means to rationalize some of the observations associated with diffusional creep in multi-phase systems based on a continuum approach, without invoking explanations based on discrete dislocation models of vacancy generation at the interface [26]. Clearly, however, additional work is necessary to establish whether the proposed mechanism is capable of capturing the principal characteristics of diffusional flow in complete systems.
III. OBJECTIVES

The purpose of this dissertation is to develop a comprehensive mechanistic understanding of interfacial creep. This dissertation has three objectives: (1) to determine the kinetics and mechanism of diffusionally accommodated interfacial sliding in a multicomponent material system, using the Si/Al interface as a model system; (2) to correlate the mechanism with the structure and chemistry of the Si/Al interface; and (3) to evaluate the impact of interfacial sliding on the overall reliability of interconnect structures in microelectronic devices.

In order to satisfy these objectives, a sample geometry and test methodology to isolate the strain response of the interface from other concurrent effects is devised. Chapter IV explains the optimized conditions necessary to form strong diffusion bonds at Al/Si interfaces. Chapter V comprehensively explains the interfacial creep kinetics dependencies and its mechanism. Chapter VI shows the impact of interface sliding on the performance and reliability of thin film interconnect systems on Si based electronic devices.
IV. PROCESSING AND CHARACTERIZATION OF DIFFUSION BONDED Al-Si INTERFACES

Submitted for publication to the Journal of Materials Processing Technology in August 2002 (co-authored with I. Dutta and M.W. Chen)

A. INTRODUCTION

Metal-semiconductor interfaces such as those between interconnect lines and ohmic contacts on substrates are critical to the reliability of microelectronic devices. Because of the differences in thermo-mechanical properties between metal and semiconductor interfaces, many of these interfaces present a reliability challenge [7, 8, 10]. As a result, there is substantial interest in studying the mechanical properties of these interfaces. In order to study the intrinsic interfacial properties in isolation from the overall system behavior, model systems with well-controlled interfaces are often utilized. In this chapter, we describe a diffusion-bonding procedure to produce well-controlled Al/Si interfaces. The resulting tri-layered sandwiches (Al-Si-Al) are being utilized to produce double-shear mechanical test specimens in order to investigate the kinetics of diffusionally accommodated interface sliding [3, 5, 58].

Diffusion bonding is frequently used to produce highly reliable interfaces between similar and dissimilar metals, alloys, and nonmetals. Temperature, pressure, and holding time are the three main variables, which govern the integrity of the diffusion bond. The bonding temperature is usually close to the melting point (0.7 - 0.9 \( T_m \)) of the lower melting constituent. The bonding pressure is usually selected to allow local plastic flow of at least one component adjacent to the interface in order to enable filling of interfacial voids and to disperse surface oxide films. The holding time is usually kept to the minimum required to form a chemical bond across the interface without forming an excessively thick interdiffusion/reaction layer. Other important diffusion bonding parameters include vacuum level (i.e., environment), surface roughness, and surface chemistry. The objective of this chapter is to present the optimized conditions necessary to form strong, clean diffusion bonds at Al/Si interfaces and to analyze the impact of process parameters on the morphology, structure, and chemistry of the interface.
B. EXPERIMENTAL PROCEDURE

1. Material Selection

Diffusion bonded samples were fabricated from pure (99.7+%) polycrystalline Al and 99.999+% pure single crystal Si, with the <100> direction pointing normal to the Si/Al interface. Some of the relevant properties of Al and Si are listed in Table 1 [59-61]. The chemical composition of the Al used in these experiments is given in Table 2. As shown in Figure 7, photomicrography of a polished specimen after etching for 60 seconds with a modified Keller’s reagent shows a grain size on the order of 140µm - 150µm, which is typical for hot-rolled Al. A small volume fraction of insoluble FeAl₃ particulates, about 1µm in diameter, are observed dispersed throughout the alloy.

<table>
<thead>
<tr>
<th></th>
<th>Silicon</th>
<th>Aluminum [60, 61]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melting Temperature (K)</td>
<td>1683</td>
<td>933</td>
</tr>
<tr>
<td>Crystal Structure</td>
<td>Diamond Cubic</td>
<td>Face Centered Cubic</td>
</tr>
<tr>
<td>Hardness (GPa) @ 298K</td>
<td>13 [102]</td>
<td>0.08</td>
</tr>
<tr>
<td>Yield Strength (MPa) @ 298K</td>
<td>--</td>
<td>34</td>
</tr>
<tr>
<td>@ 673K</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>@ 847K</td>
<td></td>
<td>~1.5</td>
</tr>
<tr>
<td>Coefficient of Thermal Expansion (x10⁻⁶ K⁻¹)</td>
<td>2.35</td>
<td>25.5</td>
</tr>
</tbody>
</table>

Table 1. Physical Properties of Al and Si Relevant to Diffusion Bonding.
<table>
<thead>
<tr>
<th>Elements</th>
<th>Al</th>
<th>Fe</th>
<th>Si</th>
<th>Zn</th>
<th>Cu</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>(wt. pct.)</td>
<td>Bal.</td>
<td>0.20</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 2. Composition of Al Used for Diffusion Bonding.

![Optical Micrograph of Al Before Prior to Diffusion Bonding, Showing a Nominal Grain Size of 140µm - 150µm.](image)

The phase diagram of the Al/Si system shows very limited mutual solid-solubility at room temperature (298K). At the eutectic temperature (850K, 0.9Tₘ of Al), approximately 1.65wt.% of Si can dissolve into Al and at 12.5wt.% Si, an eutectic comprising nearly pure Al and Si forms [61]. Likewise, a maximum of only 0.5wt.% of Al can dissolve into Si at the eutectic temperature. The interfacial chemistry and hence, the thickness of the inter-diffusion zone can easily be controlled, thereby producing a sharp Si/Al interface.
2. Sample Preparation

Pieces of silicon (28.5 x 28.5 x 6.5mm) were sectioned from a four-inch diameter single crystal ingot and polished to a 1µm finish on both square surfaces using standard metallographic polishing techniques. In addition, the edges and corners of Si were rounded and polished (5µm SiC finish) to reduce the risk of crack propagation during diffusion bonding. Pieces of Al (29 x 29 x 20mm) were sectioned from a hot-rolled plate with the rolling direction (RD) pointing normal to the interface. One side was polished to a 3µm finish using standard polishing techniques followed by an ultrasonic cleaning to remove any embedded abrasive particles. The Al pieces were slightly larger than the Si pieces in order to avoid complex stress gradients near the edges or corners of the Si during die pressing.

Surface profiles of Si and Al were obtained by atomic force microscopy (AFM) following surface preparation and prior to bonding as shown in Figures 8 and 9. This information was used to correlate the final polishing condition (polishing grit and grit size) with the resultant surface roughness. The AFM data was obtained at 0.75Hz scan rate over a 5x5µm to 40x40µm square area in contact mode using 25nN constant force. Because the hardness of Al is less than that of Si, the same grit produced deeper trenches (scratches) in Al than in Si. The relative roughness of Al and Si were found to be critical to subsequent diffusion bonding. In general, an Al surface, which is slightly rougher than the Si surface was found to be optimal, enabling the Al to fill the interstices of the asperities on Si via, localized plastic flow upon application of pressure. Ultimately, the surfaces of the Al and Si were optimized using 1µm diamond grit for Si and 3µm diamond grit for Al, in order to reduce bonding pressure (so as to prevent the Si from cracking), while providing intimate contact. The flatness and parallelism of mating surfaces were carefully monitored during sample preparation and any deviation from parallelism was limited to 0.04°. Following surface preparation, the prospective mating surfaces of Al and Si were sequentially degreased and deoxidized by rinsing in a series of reagents, as shown in Table 3.
<table>
<thead>
<tr>
<th></th>
<th>Trichloroethylene</th>
<th>Acetone</th>
<th>Isopropyl Alcohol</th>
<th>10% HF</th>
<th>De-ionized H$_2$O</th>
<th>Ethanol</th>
<th>Dry in Hot Air</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>4min</td>
<td>4min</td>
<td>4min</td>
<td>2min</td>
<td>10min</td>
<td>--</td>
<td>5min</td>
</tr>
<tr>
<td>Aluminum</td>
<td>4min</td>
<td>4min</td>
<td>4min</td>
<td>--</td>
<td>--</td>
<td>10min</td>
<td>5min</td>
</tr>
</tbody>
</table>

Table 3. Cleaning Sequence for Surfaces of Si and Al Prior to Diffusion Bonding.

![AFM Roughness Measurements on the Surface of Silicon after Using Various Grits and Grit Sizes During Final Polishing.](image)

Figure 8. AFM Roughness Measurements on the Surface of Silicon after Using Various Grits and Grit Sizes During Final Polishing.
3. Diffusion Bonding

The polished and chemically treated pieces of Si and Al were stacked in the appropriate sequence (Al-Si-Al) and wrapped with aluminum foil to prevent contamination from the die lubricant during bonding. The stacked pieces were loaded into an uniaxial pressing die made of hardened high carbon steel as shown in Figure 10. The inside walls of the die and punch were lubricated with molybdenum IV sulfide (MoS₂). The setup was inserted into a vacuum chamber which was roughed to approximately ~1.3Pa (10⁻² torr) by alternately evacuating and back-filling the chamber with Ar/2%H₂ gas mixture three times. A diffusion pump was then used to pump the chamber down to ~1.3x10⁻⁴ Pa (10⁻⁶ torr). Once high vacuum was achieved, the diffusion-bonding chamber was heated to 843K at a rate of ~60K/min. The selection of
this temperature was based on the observation that (a) below 841K, no diffusion bond formed no matter how high the bonding pressure, and (b) above 850K, the eutectic formed resulting in an uncontrollable interfacial structure and chemistry. Once thermal equilibrium was reached, an uni-axial pressure of 1.5MPa was applied on the sandwich structure normal to the interface, and held for one hour. This diffusion-bonding pressure (1.5MPa) yields a creep rate of $10^{-3}$/s to $10^{-2}$/s at 843K ($0.9T_m$) for Al with a grain size of 10μm to 1mm, a calculation based on Reference 62. The shear deformation at the Al/Si interfaces effectively disperses the tenacious oxide film that exists on Al [63-65]. A schematic of the complete experimental setup is shown in Figure 11. After diffusion bonding was complete, the pressure was slowly removed (0.1MPa/min) and the chamber was cooled very slowly to ambient temperature at ~10K/hr to minimize the residual stresses. The specimen was then carefully removed from the die, inspected, sectioned and polished to a 5μm finish for future mechanical tests [58].

Figure 10. Schematic of Die, Punch and Specimen Lay-Up Used in Diffusion Bonding.
Figure 11. Diffusion Bonding Apparatus Using a Mechanical Testing System, High Vacuum System, Cylindrical Furnace, Welded Bellows, Die and Punch.
4. Specimen Preparation for Microscopy

Following diffusion bonding, samples were characterized using optical microscopy, orientation imaging microscopy (OIM) in the scanning electron microscope (SEM), and transmission electron microscopy (TEM) to study the structure and chemistry of the interfacial region. Optical microscopy and SEM samples were polished to a 0.05 µm finish using standard polishing techniques with various sizes of SiC, diamond, and silica grits. The specimens for optical microscopy were etched for 60 seconds with modified Keller’s reagent (1% HF, 1.5% HCl, 10% HNO₃, 87.5% H₂O). The SEM samples for OIM were electropolished for 15 seconds at 37 volts in 20% perchloric acid/80% ethanol reagent as the final preparation for orientation imaging. For cross-sectional TEM, 250 µm thick slices were cut from the diffusion bonded specimen perpendicular to the interface, and ground on both sides to a thickness of 80 µm using 5 µm SiC grit. The thin specimens were initially dimpled to 2 - 5 µm thickness using 1 µm diamond paste, followed by a final dimpling step using 0.25 µm diamond paste. The samples were then ion-milled in a cold stage at 6 keV and 0.5 mA at 12° tilt for approximately 8 hours.

C. RESULTS AND DISCUSSION

Several attempts with different equipment and diffusion-bonding parameters were used to produce the requisite interfaces, but some attempts were unsuccessful. Initial attempts utilized a vise to clamp the Al-Si-Al sandwich together while heating. This was done first in a flowing argon (Ar) atmosphere and then in low vacuum (0.67 Pa or 5x10⁻³ torr), neither of which produced good interfaces. Subsequently, the approach described in Section 3 was developed and refined. Table 4 summarizes the conditions used for the various diffusion bonding experiments along with the results. In general, diffusion bonding in air or a positive pressure of inert gas was not sufficient to stop oxidation during heat up, and appeared to cause entrapment of gases at the interface. Also, when Al surfaces were as smooth or smoother than Si, large bonding pressures were required and still produced inferior results, since all the inter-asperity spaces on Si were not penetrated by Al. Conversely, when the asperities of Al were too large, they promoted
good bonding but left numerous cavities near the interface with a highly deformed structure.

<table>
<thead>
<tr>
<th>Apparatus</th>
<th>Temp (K)</th>
<th>Press (MPa)</th>
<th>Time (mins)</th>
<th>Vacuum (Pa)</th>
<th>Polish Used (Al/Si)</th>
<th>Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vise</td>
<td>823 - 838</td>
<td>fixed vise gap</td>
<td>30 - 120</td>
<td>Ar purge</td>
<td>0.05/0.05 – 6µm/6µm</td>
<td>Poor</td>
</tr>
<tr>
<td>Vise</td>
<td>848</td>
<td>fixed vise gap</td>
<td>60 - 240</td>
<td>Ar or 0.67</td>
<td>1µm/1µm</td>
<td>Fair</td>
</tr>
<tr>
<td>uni-axial die</td>
<td>838 - 848</td>
<td>0.2 - 5.0</td>
<td>30 - 120</td>
<td>atm</td>
<td>1µm/1µm</td>
<td>Fair</td>
</tr>
<tr>
<td>press</td>
<td>843</td>
<td>1.2 - 1.8</td>
<td>60</td>
<td>1.3 x 10^-4</td>
<td>3µm/1µm</td>
<td>Good</td>
</tr>
</tbody>
</table>

Table 4. Diffusion Bonding Conditions for Various Experimental Setups.

The surface topography of the polished Si and Al may be represented using a simple model based on a periodically varying surface relief, y, as:

\[ y = \frac{h}{2} \cos \left( \frac{2\pi x}{\lambda} \right) \]  

(4.1)

Here \( x \) and \( y \) are the in-plane and out-of-plane positions along the interface, \( h \) is the peak-to-trough height variation of the surfaces, and \( \lambda \) is the periodicity of the surface roughness (peak-to-peak) along the interface. The amplitude (\( h/2 \)) or the ratio of \( h/\lambda \) of the asperities may be used to represent the surface roughness of a material, which depends on the hardness and grit size of the abrasive used, the hardness and type of material being polished, and the amount of pressure applied during polishing. Based on the AFM measurements, the peak-to-trough height variations of the asperities (\( h \)) were calculated as twice the statistical root mean square (RMS) of the amplitude of the asperities (roughness) while the wavelengths (\( \lambda \)) were calculated by averaging the peak-to-peak distances of the asperities for each scanned surface. Then, the amplitude (\( h/2 \))
and the ratio of $h/\lambda$ were correlated with the final abrasive grit size used for each polished surface. Figure 12a shows the variation of RMS amplitude ($h/2$) for the polished surfaces of Si and Al as a function of the final polishing grit. Two important points to note are (1) the roughness obtained after sample preparation is considerably finer than the final polishing grit size used and (2) the same polishing grit produces a much finer surface on Si than on Al. Figure 12b shows that the normalized surface roughness ($h/\lambda$) of Si and Al have a similar dependence on the final abrasive grit size used during final polishing. The surface roughness of Si and Al that produced optimal results for diffusion bonding was found to exist when the Al ($h \approx 100\text{nm or } h/\lambda \approx 0.39$) was slightly rougher than the Si ($h \approx 20\text{nm or } h/\lambda \approx 0.16$).

Figure 12. (a) Surface Topography, $h/2$, and (b) Ratio of Height over Wavelength, $h/\lambda$, for Si and Al as a Function of the Final Polish Used.
Some of the experiments allowed the diffusion bonding temperature to slightly exceed the eutectic temperature (850K) for approximately 10 minutes. In these samples, the Al/Si interfaces lost their planar shape and created a thick (on the order of millimeters), albeit strong, interfacial region as shown in Figure 13. A melted and re-solidified layer is readily visible at the Si/Al interface. Once melting occurred, it was difficult to control the morphology and thickness of the interface because of rapid diffusion through the liquid. Since planar interfaces are desirable for most applications, bonding temperatures for all the experiments reported here were limited below the eutectic temperature.

All the unsuccessful attempts to diffusion bond Si to Al could be traced to insufficient temperature, insufficient pressure to deform the asperities, insufficient time to allow inter-diffusion to occur, lack of intimate contact due to mismatch between the surface roughness of the two materials, unbroken surface oxide layers, and contamination at the interface acting as diffusion barriers. These deficiencies were corrected by raising the bonding temperature close to the Al/Si eutectic temperature, increasing the bonding
time to one hour, polishing and chemically treating the mating surfaces immediately prior to diffusion bonding, and purging the system with a reducing gas (Ar/2% H₂) before drawing high vacuum. In addition, bonding pressure was increased while using the optimal surface roughness between Si and Al, which allowed sufficient Al to flow into the interstices of the asperities on the surface of Si.

Figure 14 is an optical micrograph that shows an Al grain size of 20µm-80µm adjacent to the diffusion-bonded interface and increases to approximately 100µm-150µm a couple grain diameters away. This is supported by the OIM micrograph in Figure 15a, which plots all grain boundaries with a misorientation of 7° or higher. Figure 15b shows the crystal orientation for the large grains away from the interface (relative to 200, 220, and 111 poles), where a clear <100> cube texture is observed. However in the immediate vicinity of the interface, where the grains are small, the cube-texture was presumably replaced by a nearly random texture. Clearly, nucleation of new textureless grains has occurred via recrystallization at the interface during diffusion bonding. This is possibly due to a mechanism analogous to the phenomenon of particle stimulated nucleation (PSN) of recrystallization during thermo-mechanical cycling [66-69], where new strain-free, textureless grains can nucleate in a soft matrix immediately adjacent to a hard material due to large lattice rotations associated with intense localized plasticity. Here, this locally intense plasticity is probably associated with the surface asperities of Al which are subjected to large local strains under the bond-pressure, and is essential to the formation of a diffusion-bond with Si, since it allows the native oxide layer on Al to break up and disperse.

Figure 14. Optical Micrograph of Diffusion Bonded Si/Al Interface Etched in Modified Keller’s Reagent. The Grain Size of Al Close to the Interface is Significantly Smaller than that Farther Away.
Figure 15. OIM Micrograph Showing Small Al Grains (~20 - 80µm) Immediately Adjacent to the Interface and Larger Grains (~100 - 150µm) Farther Away (a). The Grains Far from the Interface Have a Cube Texture (b), Whereas Those Immediately Adjacent to the Interface Have No Texture (c).
Further investigation of diffusion-bonding effects on the interface was conducted using cross-sectional TEM. The bright field TEM image in Figure 16a shows the Si/Al interface to be well bonded. Figure 16b shows a bright field image with a subgrain structure of ~1 - 2\(\mu\)m in the Al away from the interface. An even smaller subgrain structure (~300 - 600nm) is observed immediately adjacent to the interface as shown in Figure 16c. Overall, the Al immediately next to the interface was found to contain a fine subgrain structure, with a very low overall dislocation density. No evidence of thermally generated dislocations (due to CTE mismatch between Al and Si during cooling) was found, suggesting that the structure is nearly fully recovered/recrystallized. This is consistent with the mechanism analogous to PSN proposed here, which allows new Al grains to nucleate next to the interface during diffusion bonding. The prevalence of such a mechanism seems particularly likely since the intense strain localization associated with the interface would allow recrystallization to occur at relatively small global strains, and may result in nearly randomly oriented grains next to the interface, as observed here.

Figure 16. (a) Bright Field TEM Image Showing a Diffusion Bonded Si/Al Interface, (b) Microstructure of Al Away from Interface Showing Larger Grains ~1-2\(\mu\)m, and (c) Showing Small Grains/Subgrains with Size of ~300nm along the Interface and Very Low Dislocation Density.
Figure 17a shows a bright field TEM image of the Si/Al interface, with an inset showing the region over which the elemental maps were obtained for Si, Al, O and S (Figures 17b – 17e). Figures 17b and 17c show that the diffusion-bonded Si/Al interface is sharp with a very narrow inter-diffusion zone between Si and Al. Figures 17d and 17e further show that there is some segregation of oxygen and sulfur on the Al side, about 100nm from the Si/Al interface. In particular, there is an appreciable concentration of oxygen at the interface, most likely from the native oxide layers present on Si and Al prior to diffusion bonding. The small amount of sulfur in the interfacial region is probably associated with MoS$_2$ used for lubricating the die during pressing. Although the distance between the sharp Si/Al interface and the band of solutes is significant (~100nm), it is on the same order as the surface roughness of Al present prior to diffusion bonding (3µm grit used on Al renders ~100nm surface roughness in Figure 12a). As previously discussed, the solutes are probably present on the surface of Al prior to and during bond-pressing, which breaks up the oxide layer, and allows this surface layer to get trapped away from the interface as the surface asperities of Al undergo intense plastic flow and recrystallization. It should be noted that the thickness of the segregated region and its distance from the interface vary considerably along the interface.

HREM of the interface revealed that an amorphous layer, ranging in thickness from ~20 to 100nm, was present at the Si/Al interface on the Al side, roughly corresponding to the region of solute segregation as noted above. Figure 18 shows a montage of HREM images of the Si/Al interface, along with the computed fast Fourier transforms (FFT) of the lattice images of Si, Al and the intervening amorphous zone. The Si side of the interface displays a relatively sharp transition to the amorphous region, which is situated almost entirely on the Al side, showing a gradual transition to crystalline Al. This is clear from the FFT pattern from the apparently crystalline part of Al, which shows the spots due to the lattice planes are superimposed by a diffuse intensity due to the amorphous character. Amorphous layers on the order of a few to several tens of nanometers thick are frequently observed at interfaces in both bulk and thin film systems with either Al/Al$_2$O$_3$ or Si/SiC on one side [70-73]. This is typically associated with adsorbed oxygen and/or nascent oxide layers on the surfaces of Si and Al.
In this present work, the amorphous layer is somewhat wider (up to 100nm in some areas along the interface) than these typically found, and extends from the Si/Al interface to the far side of the solute band on the Al side. This is possibly attributable to the relatively large asperities present on the Al prior to diffusion bonding, which allowed the surfaces contaminants to get embedded deeper inside the Al side (i.e., further away from the interface) during bonding. It is thought that the highly non-equilibrium amount of dissolved solute results in the formation of the amorphous Al region next to the interface.

Figure 17. X-Ray Maps Across the Si/Al Interface Showing a Thin Oxygen-Rich Layer, Where Trace Contaminants (i.e., Sulfur) Segregate.
Figure 18. HREM Micrograph Showing Lattice Image of the Single Crystal Si, a Sharp Interface Between the Si and ~40nm Thick Amorphous Region, and a Gradual Transition from the Amorphous Region to the Al Crystal.

In order to determine the approximate shear strength of the diffusion-bonded interface, constant displacement rate (15µm/s) tests using a double-shear test configuration were performed at temperatures ranging from ambient to 538K. Here, the two parallel interfaces in the diffusion-bonded Al/Si/Al sandwich were simultaneously loaded in shear, and the average interfacial shear stress $\tau$ is plotted against the
displacement of the bottom surface of Si \( \delta \) (which corresponds to the displacement of the interfacial region), as shown in Figure 19. The loading geometry is shown in the inset, where \( \tau = F/2A \), F being the applied force and A being the area of each Si/Al interface. This geometry has been successfully used earlier to study the creep behavior of Si/Al interfaces [58].

![Image of Al/Si/Al interface shear stress vs. displacement](image)

**Figure 19.** Plot of \( \tau \) Versus \( \delta \) at 538K, Showing the Onset of Non-Linearity (~4.5MPa) Commensurate with Shear Yielding of a Very Thin Region of Al Immediately Adjacent to the Si-Al interfaces. Inset Shows the Testing Configuration for the Double Shear Al/Si/Al Specimen.
It is observed from Figure 19, which plots $\tau$ versus $\delta$ for the highest test temperature (538K), that beyond the initial slack in the load-train, there is first a linear region, which extends to about 4.5MPa, and then the plot transitions to non-linearity. At 538K, the Si underwent continuous downward displacement up to ~30µm, whereupon, the test was terminated. Inspection suggested that there was no failure of the Si-Al interface, and that a thin layer of Al immediately adjacent to the interface underwent plastic flow, thereby causing the observed displacement $\delta$. For 99.8% Al, the shear yield strength of Al at 538K is approximately 4MPa [60, 74], in agreement with the hypothesis that the observed non-linearity is due to plastic flow of Al. Clearly, since plastic flow of the Al precluded interfacial fracture, the interfacial shear strength must be greater than the shear flow stress of the Al (~6MPa). Although, at 538K, plasticity precludes crack propagation, at the lower temperatures, the onset of non-linearity (which was observed to be ~5MPa) may also be attributed to the initiation of stable crack growth at the interface in Mode II from the top face of the specimen [75].

It should be noted that the surfaces of the test samples, albeit mechanically polished to a 5µm finish prior to testing, leave trenches with depths on the order of several microns at the interface, as clearly observed from Figure 14. These polishing artifacts act as in-situ interfacial cracks, thereby enabling the crack initiation fracture toughness ($J_{IIC}$, which is proportional to $\tau^2$ and $a$, where $a$ is the crack length) to be reached at a relatively low applied shear stress value. Therefore, despite the relatively low $\tau$ values observed for the onset of non-linearity, it is deemed that the interface is moderately tough.

It is likely that the interfacial toughness is limited due to the presence of a glassy (amorphous) phase as noted in the TEM micrographs, since the continuous amorphous phase is likely to provide a preferential crack propagation path. In addition to limiting the fracture toughness of the interface, the amorphous interfacial layer has also been noted to increase creep susceptibility of the interface by providing a short circuit diffusion path [58]. It is therefore suggested that future efforts focus on the minimization of the amorphous region at the interface to improve the interfacial properties.
D. CONCLUSION

Well-bonded Si/Al interfaces were produced via diffusion bonding in high vacuum at 843K for 1 hour with an applied pressure of 1.5MPa in an uni-axial compression die. The surface roughness (h) of Si and Al that produced optimal diffusion bonding results were $h \equiv 18\text{nm} \ (h/\lambda \equiv 0.16)$ for Si and $h \equiv 210\text{nm} \ (h/\lambda \equiv 0.39)$ for Al, where the Al was rougher than Si. An amorphous O-rich region formed on the Al side of the interface. The Si/amorphous interface was sharp compared to the Al side, where the amorphous region gradually transitioned to crystalline Al as the solute concentration decreased. Shear strength measurements of the Si/Al interface suggest that the Al/Si interface is moderately tough.
V. KINETICS OF INTERFACIAL CREEP AT Al-Si INTERFACES
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A. INTRODUCTION

Interfaces may have a profound effect on the mechanical properties and dimensional stability of multi-component materials, such as composites, multi-layers and thin-film / substrate systems. Large shear stresses may develop at interfaces between dissimilar materials during thermo-mechanical excursions when there is a significant difference in the coefficient of thermal expansion (CTE) between them. Most typically, these shear stresses are confined to the extremities of one of the components, such as fiber-ends in a composite, or the edges of a thin film on a substrate [e.g., 4, 76]. However, when the dimensions of the phases is small, e.g., for narrow metallic thin film lines on a substrate or short discontinuous fibers embedded in a metallic matrix, these shear stresses may prevail over a large area fraction of the total interface. Under appropriate thermal-mechanical conditions, the interface may slide via diffusional processes, thereby accommodating relative dimensional changes between the phases. This phenomenon has been noted in metal-matrix composites where fiber-ends were observed to either intrude into, or protrude from the matrix following thermal cycling [1, 5], and in thin-film Al and Cu interconnects on Si, where the film-footprint on the substrate was found to change after thermal cycling [6, 8]. It has also been observed in Cu-dielectric interconnect structures on Si devices, where thickness differences were noted to arise between adjacent Cu and dielectric thin film lines after thermal cycling [11]. In each of the above cases, differential strains between adjacent phases, driven by CTE mismatch, were accommodated at the interface by a diffusionally accommodated sliding process, in the absence of interfacial fracture or decohesion. With the continuing
trend towards miniaturization of components with numerous multi-material interfaces in microelectronics, MEMS, etc., where one or more material(s) is subjected to high homologous temperatures, interfacial sliding is likely to play an increasingly important role, making it imperative to develop a mechanistic understanding of this phenomenon.

Funn and Dutta [3] measured the kinetics of interfacial sliding in Pb-Ni and Pb-SiO₂ single fiber composites, and proposed that sliding occurs via diffusional creep. The basic mechanism is akin to that of grain boundary sliding [32], where an applied far-field stress causes normal stress gradients at the interface due to topographical variations, allowing mass transport, and hence sliding, along the interface. It was shown that the interfacial shear displacement rate due to sliding is given by:

\[
\dot{U} = \frac{4\delta_i D_i \Omega}{kT h^2} \left( \tau_i + 2\pi \left( \frac{h}{\lambda} \right)^3 \sigma_n \right)
\]

(5.1)

where \( \delta_i \) and \( D_i \) are the interfacial thickness and diffusivity, respectively, \( \Omega \) is the atomic volume of the diffusing species, \( \lambda \) and \( h \) are the topographical periodicity and roughness of the interface respectively, and \( k, R, \) and \( T \) have the usual meanings. The interfacial shear stress \( \tau_i \) is the primary driving force for this process, which is enhanced if a tensile normal interfacial stress \( \sigma_n \) is present, or reduced if there is a compressive \( \sigma_n \). Since \( \dot{U} \propto h^{-2} \), a smooth interface would slide more readily.

Funn and Dutta [3] were unable to experimentally verify the dependence of sliding kinetics on interfacial normal stress and roughness using single fiber composites, because in their approach the interfacial normal stress resulted from thermal stresses, which varied with the test temperature, and the interfacial roughness (i.e., fiber surface roughness) were not controllable. Recently, Funn and Dutta’s experimental approach [3] was refined isolating and measuring the creep behavior of interfaces in multicomponent systems using model diffusion-bonded Al-Si interfaces [58]. Experiments showed that the Al-Si interface underwent diffusionally accommodated sliding under shear stresses at high homologous temperatures. The measured kinetics showed that the mechanism of sliding was interfacial diffusion-controlled. This is consistent with the mechanism
proposed by Funn and Dutta [3] although verification of the dependencies of the kinetics on interfacial morphology and interfacial normal stress was not performed.

In this chapter, we (1) develop a well-controlled experimental approach to systematically study interfacial creep in bulk systems; (2) develop a mechanistic understanding of the phenomenon of interfacial sliding by correlating the sliding kinetics with interfacial structure and stress states; and (3) generate kinetics data for Si-Al system, which is of practical importance in many microelectronics and micro-electromechanical systems (MEMs) applications.

B. EXPERIMENTAL PROCEDURE

The sandwich specimens (Al-Si-Al) were fabricated by a diffusion bonding process from 99.7+% pure polycrystalline Al and undoped, single crystal Si with the crystallographic direction $<100>$ pointing normal to the interface [79]. The Al-Si system was chosen because of: 1) the limited mutual solid-solubility allowing the sharpness of the interface to be controlled while promoting good bonding, 2) plethora of creep data available, and 3) the practical importance to the microelectronic industry. Al-Si-Al sandwich structures were fabricated in vacuum ($10^{-6}$ torr) at a temperature, applied pressure, and time of 838K, 1.5MPa and 1 hour, respectively. Because of the limited mutual solid solubility (At 850K, $\sim$1.65 wt% Al in Si and $\sim$0.5 wt% of Si in Al [61]), the Al-Si interfaces thus produced were relatively sharp, and yet well bonded [77].

Prior to diffusion bonding, the Al and Si surfaces were metallographically polished to a nominal finish, and sequentially cleaned and degreased in ethanol, trichloroethylene, acetone and isopropyl alcohol, following standard microelectronic processing practice. The roughness of Si was varied by polishing the surface with a final grit size of 1$\mu$m, 5$\mu$m, and 17$\mu$m. Assuming the changes in the morphology of the interface are negligible during diffusion bonding and creep testing, the interfacial roughness can be taken as the roughness of the surface of Si prior to diffusion bonding. Atomic Force Microscopy (AFM) was used to determine the surface roughness of the Si prior to diffusion bonding as shown in Figure 8. The surface topography of the polished
Si may be represented using a simple model based on a periodically varying surface relief, \( y \), as:

\[
y = \frac{h}{2} \cos\left(\frac{2\pi x}{\lambda}\right)
\]  

(5.2)

Here \( x \) and \( y \) are the in-plane and out-of-plane positions along the interface, \( h \) is the peak-to-trough height variation of the surfaces, and \( \lambda \) is the periodicity of the surface roughness (peak-to-peak) along the interface. The nominal height (\( h \)) or the ratio of \( h/\lambda \) of the asperities may be used to represent the surface topography. Based on the AFM measurements, the peak-to-trough height variations of the asperities (\( h \)) were calculated as twice the statistical root mean square (RMS) of the amplitude of the asperities (roughness) while the wavelengths (\( \lambda \)) were calculated by averaging the peak-to-peak distances of the asperities for each scanned surface. Then, the nominal height (\( h \)) and the ratio of \( h/\lambda \) were correlated with the abrasive size used for the final polish. Figure 20 shows the variations of nominal height (\( h \)) and the ratio of \( h/\lambda \) for each scanned surface of Si as a function of the final grit size used during polishing. An important points to note is that the nominal height (\( h \)) rate of change due to increasing grit size is much larger than the rate of change of \( h/\lambda \). The height and ratio of \( h/\lambda \) of the asperities of Si will be used in conjunction with Equation 5.1 to show the interface sliding rate dependence on interfacial roughness.
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Figure 20. Approximate Interfacial Roughness Corresponding to the Height \( h \) and Ratio of Height over Wavelength \( h/\lambda \) of the Asperities of Si as a Function of Grit Size Used During Final Polishing.
After diffusion bonding, the sandwich structure was cooled very slowly (~2K/minute) in order to minimize thermally induced residual stresses at the Si-Al interfaces. Subsequently, the sandwich was sectioned to produce 45mm x 6mm x 6mm test samples (Figure 21a). The sample surfaces were then ground to 5µm and coated with ~500nm of Al by physically vapor deposition (PVD) to increase the accuracy and sensitivity of the capacitance gauge that was used to measure the displacement of the bottom of Si.

The samples were then mounted on a slotted specimen platform with the 6mm wide Si centered precisely on the 7mm wide slot (Figures 21b and 22). The specimen thickness, the widths of the Si layer, and the slot were optimized using finite element modeling, so as to enable uniform shear loading of the two interfaces along the specimen thickness, while minimizing bending stresses. The ratio of the gap opening ($t_{gap}$) to the width of the Si ($W_{Si}$) and the ratio of specimen height ($h$) to the gap opening ($t_{gap}$) was kept close to ~1.2. A tungsten plate indenter, connected to a servo-hydraulic MTS frame equipped with an appropriate load cell (0.1N resolution) was utilized to apply a constant load to the top of the Si. This arrangement allows the two Al-Si interfaces to be loaded in shear ($\tau_i=F/2A_i$ where $A_i$ is the cross section-interfacial area). The samples were oriented on the testing platform with the metallographically polished scratches aligned perpendicular to the applied shear stress ($\tau_i$). At the same time, a linear drive DC stepper motor was used in conjunction with an appropriate load cell and the MTS Test Start II's controller to apply a normal stress ($\sigma_i=F_d/A_i$) to the Si-Al interface as shown in Figure 22.
The resulting time-dependent interfacial deformation (i.e., the relative displacement between Si and Al) was measured with a capacitive displacement gauge (0.01µm resolution) located inside the slot in the specimen platform, just below the Si. A displacement gauge (0.1µm resolution) was also used to measure the top of the silicon to verify the displacement of Si. The sample and indenter were heated with twin-radiant heaters interfaced with a proportional controller, which allowed maintenance of the temperature with an accuracy of ±0.25K. The entire set-up was enclosed in an environmental chamber with a slight positive pressure of forming gas (98%Argon/2%H₂) during testing. The shear stress required to de-bond (i.e. fracture) the interface (τᵢ) was determined over the temperature span in which the creep tests were performed using constant displacement rate pushdown tests. All creep experiments were conducted at loads well under those required to cause interfacial de-bonding at the relevant temperature.

Figure 22. Experimental Approach for Sample Mounting for Double-Shear Test Specimens Showing Applied Interfacial Shear and Normal Stresses.
C. RESULTS

Figure 23 illustrates the displacement obtained at the Al-Si interface after being subjected to a creep test for 4 hours at 573K and a mean interfacial shear stress ($\tau_i$) of 1MPa, as revealed by a grid pattern of nominally 5µm diameter circles evaporated across the interface in one of the samples. Evidently, all deformation was confined to the interface only, with negligible deformation in either Si or Al. No evidence of interfacial de-cohesion was observed, with the observed displacement being uniform along the interface, and consistent with the measured creep displacement. Clearly, the experimental approach is able to isolate and measure interfacial creep displacements.

Figure 23. Micrograph Showing Misalignment of Rows of Al Grid Pattern Deposited Across an Al/Si Interface Following Creep Testing at 1MPa and 573K for 4 hours.

Typical creep curves obtained from the interface creep tests are shown in Figure 24. In most cases, steady state was established after ~300-400 minutes. This steady state continued for a long time (at least 24 hours at all tested temperatures and loads), until enough of the Si emerged from the bottom so that the associated reduction in interfacial area resulted in an appreciable increase in $\tau_i$. 
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Figure 24. Example Interfacial Creep Curves at Various Shear Stresses and Temperatures.
The first set of experiments were conducted using samples which had a 1µm finish on both sides of Si (scratches running the same direction, h ≈ 18nm) in the sandwich structure with no normal stress applied during creep testing while varying only the temperature and applied shear stress (τ_i). Figure 25a shows a plot of the average interfacial displacement rate (\(\bar{U}\)) as a function of τ_i. Over the entire temperature range of testing (0.45 T_m - 0.72 T_m of Al), \(\bar{U}\) displays linear stress dependence, with the creep rate vanishing at zero interfacial shear stress (τ_i=0). Figure 25b shows the temperature compensated interface displacement rate (\(\frac{\bar{U}_{kT}}{\exp\frac{-Q}{RT}}\)) as a function of τ_i also showing (1) a linear shear stress dependence, (2) negligible threshold stress when no normal stress is applied, and (3) Arrhenius type of behavior [101], in agreement with Equation 5.1. Figure 26a shows a plot of ln(\(\bar{U}\)) vs. 1/T for applied stress levels ranging from 0.25 to 2 MPa. All the curves yield the same nominal slope, yielding an apparent activation energy (Q_{app}) of ~42 kJ/mole for all testing conditions. In addition, Figure 26b shows the temperature and interfacial shear stress compensated interface displacement rate (\(\ln\frac{\bar{U}_{kT}}{\tau_i}\)) as a function of 1/T (relationship shown in Equation 5.1) revealing the same activation energy as before (~42kJ/mol). Clearly, the same mechanism of interfacial creep operates over the entire test range (T/T_m of 0.45-0.72 and τ_i/G of ~2x10^{-5} to 2x10^{-4} with respect to shear modulus of Al). The observed linear stress dependence and the low Q_{app} are in nominal agreement with Equation 5.1, where the normal interfacial stress is zero in these experiments (σ_n=0).
Figure 25. Plots (a) and (b) Showing Linear Stress Dependence of Interfacial Displacement Rate. Plot (b) Showing Temperature Normalized Displacement Rate as a Function of Interfacial Shear Stress.
Figure 26. Plot (a) Showing Arrhenius Temperature Dependence of Interfacial Displacement Rate, with an Apparent Activation Energy of \( \approx 42 \text{kJ/mol} \). Plot (b) Showing Arrhenius Temperature Dependence and Same Activation Energy of \( \approx 42 \text{kJ/mol} \).
Since Si is not expected to display creep at the relevant temperatures, the measured deformation occurs either at the interface or in a narrow band of Al immediately adjacent to the interface. However, under the conditions of interest, grain boundary diffusion controlled Coble creep would be the only mechanism yielding measurable strain rates in Al [62]. While this would explain the observed linear stress dependence, it would yield an activation energy value commensurate with that of grain boundary diffusion in Al, i.e., $Q_{gb} \approx 84$kJ/mole, which is about twice the value of $Q_{app}$. Furthermore, given that the grain sizes in Al immediately adjacent to the interface were ~20-80µm (Figure 14), Coble creep would not result in the very narrow deformation band indicated by Figure 23. Besides, the Coble creep rate of Al over most of the test conditions would be $\sim 10^{-10} - 10^{-8}$/s, far below the equivalent strain rates of $\sim 10^{-3}$/s, which may be estimated assuming that Al deforms within a ~0.1µm thick band next to the interface. Figure 27 is one of many scanning electron micrographs (SEM) that show a Si-Al step after significant interface sliding has occurred. SEM with Orientation Imaging Microscopy (OIM) and optical observations show that no lattice curvature or deformation transpired in the Al matrix near the interface. These observations provide evidence that all the creep deformation was confined to the interface, negligible deformation occurred in either Si or Al, and no evidence of interfacial de-bonding was observed. Again, the experimental approach is able to isolate and measure interfacial creep displacements.

Figure 27. SEM Micrograph at a 45° Tilt Showing Al-Si-Al Specimen Bottom that Underwent Interfacial Creep at 573K and 2MPa. The Sample Shown Has a PVD Al Film of ~500nm.
The second set of experiments also used sandwich specimens with a 1µm finish on the Si (h ≈ 18nm), but allowed the normal stress to vary along with temperature and interfacial shear stress. Typical creep curves obtained for three interfacial normal stresses (σ_n) while holding temperature (T=623K) and interfacial shear stress (τ_i=1.0MPa) constant are shown in Figure 28. The duration of the primary interfacial creep appears to diminish along with the secondary interfacial creep rate (minimum slope of the creep curve \( \bar{U} \)) proportional to the increase of applied normal stress (σ_n). When the normal stress is relieved (σ_n = 0) and only an interfacial shear stress (τ_i) is present, the steady state interfacial creep rate is re-established to the original rate (\( \bar{U} \approx 1.5 \times 10^{-4} \) µm/s) as shown in Figure 28.

![Figure 28. Interface Displacement Over Time Showing Interface Displacement Increases with Decreasing Applied Interfacial Normal Stress at a Constant Temperature (623K) and Interfacial Shear Stress (τ_i = 1.0MPa).](image)

Figures 29 and 30 show plots of the average interfacial displacement rate (\( \bar{U} \)) as a function of τ_i at 623K, 523K, and 423K, with various levels of applied normal compressive stresses (σ_n = 0, -0.6, -1.5, and -3.0MPa). When a compressive σ_n is applied to the interface, the interfacial displacement rate (\( \bar{U} \)) decreases at a given τ_i because the effective shear stress (\( \tau_{eff} \)) is decreased. Figures 29 and 30 still show a linear shear stress dependence, and an apparent threshold shear stress \( \tau_o \) below, which no creep occurs. The
threshold stress $\tau_o$ increases with increasing magnitudes of applied $\sigma_n$. For each of the three temperatures in Figures 29 and 30, $\sigma_n = 0$ produces $\tau_o = 0$, whereas compressive normal stresses ($\sigma_n$) of increasing magnitudes produce increasingly larger threshold stresses ($\tau_o$). According to Funn and Dutta [3], $\tau_o$ is given by:

$$\tau_o = 2\pi \left( \frac{h}{\lambda} \right)^3 \sigma_n$$  \hspace{1cm} \text{(5.3)}

Figure 29. Interface Displacement Rate as a Function of Interface Shear Stress Showing Linear Stress Dependence with Corresponding Threshold Stress for Four Applied Interfacial Normal Stresses at 623K and 523K.
Figure 30. Interface Displacement Rate as a Function of Interface Shear Stress Showing Linear Stress Dependence with Corresponding Threshold Stress for Four Applied Interfacial Normal Stresses at 523K and 423K.
Therefore, a negative $\sigma_n$ (i.e., a negative $\tau_o$) serves to reduce the effective shear stress ($\tau_{\text{eff}} = \tau_i + \tau_o$) acting on the interface, thus reducing the creep rate as observed in Figures 28 - 30. Clearly, the experimental data validates the dependence of the interfacial displacement rate on the applied normal stress, as well as the physical origin of the observed threshold stress $\tau_o$, proposed in Equations 5.1 and 5.3. Figure 31 shows temperature compensated interfacial displacement rate $\frac{\dot{U}kT}{\exp\left(-\frac{Q}{RT}\right)}$ as a function of $\tau_i$ with an applied normal stress ($\sigma_n$) of 0, -0.6, -1.5, and -3.0MPa. The plot still shows a linear shear stress dependence along with a threshold stress, which remains in agreement with Equation 5.1. The threshold stress was carefully determined for each normal stress applied to the interface ($\tau_o \approx 0$ MPa for $\sigma_n = 0$ MPa, $\tau_o \approx -0.16$ MPa for $\sigma_n = -0.6$ MPa, $\tau_o \approx -0.39$ for $\sigma_n \approx -1.5$ MPa, and $\tau_o \approx -0.77$ MPa for $\sigma_n \approx -3.0$ MPa). By taking the ratio of the apparent threshold stress ($\tau_o \approx -0.16, -0.39, -0.77$ MPa) over the applied normal stress ($\sigma_n \approx -0.6, -1.5, -3.0$ MPa respectively) and constants ($\frac{h}{\lambda} = \sqrt{\tau_o / 2\pi^3 \sigma_n}$), a roughness ratio $h/\lambda$ of about 0.16 was calculated for all the three normal stresses, which is in agreement with the AFM measurements (Figure 20) for specimens with a 1$\mu$m polish on the surface of Si ($h \approx 18$nm). This $h/\lambda$ value yields a threshold stress, which is approximately 26% of the applied shear stress (i.e., $\tau_o / \sigma_n = 2\pi^3 \left(\frac{h}{\lambda}\right)^3 \approx 0.26$). Figure 32 shows temperature and effective shear stress ($\tau_{\text{eff}}$) compensated interfacial displacement rate ($\ln\left(\frac{\dot{U}kT}{\tau_{\text{eff}}}ight)$ versus $1/T$ yielding the same nominal slope as before with an apparent activation energy ($Q_{\text{app}}$) of $\sim 42$ kJ/mole for all testing conditions, where $\tau_{\text{eff}} = \tau_i - \tau_o$. The apparent mechanism has not changed with the presence of the applied normal stress. The interface displacement rate ($\dot{U}$) dependence on interfacial temperature, shear, and normal stresses is in agreement with Equation 5.1.
Figure 31. Temperature Normalized Interface Displacement Rate Showing Linear Stress Dependence with Corresponding Threshold Stress for Four Applied Interfacial Normal Stresses.

Figure 32. Interfacial Shear Stress and Temperature Normalized Interfacial Displacement Rate Showing Arrhenius Temperature Dependence with an Apparent Activation Energy of $\sim 42\text{kJ/mol}$ with Applied Interfacial Normal Stress.
The third set of experiments varied the surface roughness of the Si in the sandwich structure (Al-Si-Al) and the applied interfacial shear stress ($\tau_i$) while holding the temperature (624K) constant with no applied normal stress ($\sigma_n = 0$). Figure 33 shows typical creep curves for three interfacial roughnesses $h \approx 18, 54,$ and $174$ nm, (corresponding to the final polishing $1, 5,$ and $17$$\mu$m on Si) at 624K with applied stresses of $\tau_i = 1.5$ MPa and $\sigma_n = 0$. The duration of the primary creep regime and the secondary creep rate appear to decrease to the increase in interfacial roughness. Figure 34 shows the interfacial displacement rate ($\dot{U}$) as a function $\tau_i$ with no applied normal stress ($\sigma_n = 0$) for three interfacial roughness ($h = 18, 54,$ and $174$nm). All three sets of specimens with different interfacial roughness display a linear stress dependence with no apparent threshold stress ($\tau_o=0$) along with the interfacial displacement rate diminishing to zero as $\tau_i$ approaches zero. Figure 35a shows the interfacial displacement rate ($\dot{U}$) as a function of the inverse of interfacial roughness squared ($1/h^2$), determined from Figure 20 as a function of the final grit size used to polish Si. The plot shows the interfacial displacement rate behaves parabolic as a function of surface roughness $\dot{U} \propto \frac{1}{h^2}$. It is important to note that the interface displacement rate dependence on the interfacial roughness is greater than that of interfacial shear stress ($\dot{U} \propto \frac{1}{h^2}$ versus $\dot{U} \propto \tau_i$).

Figure 35b is a plot of the normalized displacement rate ($\dot{U}/\tau_i$) as a function of $1/h^2$ (interface roughness), showing that all specimens tested behave in accordance with Equation 5.1.

The fourth set of experiments varied the surface roughness of the Si (as above) along with applying a normal stress ($\sigma_n \neq 0$) while varying the applied interfacial shear stress at a given temperature (624K). Figure 36 shows the interfacial displacement rate ($\ddot{U}$) as a function of $\tau_i$. The plot shows a linear shear stress dependence for all interfacial roughnesses and applied normal stresses ($\sigma_n$). The apparent threshold stress (where the interface displacement rate diminishes to zero) increases with increasing interfacial roughness and applied normal stress ($\tau_o \propto \sigma_n$ and $\tau_o \propto \left(\frac{h}{\lambda}\right)^3$).
Figure 33. Typical Interfacial Creep Curves at 624K with an Applied Interfacial Shear Stress of 1.5MPa for Three Interfacial Roughnesses (h ≈ 18, 54, and 174nm) with No Interfacial Normal Stress. Plot Shows an Increase in Interface Displacement for Smoother Surfaces.

Figure 34. Interfacial Displacement Rate as a Function of Applied Average Interfacial Shear Stress with No Interfacial Normal Stress Applied for Three Interfacial Roughnesses (h ≈ 18, 54, and 174nm). The System Exhibits Linear Stress Dependence with No Threshold Stress.
Figure 35. (a) Interfacial Displacement Rate as a Function of the Inverse of Interfacial Roughness Squared Showing an Increase in the Interfacial Displacement Rate as the Applied Interfacial Shear Stress Increases for all Interfacial Roughnesses and (b) Interfacial Shear Stress Normalized Displacement Rate Plot is in Agreement with Interfacial Sliding Equation 5.1.
Figure 36. Interfacial Displacement Rate as a Function of Applied Interfacial Shear Stress When an Normal Stress is Applied Showing a Linear Shear Stress Dependence with an Observed Threshold Stress. Observed Threshold Stress Increases with Increasing Applied Interfacial Normal Stress and Interfacial Roughness.

D. DISCUSSION

Interfacial creep has been thought to occur in several systems (including dispersion strengthened metals [26, 33, 34], eutectic alloys [36], intermetallics [38], composites [39-41], and film-substrate interfaces [13]), although its kinetics have usually been deduced from the overall system response, instead of being measured directly. Not
surprisingly, there is as yet no consensus on the mechanism of interfacial sliding. However, by examining the literature, one can conclude that there are two situations where interfacial creep may occur with little or no matrix deformation, as in this study.

First, interfacial sliding may occur by diffusional creep [3, 32]. When the interface acts as a perfect source and sink of vacancies, e.g., due to an abundance of mobile boundary dislocations (BDs), the stress exponent n=1, and Q equals that for either boundary or lattice diffusion, and the process is "diffusion controlled" [26, 32]. When the density of mobility of dislocations in the boundary is limited, on the other hand, the kinetics of sliding are believed to become "interface reaction controlled," resulting in n~2, a threshold stress corresponding to the minimum stress required to move BDs, and a high activation energy associated with rearranging atoms on the more refractory/stiffer side of the interface [26, 33]. However, in the present study, n=1, Q is low, and a threshold stress is not observed, suggesting that the observed sliding is not interface-reaction controlled.

Another mechanism which would lead to n = 1 is cooperative glide of intrinsic interface dislocations (ID), which has been thought to cause sliding at γ/α2 phase boundaries in TiAl in the low stress / intermediate temperature regime [38]. Here, the glide rate is thought to be limited by climb of sessile jogs and/or solute drag from interstitial impurities on the interface plane, giving rise to a thermally activated process.

Based on the above, the data obtained here could be rationalized by either diffusion-controlled diffusional creep or viscous glide of interface dislocations. A clear understanding of the structure of the interface is therefore necessary to identify the operative mechanism of interfacial creep. High-resolution electron microscopy (HREM) of the interface revealed that an amorphous layer, ranging in thickness from ~20 to 100nm, was present at the Al-Si interface. Figure 37 shows HREM images of the Si and Al sides of the interface, respectively, along with the computed fast Fourier transforms (FFT) of the lattice images. The Si side of the interface displays a relatively sharp transition to the amorphous region, which is situated almost entirely on the Al side, showing a gradual transition to crystalline Al. This is clear from the FFT pattern from
the apparently crystalline part of Al, which shows that the spots due to the lattice planes are superimposed by a diffuse intensity due to the amorphous character. Energy dispersive X-ray spectroscopy (EDXS) confirmed that the amorphous layer is primarily Al with a high (non-equilibrium) amount of dissolved oxygen. Amorphous layers on the order of a few to several tens of nanometers thick are frequently observed at interfaces in both bulk and thin film systems with either Al/Al₂O₃ or Si/SiC on one side [70, 72, 73, 78]. This is typically associated with adsorbed oxygen and/or nascent oxide layers on the surfaces of Si and Al [70], consistent with the high oxygen concentration observed in the present work.

Figure 37. HREM Micrograph Showing Lattice Image of the Single Crystal Si, a Sharp Interface Between the Si and the ~40nm Thick Amorphous Region, and a Gradual Transition from the Amorphous Region to the Al Crystal Before Creep Testing.
The presence of the amorphous interfacial layer suggests that the dislocation-based viscous glide model suggested in Reference 78 is not applicable here. Further, the Q values obtained in the present experiments are not consistent with either climb of jogs (which would produce $Q \approx Q_{\text{vol}}$ for Al = 142kJ/mol), or solute diffusion ($Q \approx Q_{\text{Si in Al}} \sim 123-136$ kJ/mol) [74], which would be needed for glide of interfacial dislocations. It is therefore proposed that the mechanism of interfacial sliding in the present studies is 'interface diffusion-controlled' diffusional creep, identical to that observed in Reference 3. The interfacial roughness results in a periodically varying normal stress at the interface, which drives diffusive flux of Al through the interface, producing a relative displacement of Si and Al [3, 32]. The specific path of interfacial diffusion is not clear, but may be surmised from the observed Q value of ~42kJ/mole.

Creep studies conducted on several amorphous Al alloys [79] have shown that below the glass transition temperature $T_g$, creep occurs by diffusional flow of Al in the glass with $Q \approx 24 – 45$ kJ/mol, whereas above $T_g$, deformation occurs by viscous flow of the supercooled liquid with $Q \approx 188 – 328$ kJ/mole. This is consistent with the hypotheses that diffusional flow below $T_g$ occurs by fast atomic diffusion through a relatively open amorphous structure leading to a low Q, whereas viscous flow above $T_g$ requires movement of volumes of short-range ordered atoms in the supercooled liquid past other such volumes, producing a higher Q [80, 81]. The Q value of ~42 kJ/mole obtained in the present study is consistent with solid-state diffusion of Al in amorphous Al below $T_g$, and therefore it is inferred that even at the highest testing temperature, $T_g$ of the interfacial layer is not exceeded. An interfacial sliding mechanism based on viscous flow of the amorphous phase above $T_g$ may be further discounted, realizing that this can only occur when the interfacial roughness is significantly smaller than the amorphous layer thickness; a condition which is not valid for the present samples.

In previous work by Funn and Dutta [3], the kinetics of interfacial sliding at fiber-matrix interfaces is described by a flow law with $n=1$ and a threshold stress (Bingham flow). The studies were based on two model SFC systems - one with limited mutual solubility (Pb-matrix/Ni fiber) and the other with no mutual solubility (Pb-matrix/quartz fiber). Both systems displayed a low Q value ($Q < Q_{gb}$ for Pb) and a stress exponent of 1,
based on which, the mechanism of sliding was thought to be interface diffusion-controlled diffusional creep. The low Q value, along with the small-applied shear stresses, precluded a dislocation climb based rationalization of the observed sliding.

Further, scanning electron microscopy (SEM) of the interface revealed a periodic topography, consistent with the notion of local normal stress variation along the interface due to a globally applied shear stress, as considered in the classical model for grain boundary sliding [26]. The classical model was modified to incorporate a global normal stress (in addition to the applied shear) in order to account for the effect of radial stresses which arise from CTE / Poisson's ratio mismatch between the fiber and matrix, and it was shown that the kinetics of sliding was represented as follows:

\[
\dot{\gamma}_i = \frac{2D_m^{\text{eff}} \Omega \lambda}{kT \pi h^2} \left[ \tau_i + \left( \frac{\pi h}{\lambda} \right)^3 \sigma_n \right] + \frac{4\delta D_i \Omega}{kT h^2} \left[ \tau_i + 2\left( \frac{\pi h}{\lambda} \right)^3 \sigma_n \right]
\]

(5.4)

where \(\tau_i\) is the shear stress acting on the interface, \(D_m^{\text{eff}}\) and \(D_i\) are the effective matrix and interface diffusivities, respectively, \(\Omega\) is the atomic volume of the diffusing species (matrix), \(\delta_i\) is the thickness of the interface, \(\lambda\) and \(h\) are the periodicity and width (i.e., twice the amplitude), respectively, of the interface, and \(\sigma_n\) is the normal (radial) stress acting on the interface. When \(D_m^{\text{eff}} << D_i\), the first term in Equation 5.4 is negligible, and \(\dot{\gamma}_i\) can be simplified as:

\[
\dot{\gamma}_i = A_i (\tau_i + \tau_o) = A_i (\tau_{\text{eff}})
\]

(5.5)

Here \(\tau_o\), the contribution of the interfacial normal stress to sliding, is given by:

\[
\tau_o = 2\pi^3 \left( \frac{h}{\lambda} \right)^3 \sigma_n
\]

(5.6)

and

\[
A_i = \frac{4\delta D_i \Omega \lambda}{kT h^2} \exp \left[ -\frac{Q_i}{RT} \right]
\]

(5.7)
where $Q_i$ and $D_{i_0}$ are the activation energy and frequency factor, respectively, for interfacial diffusion, $k$ is Boltzmann's constant, $R$ is the gas constant, and $T$ is the absolute temperature.

To date, the experimental data for the Al-Si-Al system supports the findings by Funn and Dutta [3] in four aspects. First, the continuum model proposed by Funn and Dutta (Equations 5.4 to 5.7) remains adequate to describe interfacial sliding for planar interfaces in the Al-Si-Al system. Second, the experimental data supports the theory that the threshold stress, below which no creep occurs, predominately originates from the normal stress acting on the interface. Third, the apparent activation energy is quite low compared to the activation energy for volume and grain boundary diffusion in the system supporting the theory that a fast diffusion path exists along the interface. Fourth, the interface-sliding rate and threshold stress strongly depend on interfacial roughness.

Interface sliding must be accommodated by removal/addition of material from the mating surfaces, which allow the interlocked boundaries to slide past one another. This process requires the boundary to act as a source or sink for diffusional flux of atoms and diffusional transport to occur through or along the adjoining crystals. Because most interfaces have significant lattice strains at the interface and possibly other defects due to various bonding processes, the interface acts as a perfect source or sink. Since the rate of emission/absorption of atoms is much faster than the rate at which the atoms can diffuse between sources/sinks, the process of interface sliding is likely “diffusion-controlled” versus “interface-controlled” [26].

In considering diffusion at interfaces, two major processes can be noted: (1) diffusion along the interfaces and (2) diffusion transverse, from, or to the interfaces. Interfaces and grain boundaries promote relatively fast diffusion along their cores known as “short-circuit diffusion.” Interfaces between two very different type of materials (i.e., Si and Al) may exhibit a higher density of coherency dislocations inside the interface which provide a faster short-circuit path [82] (boundary diffusivity varies linearly with the density of dislocations known as the “dislocation pipe model”) than a typical grain boundary. Literature also shows that the diffusivity increases as the disorientation of the
adjoining grains increases [83, 84], which may enhance the sliding rate. Generally, two species diffuse in the same boundary at different rates possibly allowing an even faster path for diffusion compared to diffusing along the their own grain boundaries [82-86]. Additionally, species diffuse in boundaries at different rates for different type of bonding systems: metallic [55, 56], ionic [87-89], and covalent materials [55]. Fast diffusion along interfaces between dissimilar materials can become a very complex diffusion problem when multiple diffusion species are present at the interface. The literature has a span of results for a variety of different bonding systems, making it are hard to deduce any one mechanism for interfacial diffusion which can accommodate interfacial sliding. However, the rate of interfacial diffusion depends strongly on the detailed atomistic structure of the interface [85, 90-92]. The interface can be thought as an array of discrete primary dislocations embedded in the crystal lattice adjacent to the interface. The cores of the dislocations consist of “bad material” wherein fast diffusion may generally occur [93] for sharp interfaces. For diffuse interfaces, the cores cover several atomic distances. According to St Venant’s principle, the stress field of the interface should decay over a distance comparable to the spacing between intrinsic interfacial dislocations from the interface. If the periodicity of the interface has a small amplitude (<10nm) and a small wavelength (<100nm), the difference in diffusivity between the interfacial diffusion (along dislocation cores) and the near interface lattice diffusion (distorted and strained array), may not be significantly different. If this is plausible, a wide diffusion path (large δ) is available, which may increase the overall flow of atoms along the interface.

The activation energy calculated from the experimental interfacial creep data is quite low (~42kJ/mol) compared to the volume and grain boundary diffusion for Al system (Q_v ≈ 142 kJ/mol and Q_gb ≈ 84 kJ/mol respectively) [62] and the activation energy for Si diffusing down grain boundaries of Al (Q_{Si in Al} ≈ 123-136kJ/mol) as previously discussed [74]. Since the activation is much lower than the reported activation energy for bulk and grain boundary diffusion of Al, it is assumed that the activation energy represents interfacial diffusion along the Si-Al interface. The low activation energy reveals that the interface is a diffusion path, which behaves much like a free surface. The low activation can be justified by three aspects: First, the small amorphous
layer (loose packed structure) that is present along the Si-Al interface acts as fast diffusion path. The amorphous layer is thicker than a typical grain boundary ($\delta_i >> \delta_{gb}$) allowing an even larger flow of atoms to occur at a rapid rate which is indicative of the fast interface displacement rate that is observed in the current experiment. Second, the interface can act as extremely fast diffusion path because the interfacial structure contains a higher concentration of vacancies than a typical grain boundary of Al. Although coherency strains and interfacial dislocations are not present at interfaces adjacent to amorphous layers, an even more open structure exists between the Si crystal and the amorphous layer as shown in Figure 37. Third, the transportation of atoms or vacancies along the interface to accommodate interfacial sliding when a shear stress is present can be explained using a model similar to the uncorrelated atom shuffling mechanism [85]. A sharp concentration gradient of Al across the Si-Al interface exists because of the interface is not only sharp mechanically but also chemically [77]. This causes a strong chemical potential to exist accompanied with a shear stress gradient across the interface due to an applied load during interfacial creep tests promoting atoms to de-bond from the Al matrix and diffuse into the interfacial region. Once the Al atoms diffuse into the interface toward the Si matrix, multiple competing diffusion paths exist (along the interface, back into the Al matrix, or into the Si lattice). The combination of the fast diffusion path and the applied shear stress along the interface sweep the Al atoms down the interface. As the atoms travel down the interface, the Al atoms may interact with the Si or Al side of the interface allowing yet another Al atom to de-bond and diffuse down the interface, continuing the cascading process. The fast diffusion path, which is assisted by a shear stress gradient across and down the interface, may account for the low activation energy and high interface-sliding rate. The diffusivity of the interface ($\delta_iD_{ai}$) was calculated from Figures 25 and 26 as $2 \times 10^{-20}$ m$^3$/s. The interfacial diffusivity ($\delta_iD_{ai}$) lies between grain boundary diffusivity ($\delta_iD_{gib} = 5 \times 10^{-14}$ m$^3$/s) and dislocation core diffusivity ($a_mD_{oc} = 7 \times 10^{-25}$ m$^3$/s) for Al. The diffusion mechanism for Si atoms or diffusion into the Si matrix was neglected because the experiments were performed at low homologous temperatures of Si ($0.22T_m - 0.37T_m$). Therefore, the diffusion of Si is too slow to account for the high diffusivity and low activation energy.
Before interfacial creep testing, HREM of the interface (Figure 37) revealed that an amorphous layer, ranging in thickness from ~20 to 100nm, was present at the Si/Al interface on the Al side where an intensely deformed interfacial band and a large concentration of solute impurities exist [77]. As previously discussed, the Si side of the interface displays a relatively sharp transition to amorphous region, which is situated almost entirely on the Al side, showing a gradual transition to crystalline Al. Depending on the position along the interface probed, the width of the amorphous layer varies considerably along the interface as shown in the disparity between Figures 37 and 38. Figure 38 shows a thinner amorphous layer (~10nm) adjacent to the Si crystal but a wide nanocrystalline/amorphous region (~20 to 40nm) on the opposite side that gradually transitions to crystalline Al. In any case, a thick amorphous layer is present at the interface, which allows a fast diffusion path with a large cross sectional area. This enables a massive amount of atoms to flow down the interface to accommodate interface sliding.

After creep tests were performed (>24 hrs, 624K, $\tau_i=1.5\text{MPa}$, $\sigma_n=0\text{MPa}$, and $h=18\text{nm}$), a HREM image was acquired showing that the morphology of the interface evolved during the creep tests as shown in Figure 39. A new nanocrystalline region appeared at the sharp Si interface at the expense of the previously existing amorphous layer. Likewise, the nanocrystalline layer adjacent to the Al crystal shrunk in thickness to approximately 10nm leaving only a small amorphous layer between the two-nanocrystalline regions as shown in Figure 39. The Al crystal adjacent to the nanocrystalline region shown in Figure 38 appeared to grow toward the Si interface during creep testing due to the reordering of the nanocrystalline region. The reordering of the amorphous layer near the Si and Al crystals is likely associated with stress induced ordering. Since the test specimens were slowly cooled during fabrication, any morphology changes that are thermally activated would of already occurred prior to creep testing. Therefore, all morphology changes observed here is presumably assisted by the presence of an applied interfacial shear stress.
Figure 38. HREM Micrograph Showing Lattice Image of the Single Crystal Si, a Sharp Interface Between the Si and the ~40nm Thick Amorphous Region, and a Gradual Transition to a Nanocrystalline Region of Al Before Creep Testing.
Figure 39. After a Typical Creep Test (>24 hours, 624K, 1.5MPa), a HREM Micrograph Shows Lattice Images of (from Left to Right) a Single Crystal Si Adjacent to a Nanocrystalline Region, Which is Next to an Al and O-Rich Amorphous Region Followed by Another Nanocrystalline Region Adjacent to the Al Crystal.
Generally, creep that is “diffusion-controlled” exhibits a minute primary region. In the current Al-Si-Al system, the typical creep curves for various applied shear stresses and interfacial morphologies with and without an applied normal stress show a significant primary region as shown in Figures 24, 28, and 33. The extended primary region is likely associated with the reordering of the amorphous layer. The ordering occurs at the Si and Al crystal interfaces adjacent to the amorphous layer which is thought to be a preferentially nucleation site. Therefore, the nanocrystalline regions grow away from the Si and Al crystalline interfaces toward the middle of the amorphous region. However, the entire amorphous region is not consumed by the reordering. The complete reordering of the amorphous layer is prevented due to the presence of a high concentration of solutes (oxygen and sulfur) which exists in a band less than 10nm wide [77]. Although significant concentration of solutes existed in the nanocrystalline regions prior to creep testing as shown in Figure 16, reordering still occurred during creep testing. This was probably accomplished by exfoliating the solutes out of the region allowing local reordering to occur. The exfoliation of solutes continued until a critical concentration of solutes was attained in a confined band (<10nm) where the formation of the equilibrium structure will never be possible. Once the nanocrystalline regions were fully developed at the expense of ordering the amorphous region, a steady state interfacial creep rate was achieved. As previously discussed, the amorphous region acted as a fast diffusion path but diminished in thickness as the interfacial creep tests continued. As a result, the large interfacial displacement rates that were observed at the beginning of each test (Figures 24, 28, and 33) reduced to a steady state displacement rate once the stable structure of the interface was achieved.

Although the atomistic explanation of the low activation energy is adequate, the interfacial sliding rate dependency on interfacial roughness needs to be addressed. Figures 34 and 35 show that smoother surfaces exhibit a larger interface displacement rate at a constant shear stress and temperature. By taking the slope ($\frac{\bar{U}}{\tau_i}$) from Figure 34 for each of the three interfacial roughnesses ($h = 18, 54, \text{and } 174\text{nm}$) and normalizing it by the square ($h^2$) of the associated interfacial roughness (experimentally determined by AFM measurements on the surface of Si prior to diffusion bonding as previously
discussed) a relative constant was found to be ~50nm² /MPa-s shown below and graphically shown in Figure 35b.

\[
\frac{\left( h_i^2 \dot{U} \right)_{18\text{nm}}}{\tau_i} \equiv \frac{\left( h_i^2 \dot{U} \right)_{54\text{nm}}}{\tau_i} \equiv \frac{\left( h_i^2 \dot{U} \right)_{174\text{nm}}}{\tau_i} = 50 \frac{\text{nm}^2}{\text{MPa} \cdot \text{s}} \quad (5.8)
\]

The relationship between interfacial roughness, shear stress, and displacement rate seems to be in agreement with Equation 5.4 for the three surfaces. An approximate activation energy was experimentally determined for each roughness showing that all the roughnesses \( h \approx 18, 54, 174\text{nm} \) are ~42kJ/mol which is correlated with “interfacial diffusion-controlled.” All the plots thus far indicate only one mechanism exists over the entire testing range with an apparent activation energy of ~42kJ/mol \( \left( \frac{T}{T_m} \right) \approx 0.45-0.72, \ \frac{\tau_i}{G} \approx 2 \times 10^{-5} \) to \( 2 \times 10^{-4} \) with respect to shear modulus of Al, \( \sigma_n \) of 0 to 3.0MPa, and surface roughness \( h \approx 18, 54, \) and 174nm).

The current model shows that the mechanism may change from interface diffusion-controlled to volume diffusion-controlled (or grain boundary diffusion controlled if the grain size is small), if the interfacial roughness becomes too large. As the ratio of \( h/\lambda \) exceeds unity (Figure 20), the mechanism of diffusion to accommodate interface sliding may change more predominately to volume diffusion \( \frac{\delta D_i}{D_v} \ll 1 \), where \( D_v \) is the coefficient of volume self-diffusion. Raj and Ashby [32] analytically determined for grain boundaries containing discrete particles that the sliding rate was limited by boundary diffusion \( \frac{\delta D_i}{D_v} \gg 1 \) when the particles were sufficiently small. As the particles become large, the grain boundary-sliding rate was be limited to volume diffusion-controlled. Obviously, when an intermediate particle size was present at the grain boundary, the sliding rate was controlled by both diffusion mechanisms, which were at par with each other. In the Si-Al system, the asperities of the Si (interfacial roughness) can be thought as particles at a smooth interface. As the asperities of Si increase (increasing interfacial roughness causes \( \lambda/h \gg 1/h \)), the controlling diffusion mechanism may shift from “interfacial diffusion-controlled” to “volume diffusion-
controlled” to accommodate interface sliding. The interface sliding relationship proposed by Funn and Dutta (Equation 5.4) is able to model the change of the controlling diffusional mechanism accommodating interface sliding when $\lambda/h$ becomes much greater than $1/h$. Neglecting the effects of threshold stress ($\sigma_n=0$), assuming grain boundary diffusion is negligible, and comparing the diffusional terms in Equation 5.4, the diffusional mechanism dependence on interfacial roughness emerges as seen below:

\[
\text{(volume diffusion-controlled)} \quad \frac{D \lambda}{\pi h^2} \Leftrightarrow \frac{2\delta D}{h^2} \quad \text{(interface diffusion-controlled)} \quad (5.9)
\]

The comparison between volume and interface diffusion-controlled made in Equation 5.9 shows that for small interfacial roughness ($h$) and small interfacial periodicity ($\lambda$) the volume diffusion-coefficient becomes smaller than the interfacial diffusion-coefficient. In this case, the controlling mechanism is predicted to be interface diffusion-controlled to accommodate interface sliding. When the interfacial roughness ($h$) becomes large and the interfacial periodicity ($\lambda$) increases appropriately (where $\lambda/h$ remains roughly the same or greater but $1/h$ diminishes drastically), the interfacial diffusion coefficient diminishes while the volume diffusion-coefficient increases. As a result, the controlling mechanism shifts from interface diffusion-controlled to volume diffusion-controlled. The current interface-sliding model [3] is adequate to predict the shift of the controlling mechanism as the interfacial roughness changes, but more experimental data is needed to validate the model for rougher surfaces.

Threshold stresses, below which no creep occurs, varies from system to system [26]. In the present experiments when no normal stress was applied on the interface ($\sigma_n=0$), a threshold stress ($\tau_o=0$) was not observed for any roughness, temperature, or shear stress regime (Figures 25 and 34), which is consistent with the model proposed by Funn and Dutta [3] delineated in Equations 5.4 to 5.7. However, when a compressive normal load was applied to the interface, the effective shear stress ($\tau_{\text{eff}}$) was reduced, thereby reducing the interface displacement rate $\tilde{U}$ for all interfacial roughnesses (Figures 29 - 31, and 36). In all cases, a compressive normal stress on the interface yielded a significant threshold stress that is clearly observed in Figures 29 - 31, and 36.
The observed threshold stresses ($\tau_0$) for specimens with an interfacial roughness $h \approx 18$ nm (Figure 31) were approximately 0, -1.4, and -1.7 MPa when an applied normal stress of $\sigma_n \approx 0$, -1.5, and -3.0 MPa respectively was applied. Equation 5.6 can be rearranged to predict the threshold stress for specimens with a larger interfacial roughness ($\tau_{o}^{54nm}$) from the previously experimentally determined threshold stress for smoother ($\tau_{o}^{18nm}$) specimens (Figures 29 - 31) along with AFM measurements of the interfacial roughness ($h/\lambda \approx 0.16$ and 0.36 respectively from Figure 20) by:

$$\tau_{o}^{54nm} = \tau_{o}^{18nm} \left(\frac{h/\lambda_{54nm}}{h/\lambda_{18nm}}\right)^{3}$$

The predicted threshold stresses ($\tau_{o}^{54nm}$) for specimens with $h \approx 54$ nm when a -1.5 MPa or -3.0 MPa normal stress is applied are about $\sigma_n \approx -4.3$ and -8.7 MPa respectively. These values are much higher than observed in Figure 40 ($\tau_0 \approx -1.4$ and -1.7 MPa respectively). The low experimentally determined threshold values are likely because of morphology changes that occurred at the interface during creep tests as previously discussed. If the interfacial roughness ($h$) of the sandwich specimens is reduced by ~30% due to morphology changes during creep tests, the low experimentally determined threshold stress would be in good agreement with the new predicted values of $\tau_{o}^{corrected} \approx -1.4$ MPa from Equation 5.10. Some other errors that might cause low measurements of threshold stresses are (1) the interfacial roughness is reduced more for rougher interfaces than smoother surfaces during creep tests and (2) the AFM statistical representation of the interfacial roughness is inadequate (i.e., average $h$ and $\lambda$ versus maximum values of $h$ and $\lambda$). Overall, the interface-sliding model adequately predicts threshold stresses when a normal stress is applied to various interfacial roughnesses. It is recommended in future studies that the experimental approach be optimized to circumvent any interfacial morphology changes during creep testing.

As the interfacial roughness becomes very rough, not only does the mechanism change (thus interfacial strain rate) but the origination of the threshold stress. To gain
more insight on the origin of threshold stresses when the controlling diffusional mechanism changes, a comparison between the terms which represent threshold stresses for volume and interfacial diffusion in Equation 5.4, was made (Equation 5.11). Equation 5.11 shows that when the diffusional mechanism changes from interfacial diffusion-controlled to volume diffusion-controlled, the second term in Equations 5.4 and 5.11 becomes negligible, thereby reducing the threshold stress by half compared to interface diffusion-controlled threshold stress.

\[
\text{(volume diffusion-controlled)} \left( \frac{\pi h}{\lambda} \right)^3 \sigma_n \leftrightarrow 2 \left( \frac{\pi h}{\lambda} \right)^3 \text{(interface diffusion-controlled)} \]  

(5.11)

When the controlling mechanism shifts, not only does the strain rate decrease because of \( \lambda/h >> 1/h \), but the effective shear stress (\( \tau_{\text{eff}} \)) also increases because of the decrease in the threshold stress. The current model is able to predict not only the diffusion-controlling mechanism but also the change in the origination of threshold stresses when interfacial roughnesses become very large.

E. CONCLUSION

An experimental approach to isolate and measure the creep behavior of interfaces in multi-component systems was refined, and used to study model diffusion-bonded Al-Si interfaces. The kinetic parameters for interface sliding were experimentally determined for the Si-Al system by measuring the interface displacement rates at various temperatures while varying the interfacial shear stress, normal stress, and interfacial roughness. Experiments showed that the Al-Si interfaces undergo diffusionally accommodated sliding under shear stresses at high temperatures. The measured kinetics showed that the mechanism of sliding is interfacial diffusion-controlled diffusional flow. The experimental data also showed that a threshold stress existed when a normal stress was applied and diminished to zero when the applied normal stress was removed. Like the classical grain boundary sliding mechanism [32], interfacial sliding occurs due to mass-transport under a periodically varying normal stress field acting on the interface due to an applied far-field shear stress, with the mass transport path being associated with the
interface. In the present experiments, the activation energy was found to be lower (~42 kJ/mol) than volume (142 kJ/mol) or grain boundary (84 kJ/mol) diffusion for the Al system and was attributed to Al atoms diffuse rapidly along an amorphous interfacial layer under the applied stress, leading to the observed sliding. This is consistent with a mechanism proposed earlier [3], where here the planar semiconductor-metal interfaces undergo thermally activated sliding via interfacial diffusion-controlled diffusional creep mechanism. The experimental data affirms the current model proposed by Funn and Dutta is accurate for planar interfaces with various interfacial roughnesses at high homologous temperatures (with respect to Al) with or without applied normal stresses.
VI. INTERFACIAL SLIDING OF INTERCONNECT STRUCTURES IN MICROELECTRONIC DEVICES

A. STANDALONE Cu INTERCONNECTS ON Si

(co-authored with I. Dutta, M.W. Chen, and T. Shultz)

1. Introduction

The mechanical behavior of thin films on semiconductor substrates is of much interest to the microelectronics industry. Thin films generally have properties different from their bulk counterparts, and their thermo-mechanical response may be influenced significantly by the underlying substrate [76, 94]. Due to differences in the coefficient of thermal expansion (CTE) between thin metallic films and semiconductor substrates in microelectronic devices, large stresses can develop in thin films during thermal excursions experienced in processing steps or service. This may induce plastic deformation of the thin films accompanied by creep and interfacial sliding [6, 15, 16], possibly leading to a pronounced effect on the reliability of microelectronic devices and components.

During thermal cycling, a metallic film attached to a substrate traverses through a range of stress/temperature regimes, leading to the operation of a multitude of plastic deformation mechanisms, such as dislocation glide (i.e., yielding), as well as dislocation and diffusional creep [15, 16]. In the absence of interfacial sliding, this plasticity results in stress relaxation in the film, with no relative size change between the film and the substrate. However, if interfacial sliding is allowed to occur, plastic deformation of the film may be accommodated by differential deformation between the film and the substrate, resulting in a change of the film size.

Recently, Chen and Dutta [6] studied deformation of unpassivated, small-area Al thin films on Si substrates by atomic force microscopy (AFM), and noted significant changes in film-dimensions associated with thermal cycling. This was attributed to plastic deformation of the film, accommodated by diffusion-controlled interfacial sliding.
near the film-edges, which allowed the lateral dimensions of the film to change. It was suggested [6] that the impact of sliding, and hence the proportionate change in film size, increases with decreasing film width. Since the current trend in microelectronics is towards progressively smaller line widths, it is likely that such effects will assume considerable importance in future devices, making it important to develop an understanding of the roles of film plasticity and interfacial sliding in thin film systems.

In this chapter, we report on the results of a study of plastic deformation of Al and Cu thin films on Si substrates using AFM and finite element modeling (FEM), with the goal of understanding the effects of film plasticity and interfacial deformation on the dimensional stability of thin films.

2. Background

It has been demonstrated theoretically and experimentally that the deformation of one of the phases in a multi-component system may be accommodated at the interface by interfacial creep, resulting in dimensional differences between the components during thermo-mechanical loading [4, 5]. In fiber-reinforced metal-matrix composites, for instance, interfacial sliding has been observed near fiber-ends during thermal cycling, resulting in a difference between the lengths of the fiber and matrix phases, although they were identical in length prior to cycling [1, 5]. This differential deformation has been attributed to plasticity/creep of the metallic-matrix due to internal residual stresses, accommodated by interfacial sliding near the fiber-ends. Experiments on high-density Cu/Ta/Polyimide interconnect structures deposited on a Si wafer have also shown evidence of interfacial sliding between Cu lines and Ta liners, resulting in the appearance of out-of-plane steps on an initially smooth surface following thermal cycling corresponding to dielectric processing conditions [11]. In both cases, interfacial sliding was thought to occur by a diffusional mechanism, driven by interfacial shear stresses generated due to thermal expansion mismatch between the constituent phases (in the axial direction for matrix and fiber, and out-of-plane direction for Cu and polyimide).

Funn and Dutta [3] have shown that interfacial sliding in the absence of adhesive failure may be described by a diffusional creep law with a threshold stress and an
activation energy corresponding to interfacial diffusion. Based on a periodic interface model, they proposed that sliding occurs by interface-diffusion-controlled diffusional creep, with contributions from both shear ($\tau_i$) and normal stresses ($\sigma_i$) acting on the interface, with the sliding strain rate $\dot{\gamma}_i$ being given by:

$$\dot{\gamma}_i = \frac{4\delta_i D_{io} \Omega}{k T h^3} \left[ \tau_i + 2\pi^3 \left( \frac{h}{\lambda} \right)^3 \sigma_i \right] \exp\left[-\frac{Q_i}{RT}\right]$$  \hspace{1cm} (6.1)

where $\delta_i$ is the thickness of the interface, $Q_i$ and $D_{io}$ are the activation energy and frequency factor, respectively, for interfacial diffusion, $\Omega$ is the atomic volume of the diffusing species (i.e., film material), $\lambda$ and $h$ are the topographical periodicity and roughness, respectively, of the interface, and $k$, $R$, and $T$ are the Boltzmann's constant, gas constant, and the absolute temperature, respectively. Clearly, whereas the shear stress $\tau_i$ is the primary driving force for interfacial creep, the normal stress $\sigma_i$ also has a contribution, which depends strongly on the interfacial roughness parameter $h/\lambda$. A compressive (negative) $\sigma_i$ would result in a threshold behavior and slow the rate of sliding, whereas a tensile (positive) $\sigma_i$ would increase the effective stress at the interface, and hence enhance the sliding rate. Finally, since the sliding rate is inversely proportional to $h^3$, a smoother interface would be expected to slide more readily. Thus, smooth interfaces with a shear and a normal tensile stress acting on them would be the most susceptible to sliding.

Since significant interfacial shear stresses only exist near the edges of a thin film, interfacial sliding is an edge effect, and as such, can be ignored for large-area films. However, with decreasing lateral film dimensions (e.g., in electronic applications where line widths are at the sub-micron level) these effects are likely to become important, particularly since the interfaces involved are very smooth and the interfacial shear stress is often augmented by normal tensile stresses (peeling stress) acting near the film edges.
3. Experimental Approach

Chen and Dutta [6] used an array of nominally 250 nm thick, 6 µm square pure Al films that were deposited by thermal evaporation on to a Si (100) wafer utilizing a Ni mask. Their samples were subjected to 5 thermal cycles from 293K to 623K in a vacuum furnace at a pressure of ~5.0 × 10^{-7} Torr. During thermal cycling, the ramp-up rate was ~20 K/min, and the nominal cooling rate was ~2.5 K/min. Figure 40 shows a typical AFM image of the square Al films on a Si substrate on a 40 µm × 33 µm scan area. Small scale scanning revealed that the surface roughness of the Si substrate is below 1 nm, suggesting that the interfaces between Al films and Si substrates are very smooth.

![AFM Image of an Array of Square Al Thin Film Islands on Si. Each Island is Nominally 250nm Thick and Has Lateral Dimensions of 6µm x 6µm. [6]](image)

Figure 40. AFM Image of an Array of Square Al Thin Film Islands on Si. Each Island is Nominally 250nm Thick and Has Lateral Dimensions of 6µm x 6µm. [6]

A pattern of parallel 1.4 µm wide Cu lines with a pitch of 2 µm was deposited on a (100) Si wafer via electroplating at Motorola, Tempe Arizona. The basic fabrication procedure consisted of lithographically defining the lines in a photo-resist coated on to the wafer, sputter-depositing a barrier layer of Ta and a seed layer of Cu, followed by Cu electro-plating, planarizing, and resist-stripping. Subsequently, the sample was annealed for 30 minutes at 673K to stabilize the Cu-grain structure, and then subjected to 5 thermal cycles from 293K to 723K in vacuum at nominal heating and cooling rates of 10K/minute. Figure 41 shows a typical AFM image of the Cu lines on Si substrate over a 10µm x 5µm scan area.
To identify the deformation induced by thermal cycling, the cross-sectional profiles of the square Al films and Cu lines were measured before and immediately after thermal cycling by an AFM at room temperature in air. For the square Al films, the profiles were measured parallel to the square edge through the center of the square. For the Cu lines, the profiles were measured perpendicular to the line length far from the ends of the lines. For the Al films, the AFM measurements were carried out in non-contact mode, whereas for the Cu films, the contact mode was used in order to yield a better resolution. The lateral displacement resolution produced was estimated to be better than 15nm with the 20µm scan range used for the Al films, and 10nm with the 10µm range used for the Cu lines.

4. Modeling Approach

A plane-strain finite element (FE) model of a thin-film line on a Si substrate, with the model plane being normal to the line length, was developed in order to evaluate the film and interfacial stress and strain states associated with thermal cycling [6]. Figure 42 shows a schematic of the model with the appropriate nomenclature. The model was built with the multi-purpose FE program ANSYS™, utilizing 8-noded triangular solid elements for both film and substrate. The Si substrate was modeled as an isotropic elastic solid, whereas the metallic thin-film was represented as an isotropic elastic-plastic-
creeping solid exhibiting temperature-dependent bilinear properties, and subject to
dislocation creep via power-law (PL) and power-law breakdown (PLB). Since the FE
model could account for only one creep law, a sinh-law was picked because dislocation
creep prevails over a wide range of stress/temperature conditions, although it is realized
that Coble creep is likely to be important at high temperatures [15]. Therefore, the FEM
analysis is expected to somewhat underestimate creep relaxation effects in the film at the
higher end of the thermal cycle. Since temperature dependent thin film properties were
not readily available, room temperature thin film properties were scaled to conform to the
same temperature dependence as bulk polycrystalline elastic-plastic properties. For
creep, data for bulk polycrystalline Al and Cu presented in Reference 62 were utilized.
In the model, the interface was assumed to be perfectly bonded and non-sliding, because
of the difficulty of incorporating the planar interfacial creep law into the FE program.
For both Al and Cu, the film was assumed to be 100nm thick (t_f), and 5µm wide (l_f), and
the substrate was assumed to be 5µm thick (t_s).

Figure 42. Schematic of the Film-Substrate System Used for the FE Model where l_f is the
Film Width and t_f is the Film Thickness, and t_s the Substrate Thickness. Since
the System is Laterally Symmetric, Only Half of the System (Corresponding
to Positive x-Values) was Modeled. [6]

5. Results

a. Experimental

In this section, we will briefly present results obtained by Chen and Dutta
[6, 7] on evaporated Al films on Si, and use these results to compare with the results
obtained on electroplated Cu films. Figure 43 shows typical cross-sectional profiles of
the Al films before and after 5 thermal cycles. After thermal cycling, the film-width
close to the interface became larger and the slope of the film edges became shallower,
indicating that (1) there was a gradient of plastic deformation along the through-thickness direction of the film, and (2) more plastic deformation occurred close to the interface. Since there was statistical variation in the size of the film islands, they randomly measured the widths of about 70 square films and plotted the size distribution of the samples before and after thermal cycling in Figures 44a and 44b. All the values were measured at a height of 20 nm from the Si-Al interface. By fitting the histograms to a Gaussian distribution, it was shown that the mean of the distribution (solid lines in Figure 44b) moves to a higher value after thermal cycling. Prior to thermal cycling, the edges of the square islands of Al-film were found to vary within a standard deviation ($2\sigma$) of $\pm 0.35\mu m$ from the mean of $5.99\mu m$. Following cycling, the mean shifted to $6.20\mu m$, with a $2\sigma$ value of $0.30\mu m$. It was believed that the difference of $\sim 0.2 \mu m$ in the mean value arose due to plastic deformation of the film, induced by thermal cycling. The average lateral strain of the square films is $\sim 3.3\%$. After subtracting the elastic strain induced by residual tensile stresses, the plastic deformation of the films was estimated to be about 3%.

Figure 43. Representative Cross-Sectional Profiles of the Square Al Films Before and After 5 Thermal Cycles from 293 to 623K. [6]
Figure 44. Histograms and the Associated Gaussian Fits of the Width Distribution of the Square Al Films at a Distance of 20nm from the Interface; (a) Before Thermal Cycles; and (b) After 5 Thermal Cycles. [6]

Figure 45 shows typical profiles of the Cu lines prior to, and following the first through fifth cycle. Contrarily to what is observed for Al films, the electroplated Cu lines are observed to shrink with progressive cycling, with the vertical profile of the film edges becoming sharper (i.e., less sloped). The histograms in Figure 46 show the line-width distributions 20nm from the interface at different stages of cycling. The mean of the distribution decreased from 1.429µm in the uncycled state to 1.294µm after the 5th cycle. The standard deviations of the width measurements ranged from 0.013 to 0.022 µm, well below the measured change in line width due to cycling. Figure 47 shows the change in width with progressive cycling. It is observed that the line width decreases almost linearly till the third cycle, after which the rate of change of width becomes slower.
Presumably, the ratcheting down of the line width will saturate at a finite number of cycles, beyond which the line width would remain stable. Figure 47 also shows that corresponding to the decrease in line width, there is an increase in the line thickness (or height) during cycling. This increase in thickness is associated with the requirement to maintain volume constancy during plastic deformation of the lines.

Figure 45. Typical Cross-Sectional Profiles of a Cu Line at Different Stages of Thermal Cycling from Ambient to 723K. The Width of the Cu Line is Observed to Decrease with Increasing Number of Thermal Cycles.
Figure 46. Histograms of the Width Distribution of Cu Lines at a Distance of 20nm from the Interface Prior to Thermal Cycling, and Following 1, 3 and 5 Thermal Cycles. The Means and Standard Deviations of the Distributions are as follows: (a) Before: 1429±15 nm, (b) 1 Cycle: 1382±21 nm, (c) 3 Cycles: 1317±16 nm, and (d) 5 Cycles: 1296±13 nm.
Figure 47. Changes in Cu Line Width and Line Thickness Plotted as a Function of the Number of Thermal Cycles.

b. **Modeling**

Figure 48 shows the computed stress distribution along the film width in an unpassivated Al film following cooling to ambient after annealing at 644K. Figure 48a plots the in-plane normal stress $\sigma_{xx}$ very close to the interface ($y/t_f \approx 0.02$), whereas Figure 48b shows the interfacial shear stress $\tau_i$ at the interface ($y/t_f = 0$). All the stresses have been normalized by the elastic misfit stress $\sigma_o$, which is given by:

$$\sigma_o = \frac{(\alpha_s - \alpha_f) \Delta T}{\left(\frac{1-\nu_f}{E_f}\right) + \left(\frac{1-\nu_s}{E_s}\right) \left(\frac{4t_s}{t_f}\right)}$$

(6.2)

where the subscripts f and s represent the film and the substrate, respectively, $\alpha$, $\nu$, $E$ and $t$ represent the coefficient of thermal expansion, Poisson's ratio, Young's modulus and thickness, respectively, and $\Delta T$ is the temperature range of cooling. It is apparent from Figure 48a that with a decrease in film width relative to film thickness (i.e., with
increasing $t_f/l_f$, the in-plane normal stress decreases, but varies over a greater proportion of the film width. Whereas for $t_f/l_f=0.002$, $\sigma_{xx}$ is nearly constant throughout the film width except right at the edge, for $t_f/l_f=0.5$, $\sigma_{xx}$ varies throughout the film width. Since the interfacial shear stress $\tau_i$ is nominally proportional to the first derivative of $\sigma_{xx}$ with respect to $x$, it is observed from Figure 48b that $\tau_i$ is zero throughout most of the film width for $t_f/l_f=0.002$, but becomes non-zero over a larger proportion of the film width as $t_f/l_f$ increases. In general, $\tau_i$ is maximum at the film edge ($2x/l_f = 1$), and decreases with increasing distance from the edge. Figure 48b also shows that in addition to a large interfacial shear stress that exists near the film edges, there is a normal tensile (or peeling) stress $\sigma_{yy}$, which is large at the film edge, and decreases rapidly on moving away from the edge. It is further observed that this normal interfacial stress increases with decreasing film width (or increasing $t_f/l_f$). As discussed in section 6, $\tau_i$ and $\sigma_{yy}$ together provide the impetus for interfacial sliding near the film edges. Since both these quantities are larger for smaller $t_f/l_f$, a narrower film is expected to display a greater degree of interfacial sliding.

Figure 49 shows the computed variation of the maximum in-plane film stress, at $2x/l_f = 0$ and $y/l_f = 0.5$ (i.e., at the centerline of the sample and mid-plane of the film), during thermal cycling for a pure Al film on Si, following initial cooling from the annealing temperature. Also shown on the same plot are the Von-Mises (VM) creep and plastic strains at the same location. It is observed that the film stress starts from a large tensile value, which is rapidly relieved upon heating to $\sim 350K$, beyond which compressive stresses build up within the film. Around 380K, the compressive stresses in the film start getting relieved because of creep processes, resulting in a knee in the plot. Commensurately, the VM creep strain is observed to increase rapidly. During cooling, tensile stresses build up, first slowly because of creep, and then rapidly as creep processes decelerate. This is reflected by the decreasing V-M creep strain, suggesting creep in the opposite direction. Finally, around 350K, the tensile stresses become large enough to cause some yielding of the film, as reflected by an increase in the V-M plastic strain.
Figure 48. (a) Distribution of In-Plane Normal Stress ($\sigma_{xx}$) Along Film-Width for an Al Film on Si at Ambient Temperature, Following Cooling from Annealing Temperature. (b) Distribution of Interfacial Shear ($\tau_i$) and Normal ($\sigma_{i,yy}$) Stresses Along Film-Width for the Same Conditions. The Dashed Lines Refer to $\tau_i$, While the Solid Lines Refer to $\sigma_{i,yy}$. All the Stress Distributions are Shown for Varying $t_f/l_f$ Values. The Abcissa Represents Distance x Along the Film-Width, Normalized by Half the Film Width $l_f/2$. [6]
For clarity, it is useful to inspect the in-plane plastic and creep strain distributions ($\varepsilon_{xx}^{pl}$ and $\varepsilon_{xx}^{crp}$) within the film at 623K (end of heating segment) and 300K (end of cooling segment). Figure 50 shows these strain distributions close to the film-edge. It is apparent that at 623K, the cumulative $\varepsilon_{xx}^{pl}$ is in tension in most of the film (away from the edge), but the cumulative $\varepsilon_{xx}^{crp}$ is in compression. It should be realized that the plastic strain was induced during initial cooling from the annealing temperature, and not during the thermal cycle. The creep strain, on the other hand, is induced entirely during cycling. So a net compressive inelastic strain is induced in the film during heating to 623K, most of it due to creep. During subsequent cooling, substantial tensile creep occurs, leaving only a small negative creep strain at 300K. Concurrently, a large tensile plastic strain is induced at the lower temperatures, resulting in a net tensile inelastic strain after 1 complete cycle. This is consistent with Figure 43, from which it may be inferred that during one complete thermal cycle, the net plastic strain is tensile, and the net creep strain (which is tensile up to ~350K, compressive from 350 to 623K, and tensile again during cooling from 623 to 300K) is slightly compressive, resulting in a net tensile inelastic strain at the end of the cycle.
Figure 50. The Distribution of In-Plane Plastic and Creep Strains Near the Edge of the Al Film at the End of the Heating Segment (623K) and at the End of the Thermal Cycle (300K). The Displacement Scaling Has Been Exaggerated to Reveal Changes in the Edge Profile Associated with Cycling. The Middle of the Film Lies Far Away (Beyond the Picture) Towards the Left. All the Contour Plots have the Same Scaling, and the Observed Differences in Size and Location in the x-Direction Between the Two Temperatures are Representative of Reality. [6]
Despite the net tensile inelastic strain, the footprint of the film is not expected to change in the absence of interfacial sliding. The induced inelastic strains serve mainly to relax the film stresses, and cause a change in the film profile near the edge, as evident in Figure 50. Figure 51 shows the computed profiles of the right edge of the Al film at different stages of heating and cooling during the thermal cycle. Since interfacial sliding was not accounted for in the model, the observed changes in film width during cycling are related to associated changes in substrate dimensions at different temperatures. Because of the built-in stress state at ambient temperature, the film starts with a right-edge profile, which slopes inward from the interface to the top. Upon heating (e.g., to 478K), as the film attempts to expand more than the substrate, the edge profile becomes steeper, and becomes almost vertically straight at 623K. Upon cooling, the initial slope is regenerated, and the film-edge returns to its original location. Only a small change in the edge-profile is observed in association with film plasticity near the edge. Figure 52 shows the distribution of $\tau_i$ near the edge of the Al film at various temperatures. Clearly, as the in-plane film stress transitions from tensile to compressive, the sense of the shear stress changes. At 300K, $\sigma_{xx}$ is tensile and the sense of $\tau_i$ is such that it would make the film-edge move outward (i.e., towards larger $2x/l_f$ values) if sliding were allowed. At 478K during heating, on the other hand, $\sigma_{xx}$ is compressive, and the prevailing sense of $\tau_i$ would make the film-edge move inward (towards smaller $2x/l_f$ values) with sliding occurring in the opposite direction. However, since $\tau_i$ is negative over the majority of the thermal cycle, if interfacial sliding were to occur, the film-edge immediately adjacent to the interface would be expected move outward relative to its initial position, resulting in an enlargement of the film-footprint on the substrate. This, in addition to the slight reduction of the edge-slope after one complete cycle (Figure 51), is consistent with experimental observations on Al-Si, as noted earlier.
Figure 51. Computed Profiles of the Right Edge of the Al Film at Different Temperatures during Heating and Cooling. The Horizontal Line at the Top of Each Edge-Profile Has Been Drawn in to Delineate the Film Edge Clearly, and Do Not Represent the Actual Data.[6]

Figure 52. Distribution of Interfacial Shear Stress $\tau_i$ Close the Edge of Al Film at Different Temperatures during Thermal Cycling. [6]
Figures 53 through 56 show the equivalent plots for electroplated Cu on Si. The Cu is assumed to be stress-free at ambient temperature, since electroplated Cu has been observed to be nearly-stress free immediately following annealing [95]. As observed in Figure 53, even though the in-plane film stress starts at zero, it ratchets up and settles at a small positive value after one cycle. Following the first cycle, though, the stress does not ratchet up significantly any more. As in the case of Al, during heating, the stress builds up to a significant compressive value before relaxation via creep and plasticity occurs. Unlike in Al, however, even at the high temperature end of the cycle, the stress is not completely relieved, and the film remains in significant compression. During cooling, the compressive stress is relieved, and a tensile stress builds up, rapidly at first, and more slowly subsequently as the film undergoes plastic yielding. From the associated VM plastic strain plot, it is noted that unlike in the case of Al, the Cu film deforms by plastic yielding during heating (between 450 and 723K) as well as during cooling (below 400K).

![Figure 53. Computed Variation of $\sigma_{xx}$ and the Von-Mises Effective Plastic and Creep Strains in an Cu Film on Si during Thermal Cycling. [6]](image-url)
Figure 54. The Distribution of In-Plane Plastic and Creep Strains Near the Edge of the Cu Film at the End of the Heating Segment (723K) and at the End of the Thermal Cycle (300K). The Displacement Scaling Has Been Exaggerated to Reveal Changes in the Edge Profile Associated with Cycling. The Middle of the Film Lies Far Away (Beyond the Picture) Towards the Left. All the Contour Plots Have the Same Scaling, and the Observed Differences in Size and Location in the x-Direction Between the Two Temperatures are Representative of Reality. [6]
Figure 54 shows the distribution of $\varepsilon_{xx}^{pl}$ and $\varepsilon_{xx}^{crp}$ close to the edge of the Cu film at the ends of the heating and cooling segments of the thermal cycle (723K and 300K). Since the film is stress-free prior to cycling at 300K, and is in deep compression at 723K (see Figure 53), both $\varepsilon_{xx}^{pl}$ and $\varepsilon_{xx}^{crp}$ are in compression through most of the film away from the edge. During subsequent cooling, tensile creep occurs, but a significant negative creep strain is left at 300K. Concurrently, a small tensile plastic strain is induced at the lower temperatures, but the net inelastic strain after 1 complete cycle is still fairly large and compressive. This is consistent with Figure 53, from which it may be inferred that compressive creep contributes a large proportion of the inelastic strain during one complete cycle, resulting in a net compressive inelastic strain.

Again, since the model does not allow interfacial sliding, the compressive inelastic strain should not alter the footprint of the film on the substrate, although it causes a change in the edge profile of the film. Figure 55 shows the profile of the right edge of the Cu film at different stages during the thermal cycle. Because of the absence of stress at the starting temperature, the film starts out with a vertical right-edge profile. Upon heating, the film-edge profile begins to slope outwards from the interface to the top, the slope becoming shallower with increasing temperature. Upon cooling, the edge-slope becomes steeper, and eventually settles at a small but finite value away from the vertical. Interestingly, the footprint of the film on the substrate appears to be significantly smaller at the end of the cycle, although interfacial sliding was not accounted for in the model. This is attributable to the accommodation of compressive inelastic deformation of the film by elastic deformation of the substrate. This point is discussed further in section 6.

Figure 56 shows the distribution of $\tau_i$ near the edge of the Cu film at various temperatures. $\sigma_{xx}$ is compressive during the entire heating segment and the associated positive $\tau_i$ would tend to make the film-edge move inward (towards smaller $2x/l_0$) if sliding were allowed. This trend continues even during the cooling segment till $\sigma_{xx}$ becomes tensile around 550K, below which $\tau_i$ assumes a small negative value and tends to make the interface slide to the right. Overall though, if interfacial sliding could occur,
the sense of $\tau_i$ over most of the thermal cycle would result in a net shrinkage of the film-footprint on the substrate, with the film edge moving inward. Once again, this is consistent with the trends observed experimentally on the Cu-Si sample.

![Graph](image1)

**Figure 55.** Computed Profiles of the Right Edge of the Cu Film at Different Temperatures During Heating and Cooling. The Horizontal Line at the Top of Each Edge-Profile Has Been Drawn in to Delineate the Film Edge Clearly, and Do Not Represent the Actual Data. [6]
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**Figure 56.** Distribution of Interfacial Shear Stress $\tau_i$ Close the Edge of Cu Film at Different Temperatures During Thermal Cycling. [6]
6. Discussion

As noted above, the model showed that the Cu film displays an apparent footprint change even though interfacial sliding was not allowed. This is primarily attributable to the large net inelastic compressive deformation of the film during a complete thermal cycle, and the associated inability of the film stress to return to its starting value, as noted in Figure 54. Since the film ends with a tensile stress despite starting out stress-free, the substrate ends up with a compressive stress, and hence is elastically compressed at the end of the cycle relative to its starting state. This contraction of the substrate following cycling is responsible for the contraction of the line width apparent in Figure 55. Thus, a ratcheting of the stress state would typically be associated with an apparent change in line footprint, even when interfacial sliding does not occur. However, it should be noted that in the model, our substrate was only 5\(\mu\)m thick, and therefore, would be expected to display significantly greater contraction than real Si substrates, which are typically 500-700\(\mu\)m thick. As observed in Figure 55, the displacement of the film edge after one cycle is \(\sim 0.04t_0\), which amounts to a footprint change of about 8nm. In the experiment, the Si wafer was \(\sim 725\mu\)m thick, and therefore, apparent changes in film footprint due to elastic deformation of the substrate would be much less than 8nm, and hence indiscernible in the AFM. Since we observe a mean film shrinkage of \(\sim 47\) nm after the first cycle, and \(\sim 135\)nm after the fifth (Figure 46), this must be due to interfacial sliding.

Because of the paucity of lattice dislocations and the difficulty of dislocation glide in thin films [76], the yield strength of thin films is usually high, and plastic deformation via dislocation glide at low temperatures is likely to be limited during thermal cycling. The dominant mechanism of plastic deformation of the thin film is therefore believed to be creep/stress relaxation. Indeed, Cu films on Si have been noted to creep at temperatures as low as 333K during thermal cycling [15] whereas Al films on Al\(_2\)O\(_3\) have been thought to creep at even lower temperatures [16]. This is also borne out by the FEM results presented above, even though accurate temperature-dependent yield strength and creep data for thin films were not available for the model, and diffusional creep effects were ignored (which would have the effect of overestimating plastic strains and underestimating creep strains). In practice, therefore, creep effects are even more
accentuated during thermal cycling than the FEM results would suggest. If interfacial sliding were not allowed, these large creep strains would simple result in stress relaxation of the film, with no discernible dimensional change. However, if interfacial sliding is allowed to occur, permanent relative change between the dimensions of the metal film and the Si substrate at the interface would be expected, as observed here experimentally. It is therefore believed that near the edges of the film, creep relaxation of the film is accommodated by interfacial sliding due to the presence of interfacial shear stresses, thereby allowing the film-dimensions to change. Since the permanent differential strain measured in the present work is ~3-8%, which is much larger than the differential thermal expansion of the Al or Cu relative to Si over the entire test temperature range, it is inferred that the observed plastic strain accrues cumulatively during thermal cycling due to continuous stress and temperature revision. This is consistent with Figure 46, which clearly demonstrates the cumulative nature of interfacial sliding displacement.

From the experimental results, it is interesting to note that the change in the Cu-line width after 5 cycles amounts to an average plastic strain of ~8%, which is significantly larger than the 3% plastic strain observed in the much wider Al films. This is despite the fact that the net inelastic strain induced in Cu during thermal cycling is on the same order (or somewhat smaller) as those in Al (compare Figures 49 and 53). This is consistent with the notion that interfacial sliding occurs only near the edges of the film where the shear stresses are significant. The Cu lines, being significantly narrower than the Al films in the present work, allow interfacial sliding to occur over a larger fraction of the line-width than the Al films. Since interfacial sliding is necessary to accommodate differential deformation of the film and Si, the Cu line shows a larger proportionate change in width than the Al films.

It was noted in the experiments that the edge-profile of the Cu line became steeper during cycling, as the Cu lines shrank. The model, however, showed that an originally vertical edge-profile developed a slope during cycling. However, these observations not inconsistent when the nature of the slopes is taken into account. In the model, an originally vertical profile became positively sloped (sloping outward from the interface to the film surface, or acute angle θ between film-edge and substrate surface). In the
experiment, an originally negative edge-profile (sloping inward from the interface to the film surface, or obtuse angle $\theta$ between film-edge and substrate surface) tended to become vertical. Thus both model and experiment resulted in changes in the same direction, with $\theta$ decreasing due to cycling.

The shape change of films wherein the slope of the side faces changes after thermal cycling indicates that plastic deformation of the films is non-uniform in the through-thickness direction, and the typically assumed plane-stress condition is not valid at the microscopic level. Generally, following thermal cycling, the film is strained to a greater extent close to the film-substrate interfaces. This is primarily because the film has a through-thickness gradient of in-plane normal stresses, particularly near the edges. The in-plane stresses are typically largest at the interface, thereby allowing maximum creep/plasticity near the interface, as demonstrated by the strain distributions in Figures 50 and 54. Also, near the interface, the film creep may be accommodated by interfacial creep, allowing the film dimensions to alter more.

From Figure 48, it is noted that with decreasing film aspect ratios (ratio of line-width to line-thickness), an increasingly larger proportion of the interface is subjected to shear stresses. Furthermore, significant peeling stresses (normal tensile stresses) may act on the interface near the film edges, the extent of the film subjected to such peeling stresses increasing with decreasing film aspect ratio. Indeed, as evident from Figure 48, for a film thickness of 0.1$\mu$m and a line width of 1$\mu$m, interfacial shear stresses prevail over nearly the entire film width, and tensile peeling stresses exist over a distance of about 20% of the film-width from each film-edge. It is this combination of interfacial shear stress and the normal peeling stress near the edges of the film that is thought to drive interfacial sliding in order to accommodate creep deformation of the film. Clearly, the sense of the interfacial shear stress changes depending on the stress state of the film, as noted earlier for Al and Cu, allowing the film to either expand or shrink relative to the substrate. With an alteration of the in-plane stress state, the normal interfacial stress $\sigma_i$ also changes sign, being tensile (peeling) for a tensile $\sigma_{xx}$, and compressive for a compressive $\sigma_{xx}$. Thus for equal magnitudes of the interfacial shear stress $\tau_i$, the
interfacial creep rate ($\gamma_i$) should be greater when the film is in tension (since $\sigma_i$ will augment $\tau_i$; Equation 6.1), and slower when the film is in compression (since $\sigma_i$ will result in a threshold stress; Equation 6.1). The sliding rate is also enhanced by smoother interfaces (smaller values of $h$), which is why films deposited on smooth wafers (RMS roughness of $<$1nm, as in our experiments) display significant size changes. Interestingly, whereas a smoother interface tends to increase the sliding rate, it reduces the impact of the normal stress, since the effect of $\sigma_i$ scales with $(h/\lambda)^3$. Therefore, for very smooth interfaces, the effect of the normal stress may become quite small, resulting in little noticeable difference in the sliding rates for films in tension and compression.

In summary, the phenomenon of interfacial sliding-accommodated inelastic deformation of films would be expected to be more prominent for films with small lateral dimensions (e.g., narrow lines) and smooth interfaces. As the micro-electronic industry moves towards progressively larger-scale integration, dimensional stability of metallic lines is likely to become increasingly important, making it critical to understand the mechanisms and kinetics of interfacial sliding. In particular, it is necessary to develop methodologies to characterize the kinetics of interfacial sliding, and analytical techniques to account for these effects in modeling efforts. This is particularly important since with the advent of new generations of dielectric films with low elastic moduli (which may be more than an order of magnitude smaller than those of metallic films), the constraint traditionally imposed on the deformation of metal lines by stiff oxide passivations is no longer available.

7. Conclusions

The cross-sectional profiles of thin Al and Cu films on Si substrates were measured using AFM before and after thermal cycling under different conditions. It was observed that thermal cycling resulted in alteration of the lateral film dimensions, with the Al film expanding and the Cu lines shrinking relative to the substrate. Additionally, the edge profiles of the films were found to change because of through-thickness variations in the film stress and strain states, particularly near the edges. These changes were attributed to inelastic deformation of the film (mainly creep and some plastic
yielding), accommodated by diffusively accommodated sliding at the interface. This sliding process is driven by interfacial shear stresses, and may either be augmented or ameliorated by interfacial normal stresses.

The evolution of stress and strain states within the film during thermal cycling was modeled using finite element analysis, and the observations were found to be consistent with the experimental trends. It was observed that large interfacial shear stresses usually exist near the edges of thin films, in association with in-plane film stresses, which arise due to thermal expansion mismatch between the film and the substrate. It was further noted that with decreasing lateral film dimensions, interfacial shear stresses exist over a larger proportion of the film width. Since interfacial sliding is driven by these shear stresses, it is limited to regions very close to the film edge for large-area films. Therefore, for large-area films, dimensional changes due to interfacial sliding and film plasticity are negligible compared to film dimensions. However, with decreasing film dimensions, interfacial sliding, and hence changes in film dimensions, become more prominent.

The model also predicted slope changes of the film-edge profile due to through-thickness strain variations near the film edges, the predicted trends being consistent with experiments. Further, the model showed that the sense of the interfacial shear stress changes depending on whether the film is in in-plane tension or compression. This allows the direction of interfacial sliding to adjust itself so that the footprint of films subjected to a net tensile inelastic strain during thermal cycling can expand relative to the substrate, whereas films subjected to a net compressive inelastic strain can contract. This is consistent with the experimental observation that evaporated Al films expand whereas electroplated Cu films contract relative to the substrate during cycling. Finally, it was noted that decreasing interfacial roughness accelerates interfacial sliding, while reducing the contribution of interfacial normal stresses to the sliding kinetics.
B. Cu/LOW k DIELECTRIC STRUCTURES ON Si

(co-authored with I. Dutta and C. Park)

1. Introduction

The large mismatch in the coefficients of thermal expansion (CTE) between metallic thin films and Si substrates usually causes plasticity and creep of the film during thermal cycling [15]. This mismatch also generates shear stresses at the interface, which can drive diffusively accommodated interfacial sliding, resulting in alteration of the film footprint on the substrate [6, 8, 9]. In large-area films, these shear stresses (and hence sliding) are limited to regions close to the film-edges; but for films with small lateral dimensions (e.g., narrow interconnect lines), sliding may occur over a large area-fraction of the interface. In Al/SiO2 back-end interconnect structures (BEIS), sliding and the associated line-dimension changes are constrained by the stiff SiO2 dielectric. However, with the increasing use of mechanically compliant low-k dielectrics (LKD) in the back-ends of modern devices, changes in line dimensions due to plasticity and sliding are unlikely to be fully constrained. This is particularly exacerbated by global shear stresses imposed on the BEIS due to joining of the device to a package-level substrate (typically an organic with a much higher CTE than Si). Under the joint action of the local (film/Si level) and global (Si/package level) stresses, the film can yield incrementally during each thermal cycle, resulting in crawling of the film on the substrate in the direction of the global shear stress [96]. Under interfacial sliding conditions, crawling is likely to be exaggerated, particularly when the surrounding LKD is unable to provide sufficient mechanical constraint, possibly resulting in shifting line positions and large-scale line distortions. In addition to occurring along the in-plane Cu/Si interfaces, sliding also occurs at vertical Cu/LKD interfaces due to out-of-plane CTE mismatch between Cu and LKD, causing steps to appear at these interfaces [11, 97].
In this section, we present results of atomic force microscopy (AFM) measurements of both lateral and out-of-plane dimensions of (a) stand-alone Cu lines on Si, and (b) Cu/LKD structures on Si, with the intent of delineating the role of interfacial sliding during thermal cycling of devices during processing and service. Some preliminary observations of deformation of back-end structures due to global package-level loads are also reported.

2. Experimental Approach

Three types of samples were used for the AFM experiments. The first type (A) comprised a pattern of parallel 1.4 µm wide, 250nm thick, electroplated Cu lines with a pitch of 2 µm on Si with a 35nm Ta barrier layer at the interface. This sample was utilized to study deformation and sliding of standalone Cu lines on Si along both in-plane (IP) and out-of-plane (OOP) directions. The second sample type (B) consisted of one layer of 350nm thick, alternating parallel Cu and LKD lines on Si. The width of the Cu lines, which were surrounded on the sides and bottom by a 35nm thick Ta barrier layer, varied from 0.2 to 1.8 µm, with the corresponding LKD width ranging from 1.4 to 1.1 µm. This sample, fabricated via the damascene process using a hybrid organic/inorganic silicate-based LKD, and chemo-mechanically polished (CMP) to produce a nominally flat surface, was used to study deformation and sliding along the OOP direction. Both samples were annealed for 30 minutes at 673K after Cu-electroplating, producing Cu lines, which were nearly stress-free at 293K [95, 98]. Both samples A and B were subjected to 5 thermal cycles from 293K to 723K in vacuum at nominal heating and cooling rates of 10K/minute, and the surface profiles were measured perpendicular to the Cu line length before and after each cycle by an AFM at 293K. Sample B was also cycled in-situ in the AFM (in air) from 293K to 398K, and the profiles were recorded at selected temperatures.

A third type of sample (C) comprised a single layer of alternating Cu/LKD lines, capped by a 200nm LKD layer. The sample cross-section was revealed by micro-cleaving normal to the interconnect lines, followed by focused ion beam (FIB) polishing. The sample was then bonded to an Al plate (CTE = 22x10^{-6}/K) using a glass-filled epoxy
(E = 11GPa, CTE = 21x10⁻⁶/K) and cycled in-situ in the AFM to simulate and observe BEIS deformation due to stresses related to flip-chip packaging.

3. Results and Discussion

Figure 41 shows typical profiles of a standalone Cu line (Sample A) prior to, and following the first through fifth cycle between 293 and 723K. A perspective AFM image of the Cu line structure on Si is also shown as an inset. The Cu lines are observed to shrink laterally with progressive cycling, along with a corresponding increase in line thickness (height). Statistical analysis of the line profiles revealed that the rate of these changes slowed with progressive

Figures 57 and 58 show typical surface and profiles of sample B (Cu/LKD) before and after cycling from 293-723K. Before cycling, a ~10nm step was noted on the sample-surface at the vertical Cu/LKD interfaces, indicating that the Cu lines were a little thicker than the LKD after CMP. After cycling, the interfacial step height (Δi) was found to change differently for different Cu line widths. This is shown in the surface step height vs. probability plots in Figure 59, which show that Δi increases with cycling for 1.8µm wide Cu lines, remains roughly unaltered for 0.8µm lines, and decreases with cycling for 0.2 µm wide lines. As noted in Figure 45 the 1.8µm Cu lines are expected to shrink appreciably in the IP direction. The adjacent LKD lines are unlikely to be able to constrain this deformation because of the low Young's modulus of LKD (4-5GPa) relative to Cu (130GPa). Assuming that the vertical Cu/Ta/LKD interfaces are strongly bonded, the large lateral shrinkage of the Cu lines places the intervening LKD in IP tension, resulting in OOP shrinkage of the LKD due to Poisson effect as shown in Figure 60a. Estimating the OOP Poisson's ratio of the LKD to be 0.2 and a 40nm IP expansion of the 1.4µm wide LKD (i.e., 20nm contraction of the 1.8µm Cu line on each side) would result in OOP shrinkage of ~2nm per cycle. When the OOP expansion associated with the IP contraction of the Cu lines is added to this OOP shrinkage of LKD, Δi can increase considerably, as observed in Figure 59a.
Figure 57. AFM Image of the CMPed Surface of a Single Level Interconnect Structure on a Si Device, Consisting of Parallel Cu Lines of Alternating Widths of 1.8 and 0.2µm, Separated by a Low-K Dielectric (LKD).

Figure 58. Surface Profiles Showing Changes in Interfacial Step Height Between Cu and LKD During Thermal Cycling Over 293-723K.

Figure 59. Change in Interfacial Step Height vs. Probability for 1.8, 0.8 and 0.2µm Wide Cu Lines Following Thermal Cycling from 298K to 723K.
Figure 60. Model Showing Elastic Stresses Due to Differences Between CTE of Cu, LKD, and Si. Thick Cu lines undergo OOP and IP deformation (a) while Thin Cu undergo only OOP deformation.

On the other hand, when the Cu lines are only 0.2µm wide, the IP shrinkage of the Cu line along the Cu/Si interface is very small, causing negligible IP strains in the adjacent LKD lines, which are quite wide (1.4µm). However, the wide LKD lines are likely to apply significant OOP constraint on the narrow Cu because of low CTE of LKD* relative to Cu, forcing the Cu lines to undergo compressive inelastic deformation in the OOP direction as shown in Figure 60b. Indeed, Cu films have been observed to

---

* The in-plane CTE of a blanket LKD film on Si was estimated to be \( \sim1\times10^{-6}/K \) using wafer curvature measurements, assuming the in-plane biaxial modulus of the film to be 7GPa. The present discussion assumes that the OOP CTE is close to the IP CTE.

† The origin of LKD constraint on the narrow Cu lines is better understood by visualizing the lines as thin films of 0.2µm thickness on a 1.4µm thick LKD substrate, with the film-plane normal to the Si surface.
creep significantly at temperatures above 323-343K [15, 99]. This permanent OOP shrinkage of Cu relative to LKD is consistent with the decrease of $\Delta_i$ after cycling observed in Figure 59c. It should be noted that the observed shrinkage of Cu relative to LKD can also be rationalized by assuming OOP inelastic deformation of the LKD at high temperatures under the tensile constraint imposed by the Cu lines. However, this is incompatible with Figure 59a, where the wider Cu lines would be expected to impose greater OOP tensile constraint, and therefore cause greater expansion of the LKD relative to Cu, instead of the observed shrinkage as shown in Figure 60b. Therefore, OOP inelastic deformation of LKD does not appear to be an issue. In summary, for all Cu line widths, the OOP step height changes are driven by both IP and OOP deformation of Cu, with the effects of IP deformation dominating for wide Cu lines, OOP deformation dominating for narrow Cu lines, and both effects having roughly equal but opposite contributions for Cu lines of intermediate width (Figure 59b).

The observation that all changes in step height occur exactly at the interface (Figure 58) suggests that the differential OOP deformation of Cu and LKD is

![Graph showing Cu Line Edge Profile Before and After 5 Thermal Cycles from 298K to 723K in Vacuum.](image)

Figure 61. Cu Line Edge Profile Before and After 5 Thermal Cycles from 298K to 723K in Vacuum.
accommodated at the interface by a sliding mechanism. This is illustrated by the edge profile of a Cu line before and after cycling till 723K, shown in Figure 61. The height difference between LKD and the Ta barrier layer is observed to remain constant, whereas the height difference between Ta and Cu line changes upon cycling. This demonstrates that the differential deformation between Cu and LKD is accommodated at the Cu/Ta interface, consistent with the findings of Reference 11. The mechanism of this sliding phenomenon is discussed later.

Figures 62a and b show the in-situ surface profiles of sample B straddling the 0.2 and 0.8μm wide lines, respectively, at different stages of a 293-398K cycle. For neither line is any significant change in Δi noted between 293 and 348K. However, between 348 and 398K, the step height increases significantly, this being more prominent for the wide Cu lines. Upon cooling back to 293K, Δi decreases slightly, but remains larger than before cycling. Because of the low temperatures involved, inelastic deformation of Cu is not expected. However, during heating, the differential expansion of Cu and LKD can be accommodated by interfacial sliding, but only at the higher end of the temperature range (>348K). It should be noted that two separate effects drive the increase in Δi at the higher temperatures: (a) greater OOP expansion of Cu relative to LKD, and (b) smaller IP expansion of LKD relative to Si, which causes a small OOP contraction of LKD. Still, both these effects combined are expected to cause no more than 2-3 nm of step height increase in the prescribed temperature range. Since this is much smaller than the observed increase in Δi, it is believed that the balance is due to oxidation of the Cu lines during cycling in air. A recent study showed that Cu thin films rapidly grow a compact Cu2O layer under 523K, which protects the film from further oxidation [100]. At 398K, this layer can be estimated to be ~2nm thick. In addition to this continuous oxide layer, discontinuous growth of oxide particles, ~2-4nm in thickness, were observed on the Cu lines in our samples. Therefore, it can be inferred that of the 6-10nm of Δi increase noted in Figure 62, 4-6nm is attributable to oxide layer growth, whereas the balance is likely due to interfacial sliding under the shear stress which develops in the OOP direction due to CTE mismatch between Cu and LKD.
Funn and Dutta [3] have shown that interfaces between dissimilar materials slide by a diffusional creep process akin to grain boundary sliding [32], the sliding rate $\dot{\gamma}_i$ being given by:

$$\dot{\gamma}_i \approx \frac{4\delta D \Omega}{kT h^3} \left[ \tau_i + 2\pi \left( \frac{h}{\lambda} \right)^3 \sigma_n \right]$$

(6.3)

where $\tau_i$ and $\sigma_n$ are the shear and normal stresses acting on the interface, respectively, $D_i$ is the interface diffusivity, $\Omega$ is the atomic volume of the film species, $\delta_i$ is the interfacial thickness, and $\lambda$ and $h$ are the morphological periodicity and roughness, respectively, of the interface. The combination of far-field $\tau_i$ and $\sigma_n$ produce local normal stress gradients at the interface, which drive diffusive fluxes along the interface, resulting in relative movement of the two sides. Recent experiments on model Al-Si interfaces [58] showed that very thin amorphous layers often present at interfaces act as fast diffusivity paths, leading to rapid sliding even at relatively low applied shear stresses and temperatures. Since $\dot{\gamma}_i$ is enhanced by smooth interfaces (small h), most interfaces encountered in microelectronics are highly susceptible to sliding. In particular, interfaces

Figure 62. In-Situ Surface AFM Profiles for Sample B for 0.2µm and 0.8µm Cu Lines at 298, 348 and 398K.
with a tensile $\sigma_n$ are particularly susceptible, since this augments the effective $\tau_i$. In the interconnect structures discussed above, sliding occurs along the Cu/Ta interfaces due to rapid interfacial diffusion of Cu, driven by the shear stresses which arise due to CTE mismatch of Cu with Si or LKD, and assisted by the smoothness of the interfaces ($h<1\text{nm}$). This is aided when a tensile $\sigma_n$ is present (e.g., at vertical Cu/LKD interfaces due to lateral Cu line shrinkage, Figure 59a).

In addition to the effects of chip-level stresses discussed above, very large package-level shear stresses are induced in the BEIS when a Si device joined to an organic substrate is thermally cycled. These stresses increase with increasing in-plane distance from the center of the chip, and may be large enough to cause large-scale plasticity of the Cu lines. Figure 63a shows a cross-section of sample C, revealing alternating narrow and wide Cu lines embedded in LKD. During in-situ cycling, the cross-section of one of the narrow (0.4$\mu$m) lines was observed, and points along the perimeter of the line at an elevation of 20nm from the adjacent regions (Si or LKD) were recorded from a series of line profiles. The locus of these points was then plotted to reveal the outline of the Cu line at different stages of thermal cycling (Figure 63b). It is seen that the line undergoes large shear distortion during heating to 398K, much of which remains upon cooling to 298K, suggesting that the line is plastically deformed. This is consistent with the phenomenon of film crawling during thermal cycling, where Al lines on Si were noted to deform in shear, with the strain ratcheting up with increasing number of cycles, eventually breaking a SiN barrier layer surrounding the line [96]. It is possible that similar effects may be observed in the present system after numerous cycles, with the distorted Cu line breaking the Ta barrier layer, and migrating laterally relative to Ta via interfacial creep. The inability of the LKD to constrain such migration makes this a likely failure mechanism in Cu/LKD BEIS. Studies are currently under way to identify the various deformation mechanisms operative in BEIS.
4. Conclusions

Thermal cycling resulted in lateral shrinkage of Cu lines on Si, along with a change in edge-profile. This was attributed to inelastic deformation of the film, accommodated by diffusional interfacial sliding. Lateral Cu-line shrinkage, along with CTE mismatch between Cu and dielectric, also provided the driving force for out-of-plane interfacial sliding, which accentuated steps on CMPed single layer Cu/low-K structures. Narrow, 0.2µm Cu lines also underwent out-of-plane inelasticity due to CTE mismatch with low-K. Observations of the cross-sectional perimeter of a 0.4µm wide Cu line embedded in low-K showed that under package level stresses, Cu lines undergo permanent shear deformation, which increases progressively with cycling.
VII. CONCLUSIONS

The mechanical behavior of interfaces plays a key role in the overall performance of structures. In multicomponent structures, shear stresses frequently arise during thermomechanical excursions due to differential expansion/contraction between the different components. At elevated temperatures, interfaces can undergo diffusively accommodated sliding (interfacial creep) to relieve the thermal stresses, usually resulting in dimensional changes, which affect the overall reliability and performance of the system. In this dissertation, a methodology for measuring interfacial sliding in engineering systems was developed to study the mechanism and kinetics of interfacial creep, and the impact of this phenomenon on thin film-substrate applicable to microelectronics was investigated.

Initially, well-bonded Si/Al interfaces were produced via diffusion bonding in high vacuum at 843K for 1 hour with an applied pressure of 1.5 MPa in an uni-axial compression die. An experimental approach to isolate and measure the creep behavior of interfaces in multi-component systems was refined, and used to study model diffusion-bonded Al-Si interfaces. The kinetic parameters for interface sliding were experimentally determined for the Si-Al system by measuring the interface displacement rates at various temperatures while varying the interfacial shear stress, normal stress, and roughness. All the experiments thus far indicate that only one mechanism (interfacial diffusion-controlled diffusional creep) operates over the present testing range (T/T_m of ~0.45-0.72, \( \tau_i/G \) of ~2x10^{-5} to 2x10^{-4} with respect to Al) with an apparent activation energy of ~42kJ/mol. Additionally, the interfacial normal stress (\( \sigma_n \)) and roughness (h) were also varied (\( \sigma_n \) of 0 to 3.0MPa, h of ~18, 54, and 174nm), resulting in alteration of the creep kinetics although the same mechanism continued to prevail. The experimental data affirms that the model proposed by Funn and Dutta [3] is accurate for planar interfaces with various interfacial roughnesses at high homologous temperatures (with respect to Al) with or without applied normal stresses.
The impact of interfacial creep on the reliability of microelectronics was evaluated via atomic force microscopy, based on stand alone Cu interconnect lines on Si and Cu/low k dielectric interconnect structures on Si. Thermal cycling experiments showed that lateral shrinkage of stand alone Cu lines on Si occurred, along with changes in the cross-sectional profiles. In the Cu/low k dielectric structures, the lateral Cu-line shrinkage, along with CTE mismatch between Cu and dielectric, also provided the driving force for out-of-plane interfacial sliding accentuating the step on an initially flat (chemically-mechanically polished) single layer Cu/low-k structure. These changes were attributed to inelastic deformation of the film, accommodated by diffusionally accommodated sliding at the interface.

Initial observations of cross-sections of the back-end structures of a Si device via atomic force microscopy revealed that Cu lines embedded in low k dielectric undergo permanent shear deformation due to package level stresses generated during thermal cycling. This can potentially lead to diffusionally accommodated interface sliding between the Cu lines and the Si substrate, enabling gross film crawling during thermo-mechanical cycling associated with service conditions. More detailed AFM observations are needed to verify this hypothesis.
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