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When resonant laser light passes through a vapor, the laser's intrinsic phase fluctuations induce random variations in the atomic coherence, which, in turn, give rise to fluctuations in the medium's absorption cross section. Hence, laser phase modulation noise (PM) is converted to transmitted laser intensity (i.e., amplitude) modulation noise (AM). Here, we consider the influence of collisional dephasing on the PM-to-AM conversion process. Specifically, we measure the relative intensity noise of a diode laser beam, resonant with the Rb $D_1$ transition at 794.7 nm, after it has passed through a Rb$^{87}$/N$_2$ vapor as a function of nitrogen number density. Our results demonstrate that when collisional dephasing is very rapid, the spectral density of cross-section fluctuations is reduced, so that there is a significant decrease in the efficiency of PM-to-AM conversion at low Fourier frequencies. These results imply that, in general, when laser PM-to-AM conversion is the dominant noise process, pressure broadening can actually increase spectroscopic sensitivity.
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I. INTRODUCTION

In the weak-field limit of radiative interactions, it is easy to think of resonant absorption as a passive process: an optical field impinges on an atom or molecule and within some cross-sectional area σ, the atom has a high probability for absorbing the radiant energy. In nearly all respects, with the exception of the field's detuning from resonance, this viewpoint considers σ as an intrinsic, static property of the medium that is independent of the field. In point of fact, however, resonant absorption is a dynamic process even in the weak-field limit. As a consequence, though a single-mode diode laser is essentially monochromatic, the field's residual stochastic variations can generate relatively large fluctuations in a resonant vapor's absorption cross section.

The consequences of field-induced cross-section fluctuations may be understood qualitatively through Beer's law [1]. If δω(t) represents the stochastic frequency (i.e., phase) variations of a laser field (most typically associated with frequency noise), and δE(t) represents the field's stochastic amplitude fluctuations (due perhaps to mode partition noise), then under the assumption that these variations are "small,"

\[ \delta I(z,t) = \left[ N \right] \left[ \frac{\delta \sigma}{\delta \omega} + \frac{\delta \sigma}{\delta E} \right] e^{-[N]nc}, \]  

(1)

Here, δI(z,t) represents the random fluctuations of the light intensity transmitted to a depth z in the absorbing medium; [N] is the number density of absorbing atoms or molecules in the vapor, and we note that in the case of single-mode diode lasers the phase noise term has the dominant influence. Of course, the idea of small frequency variations is problematic for a single-mode laser, since the (nearly) δ-correlated aspect of the fluctuations implies that the root-mean-square value of δω(t) is exceptionally large [2]. Nonetheless, Eq. (1) makes it clear that laser phase modulation noise (PM) can be converted to transmitted intensity (i.e., amplitude) modulation noise (AM), and that the efficiency of this conversion process will depend on the density of absorbers, the magnitude of the laser's frequency fluctuations, and the sensitivity of the cross section to those fluctuations.

In the regime of high Fourier frequencies, PM-to-AM conversion finds application as a novel spectroscopic technique [3,4]. Basically, for Fourier frequencies of the field's phase fluctuations that match an atomic or molecular resonance, the absorption cross section can display large amplitude oscillations [5]. Thus, the noise spectrum of the transmitted light will show "bright lines" at resonance frequencies, yielding information on atomic structure [6] or the absorbing medium's elemental composition [7]. In the regime of low Fourier frequencies, however, (less than about 10 kHz) PM-to-AM conversion is of no utility; it is simply a source of excess noise, and as such is to be eliminated if possible. Unfortunately, as may be appreciated from Eq. (1), PM-to-AM conversion is inherent to the absorption process and cannot be eliminated [8]; it may only be ameliorated. This issue of PM-to-AM conversion is of more than academic interest, since research has shown that the performance of vapor-cell atomic clocks may be seriously limited by this noise process [9]. Though the most straightforward mitigation strategy is to simply reduce the single-mode laser's linewidth [10], and hence the level of the field's phase noise, such an option is not always viable, nor is it necessarily the optimum strategy in all situations.

To understand better how a medium's absorption cross section responds to a fluctuating field, the present study looks at the effect of collisional dephasing on the efficiency of PM-to-AM conversion. Specifically, in Secs. II and III we describe our experiment and its results examining PM-to-AM conversion in a vapor of Rb87 atoms perturbed by N2 collisions. Basically, we find that there is a dramatic decrease in the efficiency of PM-to-AM conversion when the collisional dephasing rate exceeds the optical transition's Doppler-broadened linewidth. In Sec. IV, we outline a theory of PM-to-AM conversion that includes buffer-gas dephasing collisions, and we show that when the time scale of collisional dephasing is much shorter than the field's correlation...
time, PM-to-AM conversion becomes inefficient. We con-
clude by considering the general spectroscopic implications of our results.

II. EXPERIMENT

According to Beer's law, fluctuations in the absorption cross section \( \sigma \) will manifest themselves through variations in the light intensity transmitted by a resonant vapor. Specifically, since the cross-section fluctuations we are concerned with are small

\[
\langle I(z) \rangle + \delta I(z) = \langle I \rangle e^{-N \sigma(z)(1 - [N]/[N])},
\]

where \( \langle \sigma \rangle \) is the average absorption cross section. Consequently, for a fixed number density of absorbers, the relative intensity noise or RIN (i.e., \( \delta I_{\text{rms}}/\langle I \rangle \)) may be employed as a measure of the vapor's rms cross-section variation,

\[
\delta \sigma_{\text{rms}} = \frac{1}{(N/[N])} \frac{\delta I_{\text{rms}}}{\langle I \rangle}.
\]

In our experiment, illustrated in Fig. 1, we examined the intensity fluctuations of a single-mode AlGaAs diode laser (Mitsubishi ML44126) after passing through a resonant Rb vapor contained in a Pyrex resonance cell with a N\(_2\) buffer gas. The diode laser, emitting 5 mW and with a linewidth of 60 MHz, excited the \( D_1 \) transition of Rb at 794.7 nm, specifically, as illustrated in Fig. 2, the \( 5^2S_{1/2}(F = 1) - 5^2P_{1/2}(F' = 1, 2) \) transition of Rb\(^{87}\). Due to the disparity in coupling strengths between the \( F = 1 \) and \( F' = 1, 2 \) hyperfine levels, most of the absorption is associated with the \( (F = 1) - (F' = 2) \) transition, so that to some extent the atomic system mimics a two-level atom. In the experiments, we employed several isotopically enriched Rb resonance cells with N\(_2\) buffer-gas pressures ranging from 1 to 100 torr. The resonance cells had a diameter of 2.2 cm, a length \( L \) of 3.9 cm, and were wound with braided wire and actively stabilized to a temperature of \(-38^\circ C\) (i.e., \([\text{Rb}^{87}] \approx 7.5 \times 10^{10} \text{ cm}^{-3} \) [11]). After passing through an optical isolator, the laser beam was attenuated, expanded and then apertured so as to create a fairly uniform spatial profile. The diameter of the beam entering the resonance cell was 0.8 cm.

Prior to measuring diode laser RIN for one of our cells, we measured the number density of atoms in the absorbing \( 5^2S_{1/2}(F = 1) \) state as a function of the laser intensity. Basi-

\[
\text{FIG. 1. Experimental arrangement as described in the text.}
\]

and signal photodiodes. Using the reference photodiode, we could infer what the signal photodiode would have measured for the laser intensity on resonance if the Rb\(^{87}\) vapor had not been present (i.e., \( I_s \)). Then, using the on-resonance laser intensity measured with the signal photodiode \( I_{\text{res}} \), we determined the vapor's attenuation coefficient \( \kappa \),[Rb\(^{87}\)](\langle \sigma \rangle) = \kappa = 1/L \ln(I_s/I_{\text{res}}). \) These measurements are shown in Fig. 3 for our 1-, 10-, and 100-Torr N\(_2\) cells. For each cell, we chose an operating light intensity for the RIN measurements that was relatively large (so that shot noise on the photodetector would not confound our measurements), but small enough so that the attenuation coefficient was relatively insensitive to light-intensity variation (i.e., no optical pumping reduction of Rb\(^{87}\) [12]). For general reference, we note that at low light intensity, our average absorption cross section for the laser-tuned on resonance in the 1 torr cell was \( \approx 5.2 \times 10^{-12} \text{ cm}^2 \).

The difference in the low-intensity asymptotes for the three cells is primarily due to the fact that the average absorption cross section is inversely proportional to atomic linewidth \( \Delta \nu \). In the 1-Torr cell, the absorption linewidth is limited by the 510-MHz Doppler width for the \( D_1 \) transition.
ΔνD, whereas in the 100-Torr cell pressure broadening gives rise to a 1.6 GHz linewidth. (The N2 pressure-broadening coefficient for the Rb D1 transition is 16.3 MHz/Torr [13].) Since it was difficult to get each of the resonance cells to exactly the same temperature, the alkali number densities (and hence the δσrms values) were not directly comparable from cell to cell. Therefore, we used these asymptotes to calibrate our alkali densities.

As is well known, since Δν(σ) is essentially a constant for a given resonance [14], any variation among values of ν must be due to variations in alkali number density. Therefore, to calibrate the number density in our cells we first computed values of ν for each cell, where ν is the asymptotic value of the attenuation coefficient and ν ≡ √νD2 + (Pβ)2 [15] with P the N2 pressure and β the N2 pressure-broadening coefficient. We then computed the average value of ν for all our cells, and compared any particular cell’s value of this quantity with the average. Specifically, to calibrate our measurements we multiplied the RIN by the ratio of ν to ν,

$$\delta \sigma_{\text{rms}} = \frac{1}{\langle \kappa \Delta \nu \rangle} \left( \frac{\kappa \Delta \nu}{\langle \kappa \Delta \nu \rangle} \right) \frac{\delta I_{\text{rms}}}{\langle I \rangle}.$$  (4)

For our measurements, this procedure indicated that the average deviation of Rb7 among our cells was about 20%, corresponding to a cell-to-cell temperature variation of approximately ±2°C.

Once an appropriate laser intensity was chosen for a particular resonance cell, we proceeded to the RIN measurements. First, we chopped the light and measured the average laser intensity on our reference and signal photodiodes using the lock-in amplifier. Then, without light chopping, we measured the intensity noise at ~400 Hz in a 1 Hz bandwidth with our spectrum analyzer for both the reference and signal photodiodes. Taking the ratio of the noise to average intensity gave us the laser RIN prior to entering the resonance cell. These measurements were made as a function of laser tuning Δ and are shown in Fig. 4 for our 1-, 10-, and 100-Torr N2 cells. The figure shows raw RIN measurements after passing through the resonance cell, but prior to calibration for cell-to-cell temperature variations. In all cases our laser RIN before passing through the resonance cell showed no appreciable effect on PM-to-AM conversion efficiency.

Figure 5 constitutes the main experimental results of the present work. There, the rms value of the cross-section fluctuations is shown as a function of the N2 pressure. These measurements have not been corrected for cell-to-cell temperature variations, and, therefore, demonstrate that N2 pressure has a very clear effect on PM-to-AM conversion efficiency.
the field’s amplitude and frequency remain unchanged during the collision. Consequently, we can view the stochastic field as a continuous random perturbation on the atom, ignoring the collisional interruptions in this interaction.

By the same argument, however, we must recognize that the binary buffer-gas perturbation is not properly described as a continuous random process, but more akin to sudden, random impulses that scramble the phase of the field-atom interaction. Notwithstanding this recognition of the collisions’ stochastic nature, we will model the buffer-gas perturbation as a continuous random process in what follows. This is valid, since we average atomic evolution over a time $\tau_{\text{avg}}$ that is long compared to the duration of a collision but short compared to the field’s correlation time (i.e., we average the collisional perturbation over $\tau_{\text{avg}}$ thereby distributing its effect over this time interval).

If we restrict our attention to a two-level quantum system, then when a resonant field excites an atom or molecule the superposition it creates is just a linear combination of the ground state, $|g\rangle$, and excited state, $|e\rangle$, wave functions

$$\Phi = a_g(t)e^{-i\mathcal{E}t/\hbar}|g\rangle + a_e(t)e^{-i\mathcal{E}t/\hbar}|e\rangle.$$

In this case, as may be readily shown using Maxwell’s equations and the relationship between polarizability and average dipole moment $[1,17]$, the absorption cross section has a relatively simple dependence on the expansion coefficients of Eq. (6),

$$\sigma = -\frac{16\pi^2 \mu_{\text{eff}}}{\mathcal{E}_0 \lambda_{\text{eff}}} \text{Im}[a_g^* a_e e^{-i\phi(t)}].$$

Here, $\lambda_{\text{eff}}$ and $\mu_{\text{eff}}$ are the transition wavelength and dipole moment, respectively; $\mathcal{E}_0$ is the amplitude of the field; $\phi(t)$ is the stochastic phase of the field, and we have assumed that the index of refraction of the vapor is near unity and that the laser is tuned on resonance. (As our interest is in PM-to-AM conversion, we restrict consideration to phase-diffusion fields $[18]$.) Written in this way, the dynamic nature of the absorption cross section is readily apparent, since variations in the expansion coefficients of the wave function will produce variations in $\sigma$.

### III. THEORY OF PM-TO-AM IN THE PRESENCE OF COLLISIONAL-DEPHASING

#### A. General considerations

Figure 6 illustrates the interaction of a Rb atom with a stochastic field and a perturbing buffer-gas molecule. We ignore three-body effects and bound-state formation, viewing the binary interaction as occurring over the time scale of a gas kinetic collision (i.e., $\tau_{\text{col}} \approx 10^{-12}$ s). For completeness, we note that kinetic and electronic energy may be transferred to the molecule during the collision, though the details of this process should have little influence on PM-to-AM conversion. Depending on the strength of the collisional perturbation, the Rb atom’s interaction with the field will be altered during the encounter, and most likely “switched off” due to shifts of the atom’s energy levels. Of course, the interruption of the field-atom interaction only lasts for the duration of the binary collision, and afterwards resumes. Since the mean time between Rb/buffer-gas collisions is roughly $2 \times 10^{-10}$ s for a buffer gas at standard temperature and pressure, the actual time that the field-atom perturbation could be “off” is relatively small. Moreover, since the correlation time of typical laboratory fields is much longer than $10^{-12}$ s (i.e., $\tau_{\text{corr}} \approx 6 \times 10^{-9}$ s for a laser with a 50 MHz linewidth), the field’s amplitude and frequency remain unchanged during the collision. Consequently, we can view the stochastic field as a continuous random perturbation on the atom, ignoring the collisional interruptions in this interaction.

For the maximum fluctuations curve (i.e., $\Delta_\phi \neq 0$), $\delta\mathcal{E} = 1.7 \times 10^{-16}$ cm$^2$, while for the on-resonance curve, $\delta\mathcal{E} = 3.1 \times 10^{-17}$ cm$^2$. These values are clearly related to the laser’s linewidth, and would be larger or smaller depending on the laser’s intrinsic phase noise. For both curves, however, we obtain $P_o = 27$ Torr. Thus, when the pressure-broadened linewidth is just a bit narrower than the Doppler width (i.e., $\mathcal{B}P_o = 440 < \Delta \nu_D = 510$ MHz), $\delta\mathcal{E}_{\text{ms}}$ falls to about a half of its maximum value. Further, since the same value of $\mathcal{B}P_o$ is obtained for both curves, this statement appears to be true independent of the laser tuning.

#### B. Fine-grain averaged Schrödinger equation

The temporal evolution of the expansion coefficients is, of course, determined by the Schrödinger equation

$$\frac{i\hbar}{\partial t} \Phi = H\Phi = (H_o + V_L + V_{\text{BG}})\Phi,$$

where $H_o$ is the unperturbed Hamiltonian, $V_L$ is the perturbation due to the laser field, and $V_{\text{BG}}$ is the perturbation arising from buffer-gas collisions. For the two-level atom, the laser perturbation is just

$$V_L = -\frac{\mathcal{E}_0 e^{i\phi(t)}}{2} e^{i\omega t + \text{c.c.}},$$

while for the on-resonance curve, $\delta\mathcal{E}_0 = 5.10 \times 10^{-17}$ cm$^2$. These values are clearly related to the dipole moment $[1,17]$, the absorption cross section has a relatively simple dependence on the expansion coefficients of Eq. (6),
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where $\tilde{\omega}$ is the average laser frequency.

With regard to the buffer gas, on a time scale that is long compared to a binary encounter, we consider that these collisions only shift the atomic state energy levels. Of course, in the case of N$_2$ or other molecular buffer-gas species, nonradiative relaxation of the excited state will also occur (e.g., electronic to vibrational energy transfer) [19]. However, since the optical-absorption cross section depends on the coherence between the ground and excited states, we assume that longitudinal (i.e., $T_1$) relaxation processes only play a secondary role in PM-to-AM conversion, with the dominant role due to transverse (i.e., $T_2$) relaxation processes. Thus, we write the matrix elements for the buffer-gas perturbation as

$$\langle j|V_{BG}|k\rangle = \hbar \Delta^j_{\xi}(t) \delta_{jk},$$

where $\Delta^j_{\xi}(t)$ is a randomly varying shift of $|j\rangle$'s energy.

Since the correlation time for these collisional energy shifts will be on the order of a gas-kinetic interaction time, $\Delta^j_{\xi}(t)$ may be considered as $\delta$ correlated. We, therefore, have $\langle \Delta^j_{\xi}(t) \rangle = 0$ and $\langle \Delta^j_{\xi}(t) \Delta^k_{\xi}(t-\tau) \rangle = \gamma^j_{BG} \delta_{jk} \delta(\tau)$. Notice that if we define the random variable $\xi(t)$ as $\Delta^j_{\xi}(t)-\Delta^j_{\xi}(t)$, then given the zero mean, $\delta$-correlated nature of $\Delta^j_{\xi}(t)$ we have $\langle \xi \rangle = 0$ and $\langle \xi(t)\xi(t-\tau) \rangle = (\gamma^j_{BG}+\gamma^0_{BG}) \delta(\tau) = \gamma^j_{BG} \delta(\tau)$. Here, $\gamma^j_{BG}$ is just the pressure-broadened linewidth [full width at half maximum (FWHM)] of the optical line shape.

In standard fashion [1], the coupled equations for the expansion coefficients may be obtained from Eq. (8), so that for the field tuned to resonance (i.e., $\tilde{\omega}-(E_e-A\tilde{E}_g)/\hbar$) we get

$$\dot{a}_g + i\alpha_g \Delta^j_{\xi}(t) = \frac{i\mu_{eg} E e^{i\phi(t)}}{2\hbar} a_e \tag{11a}$$

and

$$\dot{a}_e + i\alpha_e \Delta^j_{\xi}(t) = \frac{-i\mu_{eg} E e^{-i\phi(t)}}{2\hbar} a_g. \tag{11b}$$

Considering the cross product of the expansion coefficients, we find from Eqs. (11) that

$$\frac{d(a_e^* a_g)}{dt} = -i\alpha_e^* a_g \Delta^j_{\xi}(t) - \frac{i\mu_{eg} E e^{i\phi(t)}}{2\hbar} \times [\alpha_g^2 - |a_e|^2]. \tag{12}$$

Performing an ensemble average of Eq. (12) over the collisional interactions, and taking advantage of the fluctuation-dissipation theorem [20], we have

$$\left\langle \frac{d}{dt} + \frac{1}{2} (\gamma_{BG} + A) \right\rangle (a_e^* a_g) = -\frac{i\mu_{eg} E e^{i\phi(t)}}{2\hbar} \tag{13}$$

Here, we have restricted our attention to weak fields (i.e., $|a_e|^2 \approx 1$ and $|a_g|^2 \approx 0$), and we have included a phenomenological dephasing rate $A/2$ to account for spontaneous emission.

To proceed, we write the phase fluctuations in terms of instantaneous frequency fluctuations $\delta\omega(t)$ of the laser as

$$e^{i\phi(t)} = \exp \left[ i \int_0^t \delta\omega(t') dt' \right]. \tag{14}$$

where $\langle \delta\omega(t) \rangle = 0$, $\langle \delta\omega(t) \delta\omega(t-\tau) \rangle = \gamma_F \delta(\tau)$, and $\gamma_F$ is the linewidth of the laser field (FWHM). Then employing Eq. (14), formally solving Eq. (13), and making use of Eq. (7), we obtain

$$\sigma(t) = \frac{8\pi^2 \mu_{eg}^2}{\hbar \lambda_{eg}} \text{Re} \left[ \int_0^t e^{-\Gamma(t-t')} \exp \left[ -i \int_{t'}^t \delta\omega(y) dy \right] dt' \right], \tag{15}$$

where we have defined $\Gamma$ as $\frac{1}{2}(A + \gamma_{BG})$ for convenience.

C. The average cross section

To obtain the average absorption cross section, we first note that for any $\delta$-correlated random process, $x(t)$, with $\langle x(t) \rangle = 0$ and $\langle x(t)x(t-\tau) \rangle = \gamma \delta(\tau)$, we have [20]

$$\left\langle \exp \left[ \pm i \int_{t'}^{t''} x(t'') dt'' \right] \right\rangle = e^{-\gamma |t''-t'|^2}. \tag{16}$$

Consequently, averaging Eq. (15) over the laser fluctuations, we obtain in steady state

$$\langle \sigma \rangle = \frac{16\pi^2 \mu_{eg}^2}{\hbar \lambda_{eg}} \left[ A + \gamma_{BG} + \gamma_F \right]^{-1}. \tag{17}$$

We note that Eq. (17) is the standard result for peak absorption cross section of a line shape, generalized here to include laser-phase fluctuations [21].

D. Estimate of the correlation time of the cross section

Given the form of Eq. (15), it seems rather obvious that the cross-section fluctuations are not $\delta$ correlated, and that at a maximum the correlation time of the cross section should not be larger than $\Gamma^{-1}$. Thus, to estimate the time scale over which significant correlation exists between cross-section fluctuations, we consider $\sigma(t+\tau)$ for $\tau \ll \Gamma^{-1}$,

$$\sigma(t+\tau) = \frac{8\pi^2 \mu_{eg}^2}{\hbar \lambda_{eg}} \text{Re} \left[ e^{-\Gamma\tau} e^{-i\phi(t+\tau)} \int_0^{t+\tau} e^{-\Gamma(t-t')} e^{i\phi(t')} dt' \right]. \tag{18}$$

Based on the $\delta$-correlated nature of the laser frequency fluctuations, $\phi(t)$ is described as a driftless Wiener process [22], and for sufficiently small $\tau$

$$\phi(t+\tau) = \phi(t) + \sqrt{\gamma_F \tau} N(t), \tag{19}$$

where $N(t)$ is a temporally uncorrelated, unit-normal random deviate. Using Eq. (19), and with $e^{-\Gamma\tau}=1$, we have

$$\langle \sigma \rangle = \frac{8\pi^2 \mu_{eg}^2}{\hbar \lambda_{eg}} \text{Re} \left[ e^{-\Gamma\tau} e^{-i\phi(t+\tau)} \int_0^{t+\tau} e^{-\Gamma(t-t')} e^{i\phi(t')} dt' \right]. \tag{15}$$
If \( \tau \) satisfies the additional requirement that \( \sqrt{\gamma_F} \tau \ll 1 \), then in order of magnitude
\[
[\sigma(t+\tau)-\langle\sigma\rangle] \cong [\sigma(t)-\langle\sigma\rangle](1-\frac{1}{2}[A+\gamma_{BG}+\gamma_F]\tau),
\]
(21)
To the extent that the second term in brackets on the right-hand side of Eq. (21) is just \( \langle\sigma\rangle \), we can say that \( \sigma(t+\tau) \) and \( \sigma(t) \) are correlated. We there estimate the correlation time of \( F \), measured within an experimental bandwidth. For a stationary random process, it is well known that the variance is equal to the integral of the power spectral density.

Thus, the rms cross-section fluctuations, and by Eq. (3) the laser RIN, depends on the product of the average absorption cross section and a factor \( \eta \), which is related to the laser linewidth and the degree of pressure broadening.

Following a procedure similar to that described by Fox [20] in arriving at Eq. (16) above, it is relatively straightforward to show that
\[
\left\langle \cos \left[ \int_{t_0}^{t} \delta \omega(y) dy \right] \right\rangle = \exp \left[ -\frac{1}{2} \gamma_F (t_0-t_b) \right],
\]
(24a)
and
\[
\left\langle \cos \left[ \int_{t_0}^{t} \delta \omega(y) dy + \int_{t_c}^{t} \delta \omega(y) dy \right] \right\rangle = \exp \left[ -\frac{1}{2} \gamma_F (4t_0-3t_0-t_c) \right].
\]
(24b)
Then, using Eqs. (24a) and (24b) in Eq. (23b), and evaluating the integral, we have in steady state after some algebra
\[
\langle \sigma^2 \rangle = \langle\sigma\rangle^2 \frac{[A+\gamma_{BG}+\gamma_F]^2}{(A+\gamma_{BG})(A+\gamma_{BG}+2\gamma_F)}. \tag{25}
\]
This then yields for the variance of the cross-section fluctuations
\[
\text{var}[\sigma] = \langle\sigma\rangle^2 \frac{\gamma_F^2}{(A+\gamma_{BG})(A+\gamma_{BG}+2\gamma_F)}. \tag{26}
\]

F. Measured variance within an experimental bandwidth

In order to evaluate the variance of the cross-section fluctuations, we first need to compute the autocorrelation function of \( \sigma(t) \). From Eq. (15) we have
\[
\langle \sigma^2(t) \rangle = \left[ \frac{8\pi^2 \mu_{eg}^2}{\hbar \lambda_{eg}} \right]^2 e^{-2\gamma_F t} \left\{ \int_{t_a}^{t} e^{\Gamma(t_a+t_b)} \cos \left[ \int_{t_a}^{t} \delta \omega(y) dy \right] dt_a dt_b \right\}
\]
\[
\times \left[ \cos \left[ \int_{t_b}^{t_0} \delta \omega(y) dy \right] \right\} + \left\langle \cos \left[ \int_{t_0}^{t} \delta \omega(y) dy \right] \right\rangle
\]
\[
+ \left\langle \cos \left[ \int_{t_0}^{t} \delta \omega(y) dy \right] \right\} \right\} dt_a dt_b,
\]
(23b)
where \( t_0 \) and \( t_b \) refer to the greater and lesser of \( t_a \) and \( t_b \), respectively.

Consequently, in order to measure the cross section's "true" variance, it is necessary to measure the fluctuations in a bandwidth much larger than \( \tau_c^{-1} \). In the present experiment, we measured the cross-section fluctuations at low Fourier frequency \( f_a \approx 400 \text{ Hz} \), in a 1 Hz bandwidth \( B \).

In order to compare Eq. (26) with experiment, we approximate \( [\Sigma(f)]^2 \) as a constant \( h_a \), out to \( \tau_c^{-1} \), obtaining from Eq. (27) \( h_a = \frac{1}{2} \gamma_F \text{var}(\sigma) \). We then have as an estimate of the measured rms cross-section fluctuations
\[
\delta \sigma_{\text{rms}} = \left( \int_{f_a-B}^{f_a+B} [\Sigma(f)]^2 df \right)^{1/2} = \sqrt{B h_a},
\]
(28)
which in combination with Eqs. (22) and (26) yields
\[
\delta \sigma_{\text{rms}} = \sqrt{\frac{\langle\sigma\rangle \gamma_F \sqrt{0.1B}}{(A+\gamma_{BG})(A+\gamma_{BG}+\gamma_F)(A+\gamma_{BG}+2\gamma_F)}} \tag{29}
\]
Thus, the rms cross-section fluctuations, and by Eq. (3) the laser RIN, depends on the product of the average absorption cross section and a factor \( \eta \), which is related to the laser linewidth and the degree of pressure broadening.

Figure 7 shows \( \delta \sigma_{\text{rms}} \) as a function of nitrogen pressure \( P \) for \( B = 1 \text{ Hz} \), \( \gamma_F = 60 \text{ MHz} \), and \( \gamma_{BG} = \beta P \) with \( \beta = 16.3 \text{ MHz/Torr} \) [13]. The two solid curves show the influence of pressure broadening on \( \langle\sigma\rangle \) and \( \eta \), and it is clear that the reduction of PM-to-AM conversion efficiency is due to a decrease in each of these quantities with the increasing pressure. The figure is very similar to the experimental findings, except for the fact that the falloff in PM-to-AM conversion
efficiency begins at much lower nitrogen pressures. This is, of course, due to the fact that we did not consider the effect of Doppler broadening in the present analysis. If we make the phenomenological substitution of \((A+\gamma_B)\rightarrow\sqrt{(A+\gamma_B)^2+\Delta\nu^2}\) in Eq. (29) [15], then the dashed curve in Fig. 7 results.

For completeness, Fig. 8 shows \(\delta \sigma_{rms}\) as a function of the laser linewidth for \(B=1\) Hz and \(P=1\) Torr \(N_2\). Again, the two solid curves show the influence of laser linewidth on \(\langle \sigma \rangle\) and \(\eta\). As noted previously in the case of laser RIN [10], \(\delta \sigma_{rms}\) has an extremum in its dependence on laser linewidth, which in the present analysis is seen to arise from the competing effects of \(\langle \sigma \rangle\) and \(\eta\) on \(\gamma_F\). For small laser linewidths, an increase in the laser's phase noise increases \(\eta\) without having much effect on \(\langle \sigma \rangle\); while at larger laser linewidths, increasing laser phase noise decreases \(\langle \sigma \rangle\) without affecting \(\eta\).

For a single-resonance absorption experiment, e.g., the one discussed above, the signal is just \(I_o(1-\exp(-[N]\sigma L))\), and when taking advantage of lock-in techniques we are often concerned with relatively low Fourier frequencies and narrow measurement bandwidths. In such a situation, PM-to-AM conversion limits the signal-to-noise ratio in a thin vapor to \(\langle \sigma \rangle/\delta \sigma_{rms}\). In combination with Eqs. (29) and (30) this yields \(F = \nu_o \langle S \rangle / \Delta \nu \cdot N\), the larger \(F\), the better the spectroscopic sensitivity of the experiment, all other things being equal. Typically, one considers buffer-gas pressure to have no effect on the signal-to-noise ratio and to simply increase \(\Delta \nu\), thereby degrading spectroscopic sensitivity. However, as shown here, buffer-gas pressure can have a significant influence on the signal-to-noise ratio if this is limited by PM-to-AM conversion.

For a single-resonance absorption experiment, e.g., the one discussed above, the signal is just \(I_o(1-\exp(-[N]\sigma L))\), and when taking advantage of lock-in techniques we are often concerned with relatively low Fourier frequencies and narrow measurement bandwidths. In such a situation, PM-to-AM conversion limits the signal-to-noise ratio in a thin vapor to \(\langle \sigma \rangle/\delta \sigma_{rms}\). In combination with Eqs. (29) and (30) this yields \(F = \nu_o \langle S \rangle / \Delta \nu \cdot N\), the larger \(F\), the better the spectroscopic sensitivity of the experiment, all other things being equal. Typically, one considers buffer-gas pressure to have no effect on the signal-to-noise ratio and to simply increase \(\Delta \nu\), thereby degrading spectroscopic sensitivity. However, as shown here, buffer-gas pressure can have a significant influence on the signal-to-noise ratio if this is limited by PM-to-AM conversion.
Comparative purposes, the dashed line shows $F$ as a function of
hyperfine transition of alkali atoms (i.e., PM-to-AM conversion process. For example, consider the 0-0 signal-to-noise ratio.
most notably shot noise, will eventually come to limit the
spectroscopic resolution indefinitely, since other noise processes, clock,
Of course, buffer-gas pressure will not increase spectro-
the spectroscopic quality factor increases with the buffer-gas pressure, more than compensating for a reduction in spectro-
the linewidth, to the linewidth [28]. (We can ignore Doppler broadening as a consequence of Dicke narrowing [29].) In the Rb atomic
pressure, more than compensating for a reduction in spectro-
the linewidth contribution due to optical
In the case of a double-resonance experiment, the line-
width of the transition may be decoupled from the PM-to-AM conversion process. For example, consider the 0-0 hyperfine transition of alkali atoms (i.e., $|F=I+\frac{1}{2}, m_F=0\rangle -|F=I-\frac{1}{2}, m_F=0\rangle$, where $I$ is the nuclear spin), which is associated with the operation of the gas-cell atomic clock [24]. In this case, regarding Fig. 2(a) as an example, if a laser is tuned to the Rb$^{87}S_e 2S_{1/2}(F=1)\rightarrow 2P_{1/2}(F'=1, 2)$ transition, optical pumping will create a population imbalance between the $F=2$ and $F=1$ ground-state hyperfine levels. In the absence of microwaves, transmission of the laser through a vapor is then maximized due to the reduced number of absorbers in the $F=1$ hyperfine level. However, if microwaves impinge on the vapor that are resonant with the 0-0 hyperfine transition, $\nu_{SD}$ (6835 MHz), atoms return to the $F=1$ hyperfine level with a corresponding decrease in the transmitted light intensity. In this double-resonance situation, the signal is derived from a change in the laser absorption due to a microwave-induced number-density change, and the linewidth is associated with the hyperfine as opposed to opt-
tical transition. Again, for a thin vapor the signal-to-noise ratio is just $(\sigma)/\delta\sigma_{\text{rms}}$. Now, however, the linewidth of the transition, $\Delta \nu_{0-0}$, is given by [25]
$$\Delta \nu_{0-0} = \sqrt{(\alpha_1 I_o + \Delta \nu_{SE} + \beta^2 P)^2 + (\alpha_2 P_{\mu\text{wave}})^2},$$ (31)
where $\alpha_1 I_o$ is the linewidth contribution due to optical
pumping [26], $\Delta \nu_{SE}$ is that due to spin exchange [27], $\beta^2$ is the 0-0 transition pressure-broadening coefficient, and $\alpha_2 P_{\mu\text{wave}}$ is the microwave power-broadening contribution to the linewidth [28]. (We can ignore Doppler broadening as a consequence of Dicke narrowing [29].) In the Rb atomic clock, $\alpha_1 I_o + \Delta \nu_{SE} \approx \alpha_2 P_{\mu\text{wave}} \approx 200$ Hz, and $\beta^2 \approx 0.3$ Hz/Torr [30]. Following the previous discussion, $F = \nu_{SD}/\pi\Delta \nu_{0-0}$, and this quality factor is plotted in Fig. 9(b), again, the dashed line shows $F$ as a function of $N_z$ pressure under the assumption that the buffer gas has no effect on the signal-to-noise ratio.

In both the single-resonance and double-resonance spectroscopic situations, we have the counterintuitive result that high buffer-gas pressure can lead to improved spectroscopic sensitivity, at least with regard to the limitations on sensitivity imposed by PM-to-AM conversion. This is especially true in the double-resonance situation, where the quality factor can easily increase by an order of magnitude. In future studies, it will be interesting to see if these spectroscopic implications prove valid, particularly in the case of double-
resonance experiments, which have relevance to improving laser-pumped, gas-cell atomic clocks [31].
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The Aerospace Corporation functions as an "architect-engineer" for national security programs, specializing in advanced military space systems. The Corporation's Laboratory Operations supports the effective and timely development and operation of national security systems through scientific research and the application of advanced technology. Vital to the success of the Corporation is the technical staff's wide-ranging expertise and its ability to stay abreast of new technological developments and program support issues associated with rapidly evolving space systems. Contributing capabilities are provided by these individual organizations:

Electronics and Photonics Laboratory: Microelectronics, VLSI reliability, failure analysis, solid-state device physics, compound semiconductors, radiation effects, infrared and CCD detector devices, data storage and display technologies; lasers and electro-optics, solid state laser design, micro-optics, optical communications, and fiber optic sensors; atomic frequency standards, applied laser spectroscopy, laser chemistry, atmospheric propagation and beam control, LIDAR/LADAR remote sensing; solar cell and array testing and evaluation, battery electrochemistry, battery testing and evaluation.

Space Materials Laboratory: Evaluation and characterizations of new materials and processing techniques: metals, alloys, ceramics, polymers, thin films, and composites; development of advanced deposition processes; nondestructive evaluation, component failure analysis and reliability; structural mechanics, fracture mechanics, and stress corrosion; analysis and evaluation of materials at cryogenic and elevated temperatures; launch vehicle fluid mechanics, heat transfer and flight dynamics; aerothermodynamics; chemical and electric propulsion; environmental chemistry; combustion processes; space environment effects on materials, hardening and vulnerability assessment; contamination, thermal and structural control; lubrication and surface phenomena.

Space Science Applications Laboratory: Magnetospheric, auroral and cosmic ray physics, wave-particle interactions, magnetospheric plasma waves; atmospheric and ionospheric physics, density and composition of the upper atmosphere, remote sensing using atmospheric radiation; solar physics, infrared astronomy, infrared signature analysis; infrared surveillance, imaging, remote sensing, and hyperspectral imaging; effects of solar activity, magnetic storms and nuclear explosions on the Earth's atmosphere, ionosphere and magnetosphere; effects of electromagnetic and particulate radiations on space systems; space instrumentation, design fabrication and test; environmental chemistry, trace detection; atmospheric chemical reactions, atmospheric optics, light scattering, state-specific chemical reactions and radiative signatures of missile plumes.

Center for Microtechnology: Microelectromechanical systems (MEMS) for space applications; assessment of microtechnology space applications; laser micromachining; laser-surface physical and chemical interactions; micropropulsion; micro- and nanosatellite mission analysis; intelligent microinstruments for monitoring space and launch system environments.

Office of Spectral Applications: Multispectral and hyperspectral sensor development; data analysis and algorithm development; applications of multispectral and hyperspectral imagery to defense, civil space, commercial, and environmental missions.