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**ABSTRACT**

This final technical report describes the development, implementation, numerical validation and potential exploitation of an accurate and efficient scattering solvers to compute the horizontal (TE mode) and vertical (TM mode) polarization returns from multi-scale surfaces. This modeling effort was motivated by a large number of remote sensing applications that require the characterization by means of radar scattering measurements of the scattering configuration or variations in the surface patterns for detection or environmental purposes. The nature of the relevant scattering surfaces and the measured scattered fields drives the need for an extremely accurate scattering solver able to deal with multi-scale surfaces in an efficient manner. This objective was achieved by using a combination of perturbation and asymptotic expansions and an innovative and careful implementation of these expansions for full double precision accuracy. The Fourier series representations used in this problem allowed for very efficient computations due the relatively small order of these series in typical cases. HH and VV polarization have been implemented and allow the rigorous investigation of critical remote sensing problems.
Electromagnetic Scattering from Multiple Scale Geometries

Executive Summary

This final report describes the development, implementation, numerical validation and potential exploitation of a highly accurate and efficient scattering solver to compute the horizontal (TE mode) and vertical (TM mode) polarized returns from multi-scale surfaces for ocean remote sensing applications. A large number of remote sensing applications require the characterization by means of radar scattering measurements of the scattering surface configuration or variations in the surface patterns for detection or environmental purposes. In particular, for applications associated with ocean remote sensing appropriate exploitation of the experimental measurements requires a detailed knowledge of the relation between the characteristics of surface waves and their variation with environmental parameters, and the properties of observables, such as polarized return power and Doppler spectrum. Relevant ocean geometries include more than one dominant scale and recent results have shown that the number of scales included in the problem and the accuracy of the computation can strongly affect the prediction of modeled polarized radar backscattering returns cf. [Sei et al, 1999]. The standard models used to predict ocean backscatter returns usually resort to simplified two-scale model and zero or first order computations [Valenzuela, 1978]. These models are unable to predict recent significant experimental results demonstrating that horizontally (TE mode) polarized radar backscatter returns can intermittently exceed vertical (TM mode) polarized returns at low grazing angles. Furthermore, the experimental measurements of the normalized backscattered returns are generally in the −60-dB to −100-dB range [Lee et al, 1997b], demonstrating the need for a scattering model with a relative accuracy of at least 10 digits. These requirements, the complexity and multitude of scales present on the application of interest as well as the absence of satisfactory scattering algorithms in the existing literature motivated this project and an approach that emphasizes the use of high order methods to achieve accurate and fast, versatile and user-friendly computations. The successful approach to the solution of such a numerical challenge is based on innovative mathematical methods as well as their very careful implementations to obtain double precision accuracy. The mathematical methods developed for this problem are based on a combination of high order asymptotic and perturbation methods and their implementation is based on the development of libraries for the manipulation of Taylor-Fourier series. This final report provides a complete description of the mathematical methods and their implementation as well as their potential exploitation for ocean remote sensing. Technical details will often be referred to already publish work. Finally the source code as well as a guide for its compilation and implementation is provided in the accompanying floppy disk.
1.1 Introduction

A large number of remote sensing applications entail the characterization by means of radar scattering measurements of the scattering surface configuration or variations in the surface patterns for detection or environmental purposes. In particular, appropriate exploitation of sensor measurements for ocean remote sensing applications require an in-depth knowledge of the relation between the characteristics of surface waves and their variation with environmental parameters, and the properties of observables, such as polarized return power and Doppler spectrum. The electromagnetic scattering from multiple scale geometries (ESMSG) project detailed in this report focuses on the development, implementation and numerical validation of highly accurate and efficient scattering solvers to compute the horizontal (TE mode) and vertical (TM mode) polarization returns from multi-scale surfaces for utilization in ocean radar remote sensing applications as well as potential extensions to terrain remote sensing. Specific ocean radar remote sensing applications of interest include ocean spectrum characterization for wind speed and direction prediction, ship wake detection and ocean bottom topography and or internal current determination.

Ocean specific pattern variations can occur when internal waves created by submerged objects or bottom topography interact with the ocean surface waves modifying the surface roughness. In turn, the wind generates short surface waves (of the order of cm) that are modulated by and superimposed on a continuum of longer waves ranging from 50 cm to 100's of meters. Depending on the wind and ocean currents, these waves can travel in various directions creating a complex 3-dimensional surface or approach a simpler 2-dimensional-like, but still multi-scale geometry. Although the centimeter-scale waves are mainly responsible for backscattering microwave radar signals, recent experiments have shown that specific characteristics of the finite amplitude long waves strongly affect the properties of the polarized backscattering radar return; bistatic returns are expected to be affected similarly. In general, the ocean surface backscattering cross sections are very low, resulting in ratios of radar return power to radar input power of the order of −80dB. Further, the time series measurements show spikes in the polarization ratios TE/TM (HH/VV) that can reach values larger than 1 for small grazing angles. Experimental analysis of the data indicates that the spikes are associated with the presence of asymmetric, large amplitude, long waves. These results cannot be explained with the currently used composite surface models because these models lack the accuracy necessary for quantitative predictions and neglect multipath effects. Further, these models strongly depend on an arbitrary separation of scales on the surface and therefore do not yield genuine results. Other scattering models that have been used to describe the experimental data are either not sufficiently accurate or can only model specific length scales or profiles.
In summary, the surfaces relevant to ocean surveillance applications of interest have roughness scales of the order of the radiation wavelength with fairly large slopes. These rough surfaces are modulated by and superimposed on variations with several length scales. These attributes have been shown to have a significant impact on the scattering return characteristics. Polarized ratios of the returns are particularly affected and it is necessary to model them accurately.

An appropriate model to interpret and predict radar returns for relevant ocean (as well as terrain) remote sensing applications should be able to:

a) calculate the polarized returns from 3-dimensional, corrugated, large slope surfaces;

b) evaluate the effects of disparate scales in the return; e.g. long scale modulations of short scale corrugations (of the order of the radiation wavelength),

c) guaranty an accuracy greater than the smallest quantity of interest (returns can be as low as -100 dB, so the numerics must guaranty as least 10 digits)

d) be sufficiently simple and fast so that parametric investigations of correlation between the surface characteristics and the polarized returns are easy to perform and

d) be validated.

During the three years of this project, work has been focused in obtaining and implementing an algorithm with most of these characteristics. In particular, in order to guarantee a successful initial algorithm, the investigations focused on the development and implementation of a fast two-dimensional polarized scattering solver able to deal with complex multi-scale surfaces with 10-digit accuracy and perform efficient parametric studies.

1.2 Problem

Historically, the electromagnetic scattering models used for ocean applications assumed that the dominant return from the ocean surface was due to constructive interference from those waves with period ($\lambda_{water}$) resonant with the radiation wavelength ($\lambda_{radiation}$). That is, water waves (so called Bragg waves) that satisfy the Bragg scattering condition, $\lambda_{water} = \lambda_{radiation} / 2 \sin \theta$, where $\theta$ is the radiation incidence angle cf. [Crombie, 1955]. In that case, the rough ocean surface was assumed to have very small slopes and the backscattered returns were computed by low order expansions in the height of the surface (small perturbation theory) of the scattered field. The computed vertical polarization (vertical transmit and vertical receive, VV) returns calculated with that model are proportional to the energy density of Bragg waves and for low
grazing (high incidence) angles they are always much larger than the horizontal (horizontal transmit and horizontal receive, HH) returns. For example, it can be shown cf. [Valenzuela, 1978] that the ratio HH/VV goes to 0 at 90 degrees incidence for a perfect conductor.

Late 70's experimental measurements demonstrated that short surface waves (~30 cm) could image long patterns (~1 Km) that could be associated with the ocean bottom topography. (Cf. Figure 1B). This result was interpreted as the modulation of the resonant (Bragg) short waves spatial distribution energy density by the long surface current gradients. Thus, in order to understand the experimental results it was necessary to include in the model the variation in the Bragg resonant waves due to the long wave tilt and composite models were developed to take this effect into account. These models also predicted large vertical to horizontal return ratios (VV/HH>>1) for small grazing angles. In addition the maximum of the Doppler spectra (power
Figure 1: Land Sat images of the English Channel. L band: 30-cm. 
A) Radar image - B) Bottom topography contours.

New experimental results obtained during the early to mid 90's sparked a renewed interest in appropriate scattering models to interpret polarized radar data. For example, experimental observations with the TRW X-band radar mounted on the bow of a boat in a Loch Lihinne experiment [Lee et al, 1995, 1996] as well as complementary laboratory experiments [Lee et al, 1997a, 1997b] showed that for low grazing angles the horizontal returns could be larger than the vertical returns. Further, the regions where these events or spikes (HH/VV >1) occurred were of an intermittent nature and the result of very low scattering returns, of the order of −60 to −100 dB range (See Figure 2 below). The measured Doppler spectra, also demonstrated that as the
grazing angle decreased, the maxima associated with the HH returns, moved towards faster velocities that no longer could be associated with Bragg waves. (See Figure 2A and 2B).

**Figure 2:** (A) A short sample of time-resolved, band-pass-filtered backscattered echoes at X-Band (B) Time-integrated Doppler spectra of wind waves (see [Lee et al., 1995] for details).

The paradigm was further complicated by differences in the vertical and horizontal radar images obtained under different weather conditions. For example, the JUSREX'92 experimental results [Gasparovic and Etkin, 1994] indicated that internal waves are well imaged by HH and VV for a stable boundary layer (longer wave spectrum), whereas they are not well imaged in VV for an unstable boundary layer (short wave spectrum). The short waves mask long wave patterns in VV but not in HH (cf. Fig. 3). These and other similar experimental results resulted in a different understanding of the dominant scattering mechanisms from ocean surfaces:

a) returns are associated with the modulation of short waves (of the order of 1 – 30cm) by finite amplitude long waves (.5m – 3m) and/or the generation of large amplitude short waves in the front faces of almost breaking long waves;

b) the strong horizontal polarization scattering returns are due mainly to “Non-Bragg mechanism” that are most likely dominated by specular and multibounce or multipath interference from incipient braking waves;

c) the multi-scale nature of the ocean surfaces plays a dominant role for the horizontal returns;
d) the difference between horizontal and vertical returns yields an additional insight in the
interpretation of radar measurements.

![Radar images](image)

**Figure 3:** Radar images taken the JUSREX'92 experiment under (a) stable and (b) unstable
boundary layer conditions (see [Churyumov and Kravtsov, 2000] for details).

Most important, the results also pointed out the need for an appropriate scattering model
that could take into account the multi-scale nature of the surface, the larger slopes and could
deal with the very low returns. Composite models using low order expansions or generally
models with low accuracy or failing to take into account the large range of contributing scales
will fail to predict the experimental results.

From a computational point of view the task of developing such a model (multi-scale, at
least 10 digit accuracy, includes both TE and TM polarizations) seems rather formidable. In the
following sections a description is given of the method employed in this project to successfully
address this computational challenge. Section 1.3 summarizes the mathematical model.
Section 1.4 discusses some of the problems encounter in its implementation and in Section 1.5
validation results are summarized. Potential exploitations of this algorithm are described in
Section 1.6. More detailed descriptions of the points discussed in those sections are given in
the Appendices as well as in the associated publications. A diskette with the algorithm and
documentation is included with this Final report.
1.3 Mathematical model

The problem of evaluating scattering returns from rough surfaces is rather challenging --- owing to the multiple-scale nature of rough scatterers, whose spectra may span a wide range of length-scales cf. [Valenzuela, 1978]. A number of techniques have been developed to treat limiting cases of this problem. For example, the high frequency case, in which the wavelength \( \lambda \) of the incident radiation is much smaller than the characteristic surface length-scales, has been treated by means of low order asymptotic expansions, such as the Kirchhoff approximation. On the other hand, resonant problems where the incident radiation wavelength is of the order of the roughness scale have been treated by perturbation methods, typically first or second order expansions in the height \( h \) of the surface cf. [Rice, 1951; Mitzner, 1964; Shmelev, 1972; Voronovich, 1994]. However, when a multitude of scales is present on the surface none of these techniques is adequate, and attempts to combine them in so-called two-scale approaches have been given cf. [Kuryanov, 1963; McDaniel and Gorman, 1983; Voronovich, 1994; Gil'man et al, 1996]. The results provided by these methods are not always satisfactory, owing to the limitations imposed by the low orders of approximation used in both, the high frequency and the small perturbation methods.

A new approach to multi-scale scattering, based on use of expansions of very high order in both parameters \( \lambda \) and \( h \), has been proposed recently cf. [Bruno et al, 2000]. These combined methods, which are based on complex variable theory and analytic continuation, require nontrivial mathematical treatments; the resulting approaches, however, do expand substantially on the range of applicability over low order methods, and can be used in some of the most challenging cases arising in applications. Perturbation series of very high-order in \( h \) have been introduced and used elsewhere to treat resonant problems --- in which the wavelength of radiation is comparable to the surface length-scales cf. [Bruno and Reitich, 1993; Sei et al, 1999].

This new method does not require separation of the surface length-scales into large and small, but instead it is able to deal with a continuum of scales on the surface. Indeed the high order expansions presented below have a common "overlap" region in the \((h,\lambda)\) plane where both components are highly accurate. More precisely, there is a range of surface heights and incident wavelengths for which both methods produce results with machine accuracy. Therefore by dividing the scales of a surface at wavelength (or scale) in the overlap region we obtain a general method which is applicable to surfaces containing a continuum of length-scales --- which is ideal for evaluation of scattering from surfaces with spectral distributions of oceanic type.
We consider surfaces containing a continuum of scales but, as mentioned above, the existence of an overlap allows us to solve the complete multiple-scale problem by expressing an arbitrary surface

\[ y = S(x) \]

as a sum

\[ y = S_0(x) + F(x) \]

where \( S_0(x) \) contains wavenumbers less than \( N_s \), and \( F(x) \) contains the complementary set of wavenumbers greater than \( N_s \). Thus, our method uses a dichotomy in wave numbers but it does not assume a separation of scales. This feature is essential in the study of oceanic waves since many studies show that the wave spectrum spans a large range of wavenumbers (see for instance [Pierson and Moskowitz, 1964]).

The discussion here is restricted to the particular case of an HH configuration in two dimensions since the VV case can be treated similarly. The modifications necessary to treat the VV case will be pointed out as needed. The scattered field created by an incident \( H \) polarized plane wave impinging on the rough surface solves the Helmholtz equation with a Dirichlet boundary condition. Our approach to the solution of the general problem with rough surface \( y = S(x) \) proceeds as follows:

- We consider the surface \( S(x, \delta) = S_0(x) + \delta F(x) \), which will be used as a basis for a perturbative method in the parameter \( \delta \).
- The solution \( u = u(x, \delta) \) associated with the surface \( S(x, \delta) \) is obtained by perturbation theory around \( \delta = 0 \).
- The solution for the surface \( S(x) \) is then recovered by setting \( \delta = 1 \). (This evaluation usually leads to divergent series whose re-summation requires appropriate analytic continuation.)

In detail, writing:

\[
\begin{align*}
  u(x, z, \delta) &= \sum_{m=0}^{+\infty} u_m(x, z) \delta^m/m! \\
  u_m(x, z) &= \frac{\partial^m u}{\partial \delta^m}(x, z, \delta = 0)
\end{align*}
\]
The fact that, for every value of \( \delta \) the field \( u(x, z, \delta) \) solves the Helmholtz equation

\[
\begin{align*}
\Delta u(x, z; \delta) + k^2 u(x, z; \delta) &= 0 \\
u(x, S(x, \delta); \delta) &= -u^{\text{inc}}(x, S(x, \delta))
\end{align*}
\]

implies that, for index \( m \) we have

\[
\begin{align*}
\Delta u_m(x, z) + k^2 u_m(x, z) &= 0 \\
u_m(x, S_0(x)) &= G[F, u_0, u_1, \ldots, u_{m-1}](x, S_0(x))
\end{align*}
\]

The interest in this equation arises from the fact that, although the right hand side in the boundary condition for \( u_m \) is highly oscillatory, the surface \( S_0 \) itself is not. We therefore have reduced a problem on a highly oscillatory surface to a sequence of problems on a non-oscillatory surface. For example the zeroth, first and second order Taylor coefficients \( u_0, u_1 \) and \( u_2 \) in the expansion of \( u(x, z, \delta) \) solve the following scattering problems:

\[
\begin{align*}
\Delta u_1(x, z) + k^2 u_1(x, z) &= 0 \\
u_1(x, S_0(x)) &= -F(x) \left( \frac{\partial u_0}{\partial z} + \frac{\partial u^{\text{inc}}}{\partial z} \right)(x, S_0(x))
\end{align*}
\]

\[
\begin{align*}
\Delta u_0(x, z) + k^2 u_0(x, z) &= 0 \\
u_0(x, S_0(x)) &= -u^{\text{inc}}(x, S_0(x))
\end{align*}
\]

\[
\begin{align*}
\Delta u_2(x, z) + k^2 u_2(x, z) &= 0 \\
u_2(x, S_0(x)) &= -F^2(x) \left( \frac{\partial^2 u_0}{\partial z^2} + \frac{\partial^2 u^{\text{inc}}}{\partial z^2} \right)(x, S_0(x)) \\
&- 2F(x) \frac{\partial u_1}{\partial z}(x, S_0(x))
\end{align*}
\]

The general boundary condition for \( u_m \) in equation (3) (denoted by \( G[F, u_0, u_1, \ldots, u_{m-1}](x, S_0(x)) \)) can be computed by differentiation of order \( m \) with respect to \( \delta \) of the exact boundary condition of equation (2). Note the boundary term for \( u_m \) involve all the previous Taylor coefficients \( u_j \) \( j=0 \ldots m-1 \). This is already obvious on equation (5) and (6).
From equation (4), (5) and (6), it is clear that the computation of each Taylor coefficients $u_m$ involves solving a **high frequency problem** on a smooth surface. Typically $u^{inc}$ is a plane wave with wave number $k=2\pi/\lambda$ and $S_0$ is a surface with characteristic length $d$ much greater than $\lambda$. The characteristic length in our approach is the period of the surface as we have chosen a Fourier description of the surface. We are then faced with solving very accurately a high-frequency scattering problem.

Also equations (4), (5) and (6) show that the computation of the boundary condition involves $z$-derivatives of high-order of the previous Taylor coefficients. The simplest example is the boundary condition for $u_1$ involves the $z$-derivative of $u_0$. Since we know $u_0$ on the surface (from equation (4)) knowing the $z$-derivative is equivalent to knowing the normal derivative on the surface. This involves therefore the computation of the **Dirichlet to Neumann map**. So the two main components of the algorithm are

- A High-frequency solver
- A Dirichlet to Neumann Map code

We give below an overview of each component. A detailed description of the high-frequency solver can be found in [Bruno et al., 2002].

### 1.3.1 High-Frequency Solver

#### 1.3.1.1 Background

Our approach to the high-frequency problem uses an integral equation formulation, whose solution $v(x)$ is sought and obtained in the form of an asymptotic expansion

$$
(7) \quad v(x, k) = e^{ikx - iS_0(x)} \sum_{n=p}^{\infty} \frac{V_n(x)}{k^n}
$$

with $p=1$ for TM polarization and $p=0$ for TE polarization. This expansion is similar in form to the geometrical optics

$$
(8) \quad u(x, z, k) = e^{iks(x, z)} \sum_{n=0}^{\infty} \frac{u_n(x, z)}{k^n}
$$

where $S=S(x, z)$ is the unknown phase of the scattered field. Note that the phase of the density $v(x)$ of (7) is determined directly from the geometry and the incident field and, unlike that in the geometrical optics field, it is not an unknown of the problem. In particular, the present approach
does not require solution of an eikonal equation (cf. [Vidale, 1988; VanTrier and Symes, 1991; Fatemi et al, 1995; Benamou, 1999], and it bypasses the complex nature of the field of rays, caustics, etc.

The validity of the expansion (8) has been extensively studied [Friedlander, 1946; Luneburg, 1949a; Luneburg, 1949b; Van Kampen, 1949; Luneburg, 1964]; in particular, it is known that equation (8) needs to be modified in the presence of singularities of the scattering surface. To treat edges and wedges, for example, an expansion containing powers of $k^{1/2}$ [Luneburg, 1949b; Van Kampen, 1949; Keller, 1958; Lewis and Boersma, 1969; Lewis and Keller, 1964] must be used; caustics and creeping waves also lead to similar modified expansions [Kravtsov, 1964; Brown, 1966; Ludwig, 1966; Lewis et al, 1967; Ahluwalia et al, 1968]. Proofs of the asymptotic nature of expansion (8) were given in cases where no such singularities occur [Miranker, 1957; Bloom and Kazarninoff, 1976]. In practice only expansions (8) of very low orders (one, or, at most two) have been used, owing in part to the substantial algebraic complexity required by high order expansions [Bouche et al, 1997]. First order versions of the expansion (7), on the other hand were treated in [Lee, 1975; Chaloupka and Meckelburg, 1985; Ansorge 1986,1987].

The region of validity of our expansion (7) the other hand corresponds to configurations where no shadowing occurs. At shadowing the wave vector of the incident plane wave is tangent to the surface at some point, which causes certain integrals to diverge; see [Bruno et al, 2002] for details. Thus, a different kind of expansion, in fractional powers of $1/k$, should be used to treat shadowing configurations: a first order version of such an expansion was discussed in [Hong, 1967]; see [Friedlander and Keller, 1955; Lewis and Keller, 1964; Brown 1966; Duistermaat, 1992] for the ray-tracing counterpart.

In [Bruno et al, 2002] we show that high order summations of expansion (7) can indeed be used to produce highly accurate results for surfaces and wavelengths of interest in applications for both TE and TM polarization. Results with machine precision accuracy, which were obtained from computations involving expansions of order as high as 20, are presented. Our algorithm is based on systematic use and manipulation of certain Taylor-Fourier series representations, which are discussed in detail in [Bruno et al, 2002].

1.3.1.2 Integral Equation

The scattered field $u=u(x,z)$ induced by an incident plane wave impinging on the rough surface $y=S_0(x)$ under TE polarization is the solution of the Helmholtz equation with a Dirichlet boundary condition. As is known [Voronovich, 1994] the field $u(x,z)$ can be computed as an
integral involving a surface density $v(x,k)$ and the Green's function $G(x,z,x',z')$ for the Helmholtz equation

$$u(x,z) = \int_{-\infty}^{+\infty} v(\xi,k) \frac{\partial G}{\partial n_\xi}(x,z,\xi,S_0(\xi)) \sqrt{1 + S'_0(\xi)^2} \, d\xi$$

where $v(x,k)$ satisfies the boundary integral equation

$$\frac{v(\xi,k)}{2} + \int_{-\infty}^{+\infty} v(\xi,k) \frac{\partial G}{\partial n_\xi}(x,\xi,S_0(\xi)) \sqrt{1 + S'_0(\xi)^2} \, d\xi = -e^{i\alpha x - i\beta S_0(x)}$$

with $\alpha = k \sin(\theta^{inc})$, $\beta = k \cos(\theta^{inc})$ and $k = 2\pi/\lambda$ is the wavenumber. $\theta^{inc}$ is the incidence angle measured counter-clockwise from the vertical axis. A useful form of the integral equation (10) results as we factor out the rapidly oscillating phase function

$$\mu(x,k) + \int_{-\infty}^{+\infty} \mu(\xi,k) \frac{\partial G}{\partial n_\xi}(x,S_0(x),\xi,S_0(\xi)) e^{-i\alpha(x-x') + i\beta(S_0(x)-S_0(\xi))} \sqrt{1 + S'_0(\xi)^2} \, d\xi = -2$$

$$\mu(x,k) = e^{-i\alpha x + i\beta S_0(x)} v(x,k)$$

which cancels the fast oscillations in all non-integrated terms, and thus suggests use of an expansion of the form (7). Substitution of the expansion (7) into equation (11) then yields:

$$\sum_{n=p}^{+\infty} \frac{1}{k^n} \left( v_n(x) - \frac{i}{2} I^n(x,k) \right) = -2$$

$$I^n(x,k) = \int_{-\infty}^{+\infty} v_n(\xi) \frac{\partial G}{\partial n_\xi}(x,S_0(x),\xi,S_0(\xi)) e^{-i\alpha(x-x') + i\beta(S_0(x)-S_0(\xi))} \sqrt{1 + S'_0(\xi)^2} \, d\xi$$

To solve equation (12) we use asymptotic expansions for the integrals $I^n(x,k)$, collect coefficients of each power of $1/k$, and then determine, recursively, the coefficients $v_n(x)$. We obtain in [Bruno et al, 2002], an expansion which gives $I^n(x,k)$ in terms of derivatives of $v_n(x)$.

$$I^n(x,k) = \frac{1}{k} \sum_{q=0}^{+\infty} \frac{I^n_q(x)}{k^q}$$

$$I^n_q(x) = \sum_{\ell=0}^{q} \frac{\partial^\ell v_n(x)}{\partial x^\ell} B_{q-\ell}(x)$$
where the functions $B_{q,n}(x)$ are determined from the profile and incidence angle only. We then find a recursion which gives $v_n(x)$ as a linear combination of derivatives of the previous coefficients $v_{n-1,q}(x)$.

\[
\begin{align*}
    v_0(x) &= -2 \\
    v_n(x) &= \frac{i}{2} \sum_{q=0}^{n-1} \frac{n-1-q}{q!} (x)
\end{align*}
\]

(15)

1.3.2 Dirichlet to Neumann Map

1.3.2.1 Reduction to first-order normal derivative

The boundary condition for an arbitrary order $u_m(x,z)$ can be derived by differentiating to order $m$ the boundary condition for $u(x,y,0)$ and then setting $\delta=0$. In detail we find for the TE case

\[
    u_m(x,S_0(x)) = -\left( F^m(x) \frac{\partial^{m} u^{inc}}{\partial z^{m}} + \sum_{p=1}^{m} \frac{m! F^p(x)}{p!(m-p)!} \frac{\partial^{p} u_{m-p}}{\partial z^{p}} \right)(x,S_0(x))
\]

(16)

and for the TM case

\[
    \frac{\partial u_m}{\partial n}(x,S_0(x)) = -\left( F^m(x) \frac{\partial^{m+1} u^{inc}}{\partial z^{m} \partial n} + \sum_{p=1}^{m} \frac{m! F^p(x)}{p!(m-p)!} \frac{\partial^{p+1} u_{m-p}}{\partial z^{p} \partial n} \right)(x,S_0(x))
\]

(17)

The formulas above show that differentiation of high order is required. However using an argument similar to the one used in the proof of the Cauchy-Kowalesky theorem [Hadamard, 1964; Courant and Hilbert, 1962], we can set up the calculation recursively so that at any given stage only the Dirichlet and Neumann data are required.

For example in the TE case, the boundary condition for $u_2(x,z)$ given in formula (6), requires the second order derivative of $u_0(x,z)$ evaluated on the surface $z=S_0(x)$ with respect to $z$. That quantity can be computed if $u_0(x,S_0(x))$ and $\partial u_0/\partial z(x,S_0(x))$ are known on the surface

\[
\begin{align*}
    A(x) &= u_0(x,S_0(x)) \\
    B(x) &= \frac{\partial u_0}{\partial z}(x,S_0(x))
\end{align*}
\]

(18)

$z=S_0(x)$. Differentiating with respect to $x$ (tangential derivative) we find
\[ \begin{align*}
A'(x) &= \frac{\partial^2 u_0}{\partial x^2}(x, S_0(x)) + 2S'_0(x) \frac{\partial^2 u_0}{\partial x \partial z}(x, S_0(x)) + \left(S_0'(x)\right)^2 \frac{\partial^2 u_0}{\partial z^2}(x, S_0(x)) + S'_0(x) \frac{\partial u_0}{\partial z}(x, S_0(x)) \\
B'(x) &= \frac{\partial^2 u_0}{\partial z \partial x}(x, S_0(x)) + S'_0(x) \frac{\partial^2 u_0}{\partial z^2}(x, S_0(x))
\end{align*} \]

Using Helmholtz equation on the boundary yields

\[
\frac{\partial^2 u_0}{\partial x \partial x}(x, S_0(x)) = -\frac{\partial^2 u_0}{\partial z \partial z}(x, S_0(x)) - k^2 u_0(x, S_0(x))
\]

And finally

\[
(19) \quad \frac{\partial^2 u_0}{\partial z \partial z}(x, S_0(x)) = \frac{-1}{1 + \left(S_0'ight)^2} \left( A'(x) + k^2 A(x) - S''_0(x) B(x) + 2S'_0(x) B'(x) \right)
\]

Note that only \( x \) derivatives (that is tangential derivatives) are involved as long we known the first \( z \)-derivative (or normal derivative). This is a classical result of the theory of characteristics [Hadamard, 1949, chap 7].

To compute the \( m \)-th derivative of \( u_0 \) with respect to \( z \), the same calculation can be repeated with

\[
\begin{align*}
A(x) &= \frac{\partial^{m-2} u_0}{\partial z^{m-2}}(x, S_0(x)) \\
B(x) &= \frac{\partial^{m-1} u_0}{\partial z^{m-1}}(x, S_0(x))
\end{align*}
\]

Therefore by keeping two of the successive \( z \) derivatives of \( u_0 \) (resp \( u_p \) in general) we can compute the \( z \)-derivative of \( u_0 \) (resp \( u_p \)) to any order. The main remaining question is therefore the computation of the \( z \) (or normal) derivative of \( u_0 \) (resp \( u_p \)) given the Dirichlet data \( u_0(x, S_0(x)) \) (resp \( u_p(x, S_0(x)) \)).

1.3.2.2 Evaluation of the first-order normal derivative

Our integral representation (9) of the scattered field \( u_0 \) (resp \( u_p \)) does not allow the calculation of \( \partial u_0/\partial n(x,z) \) for \( z = S_0(x) \) by differentiation under the integral sign since it gives rise to non integrable terms. A detailed analysis of the origin of the non-integrable terms showed that they arose from the logarithmic behavior of the Green's function at the origin. So the main difficulty reduces to computing the normal derivative in the case where Green's function is the
logarithm. This corresponds to Laplace's equation, that is Helmholtz's equation with k=0. So we consider a "scattered" field of the form:

\[ u(x, z) = \int_{-\infty}^{+\infty} v(\xi) \frac{\partial}{\partial n_{\xi}} \log(r(x, z, \xi, S_0(\xi))) \sqrt{1 + S_0'(\xi)^2} \, d\xi \]

\[ r(x, z, \xi, S_0(\xi)) = \left[ (x-\xi)^2 + (z-S_0(\xi))^2 \right]^{1/2} \]

Using the analyticity of the logarithm, the Cauchy-Riemann equations relate tangential and normal derivatives of the logarithm and its conjugate function.

In detail we have

\[
\begin{align*}
\frac{\partial \log}{\partial n_{\xi}} &= \frac{\partial \theta}{\partial t_{\xi}} \\
\frac{\partial \theta}{\partial n_{\xi}} &= -\frac{\partial \log}{\partial t_{\xi}}
\end{align*}
\]

\[ \theta(x, z, \xi) = \tan^{-1} \left( \frac{z-S_0(\xi)}{x-\xi} \right) \]

Therefore we can write:

\[ u(x, z) = \int_{-\infty}^{+\infty} v(\xi) \frac{\partial}{\partial t_{\xi}} \theta(x, z, \xi, S_0(\xi)) \sqrt{1 + S_0'(\xi)^2} \, d\xi \]

Noting that

\[ \frac{\partial}{\partial t_{\xi}} \theta(x, z, \xi, S_0(\xi)) = \frac{1}{\sqrt{1 + S_0'(\xi)^2}} \frac{d}{d\xi} \theta(x, z, \xi, S_0(\xi)) \]

After integration by parts, we obtain

\[ u(x, z) = \int_{-\infty}^{+\infty} \frac{\partial v(\xi)}{\partial \xi} \theta(x, z, \xi, S_0(\xi)) d\xi \]

This expression can now be differentiated under the integral sign with respect to the normal at x

\[ \frac{\partial u}{\partial n_x}(x, z) = \int_{-\infty}^{+\infty} \frac{\partial v(\xi)}{\partial \xi} \frac{\partial \theta}{\partial n_x} (x, z, \xi, S_0(\xi)) d\xi \]

\[ = - \int_{-\infty}^{+\infty} \frac{\partial v(\xi)}{\partial \xi} \frac{\partial \log}{\partial t_x} (x, z, \xi, S_0(\xi)) d\xi \]

and finally

\[ \frac{\partial u}{\partial n_x}(x, z) = -\frac{\partial}{\partial t_x} \int_{-\infty}^{+\infty} \frac{\partial v(\xi)}{\partial \xi} \log(x, z, \xi, S_0(\xi)) d\xi \]
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Therefore the normal derivative of a double layer potential has been expressed as the tangential derivative of a single layer (with a different density). The normal derivative on the surface can then be obtained by taking the limit when z tends to S₀(x).

For the general case where k≠0, after isolating the logarithmic part of the Green’s function, the remainder of the Green’s function (which is the Hankel function minus the logarithm) is treated by differentiation under the integral sign, as it does not give rise to singular terms.

1.4 Implementation issues

Taylor-Fourier algebra

The implementation of the high-frequency solver as well as the Dirichlet to Neumann map is done without discretization points on the surface. Instead we represent the unknown coefficients of the various current densities of equation (7) as Fourier series. Therefore the densities themselves are Taylor-Fourier series that is Taylor series in 1/k whose coefficients are Fourier series. Thus, a Taylor-Fourier series f(x,t) is given by an expression of the form

\[ f(x,t) = \sum_{n=0}^{\infty} f_n(x) t^n \]

\[ f_n(x) = \sum_{p=\infty}^{p=-\infty} f_{n,p} e^{ipx} \]

The manipulations required by our methods include sum, products, composition and as well as algebraic and functional inverses. These operations need to be implemented with care, as we show in what follows.

Compositions and inverses of Taylor-Fourier series require consideration of multiplication and addition, so we discuss the latter two operations first. Additions do not pose difficulties: naturally, they result from addition of coefficients. Multiplication and division of Taylor-Fourier series, on the other hand, could in principle be obtained by means of Fast Fourier Transforms [Press et al, 1992]. Unfortunately such procedures are not appropriate in our context. Indeed, as shown below, the very rapid decay of the Fourier and Taylor coefficients arising in our calculations is not well captured through convolutions obtained from FFTs. Since an accurate representation of this decay is essential in our method --- which, based on high order differentiation of Fourier-Taylor series, greatly magnifies high frequency components --- an alternate approach needs to be used.

Before describing our accurate algorithms for manipulation of Taylor-Fourier series we present an example illustrating the difficulties associated with use of FFTs in this context. We thus consider the problem of evaluating the subsequent derivatives of the function
\[ S(x) = \left( \sum_{n=0}^{\infty} \frac{\cos(kx)}{a^{|k|}} \right)^2 \]

through multiplication and differentiation of Fourier series. For comparison purposes we note that \( S \) actually admits the closed form:

\[ S(x) = \left( 1 + 2 \frac{a \cos(x) - 1}{a^2 - 2a \cos(x) + 1} \right)^2 \]

The value \( a=10 \) is used in the following tests. Table 1 below shows the errors resulting in the evaluation of a sequence of derivatives of the function \( S \) at \( x=0 \) through two different methods: FFT and direct summation of the convolution expression. (Here errors were evaluated by comparison with the corresponding values obtained from direct differentiation of the expression by means of an algebraic manipulator).

<table>
<thead>
<tr>
<th>Differentiation Order</th>
<th>Exact value at ( x=0 )</th>
<th>20 modes</th>
<th>30 modes</th>
<th>40 modes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FFT</td>
<td>Conv</td>
<td>FFT</td>
</tr>
<tr>
<td>2</td>
<td>-7.376924249352232e-01</td>
<td>1.3e-12</td>
<td>5.4e-16</td>
<td>1.7e-11</td>
</tr>
<tr>
<td>10</td>
<td>-4.361708943655447e+03</td>
<td>8.8e-07</td>
<td>1.2e-09</td>
<td>1.1e-03</td>
</tr>
<tr>
<td>20</td>
<td>1.220898732494702e+12</td>
<td>3.1e-02</td>
<td>5.0e-05</td>
<td>1.4e+03</td>
</tr>
</tbody>
</table>

Table 1: Values of the derivatives of the function \( S(x) \) at \( x=0 \) for various orders of differentiation. The columns marked 20 Modes, 30 Modes and 40 Modes list the relative errors of the derivatives computed by summing differentiated Fourier series truncated at 20, 30 and 40 Modes, respectively. Columns FFT and Conv. resulted from use of Fourier coefficients obtained through FFTs and direct convolution, respectively.

We see that, as mentioned above, use of Fourier series obtained from FFTs lead to substantial accuracy losses. Indeed, FFTs evaluate the small high-order Fourier coefficients of a product through sums and differences of "large" function values, and thus, they give rise to large relative errors in the high-frequency components. These relative errors are then magnified by the differentiation process, and all accuracy is lost in high order differentiations: note the increasing loss of accuracy that results from use of larger number of Fourier modes in the FFT procedure. The direct convolution, on the other hand, does not suffer from this difficulty. Indeed, direct convolutions evaluate a particular Fourier coefficient \( a_n \) of a product of series through sums of terms of the same order of magnitude as \( a_n \). The result is a series whose coefficients are fully accurate in relative terms, so that subsequent differentiations do not lead to accuracy losses. We point out that full double precision accuracy can be obtained for derivatives.
of orders 20 and higher provided sufficiently many modes are used in the method based on direct convolutions.

In addition to sums and multiplications, our approach requires use of algorithms for composition and as well as algebraic and functional inverses of Taylor-Fourier series. In view of the previous considerations, a few comments will suffice to provide a complete prescription. Compositions result from iterated products and sums of Fourier series, and thus they do not present difficulties. As is known from the theory of formal power series [Cartan, 1963], functional inverses of a Taylor-Fourier series with \( f_0 = 0 \) result quite directly once the algebraic inverse of the Fourier series \( f_1(x) \neq 0 \) is known. We may thus restrict our discussion to evaluation of algebraic inverses of Fourier series. As in the case of the product of Fourier series, two alternatives can be considered for the evaluation of algebraic inverses. One of them involves point evaluations and FFTs; in view of our previous comments it is clear such an approach would not lead to accurate numerics. An alternative approach, akin to use of a direct convolution in evaluation of products, requires solution of a linear system of equations for the Fourier coefficients of the algebraic inverse. In view of the decay of the Fourier coefficients of smooth functions, such linear systems can be truncated and solved to produce the coefficients of inverses with high accuracy.

In sum, manipulations of Taylor-Fourier series should not use point-value discretizations if accurate values of functions and their derivatives are to be obtained. The approach described in this section calls, instead, for operations performed fully in Fourier space. In practice we have found the procedures described here produce full double precision accuracies for all operations between Taylor-Fourier series and their subsequent high-order derivatives in very short computing times.

### 1.5 Validation of the Code

#### 1.5.1 High-Frequency Solver

In this section we present the results produced by our algorithm for the energy radiated in the various scattering directions. We use the periodic Green's function \( \tilde{G} \) of period \( d \) [Petit, 1980]

\[
\tilde{G}(x, z) = \frac{1}{2id} \sum_{n=-\infty}^{\infty} e^{i\alpha_n x - i\beta_n z} \frac{\alpha_n = \alpha + n \frac{2\pi}{d}}{\beta_n = \sqrt{k^2 - \alpha_n^2}}
\]

to obtain from the Rayleigh series for the scattered field
(20) \[ u(x, z) = \sum_{n=-\infty}^{+\infty} B_n e^{i\alpha_n x + i\beta_n z} \]

Here, the coefficients \( B_n \) are "Rayleigh amplitudes", which are given in TE polarization by

\[ B_n = \frac{1}{2d} \int_0^d (-1 + \frac{\alpha_n}{\beta_n} S_0'(x)) v(x, k) e^{-i\alpha_n x - i\beta_n S_0(x)} \, dx \]

and in TM polarization by

\[ B_n = \frac{1}{2id\beta_n} \int_0^d v(x, k) e^{-i\alpha_n x - i\beta_n S_0(x)} \, dx \]

The required integrals were computed by means of the trapezoidal rule, which for the periodic functions under consideration is spectrally accurate, and can be computed very efficiently by means of the FFT. Our numerical results show values and errors corresponding to the "scattering efficiencies" \( e_n \), see [Petit, 1980], which are defined by

\[ e_n = \frac{\beta_n}{\beta} |B_n|^2 \]

and which give the fraction of the energy which is scattered in each one of the (finitely many) scattering directions. To test the accuracy of our numerical procedures the high-frequency (HF) results were compared to those of the method of variation boundaries [Bruno and Reitich, 1993] (MVB) in an "overlap" wavelength region --- in which both algorithms are very accurate. Additional results, in regimes beyond those that can be resolved by the boundary variation method are also presented in [Bruno et al., 2002].

Note that the HF and MVB methods are substantially different in nature: one is a high order expansion in \( 1/k \) whereas the other is a high order expansion in the height \( h \) of the profile. In the examples that follow we list relative errors for the computed values of scattered energies in the various scattering directions.

The results below show examples of accuracies reached by our high frequency solver. The scattering surface, the polarization and angle of the incident field and height to period ratio as well as the wavelength to period ratio are indicated above the table of results. Note the double precision accuracies reached with expansion of the order of 15. The order zero calculation corresponds to the classical Kirchhoff approximation (or tangent plane approximation). Note the substantial gain in accuracy provided by our solver over this classical approximation.
### Scattering surface | TE Polarization | Normal Incidence

**h/d = 0.025**

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 3</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.843033211037387e-02</td>
<td>1.9e-3</td>
<td>4.8e-6</td>
<td>1.9e-8</td>
<td>4.2e-11</td>
<td>1.6e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>1</td>
<td>4.533269321280629e-02</td>
<td>2.3e-3</td>
<td>2.4e-6</td>
<td>8.3e-9</td>
<td>2.4e-11</td>
<td>1.8e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>2</td>
<td>8.263582066556663e-02</td>
<td>8.3e-4</td>
<td>3.0e-6</td>
<td>1.3e-8</td>
<td>3.5e-11</td>
<td>3.4e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>3</td>
<td>1.032017750281185e-03</td>
<td>1.8e-2</td>
<td>7.4e-5</td>
<td>3.7e-8</td>
<td>1.3e-10</td>
<td>9.7e-15</td>
<td>1.0e-15</td>
</tr>
<tr>
<td>4</td>
<td>1.019744820363490e-01</td>
<td>1.0e-3</td>
<td>1.3e-6</td>
<td>7.1e-10</td>
<td>1.6e-12</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.396970992023250e-01</td>
<td>1.2e-4</td>
<td>3.4e-6</td>
<td>5.1e-9</td>
<td>8.7e-12</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>6</td>
<td>7.578492663719054e-02</td>
<td>7.9e-4</td>
<td>6.5e-6</td>
<td>1.3e-8</td>
<td>2.6e-11</td>
<td>3.7e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>7</td>
<td>2.361867030378681e-02</td>
<td>1.3e-3</td>
<td>1.0e-5</td>
<td>2.3e-8</td>
<td>5.5e-11</td>
<td>8.8e-16</td>
<td>0.0e-16</td>
</tr>
</tbody>
</table>

The run time for the calculation of order 11 was 3 seconds on a Dec Alpha 600MHz.

### Scattering surface | TM Polarization | Normal Incidence

**h/d = 0.025**

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 3</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.626620392423562e-02</td>
<td>9.3e-5</td>
<td>3.3e-7</td>
<td>2.5e-10</td>
<td>2.0e-13</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>1</td>
<td>4.784012804881663e-02</td>
<td>1.1e-4</td>
<td>2.0e-7</td>
<td>1.7e-10</td>
<td>5.6e-14</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>2</td>
<td>8.098026673047228e-02</td>
<td>7.2e-5</td>
<td>4.4e-7</td>
<td>3.6e-10</td>
<td>2.5e-14</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>3</td>
<td>1.530238230277614e-03</td>
<td>2.3e-5</td>
<td>9.3e-9</td>
<td>2.5e-12</td>
<td>1.7e-15</td>
<td>0.0e-16</td>
<td>0.0e-10</td>
</tr>
<tr>
<td>4</td>
<td>1.044707459140490e-01</td>
<td>1.1e-4</td>
<td>1.3e-7</td>
<td>2.6e-10</td>
<td>2.5e-13</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.392864901043021e-01</td>
<td>1.9e-5</td>
<td>4.4e-8</td>
<td>2.6e-10</td>
<td>2.6e-13</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>6</td>
<td>7.439074834360192e-02</td>
<td>6.0e-5</td>
<td>2.0e-7</td>
<td>4.9e-11</td>
<td>4.5e-14</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>7</td>
<td>2.291079759725996e-02</td>
<td>3.0e-5</td>
<td>1.3e-7</td>
<td>2.3e-11</td>
<td>3.7e-14</td>
<td>6.9e-18</td>
<td>0.0e-16</td>
</tr>
</tbody>
</table>

The run time for the calculation of order 11 was 3 seconds on a Dec Alpha 600MHz.

### Scattering surface | TE Polarization | Normal Incidence

**h/d = 0.04**

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 3</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
<th>Order 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.983702874583560e-02</td>
<td>1.4e-3</td>
<td>6.7e-6</td>
<td>6.3e-10</td>
<td>1.8e-13</td>
<td>5.0e-15</td>
<td>0.0e-16</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.125625186015414e-02</td>
<td>4.3e-3</td>
<td>7.3e-6</td>
<td>8.6e-10</td>
<td>4.6e-14</td>
<td>4.9e-16</td>
<td>0.0e-16</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5.109656298137152e-02</td>
<td>4.2e-3</td>
<td>5.3e-6</td>
<td>1.3e-9</td>
<td>3.5e-14</td>
<td>6.9e-15</td>
<td>0.0e-16</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.350594564861170e-01</td>
<td>1.1e-3</td>
<td>3.0e-6</td>
<td>1.8e-10</td>
<td>5.1e-14</td>
<td>6.9e-16</td>
<td>0.0e-16</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.6707255436364386e-02</td>
<td>4.3e-3</td>
<td>9.0e-6</td>
<td>1.5e-9</td>
<td>1.8e-13</td>
<td>1.0e-14</td>
<td>0.0e-16</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.041839113172000e-01</td>
<td>8.7e-4</td>
<td>1.1e-5</td>
<td>4.7e-10</td>
<td>3.8e-14</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.029977474761340e-02</td>
<td>7.6e-4</td>
<td>1.1e-5</td>
<td>4.8e-10</td>
<td>1.0e-15</td>
<td>2.0e-15</td>
<td>0.0e-16</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.828409217693459e-02</td>
<td>2.5e-3</td>
<td>3.2e-5</td>
<td>1.8e-9</td>
<td>3.5e-14</td>
<td>4.6e-15</td>
<td>6.1e-16</td>
<td></td>
</tr>
</tbody>
</table>
The run time for the calculation of order 15 was 6 seconds on a Dec Alpha 600MHz.

\[ Scattering\ surface\quad TM\ Polarization\quad Normal\ Incidence\]

\[ h/d = 0.04 \quad \quad \quad \quad \lambda/d = 0.0251 \]

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
<th>Order 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.985778821348800e-01</td>
<td>2.6e-4</td>
<td>2.1e-6</td>
<td>1.1e-11</td>
<td>1.8e-15</td>
<td>1.0e-15</td>
<td>1.2e-15</td>
</tr>
<tr>
<td>1</td>
<td>2.203189065428364e-02</td>
<td>9.4e-5</td>
<td>1.3e-7</td>
<td>1.9e-13</td>
<td>4.5e-16</td>
<td>4.9e-16</td>
<td>4.7e-16</td>
</tr>
<tr>
<td>2</td>
<td>4.896242450866300e-02</td>
<td>1.5e-4</td>
<td>5.8e-7</td>
<td>6.8e-12</td>
<td>3.4e-16</td>
<td>4.2e-16</td>
<td>4.9e-16</td>
</tr>
<tr>
<td>3</td>
<td>1.363942224142700e-01</td>
<td>1.5e-4</td>
<td>4.1e-7</td>
<td>9.1e-12</td>
<td>4.5e-16</td>
<td>9.2e-16</td>
<td>9.2e-16</td>
</tr>
<tr>
<td>4</td>
<td>1.685456723960805e-02</td>
<td>7.2e-5</td>
<td>2.9e-7</td>
<td>2.5e-12</td>
<td>6.4e-16</td>
<td>2.5e-16</td>
<td>2.3e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.040033802018770e-01</td>
<td>9.3e-5</td>
<td>1.0e-7</td>
<td>8.7e-12</td>
<td>4.0e-16</td>
<td>2.1e-16</td>
<td>3.1e-16</td>
</tr>
<tr>
<td>6</td>
<td>2.994981016528542e-02</td>
<td>2.3e-5</td>
<td>4.6e-8</td>
<td>5.6e-12</td>
<td>4.2e-17</td>
<td>3.2e-16</td>
<td>2.9e-16</td>
</tr>
<tr>
<td>7</td>
<td>2.7955320580716518e-02</td>
<td>7.0e-5</td>
<td>4.3e-7</td>
<td>3.5e-13</td>
<td>9.0e-17</td>
<td>3.1e-17</td>
<td>4.1e-17</td>
</tr>
</tbody>
</table>

The run time for the calculation of order 15 was 5 seconds on a Dec Alpha 600MHz.

1.5.2 Dirichlet to Neumann Map

To test the accuracy of the Dirichlet to Neumann map, the Rayleigh expansion (20) of the scattered field was used again. Here we choose surfaces for which the Rayleigh hypothesis holds that is surfaces for which the Rayleigh expansion (20) is uniformly convergent up to the surface itself cf. [Petit and Cadilhac, 1966; Millar, 1969; Kyurkchan et al, 1996]. In that case the Rayleigh series can be differentiated with respect to the normal and the results from the Rayleigh series and the integral formulation described in section 1.3.2 can be compared. Just as in the previous section the coefficient \( B_n \) are obtained from the method of variation of boundary. In detail, since the normal derivative of the field on the surface is a periodic function of the tangential variable \( x \), we compared the Fourier coefficient of that function as produced by the differentiation of the Rayleigh series and the methods of section 1.3.2. The results presented below show the absolute error for the first 9 Fourier coefficients of this function for two different surfaces. The agreement is quite satisfactory given that the accuracy of the coefficient \( B_n \) is 15–16 digits but they are multiplied by \( k=2\pi/\lambda=2\pi/0.025 \sim 251 \). So for example the relative error on the first (and largest) coefficient is \( 1.4e-12/251=5.6e-15 \).
### Multi-scale algorithm

Finally the multiple scale algorithms were integrated and very high accuracies were indeed obtained. We present below two examples of highly accurate multiple scale geometries scattering in TE illumination. The errors listed are the absolute error as compared to the method of variation of boundaries. The results were obtained by summation of the Taylor series (1) to the order in 1/k specified in the top row. The two scale results were obtained by using Kirchhoff approximation (that is order 0 in 1/k) and a first order expansion in the roughness h. The
The difference between the two scale columns and the Order 1 column comes from the fact that we used an expansion of order 20 in the high-frequency solver for Order 1 as opposed to order 0 for the two scale case.

\[
h/d = 0.0252 \quad \text{Scattering surface} \quad \lambda/d = 0.025
\]

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Two Scale</th>
<th>Order 1</th>
<th>Order 2</th>
<th>Order 4</th>
<th>Order 6</th>
<th>Order 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[4.833\times10^{\text{\text{e-02}}}]</td>
<td>1.8e-4</td>
<td>9.2e-5</td>
<td>2.1e-8</td>
<td>2.3e-12</td>
<td>5.8e-14</td>
<td>6.0e-15</td>
</tr>
<tr>
<td>1</td>
<td>[4.524\times10^{\text{\text{e-02}}}]</td>
<td>2.0e-5</td>
<td>8.7e-5</td>
<td>2.0e-8</td>
<td>2.0e-12</td>
<td>4.0e-14</td>
<td>2.3e-15</td>
</tr>
<tr>
<td>2</td>
<td>[8.248\times10^{\text{\text{e-02}}}]</td>
<td>2.3e-4</td>
<td>1.6e-4</td>
<td>3.2e-8</td>
<td>3.2e-12</td>
<td>6.6e-14</td>
<td>8.8e-15</td>
</tr>
<tr>
<td>3</td>
<td>[1.053\times10^{\text{\text{e-02}}}]</td>
<td>1.7e-5</td>
<td>2.0e-6</td>
<td>2.2e-8</td>
<td>3.4e-12</td>
<td>8.9e-15</td>
<td>8.8e-16</td>
</tr>
<tr>
<td>4</td>
<td>[0.101\times10^{\text{\text{e-03}}}]</td>
<td>8.7e-5</td>
<td>1.9e-4</td>
<td>2.3e-8</td>
<td>6.0e-12</td>
<td>3.0e-14</td>
<td>5.5e-15</td>
</tr>
<tr>
<td>5</td>
<td>[0.139\times10^{\text{\text{e-03}}}]</td>
<td>2.8e-4</td>
<td>2.6e-4</td>
<td>6.3e-8</td>
<td>1.3e-11</td>
<td>2.7e-14</td>
<td>8.8e-15</td>
</tr>
<tr>
<td>6</td>
<td>[7.574\times10^{\text{\text{e-03}}}]</td>
<td>2.0e-4</td>
<td>1.4e-4</td>
<td>6.0e-8</td>
<td>1.1e-11</td>
<td>1.5e-14</td>
<td>8.9e-15</td>
</tr>
<tr>
<td>7</td>
<td>[2.357\times10^{\text{\text{e-03}}}]</td>
<td>7.5e-5</td>
<td>4.4e-5</td>
<td>8.6e-9</td>
<td>8.1e-13</td>
<td>2.4e-14</td>
<td>1.5e-14</td>
</tr>
</tbody>
</table>

The scattering surface was in that case defined by \(z=0.025\cos(2\pi x)+0.01\cos(20\pi x))\). The calculation of order 8, which yielded 14 digits of accuracy, took 1 hour 9 minutes 54 seconds on a 600 MHz machine. A result with 12 digits of accuracy was obtained for order 4 and took 5 minutes and 51 seconds on the same machine. The large difference in timing is due mainly to a reduction in number of Fourier modes used. Whereas 30 modes suffice for 12-digit accuracy, 100 modes are necessary for 15-digit accuracy.

\[
h/d = 0.0101 \quad \text{Scattering surface} \quad \lambda/d = 0.025
\]

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Two Scale</th>
<th>Order 1</th>
<th>Order 2</th>
<th>Order 4</th>
<th>Order 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[0.19\times10^{\text{\text{e+01}}}]</td>
<td>2.1e-4</td>
<td>6.1e-5</td>
<td>4.3e-8</td>
<td>1.1e-12</td>
<td>3.5e-14</td>
</tr>
<tr>
<td>1</td>
<td>[2.11\times10^{\text{\text{e+01}}}]</td>
<td>8.4e-5</td>
<td>6.5e-6</td>
<td>4.9e-9</td>
<td>1.2e-13</td>
<td>3.1e-15</td>
</tr>
<tr>
<td>2</td>
<td>[5.06\times10^{\text{\text{e+01}}}]</td>
<td>2.3e-4</td>
<td>1.5e-5</td>
<td>3.4e-9</td>
<td>8.2e-13</td>
<td>2.4e-14</td>
</tr>
<tr>
<td>3</td>
<td>[0.135\times10^{\text{\text{e+02}}}]</td>
<td>1.1e-4</td>
<td>4.1e-5</td>
<td>3.3e-9</td>
<td>8.2e-13</td>
<td>3.7e-14</td>
</tr>
<tr>
<td>4</td>
<td>[1.61\times10^{\text{\text{e+02}}}]</td>
<td>6.5e-5</td>
<td>5.0e-6</td>
<td>4.2e-9</td>
<td>9.9e-13</td>
<td>5.7e-14</td>
</tr>
<tr>
<td>5</td>
<td>[0.10\times10^{\text{\text{e+03}}}]</td>
<td>1.2e-4</td>
<td>3.2e-5</td>
<td>8.1e-10</td>
<td>5.6e-14</td>
<td>2.6e-14</td>
</tr>
<tr>
<td>6</td>
<td>[3.0\times10^{\text{\text{e+03}}}]</td>
<td>3.2e-5</td>
<td>9.3e-6</td>
<td>4.2e-8</td>
<td>8.5e-13</td>
<td>1.9e-13</td>
</tr>
<tr>
<td>7</td>
<td>[2.78\times10^{\text{\text{e+03}}}]</td>
<td>7.8e-5</td>
<td>8.5e-6</td>
<td>3.2e-8</td>
<td>7.4e-13</td>
<td>6.3e-14</td>
</tr>
</tbody>
</table>

In this next example, the scattering surface was defined by \(z=0.01\cos(2\pi x)+\cos(4\pi x)+0.025\cos(20\pi x))\). The calculation of order 6, which yielded 14 digits...
of accuracy, took 55 minutes and 34 seconds on a 600 MHz machine. A result with 12 digits of accuracy obtained for order 4 took 13 minutes and 17 seconds on the same machine.

1.6 Exploitation and Follow on

A natural transition program is to correlate polarized radar backscattering returns to relevant surface characteristics, with specific focus on ocean surfaces, through the utilization of an appropriately validated highly efficient and accurate algorithm specially designed for the solution of scattering problems from multiple scale surfaces. The overall objective is to improve the interpretation and predictive capabilities from radar remote sensing returns.

1.6.1 Modeling of Doppler spectrum

The time evolution of the polarized scattering returns is of great use in analyzing the distribution and evolution of scatterers on the ocean surface. Indeed, the power spectrum of the polarized backscattered returns, also known as the Doppler spectrum, is routinely used in experiments for diagnostic and analysis of the distribution and speed of the scatterers on the moving surface, cf. [Lee et al, 1997a; Rozenberg et al, 1996; Lee et al, 1996; Lee et al, 1997b; Liu et al, 1998; Lee et al, 1995; Ja et al, 2001; Duncan et al, 1999].

TRW's Ocean technology department, a world-renown center of excellence for ocean hydrodynamics, has developed many ocean simulation tools based on the formulations described in [Longuet-Higgins and Cokelet, 1976] and [Zhakarov, 1968]. These algorithms are design to model the hydrodynamic evolution of a variety of scales on the water surface. The coupling of these hydrodynamic models to the TRW high-order high frequency multi-scale electromagnetic numerical solver will provide a powerful, efficient and extremely accurate algorithm for the modeling and analysis of Doppler spectra. The high accuracy delivered by the scattering solver is necessary due to the range of scattering returns typically observed to be between −60 dB to −100 dB. This means that to compute reliably simulation results, an accuracy of 10 digits is necessary at the very least.

Once the Doppler spectrum code is implemented, a series of hypothesis regarding the cause and nature of the HH/VV ratio intermittent spiking can be addressed. In particular, the broadening of the velocity distribution introduced by the scattering process can be analyzed. Indeed, since the propagation of water waves will be performed numerically the distribution of velocities at every point along the profile can be evaluated as a function of time. The power spectrum of this distribution of velocities can then be compared to the power spectrum of the scattering returns for each polarization (the Doppler spectrum). To our knowledge, the basic
understanding of the relationship between the distribution of velocities on the water surface and the associated Doppler spectrum for HH and VV polarization obtained from the scattering returns has never been undertaken. It will be of immediate interest to the ocean scattering and remote-sensing communities that seeks to interpret measured Doppler spectra in terms of surface characteristics.

1.6.2 Return from statistically described rough surfaces

The computational speed of our multi-scale algorithm allows the investigation of the surface configuration mechanisms responsible for distinct radar return signatures. In particular, detailed parametric studies can be performed about the dependence of the scattering returns on the surface statistical characteristics such as their spectral distribution cf. [Piersson and Moskowitz, 1964; Donelan and Piersson, 1987; Jahne and Riemer, 1990; Apel, 1994 and Elfouhaily et al, 1997]. One outstanding, yet unsolved, problem in that field concerns the retrieval of wind speed and direction from radar measurements. A number of empirical models have been proposed cf. [Apel, 1994] and more recent measurements have been made cf. [Chaudry and Moore, 1984; Masuko et al, 1986; Woiceshyn et al, 1986; Carswell et al, 1994].

However the establishment of a reliable empirical relationship between radar cross section and wind speed and direction remains elusive cf. [Rufenach, 1998; Phillips, 1988]. The discrepancy can be attributed to two main factors. First the computations of the radar cross section are all based on two-scale models. These models rely on the distribution of short “Bragg” waves, which spectrum is still a matter of active research cf. [Piersson and Moskowitz, 1964; Donelan and Piersson, 1987; Jahne and Riemer, 1990; Apel, 1994 and Elfouhaily et al, 1997]. Of course, the interpretation of measured data and the retrieval of wind characteristics require a model of the dependence of the radar returns on the wind characteristics.

We propose to alleviate the errors introduced by the two-scale scattering model by replacing the scattering module by our highly accurate solver. The expected outcome of that study is the evaluation of current ocean spectra with full electromagnetic account of all scales on the surface at X-band. Furthermore accurate scattering computations will permit to test the current functional forms of the backscattered cross section as a function of wind speed and to determine their range of validity. This will help the wind retrieval (inverse) problem, which is poorly understood at this point cf. [Rufenach, 1998].

It is of interest to note here that the recent studies we carried out with a simplified version of our algorithm, for periodic surfaces with slopes in the range 0.01-0.3, have already yielded results not expected from the predictions of classical theories cf. [Sei et al., 1999].
particular, these results provide the first rigorous theoretical evidence of anomalous absorption of polarized EM radiation. This result is potentially of strong relevance to the ocean scattering community. Our results show that significant effects on the backscattering polarization ratio (HH/VV or TE/TM) can arise from modulated short waves, that is, corrugated surfaces with features similar to those abundant in ocean surfaces (cf. Figure 4 and [Sei et al., 1999]). The effects depend on incidence angle, dielectric constant and specific configuration characteristics.

Figure 2 shows an instance of the results we have obtained. It illustrates the increase in the ratio of HH/VV, obtained for the specific wavetrain of Figure 4, for a particular region of slope values (\(ka = \pi h/d\), where \(h\) is the height and \(d\) the period of the wavetrain). The figure also shows the constant, and orders of magnitude smaller, value of HH/VV that would have been predicted by either first order theories or the classical theory of Rice. These results are all the more relevant in view of the recent experimental measurements that have demonstrated the strong contribution to the radar return from incipient or actively breaking water waves cf. [Lee et al., 1997; Liu et al., 1998].

These waves are nonlinear by nature, with large slopes (\(ka \sim .1\)) consisting of wavetrains of different scales and can be directionally modulated. The experimental results show "sea spikes" in potential agreement with our calculation. The "sea spikes" are regions of large HH/VV polarization ratios and sporadically high HH returns for near grazing angles in direct contradiction with first order perturbation theories.

![Figure 4. Periodic modulated wave train](image)

![Figure 5. Simulated scattering returns for surface shown in Fig. 4 and comparison with first order and classical theories.](image)
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Abstract. A new method is introduced for the solution of problems of scattering by rough surfaces in the high-frequency regime. It is shown that high order summations of expansions in inverse powers of the wavenumber can be used within an integral equation framework to produce highly accurate results for surfaces and wavelengths of interest in applications. Our algorithm is based on systematic use and manipulation of certain Taylor-Fourier series representations and explicit asymptotic expansions of oscillatory integrals. Results with machine precision accuracy are presented which were obtained from computations involving expansions of order as high as twenty.
1. Introduction

Computations of electromagnetic scattering from rough surfaces play important roles in a wide range of applications, including remote sensing, surveillance, non-destructive testing, etc. The problem of evaluating such scattering returns is rather challenging — owing to the multiple-scale nature of rough scatterers, whose spectra may span a wide range of length-scales [Valenzuela, 1978].

A number of techniques have been developed to treat limiting cases of this problem. For example, the high frequency case, in which the wavelength $\lambda$ of the incident radiation is much smaller than the characteristic surface length-scales, has been treated by means of low order asymptotic expansions, such as the Kirchhoff approximation. On the other hand, resonant problems where the incident radiation wavelength is of the order of the roughness scale have been treated by perturbation methods, typically first or second order expansions in the height $h$ of the surface [Rice, 1951; Shmelev, 1972; Mitzner, 1964; Voronovich, 1994]. However, when a multitude of scales is present on the surface none of these techniques is adequate, and attempts to combine them in a so-called two-scale approaches have been given [Kuryanov, 1963; McDaniel and Gorman, 1983; Voronovich, 1994; Gil’Man et al., 1996]. The results provided by these methods are not always satisfactory, owing to the limitations imposed by the low orders of approximation used in both, the high-frequency and the small perturbation methods.

A new approach to multi-scale scattering, based on use of expansions of very high order in both parameters $\lambda$ and $h$, has been proposed recently [Bruno et al., 2000]. These combined methods, which are based on complex variable theory and analytic continuation, require nontrivial mathematical treatments; the resulting approaches, however, do expand substantially on the range of applicability over low order methods, and can be used in some of the most challenging
cases arising in applications. Perturbation series of very high-order in $h$ have been introduced and used elsewhere to treat resonant problems — in which the wavelength of radiation is comparable to the surface length-scales [Bruno and Reitich, 1993; Sei et al., 1999]. In this paper we focus on our high-order perturbation series in the wavelength $\lambda$, which, as we shall show, exhibits excellent convergence in the high-frequency, small wavelength regime. The combined $(h, \lambda)$ perturbation algorithms for multiscale surfaces, which require as a main component the accurate high frequency solvers presented in this paper, are described in [Bruno et al., 2000].

Our approach to the present high-frequency problem uses an integral equation formulation, whose solution $\nu$ is sought and obtained in the form of an asymptotic expansion

$$
\nu(x, k) = e^{i\alpha x - i\beta f(x)} \sum_{n=p}^{+\infty} \frac{\nu_n(x)}{kn},
$$

(1)

with $p = -1$ for TM polarization and $p = 0$ for TE polarization. This expansion is similar in form to the geometrical optics series [Lewis and Keller, 1964]

$$
u_n(x, k) = e^{ikS(x, y)} \sum_{n=0}^{+\infty} \frac{u_n(x, y)}{kn},
$$

(2)

where $S = S(x, y)$ is the unknown phase of the scattered field. Note that the phase of the density $\nu$ of (1) is determined directly from the geometry and the incident field and, unlike that in the geometrical optics field, it is not an unknown of the problem. In particular, the present approach does not require solution of an eikonal equation [Vidale, 1988; VanTrier and Symes, 1991; Fatemi et al., 1995; Benamou, 1999], and it bypasses the complex nature of the field of rays, caustics, etc.

The validity of the expansion (2) has been extensively studied [Friedlander, 1946; Luneburg, 1949a; Luneburg, 1949b; Van Kampen, 1949; Luneburg, 1964]; in particular, it is known that equation (2) needs to be modified in the presence of singularities of the scattering surface.
To treat edges and wedges, for example, an expansion containing powers of $k^{-1/2}$ [Luneburg, 1949b; Van Kampen, 1949; Keller, 1958; Lewis and Boersma, 1969; Lewis and Keller, 1964] must be used; caustics and creeping waves also lead to similar modified expansions [Kravtsov, 1964; Brown, 1966; Ludwig, 1966; Lewis et al., 1967; Ahluwalia et al., 1968]. Proofs of the asymptotic nature of expansion (2) were given in cases where no such singularities occur [Miranker, 1957; Bloom and Kazarinoff, 1976]. In practice only expansions (2) of very low orders (one, or, at most two) have been used — owing in part to the substantial algebraic complexity required by high order expansions [Bouche et al., 1997]. First order versions of the expansion (1), on the other hand were treated in [Lee, 1975; Chaloupka and Meckelburg, 1985; Ansorge, 1986; Ansorge, 1987].

The region of validity of our ansatz (1), on the other hand, corresponds to configurations where no shadowing occurs. At shadowing the wave vector of the incident plane wave is tangent to the surface at some point, which causes certain integrals to diverge; see Section 4. Thus, a different kind of expansion, in fractional powers of $1/k$, should be used to treat shadowing configurations: a first order version of such an expansion was discussed in [Hong, 1967]; see [Friedlander and Keller, 1955; Lewis and Keller, 1964; Brown, 1966; Duistermaat, 1992] for the ray-tracing counterpart.

In this paper we show that high order summations of expansion (1) can indeed be used to produce highly accurate results for surfaces and wavelengths of interest in applications for both TE and TM polarizations; in Section 7, for example, we present results with machine precision accuracy, which were obtained from computations involving expansions of order as high as 20. Our algorithm is based on systematic use and manipulation of certain Taylor-Fourier series representations, which we discuss in Section 5. Operations such as product, composition and
inversion of Taylor-Fourier series lie at the core of our algebraic treatment; as shown in Section 5 certain numerical subtleties associated with these operations require a careful treatment for error control.

In order to streamline our discussion we first treat, in sections 2 to 5, the complete formalism in the TE case; the changes necessary for the TM case are then described in Section 6. In detail, in Section 2 we present our basic recursive formula for the evaluation of the coefficients $\nu_n(x)$ of equation (1) for the TE case. These coefficients depend on certain explicit asymptotic expansions of integrals, which we present in Sections 3 and 4. A discussion of the Taylor-Fourier algebra then ensues in Section 5. As we said, the modifications necessary for the TM case are discussed in Section 6. A variety of numerical results for both TE and TM polarizations, finally, are presented in Section 7.

2. High-Frequency Integral Equations — TE case

The scattered field $u = u(x, y)$ induced by an incident plane wave impinging on the rough surface $y = f(x)$ under TE polarization is the solution of the Helmholtz equation with a Dirichlet boundary condition. As is known [Voronovich, 1994] the field $u(x, y)$ can be computed as an integral involving a surface density $\nu(x, k)$ and the Green's function $G(x, y, x', y')$ for the Helmholtz equation

$$u(x, y) = \int_{-\infty}^{+\infty} \nu(x', k) \frac{\partial G}{\partial n}(x, y, x', f(x')) \sqrt{1 + (f'(x'))^2} \, dx'$$

(3)

where $\nu$ satisfies the boundary integral equation

$$\frac{\nu(x, k)}{2} + \int_{-\infty}^{+\infty} \frac{\partial G}{\partial n'}(x, f(x), x', f(x')) \sqrt{1 + (f'(x'))^2} \nu(x', k) \, dx' = -e^{i\alpha x - i\beta f(x)}.$$  

(4)
In what follows we will use the relations
\[
\frac{\partial G}{\partial n}(x, f(x), x', f(x')) \sqrt{1 + (f'(x'))^2} = -\frac{i}{4} h(kr) g(x, x')
\]
\[r = \sqrt{(x' - x)^2 + (f(x') - f(x))^2}\]
\[h(t) = t H_1^1(t)\]
\[H_1^1\text{ Hankel function}\]
\[g(x, x') = \frac{f(x') - f(x) - (x' - x)f'(x')}{r^2}\]
\[\alpha = k \sin(\theta)\]
\[\beta = k \cos(\theta),\]
where \(\theta\) is the incidence angle measured counter-clockwise from the vertical axis, and \(k = 2\pi/\lambda\) is the wavenumber.

A useful form of the integral equation (4) results as we factor out the rapidly oscillating phase function \(e^{i\alpha x - i\beta f(x)}\)
\[
\left( e^{-(i\alpha x - i\beta f(x))} \nu(x, k) \right) - \frac{i}{2} \int_{-\infty}^{+\infty} h(kr) g(x, x') \left( e^{-(i\alpha x - i\beta f(x))} \nu(x', k) \right) dx' = -2,
\]
which cancels the fast oscillations in all non-integrated terms, and thus suggests use of an ansatz of the form
\[
\nu(x, k) = e^{i\alpha x - i\beta f(x)} \sum_{n=0}^{+\infty} \frac{\nu_n(x)}{k^n}.
\]
Substitution of the ansatz (6) into equation (5) then yields
\[
\sum_{n=0}^{+\infty} \frac{1}{k^n} \left( \nu_n(x) - \frac{i}{2} I^n(x, k) \right) = -2
\]
where
\[
I^n(x, k) = \int_{-\infty}^{+\infty} h(kr) g(x, x') e^{i\alpha(x' - x) - i\beta(f(x') - f(x))} \nu_n(x') dx'.
\]
To solve equation (7) we use asymptotic expansions for the integrals \(I^n(x, k)\), collect coefficients of each power of \(1/k\), and then determine, recursively, the coefficients \(\nu_n(x)\). In detail, we obtain in Section 3 an expansion which gives \(I^n(x, k)\) in terms of derivatives of \(\nu_n(x)\)
\[
I^n(x, k) = \frac{1}{k} \sum_{q=0}^{+\infty} \frac{I_q^n(x)}{k^q} \quad \text{where} \quad I_q^n(x) = \sum_{\ell=0}^{q} \frac{\partial^\ell \nu_n(x)}{\partial x^{\ell}} B_{q-\ell}(x)
\]
where the functions $B_{q,x}(x)$ are determined from the profile and incidence angle only. (We point out, however, that our algebraic treatment yields an expression for $I_q^\alpha(x)$ which, although equivalent to that of (8), is different in form; see Remark 1 and equation (25).) From (7) and (8) we then find a recursion which gives $\nu_n(x)$ as a linear combination of derivatives of the previous coefficients $\nu_{n-1,q}(x)$

\[
\begin{align*}
\nu_0(x) &= -2 \\
\nu_n(x) &= 2 \sum_{q=0}^{n-1} I_{q}^{-1-q}(x).
\end{align*}
\]  

(9)

Use of the Taylor-Fourier algebra of Section 5 allows us to perform accurately the high order differentiations required by our high-order expansions; the needed expansion (8) of the integral $I^n$, in turn, is the subject of the next section.

3. Asymptotic expansion of $I^n(x, k)$

We first split the integral $I^n$ as a sum $I^n = I^n_\alpha + I^n_\beta$ where

\[
I^n_\alpha(x, k) = \int_{-\infty}^{x} h(kr)g(x, x')e^{i\alpha(x' - x) - i\beta(f(x') - f(x))}\nu_n(x')dx'
\]

\[
I^n_\beta(x, k) = \int_{x}^{+\infty} h(kr)g(x, x')e^{i\alpha(x' - x) - i\beta(f(x') - f(x))}\nu_n(x')dx'
\]

We evaluate in detail the asymptotic expansion for $I^n_\alpha(x, k)$; the corresponding expansion for $I^n_\beta(x, k)$ then follows analogously.

Using $t = x' - x$ we obtain

\[
I^n_\alpha(x, k) = \int_{0}^{+\infty} h(k\phi_+(x, t))g(x, x + t)e^{i\alpha t - i\beta(f(x + t) - f(x))}\nu_n(x + t)dt
\]

(10)

where

\[
\phi_+(x, t) = \sqrt{t^2 + (f(x + t) - f(x))^2}.
\]
For the treatment presented here, \( f(x) \) is assumed to satisfy the condition

\[
\phi'_+(x,t) = \frac{\partial \phi_+(x,t)}{\partial t} > 0 \quad \text{for} \ t \geq 0 \tag{11}
\]

so that the map \( t \mapsto \phi_+(x,t) \) is invertible. (This condition is generally satisfied by rough surfaces considered in practice: for a sinusoidal profile \( f(x) = a \cos(x) \), for example, the inequality (11) holds as long as \( a < 1 \).) Then setting

\[
u_+ = \phi_+(x,t) \quad \iff \quad t = \phi_+^{-1}(x,u)
\]

equation (10) becomes

\[
I_n(x,k) = \int_0^{+\infty} h(ku) \frac{g(x, x + \phi_+^{-1}(x,u))}{\phi'_+(x, \phi_+^{-1}(x,u))} \nu_n(x + \phi_+^{-1}(x,u)) e^{i \alpha \phi_+^{-1}(x,u)} - i \beta (\phi(x) + \phi_+^{-1}(x,u) - f(x)) du.
\]

Calling

\[
\begin{align*}
F_n(x,u) &= \frac{g(x, x + \phi_+^{-1}(x,u))}{\phi'_+(x, \phi_+^{-1}(x,u))} \nu_n(x + \phi_+^{-1}(x,u)) \\
\psi_+(x,u) &= f(x + \phi_+^{-1}(x,u)) - f(x) \cos(\theta) - \phi_+^{-1}(x,u) \sin(\theta),
\end{align*}
\]

(12)

\( I_n(x,k) \) reduces to

\[
I_n(x,k) = \int_0^{+\infty} F_n(x,u) h(ku) e^{-ik\psi_+(x,u)} du.
\]

**Remark 1** The unknown \( \nu_n(x) \) is contained as a factor in the function \( F_n(x,u) \). Notation (12) is useful in that it helps present the integrand as a product of two distinct factors: a non-oscillatory component \( F_n(x,u) \) and an oscillatory component \( h(ku) e^{-ik\psi_+(x,u)} \).

In addition to (11) we assume the profile \( y = f(x) \) is an analytic function — so that the map \( u \mapsto F_n(x,u) \) is analytic as well. Using the Taylor series

\[
F_n(x,u) = \sum_{m=0}^{+\infty} \frac{\partial^m F_n(x,0)}{\partial u^m} \frac{u^m}{m!} = \sum_{m=0}^{+\infty} p_{n,m}(x) u^m
\]

(13)
the integral $I^n_+(x, k)$ takes the form

$$I^n_+(x, k) = \sum_{m=0}^{+\infty} \frac{P^+_n(x)}{k^{m+1}} \int_0^{+\infty} u^n h(ku) e^{-ik\psi^+(x, u)} du$$

$$= \sum_{m=0}^{+\infty} \frac{P^+_n(x)}{k^{m+1}} \int_0^{+\infty} v^m h(v) e^{-ik\psi^+(x, \frac{v}{k})} dv.$$  \hspace{1cm} (14)

Thus, the $1/k$ expansion of $I^n_+$ results from the corresponding expansions of the integrals

$$A^+(k, m, x) = \int_0^{+\infty} v^m h(v) e^{-ik\psi^+(x, \frac{v}{k})} dv.$$ \hspace{1cm} (15)

These non-convergent integrals must be re-interpreted by means of analytic continuation — in a manner similar to that used in the definition and manipulation of Mellin transforms [Bleistein and Handelsman, 1986]. An explicit expansion of $A^+(k, m, x)$ is given in the following section.

3.1. Expansion of the integrals $I^n_+$ and $I^n$

Using the Taylor expansion of $\psi^+(x, u) = \sum_{m=0}^{+\infty} \psi^+_m(x) \frac{u^m}{m!}$ in the variable $u$ together with the identity $\psi^+(x, 0) = 0$, expansion of the function $\exp(-i(k\psi^+(x, \frac{v}{k}) - \psi^+_1(x)v))$ leads to the expression

$$e^{-ik\psi^+(x, \frac{v}{k})} = e^{-i\psi^+_1(x)v} \left( 1 + \sum_{n=1}^{+\infty} k^{-n} \sum_{\ell=1}^{n} \frac{a_{\ell,n}^+(x)}{\ell!} v^{n+\ell} \right)$$ \hspace{1cm} (16)

for certain (function) coefficients $a_{\ell,n}^+(x)$. Then, defining

$$A^+_0(p, x) = \int_0^{+\infty} v^n h(v) \ e^{-i\psi^+_1(x)v} \ dv$$ \hspace{1cm} (17)

and

$$A^+_n(m, x) = \sum_{\ell=0}^{n} \frac{a_{\ell,n}^+(x)}{\ell!} A^+_0(m + n + \ell, x)$$ \hspace{1cm} (18)

we obtain

$$A^+(k, m, x) = A^+_0(m, x) + \sum_{n=1}^{+\infty} \frac{A^+_n(m, x)}{k^n},$$ \hspace{1cm} (19)
and the series
\[ I^n_+(x, k) = \sum_{q=0}^{+\infty} \left( \sum_{\ell=0}^{q} p_{n, q-\ell}(x) A_\ell^+(q - \ell, x) \right) k^{-q-1} \] (20)
for \( I^n_+ \) results. We see that this expansion is given in terms of the integrals (17) which, like those of the previous section, are non-convergent and require analytic continuation. An explicit expression for this integral as a function of \( p \) and \( x \) is given in Section 4.

The case of \( I^n_-(x, k) \) can be treated similarly: we use \( t = x - x' \) and the definitions
\[ \phi_-(x, t) = \sqrt{t^2 + (f(x - t) - f(x))^2} \]
\[ F^n_-(x, u) = \frac{g(x, x - \phi_-(x, u))}{\phi_-(x, \phi_-(x, u))} \nu_n(x - \phi_-(x, u)) \]
\[ \psi_-(x, u) = \left( f(x - \phi_-(x, u)) - f(x) \right) \cos(\theta) - \phi_-(x, u) \sin(\theta). \]

Then, letting \( a_{\ell, n}(x) \) be the coefficients in the expansion of \( e^{-ik\psi_-(x, \ell)} \)
\[ e^{-ik\psi_-(x, \ell)} = e^{-i\psi_-(x)} \left( 1 + \sum_{n=1}^{+\infty} k^{-n} \sum_{\ell=1}^{n} \frac{a_{\ell, n}(x)}{\ell!} v^{n+\ell} \right), \]
calling
\[ A_0^-(p, x) = \int_0^{+\infty} v^p h(v) e^{-i\psi_-(x)v} \, dv \]
and defining the functions \( A^-(m, x) \) by
\[ A^-_n(m, x) = \sum_{\ell=0}^{n} \frac{a_{\ell, n}(x)}{\ell!} A_0^-(m + n + \ell, x). \] (21)
we obtain the expansion for the integral \( I^n_- \):
\[ I^n_-(x, k) = \sum_{q=0}^{+\infty} \left( \sum_{\ell=0}^{q} p_{n, q-\ell}(x) A_\ell^-(q - \ell, x) \right) k^{-q-1}. \] (22)
3.2. A simplified expression for the integral $I^n(x, k)$

The expansions for $I^+_n(x, k)$ and $I^-_n(x, k)$ can be combined into an expression which depends only on the functions $p^+_{n, \ell}(x)$, $a^+_n(x)$ and

$$S(q, x) = A^+_0(q, x) + (-1)^q A^-_0(q, x). \quad (23)$$

Indeed, using the identity $\phi^-(x, t) = \phi^+(x, -t)$ we find

$$\psi^-_\ell(x) = (-1)^\ell \psi^+_\ell(x), \quad a^-_\ell,n(x) = (-1)^{\ell+n} a^+_\ell,n(x), \quad \text{and} \quad p^-_n,\ell(x) = (-1)^\ell p^+_n,\ell(x). \quad (24)$$

The $1/k$-expansion of $I^n(x, k)$ now follows from (20), (22) and (24)

$$I^n(x, k) = I^+_n(x, k) + I^-_n(x, k)$$

$$= \sum_{q=0}^{\infty} \left( \sum_{\ell=0}^{q} p^+_{n, q-\ell}(x) A^+_\ell(q - \ell, x) + p^-_{n, q-\ell}(x) A^-_\ell(q - \ell, x) \right) k^{-q-1}$$

$$= \sum_{q=0}^{\infty} \sum_{\ell=0}^{q} p^+_{n, q-\ell}(x) \left( A^+_\ell(q - \ell, x) + (-1)^{q-\ell} A^-_\ell(q - \ell, x) \right) k^{-q-1}$$

Using (18), (21) and (24) we thus obtain our key formula

$$I^n(x, k) = \sum_{q=0}^{\infty} \frac{I^+_q(x)}{k^{q+1}}, \quad \text{where}$$

$$I^+_q(x) = \sum_{\ell=0}^{q} p^+_{n, q-\ell}(x) \left( \sum_{j=0}^{\ell} \frac{a^+_j,\ell(x)}{j!} S(q + j, x) \right). \quad (25)$$

As we have seen, the function $S(m, x)$ is defined by divergent integrals; an explicit expression for this function is given in the following section. The coefficients $a^+_j,\ell$ and $p^+_n,\ell$, in turn, are defined as products, quotients, compositions and inverses of certain power series expansions; accurate methods for such manipulations of power series are given in Section 5. Note that
$a_{j,\ell}^+(x)$ and $S(q+j,x)$ depend on the scattering profile and incidence angle only; the coefficient $p_{h,m}^+$ depends on the geometry and the derivatives of the coefficient $\nu_n$ of order $\leq m$.

4. Computation of $S(q,x)$.

Interestingly, a closed form expression can be given for the function $S(q,x)$. Indeed, since $\psi_1^-(x) = \psi_1^+(x)$ we may write

$$S(q,x) = A_0^+(q,x) + (-1)^q A_0^-(q,x).$$

$$= \int_0^{+\infty} v^q h(v) \left( e^{-i\psi_1^+(x)v} + (-1)^q e^{i\psi_1^+(x)v} \right) dv,$$

or,

$$S(q,x) =
\begin{cases}
2 \int_0^{+\infty} v^{q+1} H_1^1(v) \cos(\psi_1^+(x)v) dv & q \text{ even} \\
-2i \int_0^{+\infty} v^{q+1} H_1^1(v) \sin(\psi_1^+(x)v) dv & q \text{ odd}.
\end{cases}$$

Using formulae (11.4.19) and (11.4.16) in [Abramowitz and Stegun, 1964] together with the Taylor expansion of $\sin(x)$ and $\cos(x)$, we then obtain the closed form expression

$$S(q,x) =
\begin{cases}
2^{q+2} \sum_{k=0}^{+\infty} (-1)^k \frac{(2\psi_1^+(x))^{2k}}{(2k)!} \frac{\Gamma(\frac{2k+q+3}{2})}{\Gamma(\frac{1-2k-q}{2})} & q \text{ even} \\
-2^{q+2} \sum_{k=0}^{+\infty} (-1)^k \frac{(2\psi_1^+(x))^{2k+1}}{(2k+1)!} \frac{\Gamma(\frac{2k+q+4}{2})}{\Gamma(\frac{-2k-q}{2})} & q \text{ odd}.
\end{cases}$$

(26)

Thus $S(q,x)$ is a series in powers of $\psi_1^+(x)$, whose coefficients can be evaluated explicitly in terms of the $\Gamma$ function.

**Remark 2** It is easy to see that the radius of convergence of the power series in equation (26) is 1, and that the series actually diverges for $\psi_1^+ = 1$. This condition has an interesting physical
interpretation; since

\[ \psi_1^+(x) = \frac{f'(x) \cos(\theta) - \sin(\theta)}{\sqrt{1 + f'(x)^2}} \]

the condition \( \psi_1^+(x) = 1 \) is equivalent to

\[ f'(x) = -\cot(\theta) \]

or, equivalently, that some rays in the incident plane wave are tangent to the scattering surface.

Alternatively, using the asymptotic expansion

\[ H_1^1(v) \sim \sqrt{\frac{2}{\pi v}} e^{i\left(v - \frac{3\pi}{4}\right)} \]

we see that the oscillatory term in \( A_0^+(p, x) \) is \( e^{i(1 - \psi_1^+(x))v} \), which becomes non-oscillatory for \( \psi_1^+(x) = 1 \), and thus causes the integral to diverge. Therefore, as mentioned in the introduction, the present algorithm applies only to configurations for which no shadowing occurs. Extension of these methods to configurations including shadowing are forthcoming.

**Remark 3** In addition to the infinite series (26), the function \( S \) admits a finite closed form representation, namely:

\[ S(q, \psi) = (1 - \psi^2)^{-(q+3/2)} P_q(\psi) \]

where \( P_q(x) \) is a polynomial of degree equal to the integer part of \( q/2 \). These polynomials can be computed easily and efficiently through a Taylor expansion of the product \( S(q, \psi)(1 - \psi^2)^{(q+3/2)} \).
For example, the first few values of $q$ we have

$$S(0, \psi) = (1 - \psi^2)^{-3/2}.2$$
$$S(1, \psi) = (1 - \psi^2)^{-5/2}.(-6)$$
$$S(2, \psi) = (1 - \psi^2)^{-7/2}.(-6 + 24\psi)$$
$$S(3, \psi) = (1 - \psi^2)^{-9/2}.(90 + 120\psi)$$
$$S(4, \psi) = (1 - \psi^2)^{-11/2}.(90 + 1080\psi + 720\psi^2)$$
$$S(5, \psi) = (1 - \psi^2)^{-13/2}.(-3150 - 12600\psi - 5040\psi^2)$$

5. Computation of $p_{n,q-\ell}^+$ and $a_{j,\ell}^+$: Taylor-Fourier algebra

As indicated previously, the functions $p_{n,q-\ell}^+$ and $a_{j,\ell}^+$ in equations (12), (13) and (16) can be obtained through manipulations of Taylor-Fourier series, which we define, quite simply, as Taylor series whose coefficients are Fourier series. Thus, a Taylor-Fourier series $f(x, t)$ is given by an expression of the form

$$f(x, t) = \sum_{n=0}^{+\infty} f_n(x) t^n$$
$$f_n(x) = \sum_{\ell=-\infty}^{\infty} f_{n\ell} e^{i\ell x}$$

(27)

The manipulations required by our methods include sum, products, composition and as well as algebraic and functional inverses. These operations need to be implemented with care, as we show in what follows.

Compositions and inverses of Taylor-Fourier series require consideration of multiplication and addition, so we discuss the latter two operations first. Additions do not pose difficulties: naturally, they result from addition of coefficients. Multiplications and divisions of Taylor-Fourier series, on the other hand, could in principle be obtained by means of Fast Fourier Transforms [Press et al., 1992]. Unfortunately such procedures are not appropriate in our context. Indeed, as we show below, the very rapid decay of the Fourier and Taylor coefficients arising
in our calculations is not well captured through convolutions obtained from FFTs. Since an accurate representation of this decay is essential in our method — which, based on high-order differentiations of Fourier-Taylor series, greatly magnifies high frequency components — an alternate approach needs to be used.

Before describing our accurate algorithms for manipulation of Taylor-Fourier series we present an example illustrating the difficulties associated with use of FFTs in this context. We thus consider the problem of evaluating the subsequent derivatives of the function

\[ S(x) = \left( \sum_{k=-\infty}^{\infty} \cos(kx) \frac{1}{a^{\left| k \right|}} \right)^2 \]

through multiplication and differentiation of Fourier series. For comparison purposes we note that \( S \) actually admits the closed form

\[ S(x) = \left( 1 + 2 \frac{a \cos(x) - 1}{a^2 - 2a \cos(x) + 1} \right)^2 ; \quad (28) \]

the value \( a = 10 \) is used in the following tests.

In Table 1 below we present the errors resulting in the evaluation of a sequence of derivatives of the function \( S \) at \( x = 0 \) through two different methods: FFT and direct summation of the convolution expression. (Here errors were evaluated by comparison with the corresponding values obtained from direct differentiation of the expression \( (28) \) by means of an algebraic manipulator.) We see that, as mentioned above, use of Fourier series obtained from FFTs lead to substantial accuracy losses. Indeed, FFTs evaluate the small high-order Fourier coefficients of a product through sums and differences of “large” function values, and thus, they give rise to large relative errors in the high-frequency components. These relative errors are then magnified by the differentiation process, and all accuracy is lost in high order differentiations: note the increasing loss of accuracy that results from use of larger number of Fourier modes in the FFT procedure.
The direct convolution, on the other hand, does not suffer from this difficulty. Indeed, direct convolutions evaluate a particular Fourier coefficient $a_n$ of a product of series through sums of terms of the same order of magnitude as $a_n$. The result is a series whose coefficients are fully accurate in relative terms, so that subsequent differentiations do not lead to accuracy losses. We point out that full double precision accuracy can be obtained for derivatives of orders 20 and higher provided sufficiently many modes are used in the method based on direct convolutions.

In addition to sums and multiplications, our approach requires use of algorithms for composition and as well as algebraic and functional inverses of Taylor-Fourier series. In view of the previous considerations, a few comments will suffice to provide a complete prescription. Compositions result from iterated products and sums of Fourier series, and thus they do not present difficulties. As is known from the theory of formal power series [Cartan, 1963], functional inverses of a Taylor-Fourier series (27) with $f_0 = 0$ results quite directly once the algebraic inverse of the Fourier series $f_1(x) \neq 0$ is known. We may thus restrict our discussion to evaluation of algebraic inverses of Fourier series.

As in the case of the product of Fourier series, two alternatives can be considered for the evaluation of algebraic inverses. One of them involves point evaluations and FFTs; in view of our previous comments it is clear such an approach would not lead to accurate numerics. An alternative approach, akin to use of a direct convolution in evaluation of products, requires solution of a linear system of equations for the Fourier coefficients of the algebraic inverse. In view of the decay of the Fourier coefficients of smooth functions, such linear systems can be truncated and solved to produce the coefficients of inverses with high accuracy.

In sum, manipulations of Taylor-Fourier series should not use point-value discretizations if accurate values of functions and their derivatives are to be obtained. The approach described
in this section calls, instead, for operations performed fully in Fourier space. In practice we have found the procedures described here produce full double precision accuracies for all operations between Taylor-Fourier series and their subsequent high-order derivatives in very short computing times.

6. High-Frequency Integral Equations — TM case

In the transverse magnetic (TM) polarization, the scattered field \( u = u(x,y) \) induced by an incident plane wave impinging on the rough surface \( y = f(x) \) is the solution of the Helmholtz equation with a Neumann boundary condition. The field \( u(x,y) \) can be computed [Voronovich, 1994] as an integral involving a surface density \( \nu(x,k) \) and the Green’s function \( G(x,y,x',y') \) for the Helmholtz equation

\[
 u(x,y) = \int_{-\infty}^{+\infty} \nu(x',k) \ G(x,y,x',f(x')) \sqrt{1 + (f'(x'))^2} \, dx'
\]  

(29)

where \( \nu \) satisfies the boundary integral equation

\[
 -\frac{\nu(x,k)}{2} + \int_{-\infty}^{+\infty} \frac{\partial G}{\partial n}(x,f(x),x',f(x')) \sqrt{1 + (f'(x'))^2} \nu(x',k) \, dx' = -\frac{\partial u^{inc}}{\partial n}(x,f(x)).
\]  

(30)

In what follows we will use the relations

\[
 u^{inc}(x,y) = e^{i\alpha x - i\beta y} \\
 r = \sqrt{(x' - x)^2 + (f'(x') - f(x))^2} \quad h(t) = tH_1(t) \quad H_1 \text{ Hankel function}
\]

\[
 g(x,x') = \frac{f(x) - f(x') - f'(x)(x - x')}{r^2} \quad \alpha = k \sin(\theta) \quad \beta = k \cos(\theta),
\]

where \( \theta \) is the incidence angle measured counter-clockwise from the vertical axis, and \( k = 2\pi/\lambda \) is the wavenumber. Since

\[
 \frac{\partial u^{inc}}{\partial n}(x,f(x)) = -\frac{i\alpha f'(x) + i\beta}{\sqrt{1 + (f'(x))^2}} e^{i\alpha x - i\beta f(x)},
\]
calling \( \tilde{\nu}(x, k) = \nu(x, k)\sqrt{1 + (f'(x))^2} \) we can rewrite equation (30) as follows:

\[
\frac{\tilde{\nu}(x, k)}{2} - \int_{-\infty}^{+\infty} \tilde{\nu}(x', k)h(kr)g(x, x')dx' = (i\alpha f'(x) + i\beta)e^{i\alpha x - i\beta f(x)}
\]  

(31)

As in Section 2, a useful form of the integral equation (31) results as we factor out the rapidly oscillating phase function \( e^{i\alpha x - i\beta f(x)} \)

\[
\left( e^{-(i\alpha x - i\beta f(x))} \tilde{\nu}(x, k) \right) - \frac{i}{2} \int_{-\infty}^{+\infty} h(kr)g(x, x') \left( e^{-(i\alpha x - i\beta f(x))} \tilde{\nu}(x', k) \right) dx' = 2(i\alpha f'(x) + i\beta),
\]  

(32)

which cancels the fast oscillations in all non-integrated terms. Using an expansion for the function \( \tilde{\nu}(x, k) \) similar to (6)

\[
\tilde{\nu}(x, k) = e^{i\alpha x - i\beta f(x)} \sum_{n=-1}^{+\infty} \frac{\nu_n(x)}{k^n}.
\]  

(33)

in (32) then yields

\[
\sum_{n=-1}^{+\infty} \frac{1}{k^n} \left( \tilde{\nu}_n(x) - \frac{i}{2} I^n(x, k) \right) = 2k(i \sin(\theta) f'(x) + i \cos(\theta))
\]  

(34)

where

\[
I^n(x, k) = \int_{-\infty}^{+\infty} h(kr)g(x, x')e^{i\alpha(x'-x) - i\beta(f(x') - f(x))} \tilde{\nu}_n(x')dx'.
\]

The solution of equation (34) requires asymptotic expansions for the integrals \( I^n(x, k) \). These expansions are obtained, as in the TE case, by the methods of Section 3. In particular we obtain the following expressions for the coefficients \( \tilde{\nu}_n(x) \):

\[
\begin{align*}
\tilde{\nu}_{-1}(x) &= 2(i \sin(\theta) f'(x) + i \cos(\theta)) \\
\tilde{\nu}_n(x) &= \frac{i}{2} \sum_{q=0}^{n} I^{n-q-1}(x).
\end{align*}
\]  

(35)
7. Numerical results

Our numerical method proceeds to obtain the integral densities \( \nu(x,k) \) through equation (6) in TE polarization and equation (33) in TM polarization, with coefficients \( \nu_n \) and \( \tilde{\nu}_n \) obtained from (9) and (35) respectively, and with \( I_{q}^{n} \) given by (25). The Taylor-Fourier expansions required in equation (12) for the functions \( \phi_{+}^{-1} \) and \( g/\phi_{+}' \) are precomputed, as they depend only on the profile \( f \) and they are independent of wave numbers, incidence angles, etc. The precomputation time was 0.5 seconds for the profile of Figure 1(a) and Figure 1(b) and 0.7 seconds for the profile of Figure 1(c). (This and all subsequent calculations were performed in a DEC Alpha workstation (600MHz)). Once the density has been obtained all field related quantities can be evaluated easily from equation (3) in the TE case and equation (29) in the TM case.

In this section we present the results produced by our algorithm for the energy radiated in the various scattering directions. To do this, we use the periodic Green’s function \( \tilde{G} \) of period \( d \) [Petit et al., 1980]

\[
\tilde{G}(x,y) = \frac{1}{2id} \sum_{n=-\infty}^{+\infty} e^{i\alpha_{n}x+i\beta_{n}y} \frac{\alpha_{n}}{\beta_{n}}, \quad \alpha_{n} = \alpha + \frac{2\pi}{d}, \quad \beta_{n} = \sqrt{k^2 - \alpha_{n}^2}
\]

to obtain from (3) (TE) or from (29) (TM), the Rayleigh series for the scattered field

\[
u(x,y) = \sum_{n=-\infty}^{+\infty} B_{n}e^{i\alpha_{n}x+i\beta_{n}y}.\]

Here, the coefficients \( B_{n} \) are “Rayleigh amplitudes”, which are given in TE polarization by

\[
B_{n} = \frac{1}{2d} \int_{0}^{d} \left( -1 + \frac{\alpha_{n}}{\beta_{n}} f'(x) \right) \nu(x,k)e^{-i\alpha_{n}x-i\beta_{n}f(x)} dx;
\]

and in TM polarization by

\[
B_{n} = \frac{1}{2id\beta_{n}} \int_{0}^{d} \tilde{\nu}(x,k)e^{-i\alpha_{n}x-i\beta_{n}f(x)} dx.
\]
The required integrals were computed by means of the trapezoidal rule, which for the periodic functions under consideration is spectrally accurate, and can be computed very efficiently by means of the FFT.

Our numerical results show values and errors corresponding to the "scattering efficiencies" \( e_n \), see [Petit et al., 1980], which are defined by

\[
e_n = \frac{\beta_n}{\beta} |B_n|^2,
\]

and which give the fraction of the energy which is scattered in each one of the (finitely many) scattering directions. To test the accuracy of our numerical procedures we compare our high-frequency (HF) results to those of the method of variation boundaries [Bruno and Reitich, 1993] (MVB) in an "overlap" wavelength region — in which both algorithms are very accurate; additional results, in regimes beyond those that can be resolved by the boundary variation method are also presented. Note that the HF and MVB methods are substantially different in nature: one is a high order expansion in \( 1/k \) whereas the other is a high order expansion in the height \( h \) of the profile. In the examples that follow we list relative errors for the computed values of scattered energies in the various scattering directions. The figures given in the columns denoted by Order 0-19 are the relative errors for the values of the scattered energy calculated from the high frequency code to orders 0-19 in the corresponding scattering direction. In all cases errors were evaluated through comparison with a highly accurate reference solution; in Tables 2 to 8 the reference solution was produced by means of the boundary variations code mentioned above; in Tables 9 and 10, the reference solution was obtained through a higher-order application of our high frequency algorithm (Order 15). The first term in the high-frequency expansion happens to coincide with the classical Kirchhoff approximation. Note that the Kirchhoff approximation can also be obtained as the zeroth order term of the Neumann
series for equation (4). We emphasize, however, that the high-frequency method used in this paper is of a completely different nature to that arising from use of Neumann series.

Our first example, presented in Table 2, corresponds to the profile in Figure 1(a) illuminated by a TE polarized plane wave with $h = 0.025$, $\lambda = 0.025$ and an incidence angle $\theta = 30^\circ$. The run time was 10 seconds for the calculation of order 17; we see that, as claimed, the present approach produces results with full double precision accuracy in short computing times.

The results for the profile in Figure 1(a) under TM polarization are given in Table 3. Here we take $h = 0.025$, $\lambda = 0.0251$, with an incidence angle $\theta = 30^\circ$. Our choice of wavelength in the present TM case, which is slightly different from the value $\lambda = 0.025$ we used in the TE case, was made to avoid the Wood anomaly [Hutley, 1982] that occurs at the latter value, for which the test boundary variation code fails. Our high-frequency method however does not suffer from that drawback and results for the profile in Figure 1(a) with $h = 0.025$, $\lambda = 0.025$ and an incidence angle $\theta = 30^\circ$ are given in Table 4. The reference solution in this case is the high-order high-frequency solution of order 21. The convergence of our expansion in this case is similar to the convergence observed to the previous case where $\lambda/d = 0.0251$. Again, full double precision accuracies are reached in a 10 second calculation.

Our method is not restricted to sinusoidal surfaces, of course. In Table 5, for instance we present results corresponding to the profile of Figure 1(b) with $h = 0.01$, $\lambda = 0.025$ and $\theta = 0^\circ$ in TE polarization. The run time was 5 seconds for the order 11 calculation. Table 6 shows results for the same profile under TM polarization with $h = 0.01$, $\lambda = 0.0251$ and $\theta = 0^\circ$. The run time was 4 seconds for the order 11 calculation.

We next consider the third order "Stokes" wave [Kinsman, 1965] shown in Figure 1(c). The results presented in Table 7 assumed the parameter values $h = 0.02$, $\lambda = 0.04$ and $\theta = 0^\circ$ and TE
polarization. The run time in this case was 27 seconds for the calculation of order 19. Table 8 shows the results for TM polarization and $h = 0.02$, $\lambda = 0.041$ and $\theta = 0^\circ$. The run time was 23 seconds for the order 19 calculation.

Table 9, presents results for a low grazing angle example for the profile of Figure 1(a) with $h = 0.025$, $\lambda = 0.001$ and $\theta = 70^\circ$ (20° grazing) in TE polarization. As mentioned above, for reference in this case we used the high-frequency solution of order 15. The run time for the order 9 calculation was 12 seconds. The results for the profile of Figure 1(a) under TM polarization with $h = 0.025$, $\lambda = 0.0011$ and $\theta = 70^\circ$ are given in Table 10. The run time was 19 seconds for the order 9 calculation.

A final remark concerning the order of the Fourier series used in the examples above is now in order. For the examples given in Tables 2-8 no more than 30 Fourier modes were used. The number of Fourier modes needed depends on the incidence angle, height of the profile, the order of the high-frequency expansion used and the accuracy required; in the cases considered in Tables 9 and 10, for example, it was necessary to use 45 Fourier coefficients to achieve the accuracies reported.

8. Conclusions

We have shown that high order summations of expansions of the type (1) can be used to produce highly accurate results for problems of scattering by rough surfaces in the high-frequency regime in TE and TM polarizations. Our algorithm is based on analytic continuation of divergent integrals and careful algebraic manipulation of Taylor-Fourier series representations. Our results show accuracies which improve substantially over those given by classical methods such as the Kirchhoff approximation. As shown recently [Sei et al., 1999], such accuracies are needed to
capture important aspects of rough surface scattering involving very low scattering returns and occurrences of unusual polarization ratios. Further, the results of [Bruno and Reitich, 1993] clearly suggest that a multiscale perturbation algorithm of the type proposed in [Bruno et al., 2000] should yield the required accuracies for multiscale surfaces provided an accurate high-frequency solver, such as the one presented in this paper, is used. This paper thus extends the range of applicability of classical asymptotic methods producing a versatile, highly accurate and efficient high-frequency numerical solver.
Figure 1. Various profiles considered in the text:

(a) \( f(x) = \frac{h}{2} \cos(2\pi x) \)
(b) \( f(x) = \frac{h}{2}(\cos(2\pi x) + \cos(4\pi x)) \)
(c) \( f(x) = \frac{h}{2}(-\cos(2\pi x) + 0.35 \cos(4\pi x) - 0.035 \cos(6\pi x)) \)
Table 1. Values of the derivatives of the function $S(x)$ at $x = 0$ for various orders of differentiation. The columns marked 20 Modes, 30 Modes and 40 Modes list the relative errors of the derivatives computed by summing differentiated Fourier series truncated at 20, 30 and 40 Modes, respectively. Columns FFT and Conv. resulted from use of Fourier coefficients obtained through FFTs and direct convolution, respectively.

<table>
<thead>
<tr>
<th>Order</th>
<th>Exact value at 0</th>
<th>20 Modes FFT</th>
<th>Conv.</th>
<th>30 Modes FFT</th>
<th>Conv.</th>
<th>40 Modes FFT</th>
<th>Conv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-7.376924249352232e-01</td>
<td>1.3e-12</td>
<td>5.4e-16</td>
<td>1.7e-11</td>
<td>2.7e-16</td>
<td>1.0e-11</td>
<td>2.7e-16</td>
</tr>
<tr>
<td>4</td>
<td>2.37708924791275e+00</td>
<td>6.8e-11</td>
<td>3.0e-14</td>
<td>4.2e-09</td>
<td>2.9e-15</td>
<td>9.8e-10</td>
<td>2.9e-15</td>
</tr>
<tr>
<td>6</td>
<td>-1.702966504696142e+01</td>
<td>5.5e-10</td>
<td>1.8e-12</td>
<td>4.6e-07</td>
<td>0.0e-00</td>
<td>1.7e-07</td>
<td>0.0e-00</td>
</tr>
<tr>
<td>8</td>
<td>2.184589621949499e+02</td>
<td>2.7e-08</td>
<td>5.8e-11</td>
<td>2.9e-05</td>
<td>2.3e-15</td>
<td>4.1e-05</td>
<td>2.3e-15</td>
</tr>
<tr>
<td>10</td>
<td>-4.361708943655447e+03</td>
<td>8.8e-07</td>
<td>1.2e-09</td>
<td>1.1e-03</td>
<td>6.9e-16</td>
<td>3.8e-03</td>
<td>6.9e-16</td>
</tr>
<tr>
<td>12</td>
<td>1.248619506829422e+05</td>
<td>1.4e-05</td>
<td>1.7e-08</td>
<td>3.1e-02</td>
<td>0.0e-00</td>
<td>2.2e-01</td>
<td>8.0e-16</td>
</tr>
<tr>
<td>14</td>
<td>-4.84467180314213e+06</td>
<td>1.4e-04</td>
<td>1.8e-07</td>
<td>6.5e-01</td>
<td>6.0e-15</td>
<td>8.7e+00</td>
<td>1.0e-15</td>
</tr>
<tr>
<td>16</td>
<td>2.445839768254340e+08</td>
<td>1.1e-03</td>
<td>1.5e-06</td>
<td>1.0e+01</td>
<td>1.3e-13</td>
<td>2.7e+02</td>
<td>1.6e-15</td>
</tr>
<tr>
<td>18</td>
<td>-1.557531553377787e+10</td>
<td>6.5e-03</td>
<td>9.4e-06</td>
<td>1.3e+02</td>
<td>1.9e-12</td>
<td>6.6e+03</td>
<td>0.0e-00</td>
</tr>
<tr>
<td>20</td>
<td>1.220898732494702e+12</td>
<td>3.1e-02</td>
<td>5.0e-05</td>
<td>1.4e+03</td>
<td>2.2e-11</td>
<td>1.3e+05</td>
<td>8.2e-16</td>
</tr>
</tbody>
</table>
Table 2. Results for the profile of Figure 1(a) in TE polarization with $h = 0.025$, $\lambda = 0.025$ and incidence angle $\theta = 30^\circ$. The run time was 10 seconds for the calculation of order 17.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 11</th>
<th>Order 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.538669511479800e-04</td>
<td>3.8e-02</td>
<td>6.3e-05</td>
<td>1.1e-08</td>
<td>5.0e-12</td>
<td>2.4e-13</td>
</tr>
<tr>
<td>1</td>
<td>1.194293110668300e-01</td>
<td>2.0e-04</td>
<td>3.1e-06</td>
<td>4.9e-09</td>
<td>2.8e-13</td>
<td>2.2e-14</td>
</tr>
<tr>
<td>2</td>
<td>4.713900020769300e-03</td>
<td>1.5e-02</td>
<td>1.7e-05</td>
<td>2.7e-08</td>
<td>6.5e-13</td>
<td>3.3e-14</td>
</tr>
<tr>
<td>3</td>
<td>9.472951023686101e-02</td>
<td>2.4e-03</td>
<td>5.8e-05</td>
<td>1.7e-09</td>
<td>1.2e-13</td>
<td>4.0e-15</td>
</tr>
<tr>
<td>4</td>
<td>1.606247510782500e-01</td>
<td>1.2e-04</td>
<td>8.9e-05</td>
<td>2.8e-10</td>
<td>7.3e-14</td>
<td>8.6e-15</td>
</tr>
<tr>
<td>5</td>
<td>8.121747375826800e-02</td>
<td>1.5e-03</td>
<td>1.3e-04</td>
<td>2.3e-08</td>
<td>3.5e-14</td>
<td>7.9e-15</td>
</tr>
<tr>
<td>6</td>
<td>2.068175895329000e-02</td>
<td>2.7e-03</td>
<td>1.9e-04</td>
<td>1.2e-08</td>
<td>3.1e-13</td>
<td>4.4e-15</td>
</tr>
<tr>
<td>7</td>
<td>3.171379802403400e-03</td>
<td>3.9e-03</td>
<td>2.5e-04</td>
<td>3.5e-08</td>
<td>1.5e-13</td>
<td>5.3e-15</td>
</tr>
</tbody>
</table>
Table 3. Results for the profile of Figure 1(a) in TM polarization with $h = 0.025$, $\lambda = 0.0251$ and incidence angle $\theta = 30^\circ$. The run time was 10 seconds for the calculation of order 17.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 11</th>
<th>Order 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.148002904781718e-03</td>
<td>3.1e-02</td>
<td>3.4e-05</td>
<td>2.6e-09</td>
<td>7.2e-13</td>
<td>4.0e-13</td>
</tr>
<tr>
<td>1</td>
<td>1.196487185464779e-01</td>
<td>1.5e-04</td>
<td>1.1e-05</td>
<td>2.2e-11</td>
<td>1.8e-14</td>
<td>3.3e-14</td>
</tr>
<tr>
<td>2</td>
<td>3.930863630633380e-03</td>
<td>1.6e-02</td>
<td>2.9e-05</td>
<td>2.8e-10</td>
<td>1.5e-13</td>
<td>1.1e-13</td>
</tr>
<tr>
<td>3</td>
<td>9.729981709870275e-02</td>
<td>2.4e-03</td>
<td>2.3e-05</td>
<td>2.6e-10</td>
<td>4.3e-14</td>
<td>3.7e-14</td>
</tr>
<tr>
<td>4</td>
<td>1.603950300000739e-01</td>
<td>1.4e-04</td>
<td>4.0e-05</td>
<td>3.6e-10</td>
<td>1.9e-14</td>
<td>2.4e-14</td>
</tr>
<tr>
<td>5</td>
<td>7.991729015156721e-02</td>
<td>1.5e-03</td>
<td>6.5e-05</td>
<td>2.8e-10</td>
<td>1.3e-14</td>
<td>6.9e-15</td>
</tr>
<tr>
<td>6</td>
<td>2.011674295356339e-02</td>
<td>2.7e-04</td>
<td>9.8e-05</td>
<td>3.4e-10</td>
<td>4.0e-14</td>
<td>1.3e-14</td>
</tr>
<tr>
<td>7</td>
<td>3.052813099869383e-03</td>
<td>3.9e-03</td>
<td>1.4e-04</td>
<td>2.5e-09</td>
<td>4.4e-14</td>
<td>9.6e-14</td>
</tr>
</tbody>
</table>
Table 4. Results for the profile of Figure 1(a) in TM polarization with $h = 0.025$, $\lambda = 0.025$ and incidence angle $\theta = 30^\circ$. The run time was 10 seconds for the calculation of order 17.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 11</th>
<th>Order 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.978718873398379e-004</td>
<td>4.0e-02</td>
<td>4.8e-05</td>
<td>3.2e-09</td>
<td>4.0e-13</td>
<td>1.6e-15</td>
</tr>
<tr>
<td>1</td>
<td>1.193803726254851e-001</td>
<td>2.1e-04</td>
<td>1.1e-05</td>
<td>1.9e-11</td>
<td>1.3e-14</td>
<td>9.3e-16</td>
</tr>
<tr>
<td>2</td>
<td>4.8546714793558866e-003</td>
<td>1.5e-02</td>
<td>2.5e-05</td>
<td>2.6e-10</td>
<td>3.9e-14</td>
<td>5.4e-16</td>
</tr>
<tr>
<td>3</td>
<td>9.427330239283337e-002</td>
<td>2.4e-03</td>
<td>2.3e-05</td>
<td>2.5e-10</td>
<td>6.8e-15</td>
<td>2.9e-16</td>
</tr>
<tr>
<td>4</td>
<td>1.606619051666006e-001</td>
<td>1.1e-04</td>
<td>3.9e-05</td>
<td>3.5e-10</td>
<td>4.3e-15</td>
<td>5.2e-16</td>
</tr>
<tr>
<td>5</td>
<td>8.146471443830940e-002</td>
<td>1.5e-03</td>
<td>6.4e-05</td>
<td>2.8e-10</td>
<td>4.3e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>6</td>
<td>2.079411505463193e-002</td>
<td>2.7e-04</td>
<td>9.6e-05</td>
<td>3.1e-10</td>
<td>2.2e-14</td>
<td>1.0e-15</td>
</tr>
<tr>
<td>7</td>
<td>3.195973191313253e-003</td>
<td>3.9e-03</td>
<td>1.4e-04</td>
<td>2.3e-09</td>
<td>1.4e-13</td>
<td>1.9e-15</td>
</tr>
</tbody>
</table>
Table 5. Results for the profile of Figure 1(b) in TE polarization with \( h = 0.01 \), \( \lambda = 0.025 \) and \( \theta = 0^\circ \). The run time was 5 seconds for the order 11 calculation.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.983702874853860e-01</td>
<td>1.4e-03</td>
<td>6.7e-06</td>
<td>6.3e-10</td>
<td>1.8e-13</td>
<td>9.8e-16</td>
</tr>
<tr>
<td>1</td>
<td>2.125625186015414e-02</td>
<td>4.3e-03</td>
<td>7.3e-06</td>
<td>8.6e-10</td>
<td>4.6e-14</td>
<td>1.5e-14</td>
</tr>
<tr>
<td>2</td>
<td>5.109656298137152e-02</td>
<td>4.2e-03</td>
<td>5.3e-06</td>
<td>1.3e-09</td>
<td>3.5e-14</td>
<td>1.1e-14</td>
</tr>
<tr>
<td>3</td>
<td>1.350594564861170e-01</td>
<td>1.1e-03</td>
<td>3.0e-06</td>
<td>1.8e-10</td>
<td>5.1e-14</td>
<td>6.6e-15</td>
</tr>
<tr>
<td>4</td>
<td>1.670755436364386e-02</td>
<td>4.3e-03</td>
<td>9.28e-06</td>
<td>1.5e-09</td>
<td>1.8e-13</td>
<td>2.7e-15</td>
</tr>
<tr>
<td>5</td>
<td>1.041839113172000e-01</td>
<td>8.7e-04</td>
<td>1.1e-05</td>
<td>4.7e-10</td>
<td>3.8e-14</td>
<td>2.9e-15</td>
</tr>
<tr>
<td>6</td>
<td>3.029977474761340e-02</td>
<td>7.6e-04</td>
<td>1.1e-05</td>
<td>4.8e-10</td>
<td>1.0e-15</td>
<td>9.0e-15</td>
</tr>
<tr>
<td>7</td>
<td>2.828409217693459e-02</td>
<td>2.5e-03</td>
<td>3.2e-05</td>
<td>1.8e-09</td>
<td>3.5e-14</td>
<td>9.4e-15</td>
</tr>
</tbody>
</table>
Table 6. Results for the profile of Figure 1(b) in TM polarization with $h = 0.01$, $\lambda = 0.025$ and $\theta = 0^\circ$. The run time was 4 seconds for the order 11 calculation.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.98577882134880e-01</td>
<td>1.3e-03</td>
<td>1.1e-05</td>
<td>5.6e-11</td>
<td>9.1e-15</td>
<td>5.0e-15</td>
</tr>
<tr>
<td>1</td>
<td>2.203189065423864e-02</td>
<td>4.3e-03</td>
<td>6.1e-06</td>
<td>8.5e-12</td>
<td>2.0e-14</td>
<td>2.2e-14</td>
</tr>
<tr>
<td>2</td>
<td>4.989624245086630e-02</td>
<td>4.2e-03</td>
<td>1.2e-05</td>
<td>1.3e-10</td>
<td>6.8e-15</td>
<td>8.3e-15</td>
</tr>
<tr>
<td>3</td>
<td>1.363942224141270e-01</td>
<td>1.1e-03</td>
<td>3.0e-06</td>
<td>6.6e-11</td>
<td>1.1e-14</td>
<td>6.7e-15</td>
</tr>
<tr>
<td>4</td>
<td>1.685456723960805e-02</td>
<td>4.3e-03</td>
<td>1.7e-05</td>
<td>1.5e-10</td>
<td>2.7e-14</td>
<td>1.5e-14</td>
</tr>
<tr>
<td>5</td>
<td>1.040033802018770e-01</td>
<td>8.9e-04</td>
<td>9.9e-07</td>
<td>8.4e-11</td>
<td>2.9e-15</td>
<td>2.0e-15</td>
</tr>
<tr>
<td>6</td>
<td>2.994981016528542e-02</td>
<td>7.8e-04</td>
<td>1.5e-06</td>
<td>1.9e-10</td>
<td>1.4e-15</td>
<td>1.0e-14</td>
</tr>
<tr>
<td>7</td>
<td>2.795332080716518e-02</td>
<td>2.5e-03</td>
<td>1.5e-05</td>
<td>1.2e-11</td>
<td>3.2e-15</td>
<td>1.1e-15</td>
</tr>
</tbody>
</table>
Table 7. Results for the profile of Figure 1(c) in TE polarization with $h = 0.02$, $\lambda = 0.04$ and $\theta = 0^\circ$. The run time was 27 seconds for the calculation of order 19.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 11</th>
<th>Order 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.762105662320035e-01</td>
<td>1.9e-3</td>
<td>1.6e-5</td>
<td>7.4e-9</td>
<td>6.5e-14</td>
<td>2.4e-15</td>
</tr>
<tr>
<td>1</td>
<td>5.735818584364873e-02</td>
<td>3.1e-3</td>
<td>2.0e-5</td>
<td>1.9e-8</td>
<td>1.3e-12</td>
<td>6.0e-16</td>
</tr>
<tr>
<td>2</td>
<td>9.154897389472935e-02</td>
<td>3.7e-3</td>
<td>5.1e-6</td>
<td>8.2e-9</td>
<td>1.4e-12</td>
<td>6.7e-15</td>
</tr>
<tr>
<td>3</td>
<td>1.051875097051952e-01</td>
<td>4.6e-4</td>
<td>5.1e-6</td>
<td>1.6e-9</td>
<td>1.0e-12</td>
<td>9.2e-16</td>
</tr>
<tr>
<td>4</td>
<td>6.713521833646909e-02</td>
<td>1.7e-3</td>
<td>2.7e-5</td>
<td>1.4e-11</td>
<td>3.6e-12</td>
<td>2.1e-16</td>
</tr>
<tr>
<td>5</td>
<td>2.830374622545111e-02</td>
<td>3.9e-3</td>
<td>7.3e-5</td>
<td>1.4e-8</td>
<td>2.2e-13</td>
<td>6.7e-15</td>
</tr>
<tr>
<td>6</td>
<td>9.270117932865375e-03</td>
<td>5.9e-3</td>
<td>1.3e-4</td>
<td>3.2e-8</td>
<td>1.1e-11</td>
<td>3.0e-15</td>
</tr>
<tr>
<td>7</td>
<td>2.435385416449983e-03</td>
<td>7.9e-3</td>
<td>2.2e-4</td>
<td>8.4e-8</td>
<td>4.1e-12</td>
<td>1.8e-16</td>
</tr>
</tbody>
</table>
Table 8. Results for the profile of Figure 1(c) in TM polarization with $h = 0.02$, $\lambda = 0.041$ and $\theta = 0^\circ$. The run time was 23 seconds for the calculation of order 19.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 11</th>
<th>Order 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.291589358261453e-01</td>
<td>2.2e-03</td>
<td>1.6e-05</td>
<td>2.7e-10</td>
<td>2.1e-12</td>
<td>9.5e-14</td>
</tr>
<tr>
<td>1</td>
<td>1.662663939465338e-01</td>
<td>1.7e-03</td>
<td>5.1e-05</td>
<td>2.8e-10</td>
<td>1.6e-12</td>
<td>4.1e-14</td>
</tr>
<tr>
<td>2</td>
<td>3.920583564991646e-03</td>
<td>8.5e-03</td>
<td>5.3e-06</td>
<td>7.0e-09</td>
<td>1.3e-11</td>
<td>6.2e-13</td>
</tr>
<tr>
<td>3</td>
<td>1.878743087516774e-02</td>
<td>1.5e-02</td>
<td>2.7e-06</td>
<td>2.6e-09</td>
<td>6.9e-12</td>
<td>1.5e-13</td>
</tr>
<tr>
<td>4</td>
<td>7.416580102753271e-02</td>
<td>3.7e-03</td>
<td>2.8e-05</td>
<td>4.6e-09</td>
<td>6.7e-12</td>
<td>9.4e-15</td>
</tr>
<tr>
<td>5</td>
<td>7.840714643630796e-02</td>
<td>2.4e-04</td>
<td>2.0e-05</td>
<td>6.5e-09</td>
<td>6.6e-13</td>
<td>2.4e-14</td>
</tr>
<tr>
<td>6</td>
<td>5.345392880491968e-02</td>
<td>2.6e-03</td>
<td>1.6e-05</td>
<td>6.5e-09</td>
<td>9.6e-12</td>
<td>4.9e-14</td>
</tr>
<tr>
<td>7</td>
<td>2.611186407051911e-02</td>
<td>5.1e-03</td>
<td>6.8e-05</td>
<td>4.3e-09</td>
<td>8.6e-13</td>
<td>5.1e-14</td>
</tr>
</tbody>
</table>
Table 9. Results for the profile of Figure 1(a) in TE polarization with $h = 0.025$, $\lambda = 0.001$ and $\theta = 70^\circ$. The run time was 12 seconds for the order 9 calculation.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 3</th>
<th>Order 7</th>
<th>Order 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9.405896918172547e-03</td>
<td>9.1e-06</td>
<td>2.3e-07</td>
<td>1.2e-10</td>
<td>1.7e-14</td>
<td>6.1e-16</td>
</tr>
<tr>
<td>1</td>
<td>4.691450406852652e-03</td>
<td>1.2e-05</td>
<td>1.1e-07</td>
<td>8.4e-11</td>
<td>2.3e-16</td>
<td>2.2e-16</td>
</tr>
<tr>
<td>2</td>
<td>4.977619850889408e-03</td>
<td>1.2e-05</td>
<td>1.3e-07</td>
<td>7.3e-11</td>
<td>7.5e-15</td>
<td>9.1e-17</td>
</tr>
<tr>
<td>3</td>
<td>8.970028199252082e-03</td>
<td>1.1e-05</td>
<td>2.1e-07</td>
<td>1.8e-10</td>
<td>5.5e-15</td>
<td>3.6e-16</td>
</tr>
<tr>
<td>4</td>
<td>1.59165541515982e-03</td>
<td>8.4e-06</td>
<td>4.2e-08</td>
<td>2.5e-11</td>
<td>5.2e-17</td>
<td>3.9e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.151449525094811e-02</td>
<td>6.0e-06</td>
<td>2.7e-07</td>
<td>2.7e-10</td>
<td>3.8e-15</td>
<td>5.7e-17</td>
</tr>
<tr>
<td>6</td>
<td>1.509705192413105e-04</td>
<td>2.8e-06</td>
<td>4.9e-09</td>
<td>8.3e-13</td>
<td>1.2e-15</td>
<td>2.0e-16</td>
</tr>
<tr>
<td>7</td>
<td>1.23286057339191e-02</td>
<td>6.3e-07</td>
<td>2.9e-07</td>
<td>3.5e-10</td>
<td>4.2e-15</td>
<td>7.6e-16</td>
</tr>
</tbody>
</table>
Table 10. Results for the profile of Figure 1(a) in TM polarization with $h = 0.025$, $\lambda = 0.0011$ and $\theta = 70^\circ$. The run time was 19 seconds for the order 9 calculation.

<table>
<thead>
<tr>
<th>Efficiency #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 3</th>
<th>Order 7</th>
<th>Order 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.663322085313096e-03</td>
<td>2.9e-03</td>
<td>1.8e-05</td>
<td>1.4e-08</td>
<td>8.5e-14</td>
<td>9.9e-15</td>
</tr>
<tr>
<td>1</td>
<td>5.732453099268077e-03</td>
<td>2.4e-03</td>
<td>2.0e-05</td>
<td>1.5e-08</td>
<td>1.2e-14</td>
<td>1.0e-14</td>
</tr>
<tr>
<td>2</td>
<td>9.742422239435774e-03</td>
<td>1.4e-03</td>
<td>1.9e-05</td>
<td>1.5e-08</td>
<td>5.0e-14</td>
<td>2.7e-15</td>
</tr>
<tr>
<td>3</td>
<td>1.69280208777497e-03</td>
<td>5.8e-03</td>
<td>2.2e-05</td>
<td>1.7e-08</td>
<td>5.1e-16</td>
<td>2.9e-15</td>
</tr>
<tr>
<td>4</td>
<td>1.271613899298100e-02</td>
<td>5.4e-04</td>
<td>1.9e-05</td>
<td>1.7e-08</td>
<td>4.9e-14</td>
<td>2.5e-15</td>
</tr>
<tr>
<td>5</td>
<td>9.550848574956618e-05</td>
<td>2.7e-02</td>
<td>3.1e-05</td>
<td>2.7e-08</td>
<td>1.7e-13</td>
<td>8.7e-15</td>
</tr>
<tr>
<td>6</td>
<td>1.351161517190391e-02</td>
<td>2.2e-05</td>
<td>2.0e-05</td>
<td>1.9e-08</td>
<td>6.8e-14</td>
<td>5.3e-15</td>
</tr>
<tr>
<td>7</td>
<td>1.898341280339258e-04</td>
<td>2.0e-02</td>
<td>1.1e-05</td>
<td>9.9e-09</td>
<td>2.9e-13</td>
<td>7.6e-14</td>
</tr>
</tbody>
</table>
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Abstract. In the present paper a detailed analysis of the behaviour of the electromagnetic scattering from various corrugated bi-dimensional surfaces is presented. We show that rigorous electromagnetic computations on two dimensional surfaces can in fact yield HH/VV polarization ratios greater than one, with values consistent with those observed experimentally. Furthermore we show that HH/VV ratios greater than one are ubiquitous in the case of surfaces of the form \( f(x, y) = f_1(x) + f_2(y) \), known as crossed grating in optics. As demonstrated theoretically and numerically below these surfaces produce backscattered returns for which the first order Rice/Valenzuela term vanishes for off axis incidence. Further, the second order term becomes dominant and has the property that HH returns exceed VV returns for a significant range of incident angles. Our approach is based on the methods of [Bruno and Reitich, 1993] which yield accurate results for a large range of values of the surface height. In particular, these methods can be used well beyond the domain of applicability of the first order theory of [Rice, 1951]. The error in our calculations is guaranteed to be several orders of magnitude smaller than the computed values. The high order expansions provided by these methods are essential to determine the role played by the second order terms as they show that these terms indeed dominate most of the backscattering returns for the surfaces mentioned above. Classically, large HH/VV ratios were sought by means of first order approximations on one dimensional sinusoidal profiles. As we show below, in that case the first order terms do not vanish and the first order theories predict the behaviour of the backscattered returns. for small values of the height to period ratio. However, in the case of a two dimensional bisinusoidal surface, strong polarization dependent anomalies appear in the scattering returns as a result of the contributions of second order terms since, in that case, the first order contributions vanish.

1 Introduction

Recently, in the framework of remote sensing, experimental data [Trizna et al., 1991, Lee et al., 1997] has drawn attention to a peculiar feature of polarization effects of oceanic scattering. It was observed that radar cross sections for HH polarization (transmit H and receive H) can exceed radar cross sections for VV polarization (transmit V and receive V) in so called super-events. In the present paper we show that rigorous electromagnetic computations on two dimensional surfaces can yield HH/VV ratios greater than one, with values consistent with those observed experimentally. Furthermore we show that HH/VV ratios greater than one are ubiquitous in the case of surfaces of the form \( f(x, y) = f_1(x) + f_2(y) \), (known as crossed grating in optics). As demonstrated below these surfaces produce
backscattered returns for which the first order (Rice/Valenzuela) term vanishes for off axis incidence. Further, the second order term becomes dominant and has the property that HH returns exceed VV returns for a significant range of incident angles.

2 Perturbation expansions

We consider a time harmonic incident plane wave impinging on the doubly periodic surface \( z = f(x, y) \), with \( x \)-axis period \( d_x \) and \( y \)-axis period \( d_y \). We have:
\[
f(x + d_x, y + d_y) = f(x, y).
\]
The incident electric field with wave vector \( \mathbf{k} \) is:
\[
\mathbf{E}^{inc} = \mathbf{A} \exp[i(\alpha x + \beta y - \gamma z)]
\]
where the vector \( \mathbf{A} = (A^1, A^2, A^3) \) specifies the state of polarization of the incident wave and \( \mathbf{k} \) is determined from the incident angles \( \psi \) and \( \theta \) as follows:
\[
\mathbf{k} = \begin{pmatrix}
\alpha = k \cos(\psi) \sin(\theta) \\
\beta = k \sin(\psi) \sin(\theta) \\
-\gamma = -k \cos(\theta)
\end{pmatrix}
\]
The angle \( \theta \) is the angle between the vector \( \mathbf{k} \) and the \( x \)-axis and the angle \( \psi \) is the angle between the projection of the vector \( \mathbf{k} \) and the \( x \)-axis and \( k = |\mathbf{k}| = 2\pi/\lambda \) where \( \lambda \) is wavelength of the incident radiation. The time harmonic Maxwell’s equations for the scattered electric field \( \mathbf{E} \) reduce to the following equations in the case of a perfect conductor:
\[
\begin{align*}
\Delta \mathbf{E}(x, y, z) + k^2 \mathbf{E}(x, y, z) &= 0 \\
\nabla \cdot \mathbf{E}(x, y, z) &= 0 \\
\mathbf{n} \times \mathbf{E}(x, y, f(x, y)) &= -\mathbf{n} \times \mathbf{E}^{inc}(x, y, f(x, y))
\end{align*}
\]
where \( \mathbf{n} \) is the normal to the surface \( z = f(x, y) \). To derive a perturbation series for the solution of this scattering problem we introduce the surface \( f_\delta(x, y) = \delta f(x, y) \) where \( \delta \) is a complex number, see [Bruno and Reichel, 1993]. The scattered field \( \mathbf{E}(x, y, z; \delta) \) associated to the surface \( f_\delta(x, y) \) can be written and computed as a Taylor series expansion in powers of \( \delta \), as follows:
\[
\mathbf{E}(x, y, z; \delta) = \mathbf{E}(x, y, z; 0) + \mathbf{E}_\delta(x, y, z; 0)\delta + \mathbf{E}_{\delta^2}(x, y, z; 0)\frac{\delta^2}{2} + \ldots
\]
Solving the scattering problem for the surface \( z = f(x, y) \) then amounts to evaluating the series (4) at \( \delta = 1 \).

As is known, see [Petit, 1980], the field scattered from a bi-periodic surface can be represented outside the groove region (that is for \( z > \max f(x, y) \)) as a sum of outgoing plane waves with certain amplitudes \( \mathbf{B}_{p,q} \) as follows:
\[
\mathbf{E}(x, y, z) = \sum_{p,q} \mathbf{B}_{p,q} e^{i(\alpha_p x + \beta_p y - \gamma_p z + \theta_p + z)}
\]
where
\[
\begin{align*}
\alpha_p &= \alpha + \ell K_x \\
\beta_p &= \beta + m K_y \\
\gamma_p &= \sqrt{k^2 - \alpha_p^2 - \beta_p^2}
\end{align*}
\]
and where the surface \( z = f(x, y) \) is given by its Fourier series:
\[
f(x, y) = \sum_{\ell, m=-F}^{F} f_{\ell,m} e^{i(\ell K_x x - im K_y y)}
\]
\[
K_x = \frac{2\pi}{d_x} \quad K_y = \frac{2\pi}{d_y}
\]
The outgoing \((p, q)\) plane wave \(e^{i\alpha_p x + i\beta_q y + \gamma_{p,q} z}\) will contribute backscattering returns if the following 3D Bragg conditions are satisfied:

\[
\alpha_p = -\alpha \quad \beta_q = -\beta \quad \gamma_{p,q} = \gamma
\]  

(6)

From the definitions (2) and (5), the conditions (6) are equivalent to the following:

\[
\frac{\lambda}{d_x} = \frac{2 \sin(\theta)}{\sqrt{p^2 + \left(\frac{d_x}{d_z}\right)^2 q^2}} \quad \tan(\psi) = \frac{q}{p} \frac{d_x}{d_y}
\]  

(7)

For a given incidence \((\theta, \psi)\), for which \(p\) and \(q\) satisfy (7), it can be shown that the first order backscattered field is given by:

\[
E_q(x, y, z, 0) = \begin{pmatrix}
2i(\gamma A^1 + 2\alpha A^3) \\
2i(\gamma A^2 + 2\beta A^3)
\end{pmatrix} f_{p, q} e^{i\alpha_p x + i\beta_q y + \gamma_{p,q} z}
\]  

(8)

3 Numerical Results - Perfectly conducting surfaces

We consider the simplest two dimensional surface namely a bisinusoid surface with periods \(d_x = d_y = 1\) and height \(h\) defined by:

\[
f(x, y) = \frac{h}{4} (\cos(2\pi x) + \cos(2\pi y))
\]  

(9)

The fact that the surface \(f(x, y)\) is of the form \(f(x, y) = f_1(x) + f_2(y)\) implies that the Fourier coefficients \(f_{l,m}\) of \(f(x, y)\) are such that \(f_{p,q} = 0\) for \(p \cdot q \neq 0\). In this case, formula (8) shows that unless \(p = 0\) or \(q = 0\), that is unless \(\psi = 0\) or \(\psi = \frac{\pi}{2}\), the first order backscattered field vanishes. When the incident field is aligned with the \(x\) or \(y\) axis, that is when \(\psi = 0\) or \(\psi = \frac{\pi}{2}\), then the ratio of HH to VV backscattered returns turns out to be:

\[
\frac{\sigma_{HH}(\theta, 0)}{\sigma_{VV}(\theta, 0)} = \frac{\sigma_{HH}(\theta, \pi/2)}{\sigma_{VV}(\theta, \pi/2)} = \left( \frac{\cos(\theta)^2}{1 + \sin(\theta)^2} \right)^2
\]  

(10)

which is the classical first order result found in [Valenzuela, 1978] for a perfect conductor (take the limit \(\varepsilon \to +\infty\) in formulas 4.10 and 4.11 on page 211). When \(\psi \neq 0\) or \(\psi \neq \frac{\pi}{2}\), that is for \(p \cdot q \neq 0\), the first order term vanishes (since \(f_{p,q} = 0\) for \(p \cdot q \neq 0\)) and the second order term becomes dominant. This is illustrated in Figure 1 where the second order calculation is compared to a high order (21) converged reference solution (see [Bruno and Reitich, 1993, Sci et al., 1999] for details on the accuracy of the numerical algorithm used). Most interestingly, the second order term has the striking feature that HH returns exceed VV returns for a large range of incidence angles as illustrated in Figure 2, in sharp contrast to the first order returns. As expected from formula (8) the fact that the second order term is dominant is not a special feature of the bisinusoid surface (9); similar results were obtained for arbitrary surfaces of the form \(f(x, y) = f_1(x) + f_2(y)\).
Figure 1: Comparison of the second order calculation to the exact high order calculation for the surface (9) with \( h = 0.03 \), \( \psi = 45^\circ \) and \( 30^\circ \leq \theta \leq 89^\circ \). (a) HH polarization. (b) VV Polarization.

Figure 2: HH and VV backscattered returns for the surface (9) with \( h = 0.03 \), \( \psi = 45^\circ \) and \( 30^\circ \leq \theta \leq 89^\circ \) (a). Corresponding HH to VV ratios (b).
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1 Introduction

The electromagnetic scattering from the surface of the ocean plays an important role in a wide range of applications, including SAR imaging, remote sensing, detection, etc. The analysis of the scattering processes involved in these applications poses a rather challenging scientific problem as it requires description and understanding of diffraction by complicated surfaces [1]. Computationally, the main difficulty arises from the multiple-scale nature of the scattering surfaces, whose spectrum spans a wide range of lengthscales. A number of techniques have been developed to treat associated limiting cases. For example, the high frequency case, in which the wavelength \( \lambda \) of the incident radiation is much smaller than the surface lengthscales, can be handled by asymptotic methods such as geometrical optics or physical optics approximations. On the other hand, resonant problems where the incident radiation is of the order of the surface scale are treated by perturbation methods, typically first or second order expansions in the height \( h \) of the surface (cf. [2, 3, 35]).

However, when a multitude of scales is present on the surface none of the techniques above is adequate, and attempts to combine them in a so-called two-scale approaches [2, 4, 5] have been given. The two-scale models imply a splitting of the surface into a large and small scale, see e.g. [5, 6], where typically a first order approximation in wavelength (Kirchhoff approximation) is used to treat smooth components of a surface and a first order in surface height (Rayleigh-Rice method [35]) is used to deal with the rough components of the surface. The results provided by these methods are not always satisfactory — precisely as a result of the limitations imposed by the low orders of approximation used in both, the high-frequency approximation and the small perturbation methods. (See e.g. [5] where the loss of accuracy of the two-scale model at low grazing angles is demonstrated.)

To alleviate these drawbacks, our approach to multi-scale scattering is based on use of expansions of very high order in both parameters \( \lambda \) and \( h \) — which leads to algorithms based on complex variable theory and analytic continuation. The resulting approach expands substantially on the range of applicability over low order methods, and can be used in some of the most challenging cases arising in practice. Furthermore, as demonstrated below, this new method does not require separation of the length-scales in the surface into large and small, but instead it is able to deal with a continuum of scales on the surface. Indeed the high order expansions presented below have a common “overlap” region in the \( (\lambda, h) \) plane where both components are highly accurate. More precisely, there is a range of surface heights and incident wavelengths for which both methods produce results with
machine accuracy. Therefore by dividing the scales of a surface at a point in the overlap region we obtain a general method which is applicable to surfaces containing a continuum of length-scales — which is ideal for evaluation of scattering from surfaces with spectral distributions of oceanic type.

High accuracy as is exhibited by our algorithms is essential in a wide range of important oceanic applications — whose return losses are typically in the -60 dB to -100 dB range. In particular, in order to provide credible results numerical methods must be able to insure accuracies of the order of up to 10 digits in some cases; see [37] for a case in point.

In the present paper we provide a description of our general approach, and we focus on the two basic elements of the general method, namely the high-order perturbation expansion in the wavelength $\lambda$ and the high-order perturbation in height $h$. For simplicity we restrict our theoretical discussion to problems of scattering from a perfectly conducting rough surface of a transverse electric polarized wave (HHE Polarization); numerical results will be given for both transverse electric and transverse magnetic polarizations, for three-dimensional problems, and for low to very low grazing angles. In particular we present results for a surface obtained from a Longuet-Higgins hydrodynamic code, for which our solver produced full double precision accuracy for grazing angles as low as $1^\circ$.

2 Multi-scale solver

Our multi-scale solver is based on the method of variation of boundaries [14–17]. We consider surfaces containing a continuum of scales but, as mentioned above, the existence of an overlap allows us to solve the complete multiple-scale problem by expressing an arbitrary surface $y = S(x)$ as a sum $y = S_0(x) + F(x)$ where $S_0(x)$ contains wave numbers $\leq N_S$, and $F(x)$ contain the complementary set of wave numbers $> N_S$. Thus, our method uses a dichotomy in wave numbers but it does not assume a separation of scales. This feature is essential in the study of oceanic waves since many studies show that the wave spectrum spans a large range of wavenum-ber (see for instance [33]).

As mentioned above, we restrict our presentation to the particular case of an HH configuration in two dimensions; the scattered field created by an incident plane wave impinging on the rough surface thus solves the Helmholtz equation with a Dirichlet boundary condition. Our approach to the solution of the general problem with rough surface $y = S(x)$ proceeds as follows:

1. We consider the surface $S(x, \delta) = S_0(x) + \delta F(x)$, which will be used as a basis for a perturbative method in the parameter $\delta$.

2. The solution $u = u(x, \delta)$ associated with the surface $S(x, \delta)$ is obtained by perturbation theory around $\delta = 0$.

3. The solution for the surface $S(x)$ is then recovered by setting $\delta = 1$. (As explained in Section 4 below, this evaluation usually leads to divergent series whose re-summation requires appropriate methods of analytic continuation.)

In detail, writing

$$
\left\{ \begin{array}{l}
  u(x, z; \delta) = \sum_{m=0}^{\infty} u_m(x, z) \frac{\delta^m}{m!} \\
  u_m = \frac{\partial^m u}{\partial \delta^m}(x, z; \delta = 0)
\end{array} \right.
$$

(1)

the fact that, for every fixed value of $\delta$ the field $u(x, z; \delta)$ solves the Helmholtz equation

$$
\left\{ \begin{array}{l}
  \Delta u(x, z; \delta) + k^2 u(x, z; \delta) = 0 \\
  u(x, S(x, \delta); \delta) = -u^{inc}(x, S(x, \delta))
\end{array} \right.
$$

(2)

then tells us that, for every fixed value of $m$ we have

$$
\left\{ \begin{array}{l}
  \Delta u_m(x, z) + k^2 u_m(x, z) = 0 \\
  u_m(x, S_0(x)) = G[F, u^{inc}, \cdots, u_{m-1}](x, S_0(x))
\end{array} \right.
$$

(3)

The interest in this equation arises from the fact that, although the right hand side in the boundary condition for $u_m$ is highly oscillatory, the surface $S_0$ itself
is not. We therefore have reduced a problem on a highly oscillatory surface to a sequence of problems on a non-oscillatory surface. For example the zeroth and first order coefficient in the expansion of \( u(x, z; \delta) \) solve the following scattering problems:

\[
\begin{align*}
\Delta u_0(x, z) + k^2 u_0(x, z) &= 0 \\
u_0(x, S_0(x)) &= -u^{inc}(x, S_0(x)).
\end{align*}
\tag{4}
\]

and

\[
\begin{align*}
\Delta u_1(x, z) + k^2 u_1(x, z) &= 0 \\
u_1(x, S_0(x)) &= F(x) \left( \frac{\partial u^{inc}}{\partial z} + \frac{\partial u_0}{\partial z} \right)(x, S_0(x)).
\end{align*}
\tag{5}
\]

The general boundary condition of (3) can be computed up to any order by differentiation with respect to \( \delta \) of the boundary condition of (2), as in equation (5), and the general solution to arbitrary order can be found.

3 Variation of boundaries - previous work

In the particular case where the surface \( y = S_0(x) \) is a plane, which allows for exact solution of each of the scattering problems (3), this perturbation method has been studied in detail [15–17]. Earlier uses of perturbation theory in these contexts had been limited to low-order methods; the new high order perturbation theory on the other hand, relies on expansions of very high order in powers of a deviation parameter, denoted here by \( \delta \), and techniques of analytic continuation in the complex \( \delta \)-plane. Specifically, Taylor series for the field quantities are obtained through differentiation of the Maxwell system with respect to \( \delta \). The possible (and common) divergence of the resulting series is handled through re-summation techniques that exploit the analytic structure of the solution.

The resulting algorithms can resolve scattering returns with accuracies that are several orders of magnitude better than those given by classical methods [15–17]. Such accuracies can play an important role in applications. For instance the fine resolution provided by our algorithms has recently helped settle a long-standing controversy relating to polarized back-scattering returns from rough surfaces — which amount to very small fractions of the incident energy [37].

As shown in the various papers cited in this section, this solver is extremely accurate for a wide range of surface heights and incidence angles. Thus, the accuracy of the multi-scale method proposed in the previous section is determined by the corresponding accuracy of the high-frequency solutions for equation (3). Such an accurate solver for high-frequency problems, in turn, is provided in the following section. The performance of both the boundary variation and high-frequency methods is studied numerically in Section 5.

4 High-order-high-frequency method

The scattered field can be computed from the surface current density \( \nu \) induced on the surface \( f(x) \) by the incident plane wave [2]. The function \( \nu \) solves the integral equation

\[
\nu(x, k) - \frac{i}{2} \int_{-\infty}^{+\infty} h(kM M')g(x, x')\nu(x', k)dx' = -e^{i\alpha z - i\beta f(x)}
\tag{6}
\]

where

\[
\begin{align*}
MM' &= \sqrt{(x' - x)^2 + (f(x') - f(x))^2} \\
h(t) &= tH(t) H(t) \quad \text{Hankel function} \\
g(x, x') &= (f(x') - f(x) - (x' - x)f'(x'))/MM'^2 \\
\alpha &= k \sin(\theta) \quad \beta = k \cos(\theta).
\end{align*}
\]

To solve this equation we use an asymptotic expansion of high order around \( k = \infty \). Our asymptotic expansion results from the geometrical optics type ansatz

\[
\nu(x, k) = e^{i\alpha z - i\beta f(x)} \sum_{n=0}^{+\infty} \frac{\nu_n(x)}{k^n}
\tag{7}
\]
From equations (6) and (7) we obtain

$$\sum_{n=0}^{+\infty} \frac{1}{k^n} \left( \nu_n(x) - i \frac{1}{2} I_n(x, k) \right) = -2$$

where

$$I_n(x, k) = \int_{-\infty}^{+\infty} h(k M M') g(x, x') e^{-i \psi(x, x')} \nu_n(x') dx'$$

$$\psi(x, x') = \sin(\theta)(x' - x) - \cos(\theta)(f(x') - f(x))$$

To obtain the coefficients $\nu_n(x)$ we must produce the asymptotic expansion of $I_n(x, k)$ in powers of $1/k$. To do this we use two separate integration regions and we define

$$I_{n}^1(x, k) = \int_{-\infty}^{+\infty} h(k M M') g(x, x') e^{-i \psi(x, x')} \nu_n(x') dx'$$

$$I_{n}^2(x, k) = \int_{+\infty}^{+\infty} h(k M M') g(x, x') e^{-i \psi(x, x')} \nu_n(x') dx'$$

We focus first on an asymptotic expansion for $I_{n}^1(x, k)$. Using $t = x' - x$ we can write

$$I_{n}^1(x, k) = \int_{0}^{+\infty} h(k \phi_+(x, t)) g(x, x + t) e^{-i \psi(x, t)} \nu_n(x + t) dt$$

(9)

where

$$\phi_+(x, t) = \sqrt{t_0^2 + (f(x + t) - f(x))^2}$$

and

$$\psi(x, t) = \sin(\theta)t - \cos(\theta)(f(x + t) - f(x))$$

For the simplest treatment we present here we assume that $f(x)$ satisfies the condition

$$\frac{\partial \phi_+(x, t)}{\partial t} > 0 \quad \text{for} \quad t \geq 0$$

so that the map $t \mapsto \phi_+(x, t)$ is invertible; this condition is generally satisfied by rough surfaces relevant to the applications under consideration. Then setting

$$u = \phi_+(x, t) \iff t = \phi_+^{-1}(x, u)$$

we can rewrite equation (9) in the form

$$I_{n}^1(x, k) = \int_{0}^{+\infty} h(k u) F_{n}^{+}(x, u) e^{-i \psi_+(x, u)} du$$

with

$$F_{n}^{+}(x, u) = \frac{g(x, x + \phi_+^{-1}(x, u))}{\phi_+(x, \phi_+^{-1}(x, u))} \nu_n(x + \phi_+^{-1}(x, u))$$

$$\psi_+(x, u) = (f(x + \phi_+^{-1}(x, u)) - f(x)) \cos(\theta) - \phi_+^{-1}(x, u) \sin(\theta)$$

(10)

We can now use the Taylor series of $u \mapsto F_{n}^{+}(x, u)$ around $u = 0$

$$F_{n}^{+}(x, u) = \sum_{m=0}^{+\infty} \frac{\partial^m F_{n}^{+}(x, 0)}{\partial u^m} \frac{u^m}{m!} = \sum_{m=0}^{+\infty} p_{n, m}^{+}(x) u^m$$

to express $I_{n}^1(x, k)$ in the form

$$I_{n}^1(x, k) = \sum_{m=0}^{+\infty} \frac{\partial^m F_{n}^{+}(x, 0)}{m!} \frac{u^m}{\partial u^m}$$

(11)

where we have set

$$A^{+}(k, m, x) = \int_{0}^{+\infty} v^m h(v) e^{-i \psi_+(x, v)} dv$$

(12)

(These non-convergent integrals must be re-interpreted by means of analytic continuation — in a manner similar to that use in the definition and manipulation of Mellin transforms. We do not provide details about analytic continuation procedure here; see [7] for a complete treatment in the case of the Mellin transform.)

To complete our expansion of $I_{n}^1(x, k)$ we need to produce a corresponding expansion of the quantity $A^{+}(k, m, x)$ in powers of $1/k$. With $\varepsilon = 1/k$ we call

$$A^{+}(\varepsilon, m, x) = A^{+}(k, m, x) = \int_{0}^{+\infty} v^m h(v) e^{i \psi_+(x, v)} du$$

(13)

By evaluation of the successive derivatives of $A^{+}(\varepsilon, m, x)$ with respect to $\varepsilon$ at $\varepsilon = 0$ it is easy
to check that the coefficients of the Taylor series of $\hat{A}^+(e, m, x)$ with respect to $e$ can be obtained directly if all the integrals in the sequence

$$\hat{A}^+(m, x) = \int_0^{+\infty} v^m h(v) e^{-i \frac{\pi}{8\epsilon^2} (x, 0)} dv,$$

are known; for example, the first derivative is given by (with $\psi^+_n(x) = \frac{\partial^n \psi^+}{\partial u^n}(x, u = 0)$)

$$\frac{\partial \hat{A}^+(e, m, x)}{\partial e} \bigg|_{e=0} = -\frac{i}{2} \psi^+_n(x) \hat{A}^+(m + 2, x).$$

Using equations (11) and (13) the expansion for $I_1^m(x, k)$ results; clearly, the expansion of $I_2^m(x, k)$ can be obtained through a similar derivation. The combined expansion for $I_1^m(x, k)$ involves combinations of quantities such as $p^+_m(x, k)$, $\psi^+_m(x, k)$, $p^-_m(x, k)$, $\psi^-_m(x, k)$, $\hat{A}^+(m, x)$, $\hat{A}^-(m, x)$. It can be shown that all of these quantities — and therefore the integrals $\hat{A}^\pm(m, x)$ for all $m$ — can be obtained from the integrals

$$\int_0^{+\infty} v^{m+1} H_1^m(v) \cos(av) dv \quad \text{if } m \text{ even}$$

$$\int_0^{+\infty} v^{m+1} H_1^m(v) \sin(av) dv \quad \text{if } m \text{ odd}$$

for which closed form formulas are available [8].

5 Numerical results

To test the accuracy of our numerical procedures we compare our results for the high-frequency and boundary variation methods in an “overlap” wavelength region — in which, as we show, both algorithms are very accurate. Note that these two methods are substantially different in nature: one is a high order expansion in $\lambda$ whereas the other is a high order expansion in the height $\xi$ of the profile. In the examples that follow we list relative errors for the computed values of the corresponding scattered energy (efficiency) shown; the results given in the columns denoted by Order 0-21 are the relative errors for the values of the scattered energy calculated from the high frequency code to orders 0-21 in the scattering direction listed.

We start with a classical test example: a sinusoidal profile $f(x) = \frac{h}{2} \cos(2\pi x)$. In this example we have $h = 0.025$, $\lambda = 0.025$ and an incidence angle of 40°. The errors given in this table were computed through comparison with the results given by the boundary variations code. The convergence of the high frequency method is nicely illustrated by this example which, in fact, validates both the high frequency and the boundary variations calculation. We note that an approximation of order 21 in powers of $1/k$ is accurate to machine precision.

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Order 0</th>
<th>Order 5</th>
<th>Order 15</th>
<th>Order 21</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.6e-4</td>
<td>8.5e-10</td>
<td>4.1e-13</td>
<td>1.3e-14</td>
</tr>
<tr>
<td>1</td>
<td>3.1e-4</td>
<td>3.6e-9</td>
<td>1.6e-13</td>
<td>4.0e-15</td>
</tr>
<tr>
<td>2</td>
<td>2.5e-4</td>
<td>7.5e-9</td>
<td>8.7e-14</td>
<td>2.9e-16</td>
</tr>
<tr>
<td>3</td>
<td>3.6e-4</td>
<td>3.0e-9</td>
<td>1.8e-14</td>
<td>2.9e-16</td>
</tr>
<tr>
<td>4</td>
<td>1.8e-4</td>
<td>1.1e-10</td>
<td>4.6e-15</td>
<td>9.2e-16</td>
</tr>
<tr>
<td>5</td>
<td>2.1e-4</td>
<td>4.2e-10</td>
<td>5.6e-15</td>
<td>5.6e-16</td>
</tr>
<tr>
<td>6</td>
<td>1.4e-4</td>
<td>2.9e-9</td>
<td>1.6e-14</td>
<td>3.3e-16</td>
</tr>
</tbody>
</table>

Our next example corresponds to the same profile as above with $h = 0.025$, $\lambda = 0.001$ and an incidence angle of 70° (that is, 20° from grazing). This high frequency problem lies outside the domain of applicability of the method of variation of boundaries. Our errors here were computed through comparison with a calculation of higher order (Order 15). Again we see that the accuracy of the method is excellent in this case as well.

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Order 0</th>
<th>Order 3</th>
<th>Order 7</th>
<th>Order 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9.7e-4</td>
<td>1.3e-8</td>
<td>4.0e-13</td>
<td>3.7e-16</td>
</tr>
<tr>
<td>1</td>
<td>2.5e-3</td>
<td>1.8e-8</td>
<td>5.6e-14</td>
<td>1.8e-16</td>
</tr>
<tr>
<td>2</td>
<td>2.4e-3</td>
<td>1.5e-8</td>
<td>5.4e-13</td>
<td>5.2e-16</td>
</tr>
<tr>
<td>3</td>
<td>1.2e-3</td>
<td>2.0e-8</td>
<td>9.1e-14</td>
<td>5.8e-16</td>
</tr>
<tr>
<td>4</td>
<td>5.3e-3</td>
<td>1.6e-8</td>
<td>9.5e-13</td>
<td>2.3e-15</td>
</tr>
<tr>
<td>5</td>
<td>5.2e-4</td>
<td>2.4e-8</td>
<td>6.8e-14</td>
<td>4.5e-16</td>
</tr>
<tr>
<td>6</td>
<td>1.9e-2</td>
<td>6.0e-9</td>
<td>3.4e-12</td>
<td>5.3e-15</td>
</tr>
</tbody>
</table>
For reference it is useful to indicate the times required by these computations: the calculation of order 21 shown in the first table resulted from a 17 second run on a DEC Alpha workstation (500MHz). The order 11 run shown on the second table took 9 seconds.

The scattering surface in our next example was produced by a hydrodynamic simulation of ocean waves. The numerical technique used for this simulation was directly inspired from the paper by Longuet-Higgins and Cokelet [10].

![Graphs showing scattering fields for low to very low grazing angles.](image)

**Figure 1:** Scattered fields for low to very low grazing angles for the simulated hydrodynamic surface shown above: high-order full double precision accurate results (solid line) compared to the first order calculation akin to Rice's theory (dashed line).

This surface resulted from the nonlinear interaction of an initial configuration consisting of a long wave (24 cm wavelength) and a rapidly varying short wave or “roughness” (3 cm wavelength). The long wave slope is $ka = 0.2$, which corresponds to a maximum height of 0.76 cm. In Figure 1 we show the corresponding backscattering at low to very low grazing angles. The high order perturbation method described in Section 3 produces the scattered field for this problem with double precision accuracy. In Figure 1 we also provide a comparison of the accurate results provided by the high order method to those given by the corresponding first order Rice theory. Note the large errors in the predictions of the first order approach.

Our final example is the two-dimensional bi-periodic surface depicted below. The corresponding backscattering returns, which are plotted in the following graph, were computed by the boundary variations code with full double precision accuracy.
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1 Introduction

The electromagnetic scattering from the surface of the ocean and other rough surfaces plays an important role in a wide range of applications, including SAR imaging, remote sensing, scattering from terrain, non-destructive testing in optics, etc. The analysis of the scattering processes involved in these applications poses a rather challenging scientific problem as it requires description and understanding of diffraction by complicated multiple-scales surfaces [1]. Computationally, the main difficulty arises from the multi-scale nature of the scattering surfaces, whose spectrum spans a wide range of lengthscales. In fact, known techniques have been developed to treat limiting cases. For example, the high frequency case, in which the wavelength $\lambda$ of the incident radiation is much smaller than the surface lengthscales, can be handled by asymptotic methods such as geometrical optics or the Kirchhoff approximation. On the other hand, resonant problems where the incident radiation is of the order of the surface scale are treated by perturbation methods, typically first or second order expansions in the height $h$ of the surface (cf. [2, 3]). However, when a multitude of scales is present on the surface none of the techniques above is adequate, and attempts to combine them in a so-called two-scale approaches ([1, 2]) have been given. The results provided by these methods are not always satisfactory — precisely as a result of the limitations imposed by the low orders of approximation used in both, the high-frequency approximation and the small perturbation methods.

Our approach to multi-scale scattering is based on use of expansions of very high order in both parameters $\lambda$ and $h$. Such extensions require rather complex mathematical treatments, including complex variable theory and analytic continuation. The resulting approach expands substantially on the range of applicability over low order methods, and can be used in some of the most challenging cases arising in applications. In this paper we focus on one of our high order expansions, namely a high-order perturbation expansion in the wavelength $\lambda$. Perturbation series of very high-order in $h$, have been introduced and used elsewhere ([5, 6]): the combined algorithms are currently under development.

The presentation in this paper focuses on the two-dimensional problem of scattering from a perfectly conducting rough surface of a transverse electric polarized wave (TE). The scattered field created by an incident plane wave impinging on the rough surface solves Helmholtz's equation with a Dirichlet boundary condition. As is known [2] the scattered field can be computed from the surface current density $\nu$ induced on the surface $f(x)$ by the incident plane wave. The function $\nu$ solves the integral equation

$$\frac{\nu(x, k)}{2} + \frac{i}{4} \int_{-\infty}^{+\infty} h(kMM')g(x, x')\nu(x', k)dx' = -e^{i\alpha(x'-x)}f(x)$$

(1)
where
\[ MM' = \sqrt{(x' - x)^2 + (f(x') - f(x))^2} \quad h(t) = t H_1^1(t) \quad H_1^1 \text{ Hankel function} \]
\[ g(x, x') = \frac{f(x') - f(x) - (x' - x)f'(x')}{MM'^2} \quad \alpha = k \sin(\theta_{inc}) \quad \beta = k \cos(\theta_{inc}). \]

To solve this equation we use an asymptotic expansion of high order around \( k = \infty \). Our asymptotic expansion results from the ansatz

\[ \nu(x, k) = e^{iaz - i\beta f(z)} \sum_{n=0}^{+\infty} \frac{\nu_n(x)}{k^n} \]

From equations (1) and (2) we obtain

\[ \sum_{n=0}^{+\infty} \frac{1}{k^n} \left( \nu_n(x) - \frac{i}{2} I^n(x, k) \right) = -2 \]

where
\[ I^n(x, k) = \int_{-\infty}^{+\infty} h(kM'M')g(x, x')e^{ia(x' - x)}e^{-i\beta(f(x') - f(x))} \nu_n(x') dx' \]

To obtain the coefficients \( \nu_n(x) \) we must produce the asymptotic expansion of \( I^n(x, k) \) in powers of \( 1/k \). To do this we use two separate integration regions and we define

\[ I_-(x, k) = \int_{-\infty}^{z} h(kM'M')g(x, x')e^{ia(x' - x)}e^{-i\beta(f(x') - f(x))} \nu_n(x') dx' \]
\[ I_+(x, k) = \int_{z}^{+\infty} h(kM'M')g(x, x')e^{ia(x' - x)}e^{-i\beta(f(x') - f(x))} \nu_n(x') dx' \]

2 Asymptotic expansion of \( I_+(x, k) \)

We focus first on an asymptotic expansion for \( I_+(x, k) \). Using \( t = x' - x \) we can write

\[ I_+(x, k) = \int_{0}^{+\infty} h(k\phi_{+}(z, t))g(x, x + t)e^{ia(t - f(t))}e^{-i\beta(f(t))} \nu_n(x + t) dt \]

where
\[ \phi_{+}(z, t) = \sqrt{t^2 + (f(x + t) - f(x))^2}. \]

For the simplest treatment we present here we assume that \( f(z) \) satisfies the condition

\[ \phi'_{+}(z, t) = \frac{\partial \phi_{+}(z, t)}{\partial t} > 0 \quad \text{for} \quad t \geq 0 \]

so that the map \( t \mapsto \phi_{+}(z, t) \) is invertible; this condition is generally satisfied by rough surfaces considered in practice. Then setting

\[ u = \phi_{+}(z, t) \quad \Rightarrow \quad t = \phi_{+}^{-1}(z, u) \]

we can rewrite equation (4) in the form

\[ I_+(x, k) = \int_{0}^{+\infty} h(ku) \frac{g(x, x + \phi_{+}^{-1}(z, u))}{\phi'_{+}(z, \phi_{+}^{-1}(z, u))} \nu_n(z + \phi_{+}^{-1}(z, u)) e^{ia\phi_{+}^{-1}(z, u) - i\beta(f(z + \phi_{+}^{-1}(z, u)) - f(z))} du \]
or, calling

\[ F_n^+(x, u) = \frac{g(x, z + \phi^{-1}_+(x, u))}{\phi'_n(x, \phi^{-1}_+(x, u))} \nu_n(z + \phi^{-1}_+(x, u)) \]

\[ \psi^+(x, u) = (f(z + \phi^{-1}_+(x, u)) - f(z)) \cos(\theta_{inc}) - \phi^{-1}_+(x, u) \sin(\theta_{inc}) \]

\[ I_n^+(x, k) = \int_0^\infty h(ku) F_n^+(x, u) e^{-ik\psi^+(x, u)} du \]

We can now use the Taylor series of the map \( u \mapsto F_n^+(x, u) \) around \( u = 0 \)

\[ F_n^+(x, u) = \sum_{m=0}^{\infty} \frac{\partial^m F_n^+(x, 0)}{\partial u^m} \frac{u^m}{m!} = \sum_{m=0}^{\infty} p_{n,m}^+(x) u^m \quad p_{n,m}^+(x) = \frac{1}{m!} \frac{\partial^m F_n^+(x, 0)}{\partial u^m} \]

to express \( I_n^+(x, k) \) in the form

\[ I_n^+(x, k) = \sum_{m=0}^{\infty} p_{n,m}^+(x) \int_0^\infty u^m h(ku) e^{-ik\psi^+(x, u)} du \]

\[ = \sum_{m=0}^{\infty} \frac{p_{n,m}^+(x)}{km+1} \int_0^\infty u^m h(u) e^{-ik\psi^+(x, u)} du = \sum_{m=0}^{\infty} \frac{p_{n,m}^+(x)}{km+1} A^+(k, m, x) \]

where we have set

\[ A^+(k, m, x) = \int_0^\infty u^m h(u) e^{-ik\psi^+(x, u)} dv. \]

(These non-convergent integrals must be re-interpreted by means of analytic continuation -- in a manner similar to that used in the definition and manipulation of Mellin transforms. We do not provide details about this analytic continuation procedure here; see [8] for a complete treatment in the case of the Mellin transform.)

To complete our expansion of \( I_n^+(x, k) \) we need to produce a corresponding expansion of the quantity \( A^+(k, m, x) \) in powers of \( 1/k \). With \( \varepsilon = 1/k \) we call

\[ \tilde{A}^+(\varepsilon, m, x) = A^+(k, m, x) = \int_0^\infty u^m h(u) e^{-iv\psi^+(x, u)/\varepsilon} dv. \]

By evaluation of the successive derivatives of \( \tilde{A}^+(\varepsilon, m, x) \) with respect to \( \varepsilon \) at \( \varepsilon = 0 \) it is easy to check that the coefficients of the Taylor series of \( \tilde{A}^+(\varepsilon, m, x) \) with respect to \( \varepsilon \) can be obtained directly if all the integrals in the sequence

\[ \tilde{A}^+(0, m, x) = \int_0^\infty u^m h(u) e^{-iv\psi^+(x, 0)} dv, \]

are known; for example, the first two such derivatives are given by (with \( \psi_n^+(x) = \frac{\partial^n \psi^+(x, u = 0)}{\partial u^n} \))

\[ \frac{\partial \tilde{A}^+(\varepsilon, m, x)}{\partial \varepsilon} \bigg|_{\varepsilon=0} = -i \frac{\psi_2^+(x)}{2} \tilde{A}^+(0, m + 2, x) \]

\[ \frac{\partial^2 \tilde{A}^+(\varepsilon, m, x)}{\partial \varepsilon^2} \bigg|_{\varepsilon=0} = -i \frac{\psi_3^+(x)}{3} \tilde{A}^+(0, m + 3, x) - \frac{1}{4} (\psi_2^+)^2(x) \tilde{A}^+(0, m + 4, x). \]

Using equations (6) and (8) the expansion for \( I_n^+(x, k) \) results; clearly, the expansion of \( I_n^-(x, k) \) can be obtained through a similar derivation. The combined expansion for \( I_n(x, k) \) involves combinations of
quantities such as $p_{n,m}^\pm(x)$, $\psi_0^\pm(x)$, $\psi_{-1}^\pm(x)$, $A^+(0,m,x)$, $A^-(0,m,x)$. It can be shown that all of these quantities — and therefore the integrals $A^\pm(0,m,x)$ for all $m$ — can be obtained from the integrals
\[
\int_0^{+\infty} v^{m+1} H_1^1(v) \cos(au) dv \quad \text{if } m \text{ even}
\]
\[
\int_0^{+\infty} v^{m+1} H_1^1(v) \sin(au) dv \quad \text{if } m \text{ odd}
\]
for which closed form formulas are available [5].

3 Numerical results
To test the accuracy of our numerical procedure we compared our results to a highly accurate boundary variation code (cf. [6]) in a region (in wavelength) where the two algorithms were very accurate as shown below. Note that these two methods are substantially different in nature: one is a high order expansion in $\lambda$ whereas the other is a high order expansion in the height $h$ of the profile.

All our results are for normal incidence illumination. The results listed in the columns Order 0-17 are the relative errors for each scattered energy (efficiency) listed.

We start with the simplest example namely a sinusoidal profile $f(x) = \frac{h}{2} \cos(2\pi x)$. In this example we have $h = 0.025$ and $\lambda = 0.025$.

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 3</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.843032311037387e-02</td>
<td>1.9e-3</td>
<td>4.8e-6</td>
<td>1.9e-8</td>
<td>4.2e-11</td>
<td>1.6e-15</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>1</td>
<td>4.533269321280629e-02</td>
<td>2.3e-3</td>
<td>2.4e-6</td>
<td>2.4e-9</td>
<td>7.4e-11</td>
<td>1.8e-15</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>2</td>
<td>8.263582066566663e-02</td>
<td>8.3e-4</td>
<td>3.0e-6</td>
<td>1.3e-8</td>
<td>3.5e-11</td>
<td>3.4e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>3</td>
<td>1.032017750281185e-03</td>
<td>1.8e-2</td>
<td>7.4e-5</td>
<td>3.7e-8</td>
<td>1.3e-10</td>
<td>9.7e-15</td>
<td>1.0e-15</td>
</tr>
<tr>
<td>4</td>
<td>1.019744820363490e-01</td>
<td>1.0e-3</td>
<td>1.3e-6</td>
<td>7.1e-10</td>
<td>1.6e-12</td>
<td>9.0e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.396970992023250e-01</td>
<td>1.2e-4</td>
<td>3.4e-6</td>
<td>5.1e-9</td>
<td>8.7e-12</td>
<td>9.0e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>6</td>
<td>7.5734926637193e-02</td>
<td>7.9e-4</td>
<td>6.5e-6</td>
<td>1.3e-8</td>
<td>2.6e-11</td>
<td>3.7e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>7</td>
<td>2.361867030378681e-02</td>
<td>1.3e-3</td>
<td>1.0e-5</td>
<td>2.3e-8</td>
<td>5.5e-11</td>
<td>8.8e-16</td>
<td>9.0e-16</td>
</tr>
</tbody>
</table>

Our next example is given by the profile $f(x) = \frac{h}{2}(\cos(2\pi x) + \cos(4\pi x))$. In this example we have $h = 0.01$ and $\lambda = 0.025$.

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
<th>Order 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.983072874853860e-01</td>
<td>1.4e-3</td>
<td>6.7e-6</td>
<td>6.3e-10</td>
<td>1.8e-13</td>
<td>5.0e-15</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>1</td>
<td>2.12562518015141e-02</td>
<td>4.3e-3</td>
<td>7.3e-6</td>
<td>8.6e-10</td>
<td>4.6e-14</td>
<td>4.9e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>2</td>
<td>5.10956298137152e-02</td>
<td>4.2e-3</td>
<td>5.3e-6</td>
<td>1.3e-9</td>
<td>3.5e-14</td>
<td>6.9e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>3</td>
<td>1.35059454686117e-01</td>
<td>1.1e-3</td>
<td>3.0e-6</td>
<td>1.8e-10</td>
<td>5.1e-14</td>
<td>6.9e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>4</td>
<td>1.67075346364386e-02</td>
<td>4.3e-3</td>
<td>928e-6</td>
<td>1.5e-9</td>
<td>1.6e-13</td>
<td>9.0e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.04138113172000e-01</td>
<td>8.7e-4</td>
<td>1.1e-5</td>
<td>4.7e-10</td>
<td>3.8e-14</td>
<td>9.0e-16</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>6</td>
<td>3.029977474761340e-02</td>
<td>7.6e-4</td>
<td>1.1e-5</td>
<td>4.8e-10</td>
<td>1.0e-15</td>
<td>2.0e-15</td>
<td>9.0e-16</td>
</tr>
<tr>
<td>7</td>
<td>2.828409217693459e-02</td>
<td>2.5e-3</td>
<td>3.2e-5</td>
<td>1.8e-9</td>
<td>3.5e-14</td>
<td>4.6e-16</td>
<td>6.1e-16</td>
</tr>
</tbody>
</table>
Our last example is third order "Stokes" wave (cf. [9]) given by
\[ f(x) = \frac{h}{2}(-\cos(2\pi x) + 0.35\cos(4\pi x) - 0.035\cos(6\pi x)) \]. Here \( h = 0.03 \) and \( \lambda = 0.025 \).

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 13</th>
<th>Order 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.168946586556380e-01</td>
<td>1.1e-3</td>
<td>2.1e-6</td>
<td>1.0e-9</td>
<td>1.8e-12</td>
<td>8.5e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>1</td>
<td>1.253788401686170e-01</td>
<td>1.1e-3</td>
<td>1.0e-5</td>
<td>9.0e-10</td>
<td>5.8e-13</td>
<td>7.9e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>2</td>
<td>7.4073933683684252e-03</td>
<td>3.2e-3</td>
<td>2.7e-5</td>
<td>3.6e-9</td>
<td>1.9e-12</td>
<td>9.6e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>3</td>
<td>2.657137888097774e-02</td>
<td>5.1e-3</td>
<td>1.8e-5</td>
<td>1.3e-9</td>
<td>4.1e-13</td>
<td>1.4e-14</td>
<td>1.0e-15</td>
</tr>
<tr>
<td>4</td>
<td>4.889524445075034e-02</td>
<td>2.5e-5</td>
<td>1.7e-5</td>
<td>1.9e-9</td>
<td>2.4e-13</td>
<td>9.9e-16</td>
<td>2.8e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.497662001023263e-02</td>
<td>4.7e-3</td>
<td>2.7e-5</td>
<td>3.6e-9</td>
<td>1.4e-12</td>
<td>1.3e-14</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>6</td>
<td>1.617786430146189e-03</td>
<td>1.4e-2</td>
<td>5.9e-6</td>
<td>2.0e-9</td>
<td>9.0e-13</td>
<td>2.8e-14</td>
<td>1.9e-15</td>
</tr>
<tr>
<td>7</td>
<td>2.523077976253081e-02</td>
<td>5.4e-3</td>
<td>6.9e-6</td>
<td>6.7e-10</td>
<td>1.1e-12</td>
<td>2.8e-14</td>
<td>0.0e-16</td>
</tr>
</tbody>
</table>

Our implementation of this method is very efficient. All the functions considered are decomposed in their Fourier series, in particular no discretization points on the surface are used. The largest run time is 22 sec for the order 17 calculation presented in the table above on a DEC Alpha workstation (500MHz). A more typical run for the order 11 calculation presented in the second example took 3 seconds.
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We present an innovative algorithm for the computation of electromagnetic scattering from rough surfaces, with emphasis on ocean scattering applications. Our new method couples a high-order boundary variation method with an approach based on high-order, high-frequency asymptotic expansions of singular integrals.


The evaluation of each one of the coefficients in this perturbation expansion requires the solution of a scattering problem on a smooth surface with highly oscillatory boundary conditions. The solution of this notoriously difficult problem is computed efficiently and accurately by means of a new, high-order, high-frequency asymptotic expansion for the surface currents. Our high-frequency solver, which is designed to apply in the small wavelength regime — in which geometrical optics and the Kirchoff approximation are frequently used —, should be applicable to a wide range of scattering problems. Unlike the geometrical optics type expansions where amplitudes can become unbounded (at caustics), our high frequency algorithm is entirely rigorous and highly accurate.

This presentation will describe our approach to the general rough surface problem with a detailed discussion on the high-frequency solver. Numerical results in a variety of cases will be presented, demonstrating the accuracy and computational efficiency of our new methods.
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US Patent application: *High-Order High-Frequency rough surface scattering solver*
HIGH-ORDER HIGH-FREQUENCY ROUGH SURFACE
SCATTERING SOLVER

This invention was made with Government support under F49620-99-C-0014 awarded by AFOSR/DARPA. The Government has certain rights in this invention.

BACKGROUND OF THE INVENTION

5 1. Field of the Invention
The present invention relates generally to scattering processes, and in particular to computation of electromagnetic scattered fields from multiple scale geometries.

2. Discussion of the Related Art
Electromagnetic scattering from rough surfaces such as the surface of the ocean plays an important role in a wide range of applications including imaging, remote sensing, and detection. The analysis of the scattering processes involved in these applications poses a rather challenging scientific problem that
requires description and understanding of diffraction by complicated surfaces. Computationally, the main difficulty arises from the multiple-scale nature of the scattering surfaces, whose spectrum spans a wide range of lengthscales. A number of techniques have been developed to treat associated limiting cases. For example, the high frequency case, in which the wavelength, $\lambda$, of the incident radiation is much smaller than the surface lengthscales can be handled by asymptotic methods such as geometrical optics or physical optics approximations. On the other hand, resonant problems where the incident radiation is of the order of the surface scale are treated by perturbation methods, typically first or second or expansions in the height, $h$, of the surface.

However, when a multitude of scales is present on the surface, none of the techniques described above either alone or in combination in so-called two-scale approaches is adequate. The two-scale models imply a splitting of the surface into a large scale and a small scale. Typically, a first order approximation in wavelength is used to treat the smooth components of the surface, and a first order in surface height is used to deal with the rough components of the surface. The results provided by these methods are not satisfactory precisely as a result of limitations imposed by the low orders of approximation used in both, the high-frequency approximation method and the small perturbation method.
SUMMARY OF THE INVENTION

The present invention provides a rough surface scattering method and solver for efficiently computing electromagnetic scattered fields resulting from an incident wave being reflected from a slowly varying surface (high frequency case). The claimed approach to multi-scale scattering is based on the use of expansions of high order in parameter $\lambda$. The resulting high-order perturbation expansion approach expands substantially on the range of applicability over low order methods, and can be used in some of the most challenging cases arising in applications. A surface current is induced by the incident wave. The surface current is determined by solving a surface current integral equation. A surface current ansatz is substituted into the surface current integral equation, wherein a surface current series expansion is formed having a high frequency order. The surface current series expansion includes an oscillatory factor and surface current coefficients to be determined. An asymptotic expansion of the oscillatory integral is produced such that a Taylor series including a non-convergent integral is formed. The non-convergent integral is re-interpreted by means of analytic continuation. The re-interpreted non-convergent integral is inserted into the Taylor series to solve for the surface current coefficients. The surface current coefficients are inserted into the surface current series expansion and the surface current is obtained by summing the power series in $\lambda$ with the known surface current coefficients. Finally, the scattered field is computed based upon the solved surface current, by quadratures.
For a more complete understanding of the invention, its objects and advantages, reference may be had to the following specification and to the accompanying drawings.

5 **BRIEF DESCRIPTION OF THE DRAWINGS**

Figure 1 illustrates a flow diagram of a method for computing scattered fields in accordance with the teachings of the invention; and

Figure 2 illustrates a transverse electric polarized wave (TE) impinging on a rough surface.

10 **DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT**

Referring to Figure 1, a method of computing a scattered field according to the present invention is shown. The method is based on the use of expansions of high order in the parameter $\lambda$. Such extensions require rather complex mathematical treatments, including complex variable theory and analytic continuation. The resulting approach expands substantially on the range of applicability over low order methods, and can be used in some of the most challenging cases arising in applications. Here, we focus on a high-order perturbation expansion in the wavelength $\lambda$.

1. **Introduction**

20 With additional reference to Figure 2, a transverse electric polarized wave (TE) 12, with electric field, $E$, pointing out of the figure, impinging on a rough surface 10 is illustrated. The method is particularly suitable for two-dimensional
problems of scattering from a perfectly conducting rough surface 10 of a transverse electric polarized wave (TE) 12. A scattered field created by the incident plane wave 12 impinging on the rough surface 10 solves Helmholtz's equation with a Dirichlet boundary condition. The scattered field can be computed from the surface current density, \( \nu \), 14 induced on the rough surface \( f(x) \) 10 by the incident plane wave 12 by integrating the solved surface current against the Green's function. See, *Wave scattering from rough surfaces*, by A.G. Voronovich, Springer-Verlag, Berlin, 1994, which is hereby incorporated by reference. The function \( \nu \) solves the integral equation:

\[
\frac{\nu(x,k)}{2} - \frac{i}{4} \int_{-\infty}^{\infty} h(kMM')g(x, x')\nu(x', k) dx' = -e^{i\omega t - i\gamma(x)\nu}, \text{ step 20,}
\]

where

\[
MM' = \sqrt{(x' - x)^2 + (f'(x') - f(x))^2}, \quad h(t) = iH_1^0(t) \quad H_1^0 \text{ Hankel function}
\]

\[
g(x, x') = \frac{f(x') - f(x) - (x' - x)f'(x)}{MM'^2} \quad \alpha = k \sin(\theta_{inc}) \quad \beta = k \cos(\theta_{inc}).
\]

To solve this equation, an asymptotic expansion of high order around \( k = \infty \) is used. The asymptotic expansion results from the ansatz
From equations (1) and (2) we obtain the following equation for the surface current coefficients:

\[ \sum_{n=0}^{\infty} \frac{1}{k_n} \left( v_n(x) - \frac{i}{2} I^n(x, k) \right) = -2, \text{ step 24.} \]

where

\[ I^n(x, k) = \int_{-\infty}^{\infty} h(kMM')g(x, x')e^{ia(x-x')-ib(f(x')-f(x))}v_n(x')dx'. \]

To obtain the coefficients \( v_n(x) \) we produce the asymptotic expansion of \( I^n(x, k) \), an oscillatory integral, in powers of \( 1/k \), step 26. To do this we use two separate integration regions which we define below. However using a single integration region or multiple integration regions is within the scope of the invention.

\[ I_-(x, k) = \int_{-\infty}^{\infty} h(kMM')g(x, x')e^{ia(x-x')-ib(f(x')-f(x))}v_n(x')dx', \]

\[ I_+(x, k) = \int_{-\infty}^{\infty} h(kMM')g(x, x')e^{ia(x-x')-ib(f(x')-f(x))}v_n(x')dx'. \]
2. Asymptotic expansion of $I_*^n(x,k)$

We focus on an asymptotic expansion for $I_*^n(x,k)$. Using $t = x' - x$ we can write

\begin{equation}
I_*^n(x,k) = \int_{-\infty}^{\infty} h(k\phi + (x,t))g(x,x+t)e^{i\omega - i\beta(f(x)+t-f(x))} v_n(x+t)dt
\end{equation}

where

\[ \phi(x,t) = \sqrt{t^2 + (f(x+t) - f(x))^2} \]

For the simplest treatment we present here we assume that $f(x)$ satisfies the condition

\[ \phi'(x,t) = \frac{\partial \phi(x,t)}{\partial t} > 0 \quad \text{for} \quad t \geq 0 \]

so that the map $t \mapsto \phi(x,t)$ is invertible; this condition is generally satisfied by rough surfaces considered in practice. Then setting

\[ u = \phi(x,t) \quad \Leftrightarrow \quad t = \phi^{-1}_u(x,u) \]

we can rewrite equation (4) in the form
\[
I^n(x, k) = \int_0^{\infty} h(ku) g(x, x + \phi^{-1}_+(x, u)) \frac{\phi^{\prime+}(x, \phi^{-1}_+(x, u))}{\phi^{\prime+}(x, \phi^{-1}_+(x, u))} v_n(x + \phi^{-1}_+(x, u)) e^{i\phi^{\prime+}(x, u) - i\beta f(x + \phi^{-1}_+(x, u)) - f(x)} du
\]

or, calling

\[
F^*_n(x, u) = \frac{g(x, x + \phi^{-1}_+(x, u))}{\phi^{\prime+}(x, \phi^{-1}_+(x, u))} v_n(x + \phi^{-1}_+(x, u))
\]

(5)

\[
\psi + (x, u) = (f(x + \phi^{-1}_+(x, u)) - f(x)) \cos(\theta^\text{inc}) - \phi^{-1}_+(x, u) \sin(\theta^\text{inc})
\]

\[
I^n(x, k) = \int_0^{\infty} h(ku) F^*_n(x, u) e^{-ik\psi + (x, u)} du.
\]

We can now use the Taylor series of the map \( u \mapsto F^*_n(x, u) \) around \( u = 0 \)

\[
F^*_n(x, u) = \sum_{m=0}^{\infty} \frac{\partial^m F^*_n(x, 0)}{\partial u^m} u^m = \sum_{m=0}^{\infty} p^*_n,m(x) u^m
\]

\[
p^*_n,m(x) = \frac{1}{m!} \frac{\partial^m F^*_n(x, 0)}{\partial u^m}
\]

to express \( I^n(x, k) \) in the form

\[
I^n(x, k) = \sum_{m=0}^{\infty} p^*_n,m(x) \int_0^{\infty} u^m h(ku) e^{-ik\psi + (x, u)} du
\]

(6)
\[ I_z^n(x,k) = \sum_{m=0}^{\infty} \frac{p^+_{n,m}(x)}{k^{m+1}} \int_0^\infty v^m h(v) e^{-ikv^z(x,z)} dv = \sum_{m=0}^{\infty} \frac{p^+_{n,m}(x)}{k^{m+1}} A^+(k,m,x), \text{ step 28} \]

where we have set

\[ A^+(k,m,x) = \int_0^\infty v^m h(v) e^{-ikv^z(x,z)} dv \]

These non-convergent integrals are re-interpreted by means of analytic continuation – in a manner similar to that used in the definition and manipulation of Mellin transforms. See Asymptotic expansions of integrals (hereby incorporated by reference), by N. Bleistein and R.A. Handelsman, Dover Publications, New York, 1986, for a complete treatment of this analytic continuation procedure in the case of the Mellin transform, step 30.

To complete our expansion of \( I_z^n(x,k) \) we produce a corresponding expansion of the quantity \( A^+(k,m,x) \) in powers of \( 1/k \). With \( \varepsilon = 1/k \) we call

\[ \tilde{A}^+(\varepsilon,m,x) = A^+(k,m,x) = \int_0^\infty v^m h(v) e^{-i\varepsilon^z v^z(x,z)}/v dv. \]

By evaluation of the successive derivatives of \( \tilde{A}^+(\varepsilon,m,x) \) with respect to \( \varepsilon \) at \( \varepsilon = 0 \) it is easy to check that the coefficients of the Taylor series of \( \tilde{A}^+(\varepsilon,m,x) \) with respect to \( \varepsilon \) can be obtained directly if the integrals in the sequence
\[ \tilde{A}^+(0, m, x) = \int_0^{\infty} \nu^m h(\nu) e^{-i\nu x} d\nu, \]

are known. For example, the first two such derivatives are given by

\( \left( \text{with } \psi_n^+(x) = \frac{\partial m \psi^+}{\partial u^n} (x, u = 0) \right) \)

\[ \frac{\partial \tilde{A}^+(\varepsilon, m, x)}{\partial \varepsilon} \bigg|_{\varepsilon=0} = -i \frac{\psi_2^+(x)}{2} \tilde{A}^+(0, m+2, x) \]

\[ \frac{\partial^2 \tilde{A}^+(\varepsilon, m, x)}{\partial \varepsilon^2} \bigg|_{\varepsilon=0} = -i \frac{\psi_2^+(x)}{3} \tilde{A}^+(0, m+3, x) - \frac{(\psi_2^+)^2(x)}{4} \tilde{A}^+(0, m+4, x). \]

Using equations (6) and (8) the expansion for \( I^n(x, k) \) results. The expansion of \( I^n(x, k) \) is obtained through a similar derivation. The combined expansion for \( I^n(x, k) \) involves the combinations of quantities such as \( p_{n,m}^+(x), \psi_n^+(x), p_{n,m}^-(x), \psi_n^-(x), \tilde{A}^+(0, m, x), \tilde{A}^-(0, m, x) \). It can be shown that the integrals \( \tilde{A}^+(0, m, x) \) for all \( m \) – can be obtained from the integrals

\[ \int_0^{\infty} \nu^{m+1} H_1^{1}(\nu) \cos(\nu x) d\nu \quad \text{if } m \text{ even} \]
\[ \int_{-\infty}^{\infty} v^{m-1} H_1^1(v) \sin(av) dv \quad \text{if } m \text{ odd} \]

for which closed form formulas are available in *Handbook of mathematical functions with formulas, graphs, and mathematical tables*, by M. Abramowitz and I. Stegun, US Dept Commerce, June, 1964, which is hereby incorporated by reference, step 32.

Next, the high frequency order for the computation is selected, step 34. The scope of the invention includes a high frequency order that is 2 or greater. Those skilled in the art will readily recognize that selection of the high frequency order involves a trade-off between computation speed and accuracy which will vary depending on the particular application.

Finally, having determined the surface current coefficients, the surface current is computed with formula (2) for, and the scattered field is computed by integrating the solved surface current against Green’s function, step 36.

3. **Numerical results**

To test the accuracy of the procedure we compared our results to a highly accurate boundary variation code in a region (in wavelength) where the two algorithms were very accurate as shown below. See, *Numerical solution of diffraction problems: a method of variation of boundaries I, II, III*, by O. Bruno and F. Reitich, J. Opt. Soc. A 10, 1168-1175, 2307-2316, 2551-2562, 1993. Note that these two methods are substantially different in nature: ours is a high order
that these two methods are substantially different in nature: ours is a high order expansion in $\lambda$ whereas the other is a high order expansion in the height $h$ of the profile.

All our results are for normal incidence illumination. The results listed in the columns Order 0-17 are the relative errors for each scattered energy (efficiency) listed.

We start with the simplest example namely a sinusoidal profile $f(x) = \frac{h}{2} \cos(2\pi x)$. In this example we have $h = 0.025$ and $\lambda = 0.025$.

<table>
<thead>
<tr>
<th>Scattering Direction #</th>
<th>Scattered Energy</th>
<th>Order 0</th>
<th>Order 1</th>
<th>Order 3</th>
<th>Order 5</th>
<th>Order 9</th>
<th>Order 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.843033211037387e-02</td>
<td>1.9e-3</td>
<td>4.8e-6</td>
<td>1.9e-8</td>
<td>4.2e-11</td>
<td>1.6e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>1</td>
<td>4.533269321280629e-02</td>
<td>2.3e-3</td>
<td>2.4e-6</td>
<td>8.3e-9</td>
<td>2.4e-11</td>
<td>1.8e-15</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>2</td>
<td>8.263582066556663e-02</td>
<td>8.3e-4</td>
<td>3.0e-6</td>
<td>1.3e-8</td>
<td>3.5e-11</td>
<td>3.4e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>3</td>
<td>1.032017750281185e-03</td>
<td>1.8e-2</td>
<td>7.4e-5</td>
<td>3.7e-8</td>
<td>1.3e-10</td>
<td>9.7e-15</td>
<td>1.0e-15</td>
</tr>
<tr>
<td>4</td>
<td>1.019744820363490e-01</td>
<td>1.0e-3</td>
<td>1.3e-6</td>
<td>7.1e-10</td>
<td>1.6e-12</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>5</td>
<td>1.39697092023250e-01</td>
<td>1.2e-4</td>
<td>3.4e-6</td>
<td>5.1e-9</td>
<td>8.7e-12</td>
<td>0.0e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>6</td>
<td>7.578492663719054e-02</td>
<td>7.9e-4</td>
<td>6.5e-6</td>
<td>1.3e-8</td>
<td>2.6e-11</td>
<td>3.7e-16</td>
<td>0.0e-16</td>
</tr>
<tr>
<td>7</td>
<td>2.361867030378681e-02</td>
<td>1.3e-3</td>
<td>1.0e-5</td>
<td>2.3e-8</td>
<td>5.5e-11</td>
<td>8.8e-16</td>
<td>0.0e-16</td>
</tr>
</tbody>
</table>

Our next example is given by the profile $f(x) = \frac{h}{2} (\cos(2\pi x) + \cos(4\pi x))$. In this example we have $h = 0.01$ and $\lambda = 0.025$. 

-12-
Our last example is a third order "Stokes" wave (cf. [9]) given by

\[ f(x) = \frac{h}{2} \left( -\cos(2\pi x) + 0.35 \cos(4\pi x) - 0.035 \cos(6\pi x) \right). \]

Here \( h = 0.03 \) and \( \lambda = 0.025 \).
Our implementation of this method is very efficient. All the functions considered are decomposed in their Fourier series. The largest run time is 22 sec for the order 17 calculation presented in the table above on a DEC Alpha workstation (600MHz). A more typical run for the order 11 calculation presented in the second example took 3 seconds.

Thus it will be appreciated from the above that as a result of the present invention, a method for computing a scattered field resulting from an incident wave being reflected from a rough surface is provided by which the principal objectives, among others, are completely fulfilled. It will be equally apparent and is contemplated that modification and/or changes may be made in the illustrated embodiment without departure from the invention. Accordingly, it is expressly intended that the foregoing description and accompanying drawings are illustrative of preferred embodiments only, not limiting, and that the true spirit and scope of the present invention will be determined by reference to the appended claims and their legal equivalent.
CLAIMS

What is claimed is:

1. A method of computing a scattered field resulting from an incident wave being reflected from a rough surface, a surface current being induced by the incident wave, comprising the steps of:
   representing the surface current as high-order high-frequency expansion;
   substituting a surface current ansatz into the surface current integral equation, wherein a surface current series expansion is formed having a high frequency order, the surface current series expansion including an oscillatory integral and surface current coefficients;
   producing an asymptotic expansion of the oscillatory integral;
   evaluating the asymptotic expansion for the surface current coefficients;
   inserting the surface current coefficients into the surface current series expansion;
   evaluating the surface current series expansion for the surface current; and
   computing the scattered field based upon the solved surface current.
2. The method of Claim 1 wherein the step of producing an asymptotic expansion includes the steps of:
   forming a Taylor series that includes a non-convergent integral;
   re-interpreting the non-convergent integral by means of analytic continuation; and
   inserting the re-interpreted non-convergent integrals into the Taylor series to solve for the surface current coefficients.

3. The method of Claim 2 wherein the step of producing an asymptotic expansion further includes the step of dividing the oscillatory integral into split integrals covering separate integration regions.

4. The method of Claim 1 wherein the selected high frequency order is preferably 20.

5. The method of Claim 2 further comprising the step of solving the re-interpreted non-convergent integral using a closed form formula.

6. The method of Claim 2 further comprising the step of solving the re-interpret non-convergent integral using numerical analysis.

7. The method of Claim 1 wherein the step of computing the scattered field includes integrating the solved surface current against Green's function.
8. The method of Claim 1 wherein the oscillatory integral is

\[ I^n(x, k) = \int_{-\infty}^{\infty} h(kMM')g(x, x')e^{i\omega(x-x')-\beta(f(x')-f(x))}Y_n(x')dx', \]

where; \( MM' = \sqrt{(x'-x)^2 + (f(x')-f(x))^2} \)

\[ h(t) = tH^1_t(t) \quad H^1_t \text{ Hankel function} \]

\[ g(x, x') = \frac{f(x')-f(x)}{MM'^2} \quad \alpha = k \sin(\theta_{inc}) \quad \beta = k \cos(\theta_{inc}) \]

9. The method of Claim 2 wherein the Taylor series is

\[ I^n_*(x, k) = \sum_{n=0}^{\infty} \frac{p^n_{n,m}(x)}{k^{n+1}} A + (k, m, x) \]

10. A method of computing a scattered field resulting from an incident wave being reflected from a rough surface having a characteristic lengthscale, a surface current being induced by the incident wave, the incident wave having a wavelength less than the rough surface lengthscale, comprising the steps of:

- representing the surface current as a high-order high-frequency expansion;
- substituting a surface current ansatz into the surface current integral equation, wherein a surface current series expansion is formed having a high frequency order, the surface current series expansion including an oscillatory integral and surface current coefficients;
producing an asymptotic expansion of the oscillatory integral such
that a Taylor series including a non-convergent integral is formed;
re-interpreting the non-convergent integral by means of analytic
continuation;
inserting the re-interpreted non-convergent integrals into the Taylor
series to solve for the surface current coefficients;
inserting the surface current coefficients into the surface current
series expansion;
evaluating the surface current series expansion for the surface
current; and
integrating the solved surface current against Green's function,
whereby the scattered field is determined.

11. The method of Claim 10 wherein the step of producing an
asymptotic expansion further includes the step of dividing the oscillatory integral
into split integrals covering separate integration regions.

12. The method of Claim 10 wherein the high frequency order is at
least about three.

13. The method of Claim 10 further comprising the step of solving the
re-interpreted non-convergent integral using a closed form formula.
14. The method of Claim 10 wherein the Taylor series is

\[ I_n(x,k) = \sum_{m=0}^{\infty} \frac{p_{n,m}(x)}{k^{m+1}} A + (k,m,x). \]

15. The method of Claim 10 further comprising the step of solving the re-interpreted non-convergent integral using a closed form formula.

16. The method of Claim 15 wherein the closed form formula is

\[ \int_{0}^{\infty} v^{m+1} H_{1}^{1}(v) \cos(\alpha v) dv \quad \text{if } m \text{ even} \]

and

\[ \int_{0}^{\infty} v^{m+1} H_{1}^{1}(v) \sin(\alpha v) dv \quad \text{if } m \text{ odd}. \]

17. A solver for computing a scattered field resulting from an incident wave being reflected from a rough surface having a characteristic lengthscale, a surface current being induced by the incident wave, the incident wave having a wavelength less than the rough surface lengthscale, comprising:

means for representing the surface current as a high-order high-frequency expansion;

means for substituting a surface current ansatz into the surface current integral equation, wherein a surface current series expansion is formed having a high frequency order, the surface current series expansion including an oscillatory integral and surface current coefficients;
means for producing an asymptotic expansion of the oscillatory integral such that a Taylor series including a non-convergent integral is formed;
means for re-interpreting the non-convergent integral by means of analytic continuation;
means for inserting the re-interpreted non-convergent integrals into the Taylor series to solve for the surface current coefficients;
means for inserting the surface current coefficients into the surface current series expansion;
means for evaluating the surface current series expansion for the surface current; and
means for integrating the solved surface current against Green’s function, whereby the scattered field is determined.

18. The solver of Claim 17 wherein the high frequency order is at least about three.

19. The solver of Claim 17 further comprising means for dividing the oscillatory integral into split integrals covering separate integration regions.
HIGH-ORDER HIGH-FREQUENCY ROUGH SURFACE SCATTERING SOLVER

ABSTRACT OF THE DISCLOSURE

The present invention provides a rough surface scattering method and solver for efficiently computing electromagnetic scattered fields resulting from an incident wave (12) being reflected from a surface slowly varying on the scale of the wavelength (10). The wavelength claimed approach to high-frequency scattering is based on the use of expansions of high order in parameter \( \lambda \), wavelength of the incident radiation. The resulting high-order expansion approach expands substantially on the range of applicability over low order methods, and can be used in some of the most challenging cases arising in applications. The surface current (14) induced by the incident wave (12) is represented as a high-order high-frequency expansion (20). The surface current ansatz is substituted into the surface current integral equation (22), wherein a surface current series expansion is formed (24) having a high frequency order. The surface current series expansion includes an oscillatory integral and surface current coefficients. An asymptotic expansion of the oscillatory integral is produced having a Taylor series (26). The Taylor series is evaluated and the surface current coefficients (32) determined. The surface current coefficients are inserted into the surface current series expansion. The surface current series expansion is evaluated to yield the surface current (36). Finally, the scattered field is computed based upon the solved surface current (36).
FIG. 1

Determining the surface current from the surface current integral equation

Substituting a surface current ansatz into the surface current integral equation

Forming a surface current series expansion having a high frequency order and including an oscillatory integral and surface current coefficients

Producing an asymptotic expansion of the oscillatory integral

Forming a Taylor series having a non-convergent integral

Re-interpreting the non-convergent integral

Solving for the surface current coefficients

Selecting the high frequency order

Solving for the surface current and scattered field
Electromagnetic Scattering from Multiple Scale Geometries

Contract Number: F49620-99-C-0014
Progress Report for the period: March 01-99 - July 31-99

PI: Maria Caponi
Email: mcaponi@amelia.sp.trw.com
Phone: 310-812-0079
Fax: 310-814-2359

TRW, Inc;
Ocean Technology Department
R1-1008
Redondo Beach, California 90278
2 Program Objectives:
The statement of work objectives for the first year of this program is:
Development and initial implementation of a new approach to calculate scattering from multiple
scale surfaces containing large curvature and small-scale corrugations.
Initial numerical calculations for simple 2-D two scale geometries relevant to ocean applications.
Objective 1 includes:
1.a Development of a very accurate algorithm to solve high-frequency scattering problems
on a smooth non-planar surface.
1.b Development of the integrated algorithm that treats the short scale surface variations
(roughness) as perturbations of the long scale modulations.

3. Status of effort:
A new algorithm has been developed and implemented, and is currently being tested to
calculate the scattering return from smooth, slowly varying, arbitrary surfaces (the high-
frequency scattering problem) (Objective 1.a). The algorithm relies on an integral equation
formulation and makes use of an innovative high-order high-frequency rigorous asymptotics
expansion of the singular integrals. The method includes all multiple scattering terms with no
iterations of the integral equation. The initial calculations to third order have been validated by
comparison with a previous developed boundary variation method in the overlap region of
validity. The results show an improvement of 5 orders of magnitude over Kirchhoff (0th order).
Higher order calculations are currently being implemented. The integrated algorithm to
calculate the scattering from short scale roughness on long scale swell surfaces (Objective 1.b)
has been formulated. Initial implementation will start once the high-frequency algorithm is
validated to arbitrary orders.

4. Accomplishments/New Findings
During the initial 5 months of this project the following significant research has been
accomplished:
The innovative algorithm proposed at the beginning of this project to compute the scattering
return from multi-scale surfaces has been formulated in detail. The algorithm consists of two
main elements: A) A boundary variation method that reduces the multi-scale problem to a
sequence of high-frequency scattering problems on a smooth surface. B) A new high-order,
high frequency method.
The high-frequency part of this algorithm, which entails the highly accurate calculation of the
scattering return from surfaces with characteristics scales larger than the radiation wavelength
has been implemented and successfully validated to third order. Results that are 5 orders of
magnitude more accurate than Kirchhoff (0th order) have been obtained, demonstrating the advantages of the new method.

The implementation of the high-frequency algorithm is based on an ingenious asymptotic expansion of the highly singular integrals and on the analytic continuation of the divergent integrals. A numerically efficient version of the algorithm was found to compute accurately these expansions to all orders. High accuracy is crucial for this method since it will be used repeatedly to solve the general problem.

These initial results are critical to an accurate calculation of the scattering return from multiple scale surfaces, in particular for ocean surveillance applications. For example, recent experimental results have shown polarization losses of the order of −80 dB for high horizontal to vertical polarization ratios (HH/VV>1) that cannot be predicted with standard scattering models. The algorithm developed in this program will have enough accuracy to predict those large losses. Further, once validated, this algorithm will be able to predict radar returns not only for ocean but also for terrain relevant missions where multi-scale surfaces play a dominant role in the characteristics of the return.

5 Personnel Supported:
Dr. Alain Sei, TRW: (supported by this program ~ 65% of his time); Dr. Maria Caponi, TRW: (supported by this program <5% of her time); Dr. Oscar Bruno, MathSys and Caltech (Technical services, supporter by this program <10% of his time)

6 Publications: None on current contract period.
7 Interactions/Transitions:
Participation/presentation: Poster and VG at ACMP DARPA PI meeting. S.F. June 30-July 1, 1999.

Transitions: the algorithm being developed is planned to be used in conjunction with the TRW hydrodynamic codes to obtain a predictive model of ocean radar returns. The results from this combination code will be relevant to Navy applications.

8 New Discoveries: A new method to solve the high-frequency scattering problem with high accuracy (16 digits)
9 Honors/Awards: None during current contract period
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2. Program Objectives:
The statement of work objectives for the second year of this program were:
Parametric investigations with 2-D multi-scale code for surfaces relevant to ocean remote sensing applications
Development and initial implementation of new approach to 3-D surfaces.
These objectives have been revised to:
Validation of the 2-D high-order high-frequency code for large scale surfaces and its use in parametric investigations relevant to ocean remote sensing applications.
Formulation and implementation of the 2-D multi-scale algorithm.
Objective 1 includes
1.a. Efficient implementation of the high-frequency algorithm to arbitrary order.
Objective 2 includes:
2.a. Development of coupling between the high frequency and the boundary variation methods, including innovative use of Cauchy-Kowalesky argument for computation of high order normal derivatives.
2.b. Treatments of high-order normal derivatives through the use of Helmholtz's equation second order normal derivatives and high-order tangential derivatives to avoid hyper-singular integrals.

The revision of the objectives was due in part to the need for a more efficient and accurate implementation of the high-frequency algorithm than the one carried out during the first year of this contract. The original implementation was not easily amenable to very high order expansions therefore limiting the range and accuracy of application of the method. However, the repeated use of the high-frequency code in the final multiple scale algorithm requires double digit accuracy to arbitrary orders. The new implementation uses subtle and intensive algebraic treatments that result in a very efficient and innovative algorithm, currently being considered for a patent application. However, this revised implementation delayed the coding of the final multi-scale algorithm. Further delay also resulted from extensive validations of the results.

3. Status of effort:

The new high-order-high frequency algorithm has been extended to arbitrary order and accuracy. This extension relies on the development of a library of subroutines for the efficient algebraic treatment of infinite Taylor-Fourier series. The code has been validated by comparison with the method of variation of boundaries in the overlap region in wavelengths where both methods are valid. The code has been exercised for numerous configurations, machine precision accuracy was reached in cpu times of seconds in all cases (Rev. objective 1). A detailed formulation of the multiple-scale algorithm including an innovative coupling of the
new high-order high frequency method and the boundary variation method has been completed and implemented. The details of the method have been documented. The complete Fortran implementation of the integrated algorithm is expected in the next few weeks. Currently, each segment of the Fortran code is being carefully tested and verified (Rev. objective 2). Afterwards, careful parametric investigations relevant to ocean remote sensing will be performed.

4. Accomplishments/New Findings

During the last year the following significant accomplishments have been reached in this project:

1. A library of subroutines for the efficient algebraic treatment of infinite Taylor-Fourier series was completed. These series were introduced specifically by us to meet the accuracy and efficiency demands of this project.

2. Full double precision agreement was obtained between the high-order high-frequency method and the boundary variation method for numerous and varied examples throughout the overlap region in wavelengths where both methods are valid. Computing times of the order of seconds on a 600MHz desktop workstation were achieved in all cases. The high-frequency code was also validated and exercised in the high-frequency regime (wavelength < surface scale length) for configurations of interest to ocean remote sensing where the boundary variation code failed.

3. The details of this highly innovative high-frequency algorithm are currently being considered by TRW for a patent application.

4. The high frequency algorithm has been integrated with the method of variation of boundaries to yield a highly accurate and efficient multiple-scale solver. The high order nature of the algorithm requires an inventive use of the Cauchy–Kowalevsky argument. A method has been derived for the evaluation of the necessary high-order normal derivatives, (which would normally give rise to hyper-singular integrals) through the use of the Helmholtz equation, the second normal derivative and the high-order tangential derivatives. These tangential derivatives, in turn, are computed through an application of the Taylor-Fourier algebra mentioned in 1 above. The second normal derivative is computed directly by manipulations of the kernel singularities.

This integrated code, currently being tested, is expected to be the most efficient and accurate solver for the computation of scattered waves from multi-scale rough surfaces. A code with these characteristics is necessary for current ocean and terrain remote sensing applications, given the small scattering returns relative to the incident field.

5. Personnel Supported:

Dr. Alain Sei, TRW: (supported by this program ~ 65% of his time);

Dr. Maria Caponi, TRW: (supported by this program < 5% of her time);
6 Publications:
The results of these investigations are documented in the following papers:
O. Bruno, A. Sei, and M. Caponi; "High order, high frequency solvers for rough surface scattering problems". In Proceedings of the 2001 IEEE AP-S International symposium and USNC/URSI National Radio Science meeting, July 2001, Boston, Massachusetts, USA.

7 Interactions/Transitions:
Participation/presentation:

Transitions:
A detailed study of polarization anomalies has been performed in 3D using the previously developed method of variation of boundaries. This study is still on-going and a statistical study similar to the one performed last year in two dimensions is envisioned. This study is of interest to a particular Navy customer.
Discussion with the government are on going for application of these methods to problems of interest to the Navy, this is expected to result in a transition follow on project. This follow on project will include the use of the numerical code in conjunction with the TRW hydrodynamic codes to calculate the time evolution of radar return from evolving relevant ocean surfaces and the appropriate calculation of the associate Doppler spectrum in both the TE (H) and the TM (V) polarization. In addition experimental validation of the algorithm will be carried out using the TRW testing facilities.

8 New Discoveries:
A new method to solve multi-scale scattering problems under TE polarization has been developed implemented and validated.
A new method to solve high-frequency scattering problems under TM polarization with machine precision accuracy has been implemented and validated.

9 Honors/Awards:
None this year.
Dr. Oscar Bruno, MathSys and Caltech (Technical services, supported by this program < 10% of his time)

6. Publications:
The investigations and results of this program are documented in the following papers:

O. Bruno, M. Caponi and A. Sei; “An innovative high-order method for electromagnetic scattering from rough surfaces.” In Proceedings of the National Radio Science Meeting, 4-8 January, 2000, Univ. of Colorado, Boulder, USA


O. Bruno, A. Sei, and M. Caponi; “High order, high frequency solution of rough surface scattering problems”. In Proceedings of the fifth international conference on mathematical and numerical aspects of wave propagation, Santiago de Compostella, Spain, July 2000, pp. 477-481.


A claim has been recently sent to the TRW lawyers (July 2000) to obtain permission to file a patent on the invention of the high frequency high order algorithm for solution of rough surface scattering problems.

7. Interactions/Transitions:
Participation/presentation:
Presentation to DARPA PI meeting Washington D.C., April 2000.

Transitions: The algorithm being developed is intended to be used in conjunction with the TRW hydrodynamic codes to obtain a predictive model of ocean radar returns. The results from this combined code will be extremely relevant to Navy applications. In the mean time, a tailored version of the boundary variation method code has been used to perform a statistical study of the polarized backscattering returns associated with ocean spectra characteristic of near breaking long waves for a particular Navy customer. This study, still ongoing, will be extended to larger spectral bandwidths once the multi-scale code is completely implemented and validated.

8. New Discoveries:
A new method to compute the high-frequency scattering problem to arbitrary orders with machine precision has been implemented.
A new method to solve the multi-scale scattering problems has been developed and implemented.

9. Honors/Awards:
Dr A. Sei chaired the three sessions on scattering at the fifth international conference the mathematical and numerical aspects of wave propagation, Santiago de Compostella, Spain, July 2000.
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2. Program Objectives:

The statement of work objectives for the third year of this program were:
Detailed parametric investigations for 3-D surfaces relevant to applications of interest. (E.g. 2
and 3 scale modulated wave geometries with different modulations and/or scales in each
dimension).

For the first half of the third year, these objectives have been revised to:
Implementation and validation of the 2-D TE multi-scale code for surfaces including a range of
scales and its use in parametric investigations relevant to ocean remote sensing applications.
Formulation of the 2-D TM multi-scale algorithm.

The goal for the rest of the third year of this program is to implement the TM multiscale
algorithm and exercise it in conjunction with the multiscale TE

Objective 2 includes
2. 1. Formulation and implementation of the high-frequency algorithm to arbitrary order under
TM polarization.
2. 2. Development of coupling between the high frequency and the boundary variation methods,
including innovative use of Cauchy-Kowalesky argument for computation of high order normal
derivatives in the TM case.
2.3. Treatment of high-order normal derivatives through the use of Helmholtz’s equation,
second order normal derivatives and high-order tangential derivatives to avoid hyper-singular
integrals. This involves implementing the Neumann to Dirichlet map and its tangential
derivatives.
2.4. Integration of previous modules for a general fully accurate TM multi-scale scattering code
and parametric studies relevant to oceanic scattering.

The revision of the objectives was a requirement for a more efficient and accurate
implementation of the high-frequency algorithm. The original implementation was not amenable
to very high order expansions therefore limiting the range and accuracy of application of the
method. However, the repeated use of the high-frequency code in the final multiple scale
algorithm requires double digit accuracy to arbitrary orders.

3. Status of effort:

The essential modules for the TE multi-scale algorithm (high-order high-frequency solver,
Dirichlet to Neumann map implementation) have been integrated to yield a highly accurate and
efficient code. Extensive optimization and validation of the code have been done by comparison
with the method of variation of boundaries in the overlap region in wavelengths where both
methods yield accurate results. The code has been exercised for numerous configurations,
machine precision accuracy was reached in cpu times of minutes in all cases (objective 1). A
detailed formulation of the high-order high frequency solver in the TM case has been documented and implemented. This solver has been optimized and extensively validated by comparison with the method of variation of boundaries in the overlap region in wavelengths where both methods yield accurate results. In all cases CPU times of the order of seconds yield full double precision accuracy (objective 2.1).

The multiscale TM algorithm, involving the coupling between the high-frequency TM algorithm and the boundary variation methods as well as the treatment of high-order normal derivatives (and its crucial part the Neumann to Dirichlet map) have been formulated and documented (objective 2.2 and 2.3). The Fortran implementation of the integrated algorithm is expected to be completed in the next few months. By the end of this third year the code will be exercised and careful parametric investigations relevant to ocean remote sensing will be performed.

4. Accomplishments/New Findings

During the last year the following significant accomplishments have been reached in this project:

5 Full double precision agreement was obtained between our new multi-scale method under TE polarization and the boundary variation method for numerous and varied examples throughout the overlap region in wavelengths where both methods are valid. Computing times of the order of minutes on a 600MHz desktop workstation were achieved in all cases.

6 The high-order high frequency algorithm has been formulated and implemented for the TM case. The code was validated by comparison with the method of variation of boundary (in the region of overlapping validity) for numerous examples. On a 600MHz desktop workstation, full double precision accuracy was achieved in CPU times of seconds.

Our current TE multi-scale solver (as well as the shortly expected TM multi-scale solver) is the most efficient and accurate solver for the computation of scattered waves from multi-scale rough surfaces. A code with such high accuracy requirements (full double precision) and speed is a necessary tool for the study of current ocean and terrain remote sensing applications, given the small scattering returns relative to the incident field.

The formulation of the multiscale TM algorithm has been completed and is in the process of implementation.

5 Personnel Supported:
Dr. Alain Sei, TRW: (supported by this program ~ 70% of his time);
Dr. Maria Caponi, TRW: (supported by this program < 1% of her time);
Dr. Oscar Bruno, MathSys and Caltech (Technical services, supported by this program < 10% of his time)
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2. Program Objectives:
The statement of work objectives for the third year of this program were modified in the progress report for the period 07/31/00 – 07/31/01 (see appendix below). They consisted of the two following objectives:
Implementation and validation of the 2-D TE multi-scale code for surfaces including a range of scales and its use in parametric investigations relevant to ocean remote sensing applications. Formulation of the 2-D TM multi-scale algorithm.
The goal for the rest of the third year of this program is to implement the TM multiscale algorithm and exercise it in conjunction with the multiscale TE
Objective 2 includes
2. 1. Formulation and implementation of the high-frequency algorithm to arbitrary order under TM polarization.
2. 2. Development of coupling between the high frequency and the boundary variation methods, including innovative use of Cauchy-Kowalesky argument for computation of high order normal derivatives in the TM case.
2.3. Treatment of high-order normal derivatives through the use of Helmholtz's equation, second order normal derivatives and high-order tangential derivatives to avoid hyper-singular integrals. This involves implementing the Neumann to Dirichlet map and its tangential derivatives.
2.4. Integration of previous modules for a general fully accurate TM multi-scale scattering code and parametric studies relevant to oceanic scattering.

3. Status of effort:
The objectives 1, 2.1 and 2.2 were accomplished last year. In the period August 1st 2001, December 31st 2001 objectives 2.2 and 2.3 were implemented and tested. The implementation of the Neumann to Dirichlet map (similar to the implementation of the Dirichlet to Neumann map) yielded full double precision agreement with the method of variation of boundaries. The tests used a shallow surface where Rayleigh hypothesis holds. This meant that the Rayleigh series expansion (Plane wave expansion) of the scattered field converged uniformly and absolutely on the surface. Therefore the Neumann to Dirichlet map could be computed by direct differentiation of the Rayleigh series.

The derivation and implementation of the general right hand side for an arbitrary order was then tested first in the case of a plane to arbitrary high order, where the method of variation of boundaries yielded the reference solution in closed form. Then the general right hand side was tested for orders up to 5 by comparison of the numerical results from our code to an algebraic
manipulator (Maple). Again in this case full double precision agreement was obtained (Objective 2.3). The integration of the Neumann to Dirichlet module, the computation of the general right hand side and the high frequency solver was then the final step towards a general multiscale scattering solver in TM polarization. The implementation was completed and testing showed that accuracy of 9 to 10 digits was achieved in configuration similar to those tested in the TE case (Objective 2.4). The testing and debugging of the code however had to be interrupted in December due to lack of funding.

4. Accomplishments/New Findings

During the last six months of this project, the following significant accomplishments have been reached:

7 Full double precision agreement of the computation of the Neumann to Dirichlet map was obtained between our method based on single layer potentials and the Rayleigh series expansion.

8 The general right hand side for the general high frequency problem in TM polarization was successfully tested against the method of variation of boundary (in the case of a plane) and against an algebraic manipulator (Maple) for a general configuration up to order 5.

9 The general multi-scale solver in TM polarization was integrated and gave results with accuracy of 9 to 10 digits in general configurations in CPU times of minutes. Further improvement in the accuracy had to stop however due to lack of funding.

5 Personnel Supported:

Dr. Alain Sei, TRW: (supported by this program ~ 70% of his time);

Dr. Maria Caponi, TRW: (supported by this program < 1% of her time);

Dr. Oscar Bruno, MathSys and Caltech (Technical services, supported by this program < 10% of his time)

6 Publications:

None this period

7 Interactions/Transitions:

None this period

8 New Discoveries:

A new method to solve multi-scale scattering problems under TM polarization has been developed implemented and validated.

9 Honors/Awards: None this year.