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Preface

The NATO Advanced Research Workshop on Nanostructured Films and Coatings (Santorini, Greece, June 28-30, 1999) successfully reviewed the state-of-the-art of many topics in this rapidly growing high-tech area. Nanostructured films and coatings may possess unique properties due to the size and the interface effects. They find many advanced applications such as electronics, catalysis, protection, data storage, optics and sensors. The focus of the Workshop was placed on the synthesis and processing; advanced characterization techniques; properties (including mechanical, chemical, electronic, thermal, catalytic, and magnetic); modeling of intralayer and interlayer interfaces, and applications.

Nanostructured films can be synthesized by vapor phase and solution chemistry methods. Solution approach allows the complex and hidden surfaces to be coated since it does not have the limitation of line-of-sight deposition as in the vapor methods. Vapor deposition such as sputtering, chemical vapor condensation and solution chemistry such as sol-gel, electrodeposition and electroless deposition were reviewed. Template-mediated approach was also discussed. Thick coatings were prepared using thermal spraying of nanostructured powders. Increasing attention is given on the use of liquid precursors for thermal spraying.

Advanced characterization techniques of nanostructured films and coatings were addressed. These include, for example, magnetic domain imaging; structural and residual stress study using synchrotron radiation techniques; and surface chemistry using surface FTIR. It was noted that some conventional techniques may not accurately determine the structure of nanostructured alloys and composites, and new techniques need to be developed for better characterization of nanostructured materials.

Enhanced material properties of nanostructured films and coatings were reported in many areas. The understanding and control of the intralayer and interlayer interfaces in multilayered, multifunctional nanostructured films and coatings are critical to the optimization of material properties and performances. Tailor-design of interfaces in these materials through modelling and experimental efforts is receiving growing interest.

The participation in the Workshop was by invitation. This NATO ARW publication includes most of the invited lecture and invited poster papers.

We would like to acknowledge the significant contribution of the organizing committee: Lawrence Kabacoff (USA), A. K. Vasudevan (USA), Lynn K. Kurilhara (USA) and Alexei Romanov (Russia). We gratefully acknowledge the major financial support of this ARW by the NATO High Technology Program, and the co-sponsorship by the International Field Office (Europe), U.S. Office of Naval Research; European Research Office of the U.S. Army; European Office of Aerospace Research and Development, and U.S. Air Force Office of Scientific Research, U.S. Air Force Research Laboratory. We thank Yannis Papaioannou, Tourlife International (USA) for his assistance with the travel and lodging for the participants, and many others who provided their support in the preparation and conduct of the Workshop. We also thank Deborah K. Chow for the editorial assistance with the proceedings.
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GAS PHASE SYNTHESIS OF NANOSTRUCTURED FILMS AND COATINGS

H. HAHN, M. WINTERER, S. SEIFRIED, V.V. SRDIC
Darmstadt University of Technology
Materials Science Department
Thin Films Division, Petersenstr. 23
64287 Darmstat, Germany
(† permanent address: University of Novi Sad, Novi Sad, Yugoslavia)

1. Introduction

Nanocrystalline materials have become increasingly important both in fundamental and applied research because of their interesting properties which are altered compared to conventional microstructures due to effects of grain size and due to the disordered atomic structure of the interfacial regions. For many years the research was concentrated on the synthesis and properties of nanocrystalline materials in bulk form which were prepared by consolidation and sintering of nanocrystalline powders prepared by wet chemical, gas phase and mechanical routes. Recently, as a response to the need of constantly improving the properties and performance of thin films and coatings, a potential for nanocrystalline materials in the area of novel synthesis and microstructures of films and coatings was identified. Many different techniques for the preparation of thin and thick films are readily available both for industrial applications and basic research and provide an excellent base for the development and application of new methods. The potential of nanocrystalline films and coatings can be identified in a wide range of technologies based on friction and wear properties, other mechanical properties such as superplasticity, and thermal conductivity for thermal barrier coatings, and optical, magnetic, electronic and catalytic properties.

In principle many different structures in thin films such as multilayers in electronic materials and for magneto-resistance effects (GMR, TMR etc.) should be included in a complete review of the topic of nanostructured films and coatings, because the characteristic dimensions are in the nanometer regime. However, it is beyond the scope of this paper to give a complete overview of all these structures and the corresponding processing techniques which are available for the synthesis of thin films and coatings. Therefore, the reader is referred to the literature on physical and chemical vapor processing techniques [1, 2]. Nevertheless, for the understanding of gas phase synthesis processes presented in the following sections it is worthwhile to note that the physical and chemical vapor deposition routes (PVD, CVD) have achieved a high degree of control and excellent reproducibility. Therefore, these techniques are widely spread in both research and production. The PVD and CVD techniques have capabilities to design materials at the atomic level by depositing atomic building units in a layer by layer growth to obtain atomically sharp interfaces between chemically or structurally dissimilar materials. In particular the design of semiconductor interfaces and magnetic multilayers has led to sophisticated artificial materials and unique applications associated with the well-defined nanostructures. As a disadvantage for production on a large scale, the processes for controlled growth are relatively slow.

G.M. Chow et al. (eds.), Nanostructured Films and Coatings, 1-10.
Additionally, the microstructures which can be obtained include single crystalline, epitaxial layers and columnar grain structures depending on the crystallographic relationships between the substrate and the growing film and the synthesis conditions (temperature, pressure, growth rate etc.). However, based on the knowledge of nanocrystalline materials in bulk form, it is anticipated that novel microstructures with grain sizes in the nanometer regime, controlled porosity with narrow size distributions and control of the chemical composition and the elemental distribution on the scale of the nanometer sized grains will open new areas of application. In this paper the opportunities for the growth of films and coatings with nanometer sized microstructures based on chemical vapor processing is reviewed.

2. The Chemical Vapor Synthesis Process

The process for film growth is based on the Chemical Vapor Synthesis (CVS) which has been described in detail in the literature [3]. The CVS technique itself is similar to the process of Chemical Vapor Deposition (CVD) which is widely employed to prepare thin films and coatings at a high level of control. The conditions for CVD growth have been determined for many materials systems and detailed knowledge exists for the dependence of the growth rate as a function of precursor partial pressure and temperature as well as other quantities influencing the growth of films on substrates. In the simplest form of a hot wall reactor the substrate is located in a cylindrical reactor tube heated with an external furnace. Other activation source such as microwave plasma can be employed as well. The complex growth process includes multiple steps such as decomposition of the metalorganic precursor molecules, gas diffusion to the hot substrate, deposition of the atomic species on the surface of the substrate and surface diffusion of the species to energetically favored sites on the surface such as steps and kinks. The growth rate of a film on a substrate depends on many parameter. It is shown schematically in Figure 1 as a function of the inverse temperature and the partial pressure of the precursor. Several distinct growth regimes can be identified in the dependence on the precursor pressure: (1) a regime in which the growth rate depends linearly on the precursor partial pressure; (2) a regime in which the growth rate on the substrate ceases to increase with increasing partial pressure and (3) a regime in which a rapid decrease at the highest partial pressures occurs. The best conditions for CVD growth are in the initial linear regime because the precursor decomposes and the reaction products are solely deposited at the surface of the growing films. Over a wide range of pressure no change in the mode of growth is observed and conditions for stable growth are given. In the plateau regime additional formation of nanoparticles occurs in the gas phase and consequently the growth rate of the film does not increase with increasing precursor partial pressure. At the highest partial pressures film growth is further suppressed and most of the precursor is transformed into nanoparticles because fewer precursor molecules reach the substrate surface. While this regime is not desirable in conventional film growth because of the incorporation of the nanoparticles into the films, this regime is used for the formation of nanoparticles by CVS. In this process the particles are collected from the gas phase after exiting from the hot wall reactor and can be processed further by consolidation and sintering.

The temperature dependence of the growth rate by CVD shows a similar behavior: (1) film growth occurs in the first two regimes with surface reaction control and gas diffusion control as rate determining steps. At higher temperatures the film growth rate decreases rapidly due to the homogeneous formation of nanoparticles in the gas phase. Therefore, optimum conditions for particle formation in the gas phase, i.e. CVS, require high temperatures and high precursor partial pressures.
Figure 1: Schematic dependence of the film growth rate on a substrate by CVD growth as a function of the inverse temperature (top) and the precursor partial pressure $P_i$ (bottom).

Figure 2: Opportunities of the CVS processing for the synthesis of nanocrystalline oxides with different elemental distributions of Zr- and Al-ions in the individual nanoparticles and the corresponding geometry of the various reactor designs.
The opportunities which result from the unique design of a hot wall CVS reactor for nanoparticle synthesis are illustrated schematically in Figure 2. The design is applicable in general for many materials systems, but as an example the consequences for the microstructure of the nanoparticles are shown for the ZrO$_2$/Al$_2$O$_3$ system, which is immiscible according to the equilibrium phase diagram. By changing the reactor geometry it is possible to synthesize oxide nanoparticles with different elemental distributions of the Zr- and Al-ions: crystalline and amorphous Al-doped zirconia, mixed pure oxides and coated nanoparticles. The possibility to control the elemental distributions within the nanoparticles opens many opportunities for the engineering of properties.

![Diagram showing CVS and CVD processes](image)

**Figure 3:** Various synthesis techniques based on chemical vapor processing: CVD for pure film growth with epitaxial or columnar grain structure, CVS for homogeneous formation of nanoparticles and CVD/CVS for nanoparticle deposition on a substrate with instantaneous sintering.

An interesting opportunity arises by the careful control of the synthesis parameter in the regime where CVD growth coincides with nanoparticle formation in the gas phase. At high precursor partial pressures and high temperatures, i.e. at high growth rates, it is possible to incorporate nanoparticles into the growing film, thus increasing the film growth rates compared to pure CVD growth. It has been demonstrated that nanoparticles which are formed in the gas phase can be deposited on the surface of a substrate held at high temperatures. Depending on the processing temperature it is possible to obtain porous or dense nanocrystalline coatings. The complete range of possibilities from epitaxial and columnar coatings grown by CVD, nanoparticles in the gas phase by CVS and the intermediate range of CVD/CVS as discussed above is summarized in Figure 3, highlighting the relationship between the different techniques. An important feature of the CVD/CVS regime is the high growth rate, because the total rate is determined by the sum of the film growth (CVD) and the
nanoparticle deposition. In the parameter window of CVD/CVS growth rates exceeding those of CVD growth by far can be achieved. The general equipment for all three techniques is similar and includes the precursor sources, the hot wall reactor with a tubular reaction zone, process control equipment for pressure, temperature and mass flow and pumping. Depending on the precursor in use, the precursor delivery must be quite elaborate and consists of a bubbler arrangement for liquid precursors with high vapor pressures, mass flow controller for gaseous and volatile precursors or liquid precursor delivery systems exhibiting accurate delivery by precursor pumping and fast evaporation. As in CVD-processing extremely accurate control with reproducible parameters such as total and partial pressures, temperature, residence time, pumping speed, precursor and reactive gas flows etc. is possible and guarantees nanopowders and films of high quality. Further advantages of the CVS process compared to other gas condensation processing are better scalability, operator independent control of parameter, higher production rates (10 to 20 g/hr in a laboratory reactor).

3. Results

Different ceramics such as the simple oxides ZrO₂, Al₂O₃, Y₂O₃, TiO₂, doped oxides such as Y-ZrO₂ and Eu-Y₂O₃ and coated oxides nanoparticles such as ZrO₂ coated with Al₂O₃ and ZrO₂ coated with Y₂O₃ have been synthesized using the CVS process. It is important to note that the median and the width of the size distribution of nanopowders prepared by CVS is drastically improved compared to the values of powders prepared by Inert Gas Condensation (IGC) [4]. As can be seen in Figure 4, the particle size distributions of oxide nanopowders obtained by IGC have average particle sizes of approx. 10 nm and 8 nm for standard and optimum synthesis conditions, respectively, with a geometric standard deviation of approx. 1.8. The average particle sizes of CVS-powders are approx. 5 nm with σ=1.3. In combination with the reduced degree of agglomeration and the excellent cleanliness and crystallinity, the sintering behavior of the nanopowders are improved compared to IGC-powders, which have been shown to be improved compared to conventional powders. A sequence of samples in different stages of sintering shows that during the entire sintering process transparency is

![Figure 4: Particle size distributions for nanocrystalline ZrO₂ determined by TEM prepared by different gas phase routes: inert gas condensation (IGC) under standard and optimized (best) conditions and chemical vapor synthesis (CVS) under non-optimized conditions.](image)
Figure 5: Pore size distributions of nanocrystalline ZrO\textsubscript{2} in the compacted state and after different sintering treatments determined by nitrogen adsorption. Included as dashed lines are also the average grain sizes at the different temperatures determined from the line broadening of XRD using the Scherrer formula. For the pressed pellet the grain size distribution determined by HRTEM is given as well.

maintained indicating that the pore size distributions are not changed significantly as has been observed in earlier sintering studies. Detailed analysis using nitrogen adsorption confirms this result as can be seen in Figure 5 for the pore size distribution of pure nanocrystalline zirconia obtained by BET/BJH analysis. The microstructural features, i.e. average particle size, size distribution, agglomeration, crystallinity etc., which have been described above for pure oxides can be maintained in the doped, mixed and coated nanoparticles as well. As an example, Figure 6 shows a high resolution transmission electron micrograph of Al\textsubscript{2}O\textsubscript{3}-coated ZrO\textsubscript{2} nanoparticles prepared by sequential deposition as described above (see Figure 2). The crystalline core of a ZrO\textsubscript{2}-nanoparticle with a Al-rich amorphous coating layer can be clearly identified in the micrograph. The existence of a coating layer has also been demonstrated using EXAFS analysis with Reverse Monte Carlo (RMC) data evaluation, as described by Winterer [5]. It could be shown that depending on the processing conditions, a thin layer of Y\textsubscript{2}O\textsubscript{3} on ZrO\textsubscript{2} nanoparticles can be obtained [6]. Even though the two precursors were introduced simultaneously into the reactor the slower decomposition kinetics of the Y-precursor resulted in a sequential deposition and formation of a coating on the ZrO\textsubscript{2} nanoparticles.

One of the main challenges during sintering of nanopowders is the prevention/suppression of grain growth during the high temperature processing necessary to obtain high densities. Due to the large fraction of interfaces, both the driving forces for grain growth and sintering are large. Consequently, during pressureless sintering the average grain sizes grow to the \( \mu\)m regime during the final stages of sintering. Different techniques such as pressure assisted sintering, hot-isostatic pressing and creep deformation have been employed to densify nanocrystalline oxides while minimizing grain growth. An interesting effect has been observed if a structural phase transformation under high pressure occurs at the sintering temperature. In this case which was observed for nanocrystalline TiO\textsubscript{2}, a smaller grain size in
Figure 6: High resolution transmission electron micrograph of a ZrO$_2$ nanoparticle coated with a layer of Al$_2$O$_3$ prepared by CVS. (HRTEM: Courtesy of Dr. Miehe, Structural Analysis Division at Materials Science Department of Darmstadt University of Technology).

Figure 7: Grain size of pure nanocrystalline ZrO$_2$ and ZrO$_2$ doped with 30 mol% Al$_2$O$_3$ prepared by CVS. The grain growth can be suppressed effectively by the doping and grain sizes in the range of 20 nm can be stabilized even at temperatures of 1100 °C.
the dense ceramic than the original grain size in the powder was obtained due to a high nucleation density [7]. However, due to the high cost of pressure assisted sintering equipment, restrictions of sample size and time constraints, pressureless sintering is favorable. Consequently, grain growth has to be inhibited by other means, such as grain boundary segregation and addition of second phase nanoparticles with low solubility in the matrix. Both methods have been employed for various material systems and are based on the reduction of grain boundary mobility. It has been demonstrated that a crystalline ZrO₂ ceramic doped with up to 10 mol% Al₂O₃ can be sintered to theoretical density at 1100 °C with grain sizes below 40 nm, while a ZrO₂ ceramic doped with more than 15 mol% Al₂O₃ sintered to only 75 % density with grain sizes below 20 nm [8]. The results of these studies are summarized in Figure 7. The pore structure consisting of nanosized particles average pore diameter below 10 nm was stable at sintering temperatures of 1100 °C. It should be mentioned that both microstructures, i.e. dense ceramics with nanometer sized grains and ceramics with a porosity in the nanometer regime, which are stable at high temperatures are of interest for advanced applications. Further investigations with mixed and coated nanoparticles are in progress.

![Figure 8: Backscattering image of the cross section through a Si-C-B gradient on a silicon substrate, position along the reactor axis 150 mm.](image)

In relation to the synthesis of nanocrystalline films and coatings it is important that the microstructural features which are relevant for the sintering behavior of consolidated nanopowders also facilitate the densification of nanoparticles deposited on the surface of substrates during CVD/CVS processing. Similar to the results on bulk ceramics it has been shown that fully dense coatings can be readily obtained at sintering temperatures below 0.4 Tₘ. Additionally, the exact control of the precursor fluxes into the reactor, i.e. by adjusting the mass flow rates of precursors and reacting gases and composition of the precursors, allows a change of the growth mode. Similarly, a temperature ramp during deposition results in a change of the growth mode from pure CVD film growth to CVS nanoparticle deposition as indicated in Figure 1. As a consequence of the change of the growth mode the grain morphology changes from a columnar grain structure with intergranular porosity to a porous or dense nanocrystalline microstructure. Furthermore, employing this principle a gradient
structure with different grain morphologies was obtained for TiO₂ by changing the temperature profile continuously during deposition. Similarly, the composition can be changed by adjusting the flow rates of two different precursors during the deposition at constant temperature. The step-like gradient shown in the scanning electron micrograph of Figure 8 results from the distinct changes of the flow rates. However, with computer controlled equipment it is possible to design continuous linear compositional gradients across the thickness of the coatings. The high resolution scanning electron micrograph of Figure 9 shows clearly the nanocrystalline grains in the coating. The exact growth mode of the nanocrystalline coating is not yet established and it is not clear where the nanoparticles are formed. The size of the particles formed in the gas phase (by CVS) and the grain size in the coatings are similar which indicates that the nanoparticles are formed in the gas phase and are subsequently deposited onto the substrate. Since the deposition temperatures are high, appropriate means to suppress grain growth as discussed have to be taken to ensure the deposition of a nanocrystalline coating.
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1. Introduction

Major advances in materials design are often the result of innovation in material synthesis and processing technologies. For example, over the past three decades, enormous progress has been made in the development of novel electronic materials and devices after vacuum technology and various thin film deposition methods had reached the level of sophistication that enabled the synthesis of extremely thin layers of metals, dielectrics, semiconductors and insulators. Here, the precise control of thickness, defect structure and chemical composition of the materials were of utmost importance and required unique solutions in processing technology. In contrast, other advanced materials of high innovation potential can be derived from a particular premise to achieve desirable structure-property-performance relationships in the material through microstructural design. The synthesis methods to achieve innovation in these materials are then often of secondary concern; they may still be novel but in many cases they are simply modifications of well-established and mature technologies.

A good example for advanced materials falling into the latter category are nanostructured materials. This field was first introduced by Gleiter [1] almost two decades ago. The original premise in Gleiter’s approach was to synthesize a new solid state structure – an interfacial material – which differs from the crystalline and amorphous counterparts of the same chemical composition. Gleiter’s proposal to achieve such a new structure by introducing very large volume fractions of grain boundary or interface atoms by crystal size reduction was based on the understanding of grain boundary structure – property relationships at that time. If one further considers that “not all grain boundaries are created equal” [2] (i.e. their structure and properties depend greatly on the misorientation between adjacent grains) one can categorize fully dense nanostructured materials as a subgroup of grain boundary engineered (GBE) materials. The innovation in GBE materials is then the precise engineering of average grain size, grain boundary volume fraction and character distribution for desired application-specific material performance. In other words, by controlling the type and / or volume fraction of grain boundaries of conventional engineering materials, using modifications
of existing processing technology (such as thermomechanical processing, ball milling, rapid solidification, electrodeposition), unique material performance characteristics in bulk materials as well as films and coatings can be achieved.

This paper deals with electrodeposited nanostructures. After reviewing the chemistry and physics involved in the synthesis of these materials, a brief summary of some of the unique mechanical, physical and chemical properties will be given. Several practical applications of these materials will also be presented.

2. Synthesis

Electrodeposition is a low temperature processing route to produce nanostructured materials, most often in a single step requiring no secondary consolidation. Usually two electrodes are involved (one anode and one cathode) which are immersed in an aqueous electrolyte containing the material to be produced in ionic form. Important processing parameters include bath composition, pH, temperature, overpotential, bath additives, etc. Numerous examples listing electrochemical processing windows leading to nanocrystals have been previously published for pure metals (e.g. Ni [3-5], Co [6], Pd [7], Cu [6]), binary alloys (e.g. Ni-P [8, 9], Ni-Fe [10], Zn-Ni [11], Pd-Fe [12], Co-W [13]) and ternary alloys (e.g. Ni-Fe-Cr [14, 15]). Even multilayered or compositionally modulated alloys (e.g. Cu-Pb [16], Cu-Ni [17, 18], Ag-Pd [19], Ni-P [20]), metal matrix composites (e.g. Ni-SiC [3]), ceramics (e.g. ZrO₂ [21]) and ceramic nanocomposites (e.g. Ti₅Pb₂O₈ [22]) have been successfully produced by electrodeposition methods.

Electrocristallization occurs either by the build up of existing crystals or the formation of new ones [23]. These two processes are in competition with each other and are influenced by different factors such as plating parameters and substrate pre-treatment. The two key mechanisms which have been identified as the major rate determining steps for nanocrystal formation are charge transfer at the electrode surface and surface diffusion of adions on the crystal surface [23, 24]. The other important factor in nanocrystal formation during electrowinning is overpotential [23, 24]. Grain growth is favoured at low overpotential and high surface diffusion rates for adions, while high overpotential and low diffusion rates promote the formation of new nuclei. In many systems these conditions can be achieved by using (1) pulse plating where the peak current density can be considerably higher than the limiting current density attained in the same electrolyte during direct current plating and / or (2) surface active bath additions or alloying elements which lower the surface diffusion of adions. Under these conditions, which lead to massive nucleation and reduced grain growth, the effect of the substrate on the resulting bulk electrodeposits becomes often negligible [e.g. 25].

A thin coating (thickness up to ~100μm) electroplated onto a substrate to modify specific surface properties is probably the most widely known application of electrodeposition technologies. However, it should be noted that there are several other processes (e.g. brush plating, electrowinning and electroforming) which can be used to produce nanocrystalline materials as thick coatings (several mm or cm thick) or in freestanding forms such as sheet, foil, tubes, wire, mesh, plate and foam. Several examples are listed in table 1 and Fig. 1.
Figure 1. Various shapes of electrodeposited products
<table>
<thead>
<tr>
<th>Shapes</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thin Coatings</td>
<td>Surface Modification for Wear and Corrosion Resistance; Catalytic Surfaces</td>
</tr>
<tr>
<td>(on Substrate)</td>
<td></td>
</tr>
<tr>
<td>Thick Coatings</td>
<td>Electrosleeve™; Repair of Worn Components</td>
</tr>
<tr>
<td>(on Substrate)</td>
<td></td>
</tr>
<tr>
<td>Sheet, Foil</td>
<td>Gaskets; Pressure Control Membranes; Hydrogen Purification Membranes; Thermal Barriers; Solar Energy Absorbers; Microfoils; Soft Magnets</td>
</tr>
<tr>
<td>(Free-Standing)</td>
<td></td>
</tr>
<tr>
<td>Tubes, Wire</td>
<td>Surgical Tools; Missile Guidance Systems; Miniature Gamma Radiation Sources</td>
</tr>
<tr>
<td>(Free-Standing)</td>
<td></td>
</tr>
<tr>
<td>Mesh</td>
<td>Filters; Precision Sieve Screens; Razor Foils; Printing Screens; Centrifuge Screens</td>
</tr>
<tr>
<td>(Free-Standing)</td>
<td></td>
</tr>
<tr>
<td>Plate</td>
<td>Structural Applications</td>
</tr>
<tr>
<td>(Free-Standing)</td>
<td></td>
</tr>
<tr>
<td>Foam</td>
<td>Filters; Electromagnetic Shielding; Battery Electrodes; Catalyst Carriers</td>
</tr>
<tr>
<td>(Free-Standing)</td>
<td></td>
</tr>
<tr>
<td>Molds</td>
<td>CD Stampers; Embossing Tools for Holograms; Compression, Injection and Pattern Molds</td>
</tr>
<tr>
<td>(Free-Standing)</td>
<td></td>
</tr>
<tr>
<td>Free Forms</td>
<td>Precision Bellows; Erosion Shields for Helicopters; Thrust Chambers for Rocket Engines; Components for Micro-magnetic Motors, Microoptics, Microactuators and Microfiltration; Shaped Charge Liners; Precision Reflectors and Mirrors; Nozzles.</td>
</tr>
<tr>
<td>Powder</td>
<td>Catalysts; Reinforcements</td>
</tr>
</tbody>
</table>

The Electrosleeve™ applications will be discussed in section 5.1.
3. Structure

In the as-plated condition electrodeposited nanocrystals are fully dense materials, usually with negligible porosity [26, 27] unless they are deliberately produced in powder form. They are non-equilibrium structures which is primarily manifested in the small crystal size and the associated large volume fraction of grain boundaries and triple junctions [28, 29] and considerable extension of the solid solubility range as observed, for example, in Ni-P [8, 9], Zn-Ni [11] and Ni-Mo [30]. Grain size distributions are usually very narrow exhibiting log normal behaviour and average grain size and crystallographic texture can be controlled by various plating parameters, for example bath pH, current density, etc., [31]. High resolution electron microscopy has revealed that the grain boundary structures in electrodeposited nanocrystals are similar to the structures found in conventional polycrystalline materials [32]. Cross-sectional examination of thin (~ 2.5 μm) and thick (>1mm) coatings has shown that the nanocrystalline structure is fully established right at the interface with the substrate and that the grain size is essentially independent of coating thickness [33]. This is in contrast to conventionally produced electrodeposits which often show considerable grain coarsening with increasing coating thickness [34]. Purities of 99.9% or better can be achieved by proper bath control and choice of electroplating parameters.

4. Properties

A comparison of the microstructures of nanomaterials produced by consolidation of precursor nanocrystalline powders and electrodeposition shows that the main difference is the porosity in the final product; porosity usually being negligible in electrodeposited nanocrystals. Consequently, considerable differences in some properties have been observed in both groups of materials [see e.g. 35]. For example, the initially reported large changes in Young's modulus, thermal expansion, specific heat, saturation magnetization and Curie temperature observed on consolidated nanocrystals were not found in electrodeposited nanostructures. In fact, the grain size independence of saturation magnetization and Curie temperature are fully consistent with the results of recent first principle calculations which showed that the magnetic moment of atoms in grain boundary structures is not strongly affected by the structural disorder associated with various boundary types [36]. It has been concluded [35] that the differences in certain properties measured on consolidated and electrodeposited nanostructures were mainly due to porosity and associated impurity effects rather than the presence of large volume fractions of grain boundaries and triple junctions.

What is commonly observed in both groups of materials, however, are the remarkable improvements in hardness, yield strength, ultimate tensile strength and wear rate. For example, table 2 shows a comparison of some mechanical properties of conventional polycrystalline and two grades of nanocrystalline Ni with 100nm and 10nm grain size, respectively. Fig. 2 shows the hardness as a function of grain size in the usual Hall-Petch [37, 38] plot for nanocrystalline Ni. The observed transition from regular to inverse Hall-Petch relationship has also been observed for Ni-P [29], Ni-Fe [10] and Ni-Mo [30] alloys. The corresponding reduction in the dry wear rate for Ni from about 130x10⁻⁵ mm²/mm at an average grain size of 10μm to an extremely low value of
0.8x10^5 mm³/mm at 10nm grain size is shown in Fig. 3, together with the concurrent decrease in the coefficient of friction [39]. In nanocrystalline Ni-1% P alloys (10nm grain size) the hardness can be further increased from about 700 VHN in the as-plated material to over 1200 VHN by appropriate annealing treatment (400°C, 20 minutes) as shown in Fig. 4 [40]. The increase in hardness was found to be the result of grain growth to 30nm and simultaneous formation of Ni₃P precipitates as per equilibrium phase diagram [41]. Further annealing at 400°C as well as annealing at 500°C and 600°C resulted in excessive microstructure coarsening indicated by a decrease in hardness.

TABLE 2. Mechanical Properties of Conventional and Nanocrystalline Nickel

<table>
<thead>
<tr>
<th>Property</th>
<th>Conventional</th>
<th>Nano-Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yield Strength, MPa (25°C)</td>
<td>103</td>
<td>690</td>
</tr>
<tr>
<td>Yield Strength, MPa (350°C)</td>
<td>-</td>
<td>620</td>
</tr>
<tr>
<td>Ultimate Tensile Strength, MPa (25°C)</td>
<td>403</td>
<td>1100</td>
</tr>
<tr>
<td>Ultimate Tensile Strength, MPa (350°C)</td>
<td>-</td>
<td>760</td>
</tr>
<tr>
<td>Tensile Elongation, % (25°C)</td>
<td>50</td>
<td>&gt;15</td>
</tr>
<tr>
<td>Elongation in Bending, % (25°C)</td>
<td>-</td>
<td>&gt;40</td>
</tr>
<tr>
<td>Modulus of Elasticity, GPa (25°C)</td>
<td>207</td>
<td>214</td>
</tr>
<tr>
<td>Vickers Hardness, kg/mm²</td>
<td>140</td>
<td>300</td>
</tr>
<tr>
<td>Work Hardening Coefficient</td>
<td>0.4</td>
<td>0.15</td>
</tr>
<tr>
<td>Fatigue Strength, MPa (10⁴ cycles/air/25°C)</td>
<td>241</td>
<td>275</td>
</tr>
<tr>
<td>Wear Rate (dry air pin on disc), μm³/μm</td>
<td>1330</td>
<td>-</td>
</tr>
<tr>
<td>Coefficient of Friction (dry air pin on disc)</td>
<td>0.9</td>
<td>-</td>
</tr>
</tbody>
</table>


The corrosion behaviour of nanocrystalline Ni has been extensively studied using potentiostatic and potentiodynamic polarizations in various corrosive environments (2N H₂SO₄ solution [pH=0], 30-wt% KOH solution [pH=13] and 3wt% NaCl solution [pH=7]) [30, 42-44]. It has been demonstrated that, as far as overall corrosion rate is concerned, the excellent corrosion performance of Ni is not compromised significantly by grain size reduction. These tests, together with further corrosion tests (ASTM G28 – susceptibility to intergranular attack; ASTM G35, G36 and G44 – susceptibility to stress corrosion cracking) have shown that nanostructured Ni is intrinsically resistant to intergranular attack and intercrystalline stress corrosion cracking [45]. The material was also found to be resistant to pitting attack and only slightly susceptible to crevice corrosion (ASTM G48) [45].

Nanocrystalline Ni electrodeposits having an average grain size of 20nm are also observed to display higher electrocatalytic behaviour when compared to cold worked, fine grained and fully annealed reference structures, with regards to the hydrogen evolution reaction (HER) for alkaline water electrolysis at room temperature [46]. The enhanced HER kinetics observed here are considered to be the direct result of the high area fraction of grain boundaries (and to some extent, triple junctions) which
Figure 2. Hardness of nanocrystalline Ni as a function of grain size [31].

Figure 3. a) Wear rate of Ni electrodeposits as a function of grain size [39].
  b) Corresponding coefficients of friction [39].
Figure 4. Hardness of nanocrystalline Ni – 1%P having a starting grain size of 10nm as a function of annealing treatment [40].

intersect the free surface of the electrode. It has been further shown [30] that the HER kinetics can be further enhanced by alloying nanocrystalline Ni with molybdenum.

5. Applications

Electrodeposited nanostructures have advanced rapidly to commercial application as a result of (1) an established industrial infrastructure (i.e., electroplating and electroforming industries), (2) a relatively low cost of application whereby nanomaterials can be produced by simple modification of bath chemistries and electrical parameters used in current plating and electroforming operations, (3) the capability in a single-step process to produce metals, alloys, and metal-matrix composites in various forms (i.e., coatings, free-standing complex shapes), and most importantly (4) the ability to produce fully dense nanostructures free of extraneous porosity. The importance of the latter cannot be overemphasized with regard to industrial application since, as has been outlined in previous section, many of the extraordinary properties initially attributed to nanostructures have since been demonstrated to be an artifact of residual porosity in these materials. From the outset, the fully dense nanomaterials produced by electrodeposition have displayed predictable material properties based upon their increased content of intercrystalline defects. This ‘predictability’ in ultimate material performance has accelerated the adoption of nanomaterials by industry, whereby, such extreme grain refinement simply represents another metallurgical tool for microstructural optimization. In this section, an overview of some current and emerging
practical applications for electrodeposited nanocrystalline materials are presented and discussed in light of the importance of property-specific grain size ‘optimization’ rather than grain miniaturization for its own sake.

5.1. STRUCTURAL APPLICATIONS

As would be expected from Hall-Petch considerations, numerous practical applications for nanocrystalline materials are based upon opportunities for high strength coatings and free-standing structural components. The superior mechanical properties of these electrodeposited nanostructures have led to one of their first large scale industrial applications—the Electrosleeve™ process for in-situ repair of nuclear steam generator tubing [47]. This proprietary process [48] has been successfully implemented in both Canadian CANDU and U.S. Pressurized Water Reactors, and has been incorporated as a standard procedure for pressure tubing repair [49]. In this application, nanocrystalline Ni (100nm) is electroformed as a thick coating (0.5–1mm) on the inside surface of steam generator tubes to effect a complete structural repair at sites where the structural integrity of the original tube has been compromised (e.g., corrosion, stress corrosion cracking etc.). The high strength and good ductility of this 100nm grain size material (see table 2) permits the use of a thin ‘sleeve’ (0.5–1mm) which minimizes the impact on fluid flow and heat transfer in the steam generator.

Recent geometric models and experimental findings [50, 51] have shown that nanostructured materials can also possess a high resistance to intergranular cracking processes, including creep cracking. Several emerging applications for nanocrystalline materials possessing high intergranular cracking resistance include, lead-acid battery (positive) grids, and shaped charge liners (Cu, Pb, Ni) for military and industrial applications (e.g., demolition, oil well penetrators etc.); applications in which durability and performance are frequently compromised by premature intergranular failure.

5.2. FUNCTIONAL APPLICATIONS

Some of the most promising industrial applications for nanostructured materials are in the area of soft magnets for high efficiency transformers, motors, etc. Anticipated reductions in magnetocrystalline anisotropy and coercivity as grain size is reduced below the mean thickness of a magnetic domain wall in conventional materials, have generated considerable development activity in this area. The main advantage of electrodeposited nanocrystals is their uncompromised saturation magnetization. The industrial use of these high performance ferromagnetic materials in motor, transformer and shielding applications has been accelerated by the recent development of a drum plating process for cost-effectively producing large quantities of sheet, foil, and wire in nanocrystalline form.

Another major application for drum-plated nanocrystalline material is in the production of copper foil for printed circuit boards, where enhanced etching rates and reduced line spacing/pitch can be achieved by reducing grain size. For this application grain size has been optimized on the basis of calculated electrical resistivity for nanocrystalline Cu [52]. A 50nm to 100nm grain size provides optimum etchability while maintaining good electrical conductivity.
As has been previously discussed, the high density of intercrystalline defects present within the bulk, and intersecting the free surface of nanostructured materials provides considerable opportunity in catalytic and hydrogen storage applications. Several applications are being developed for the use of these materials, either as an electrodeposited coating or electroformed free-standing component in Nickel Metal Hydride battery systems, and as alkaline fuel cell electrodes.

5. 3. COATING APPLICATIONS

The improved hardness, wear resistance and corrosion resistance coupled with undiminished saturation magnetization and predictable thermal expansion, elastic properties and electrical resistivity make nanocrystalline coatings ideal candidates for protective and functional coatings. Examples include hard facing on softer, less wear resistant substrates, recording heads, electronic connectors, replacement coatings for chromium and cadmium in automotive, aerospace, and defense applications, in particular for non line-of-sight applications such as crevices, angles, bores, etc. In the latter application the drive is primarily environmental, where much more stringent workplace and emission / effluent standards are putting pressure on hard chrome and cadmium plating. In North America, these regulations still permit the use of these materials but in some European Countries, materials such as cadmium have already been banned.

6. Fully Grain Boundary Engineered Nanostructures

Until recently the primary GBE concept applied to electrodeposited nanocrystals was the consideration of the grain boundary and triple junction volume fraction enhancement by grain size reduction. The structure-property relationships presented in the previous sections were mainly for nanostructures in the as-plated conditions with little consideration of the second concept of grain boundary engineering – the grain boundary character distribution. For conventional polycrystalline materials, the optimization of grain boundary character distribution to achieve a high population of low Σ CSL (Coincidence Site Lattice) boundaries has recently emerged as a technically viable and cost-effective means of achieving significant performance improvements (e.g. enhanced ductility, creep resistance, fracture resistance) in practical engineering materials [53]. For polycrystalline materials it has been shown that mobility differences between low Σ and general grain boundaries during grain growth can be used to optimize conventional metallurgical thermomechanical processes in order to achieve significant increases in the population of low Σ CSL boundaries [54]. In order to assess the possibility to achieve high frequencies of special boundaries in nanocrystalline materials by annealing, a series of experiments have been conducted on nanocrystalline Ni-15wt% Fe having an initial average grain size of 30nm. Specimens were annealed at 600°C for annealing times in the range of 5s to 900s and subsequently analyzed by electron backscatter diffraction [54]. Preliminary results from this analysis as shown in Fig. 5 are very encouraging. The low Σ CSL population is shown to initially increase with increasing grain size in the range of 150nm to 300nm and then subsequently decrease with increasing grain size in the range 300nm to 7μm.
Further experimentation is currently underway to (1) extend measurements to grain sizes below 100 nm, (2) evaluate the effect of annealing temperature on the phenomenon, (3) to observe if similar effects can be observed with other nanocrystalline electrodeposits and (4) to evaluate the effect of optimized grain boundary character distribution in nanocrystals on the materials performance.

Figure 5. CSL frequency as a function of average grain size for Ni – 15%Fe. Values in parentheses present annealing times [54].

7. Conclusions

Electrodeposition of fully dense nanocrystalline materials can be considered a distinct form of grain boundary engineering resulting in interfacial materials containing large volume fractions of grain boundaries and triple junctions. Materials produced by electrodeposition exhibit excellent mechanical, wear, corrosion, catalytic and magnetic properties. Several economically viable electrodeposition technologies are already available to produce large quantities of various pure metals, alloys and composites in many different forms and shapes including thin and thick coatings, free-standing foil, sheet, tubes and wires as well complex geometries. Post deposition annealing of nanostructured electrodeposits is proposed as a means of optimizing grain boundary character distributions which could result in further property improvements of these materials.
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Abstract

This paper provides an overview of nanocrystalline and nanostructured carbon coatings and explores a very broad range of potentially important carbon nanostructures that may be used in future technologies. A new method for the synthesis of nanostructured carbon coatings on the surface of SiC and other metal carbides is described. This method is accomplished through the extraction of metals from carbides by supercritical water or halogens in a high temperature reactor.

This is a versatile technology because a variety of carbon structures can be obtained on the surface of carbides in the same reactor. Not only simple shapes or fibers, but also powders, whiskers and components with complex shapes and surface morphologies can be coated. This technology allows for the control of coating growth on the atomic level, monolayer by monolayer, with high accuracy and controlled structures.

Ordered and disordered graphite, nanoporous carbon (specific surface area of 1000 m²/g and more) and hard carbon can be formed depending on the temperature and gas composition. These carbon coatings can be used as tribological coatings having a low-friction coefficient for a variety of applications, from heavy-load bearings to nanocoatings for MEMS; protective coating for sensors and tools, intermediate thin films for further CVD deposition of diamond, weak coatings on SiC reinforcements for composite materials, coatings on SiC powders for improved sinterability, catalyst supports, molecular membranes for sensors, etc. The structure and properties of carbon coatings obtained on the surface of SiC have been investigated using an array of analytical techniques.

1. Introduction

Nanotechnology has been recognized as an emerging technology of the next century [1]. Control over the structure of materials on nanoscale can open opportunities for the development of nanocrystalline materials with controlled properties, if the structure/property relations are known. The coating industry is a major industry worldwide. Coatings are needed to prevent wear, erosion and corrosion, to provide

electrical or thermal insulation, to act as selective membranes, etc. There is a need for coatings with improved performance [2]. Typically, materials with the structural elements ranging from 1 to 100 nm are considered to be nanocrystalline. Such structural features are smaller by factors of 10 to 1000 compared to microcrystalline materials. This can offer potential for significant improvements or modification of certain properties, since most of them are controlled by the structural features of materials.

Carbon is among the most important and widely used materials in all areas: chemistry (catalyst support, absorbent), electrochemistry (electrodes), bioengineering (biocompatible implants), mechanical engineering (C/C composites), tribology (solid lubricant), metallurgy (crucibles and heaters), glass industry (mold coating), electronics (substrates) and in many other fields. In some of these applications, carbon coatings are as important as bulk materials, and sometimes only thin coatings can be used. For instance, carbon layers with a high specific surface area are important in catalysis and hard diamond-like modifications are useful for wear resistant parts [3, 4] as coatings with an adjustable hardness. Carbon coatings have a variety of structures, with diamond and graphite being the main industrial products. However, new carbons are challenging the traditional materials and an enormous growth of applications and manufacturing techniques have emerged in this area during the past decade. Some of them will be analyzed in this paper.

Novel carbon materials, including nanostructured films, are manufactured under severe control for purity, structure and texture to achieve the ultimate properties or give them new functions. In Japan, a New Carbon Forum was established in 1988 to coordinate all activities in the area of novel carbon materials. It consists of representatives of leading Japanese companies and selected academics, and contributes significantly to the growth of this area and in attracting increasingly significant funding. A new term Carbon Alloys [5] was introduced by Japanese scientists in 1992 to describe the variety of carbon materials, including ones containing additives of other elements. In most countries, including the US, activities in the areas of traditional carbons (graphite), diamond and fullerenes/nanotubes are separated and scientists working in these areas belong to different professional societies and rarely meet at the same conference. As a result, according to the recent assessment of R&D status and trends in nanoparticles [1], Japan is leading in the area of carbon-based nanoparticles for coating and devices, followed by Europe and then the US. This paper attempts to provide a short crosscutting overview through all areas and all kinds of nanocrystalline carbon films, both high-tech, such as nanocrystalline diamond, and low-tech, such as soot.

It is important to distinguish between “nanocrystalline” and “nanostructured” materials. Carbon is intrinsically a nanocrystalline material. Most industrial carbons, except diamond crystals, well-ordered graphite and amorphous coatings, are nanocrystalline. For example, common carbon black has a particle size of about 30 nm. Moreover, it is much easier to produce nanocrystalline carbon than a well-crystallized one. Scientists traditionally worked on obtaining large crystals, particularly in the case of diamond, to achieve the ultimate properties. Thus, the size of crystals in the nano range does not bring an advantage by itself. However, it can be advantageous in the case of the use of nanotechnology to tailor the nanostructure to satisfy property requirements.
2. Review of Nanostructured Carbon Coatings

2.1. NANOPOROUS FILMS AND HIGH SURFACE AREA MATERIALS

High surface area (300-2000 m²/g) materials are used in applications that require rapid and responsive sampling, selective separation, and catalytic processing. The growing area of chemical sensors requires new nanostructured materials, particularly thin films.

Nanoporous carbons, also often referred to as carbon molecular sieves, can be considered amorphous, that is, they have no long-range order. However, they display a remarkable regularity in the distribution of pore dimensions, having a pore size of about 0.5 nm [6]. These carbons have a requisite pore diameter to provide shape selective effects in the transport and adsorption of small molecules. TEM shows that these carbons contain “wormlike” structures. The combination of short persistence length and regions of high curvature gives rise to incoherence and structural complexity [6]. Hence, the materials are simultaneously regular (on the nanoscale and below) and x-ray amorphous. Thus, calling such carbon films amorphous is not strictly appropriate, given the regularity of structure.

2.2. FULLERENES

Fullerene films can be prepared by vacuum deposition on a variety of substrates [7]. Photoinduced polymerization of solid fullerene films can increase their stability to organic solvents such as boiling toluene [8]. Our recent work demonstrated the stability of fullerenes in supercritical water at temperatures of up to 500°C [9]. However, applications for these films are still to be found.

Onion-like carbon particles [10], which can be considered as giant fullerenes or their relatives, are not produced in large quantities and it is not clear what benefits can be achieved by using them. Further research into both, synthesis and property characterization of these carbon structures is required.

2.3. NANOTUBES AND NANOFIBERS

Single- and multiwall nanotubes represent the small-size part of this group, while graphite filaments can have diameters ranging from a few nm to hundreds of nm. Although these fibrous materials cannot be considered as a typical coating, they can be grown as a layer on a substrate (Fig. 1a) and find use in sensors, catalyst supports, etc. Moreover, carbon nanotubes are primarily grown on a substrate in fixed-bed reactors [11].

The structure of the graphite filaments can be varied from a cylindrical hollow-cored to ribbon like with stacking of graphite layers perpendicular to the ribbon surface [12]. Fishbone structure of nanotubes has been also reported [11]. Graphite nanofibers consisting of graphite platelets 3-50 nm in width are capable of sorbing and retaining in excess of 20 l/gram of hydrogen when exposed to the gas pressures of 120 atm at room temperature [13]. Carbon filaments with periodic conical internal voids (Fig. 1b,c) have been produced by decomposition of paraformaldehyde under hydrothermal conditions at
700-750°C under 100 MPa [14]. Application of nanotubes and nanofibers as catalyst support is currently considered [11].

![SEM and TEM images of carbon fibers](image)

*Figure 1. SEM (a) and TEM (b,c) micrographs of carbon fibers (about 200 nm thick) grown on a substrate by hydrothermal decomposition of paraformaldehyde [14].*

### 2.4. NANOCRYSTALLINE DIAMOND AND DLC FILMS

Nanocrystalline diamond films can provide very smooth coatings having high hardness and other properties of polycrystalline diamond films, and a very low friction coefficient of 0.1 or less [3].

As is shown in the work conducted at Argonne National Laboratory [15, 16] nanocrystalline diamond can be obtained from C$_{60}$ by chemical vapor deposition (CVD). The deposition mechanism proposed is through the carbon dimer, C$_2$, which forms by microwave fragmentation of vapor phase C$_{60}$ followed by growth on a heated silicon substrate. There is no incorporation of hydrogen into these nanocrystalline diamond films. This is due to the fact that it is not present in the growth environment or present in only very small quantities. High growth rates are attributed to the mechanism of direct incorporation of the C$_2$ species into a hydrogen-free diamond lattice, which is in contrast to the mechanism of growth by adsorption of CH$_3$ radicals which requires subsequent desorption of the hydrogen as a step in the process. The films produced in this process are nanocrystalline for which nucleation rates of $\sim 10^{10}$ cm$^{-2}$ sec$^{-1}$ are indicated to account for the microstructure. The direct insertion of C$_2$ dimers into (100) faces is supported by theoretical calculations [17] which also provide an explanation for the absence of a graphitic phase in this process.

The instantaneous transformation of C$_{60}$ to bulk polycrystalline diamond under rapid nonhydrostatic compression has been reported [18]. A sample of C$_{60}$ held in a graphite capsule was compressed in a diamond anvil with slightly non-parallel faces which applied a pressure gradient while compressing the sample to 20 GPa. The application of a pressure gradient results in non-hydrostatic stress on C$_{60}$ molecules which collapse and undergo a phase transformation into diamond. Thin ($\sim 5 \mu$m) and transparent nanocrystalline diamond films can also be obtained by shock compression of fullerene films [7]. With the fall in cost of fullerene powders, this method may become important in the future as a method to produce nanocrystalline diamond free of metal impurities.
Diamondlike carbon (DLC) films are often considered to be amorphous. These films can be deposited at lower temperatures compared to diamond. Recent work shows that if electron cyclotron resonance plasma is used, DLC films obtained at room temperature can contain nanocrystalline cubic or hexagonal diamond [19]. Amorphous DLC (a-C:H) films can be crystallized by laser treatment producing a mixture of diamond nanocrystals of 2-7 nm in size and graphite particles of 2-4 nm in size. Thus, amorphous carbon films can be nanostructured through the control of manufacturing or post-growth modification.

2.5. CARBON-BASED NANOCOMPOSITES

2.5.1. Diamond-like Nanocomposites
DLC coatings modified by Si and other metals are produced under the commercial name Dylyn® by Advanced Refractory Technologies [20] and are marketed in the US and worldwide. Their mechanical, electrical and optical properties can be tuned over a wide range by changing deposition conditions and composition, such as doping with metals. This kind of coating is a good example of property control achieved by material modification on the nanolevel. In particular, they have a low friction coefficient of 0.05-0.2 and excellent wear resistance.

2.5.2. Silicon-containing Composites
Up to 11% Si can be nanodispersed in CVD carbon [21]. Small clusters of a few silicon atoms are located in regions of disordered carbon, which separate small regions of organized graphene layers. This material is promising for electrode applications, particularly in advanced lithium batteries.

It is necessary to mention that most of silicon carbide materials made from polymeric precursors (Tyranne®, Blackglas®, Nicalon® and other) are in fact SiC-SiOₓ composites. Interlayers of carbon determine many properties of these important materials. Many of them are used for manufacturing protective coatings. The attractive prospect of polymer decomposition to carbon-based composites is that the polymer can first be applied in thin films and then would be transformed to carbon by laser or thermal pyrolysis.

2.5.3. Encapsulated Metals and Carbides
Synthesis of nanometer-size single crystals encapsulated in carbon cages or nanotubes has been achieved [22]. Those crystal particles are primarily carbides (WC, TaC, YC₂, SiC [23] and other) and metals (Fe, Ni, Co, [24], and Pd [25]). Carbon encapsulation can help to prevent interaction of nanoparticles with the environment, accelerate sintering of carbides, or prevent grain growth during sintering. Magnetic metal or carbide particles are of interest for potential applications in which iron oxide particles are currently used: in magnetic data storage, for magnetic toner in xerography, in ferrofluids and as contrast agents in magnetic resonance imaging [26]. Several metal particles can be encapsulated in continuous carbon structures known as carbon socks [27] or in multiwall carbon nanotubes. Typically, the particles are covered by a few well-ordered layers of graphitic carbon.
2.6. CONVENTIONAL NANOCRYSTALLINE CARBON COATINGS

Not only high-tech carbons are nanocrystalline. There exists a large market for conventional nanocrystalline carbon coatings for a variety of applications. Fig. 2 shows a typical soot coating which can be produced by combustion of acetylene in oxygen-lean flames [28]. The average particle size is 30-50 nm. The structure of the coating can be controlled by changing the acetylene/oxygen ratio and flame temperature. Acetylene/oxygen ratio of about 1:1 would result in the formation of diamond if the substrate is properly cooled [29]. Polycrystalline diamond films may be grown at the rate of tens of microns per hour at atmospheric pressure. It was found that the morphology of the deposit depended on the substrate temperature and gas. Thus, flame synthesis of carbon coatings allows for control over the arrangement of carbon atoms and can produce a variety of structures from graphitic carbon to diamond.

![Figure 2. Field emission scanning electron micrograph (FESEM) of a soot coating produced using acetylene flame.](image)

2.7. ANALYSIS OF NANOSTRUCTURED CARBON

Advanced analytical techniques must be used to study all nanocrystalline materials. However, the analysis of carbon requires considerable care and caution due to the variety of existing carbon allotropes. Analysis of nanocrystalline carbons by X-ray diffraction is usually inconclusive because many nanostructured carbons are X-ray amorphous. For this purpose electron microscopy, especially TEM combined with SAD and EELS is useful, but it is a slow and expensive method. FESEM is more valuable to examine the growth habit of larger structures (> 10 nm). AFM can be a valuable tool for surface studies as well.

Investigators generally apply Raman spectroscopy to study carbons due to its speed and simplicity of use. Diamond gives a sharp peak at 1332 cm\(^{-1}\) [30], which is shifted to lower wavenumbers and accompanied by a band at about 1140 cm\(^{-1}\) in the nanocrystalline state [31]. Nanocrystalline graphite gives bands at \(\sim 1580\) cm\(^{-1}\) (G-band) and \(\sim 1355\) cm\(^{-1}\) (D-band). The D-band is reported to occur over the range 1343-1360 using the 514 nm wavelength excitation [32] depending on the degree of disorder and/or stress. The G-band at 1582 cm\(^{-1}\) appears to shift up with increasing disorder. The degree of graphitization has been correlated to the ratio of intensities of the G and D-bands [33], where in highly amorphous carbon, the D-band is stronger than the G-band. Recent analysis of graphitic carbons has explored the linear dependence of the D-band on the laser excitation energy [34]. Conventional visible wavelength Raman
spectroscopy fails to determine nanocrystalline diamond when it is mixed with graphite. In this case, UV excitation Raman spectroscopy can provide greater sensitivity [35].

A typical spectrum of nanocrystalline carbon in Fig. 3 shows characteristic D (1343 cm\(^{-1}\)) and G (1600 cm\(^{-1}\)) bands for graphite, however, detailed examination of the spectrum shows that its shape cannot be accurately matched by these two bands alone. Better agreement was achieved when the spectrum was deconvoluted with the addition of two broad bands centered at 1225 cm\(^{-1}\) and 1500 cm\(^{-1}\). These bands are associated with disorder in carbon, and are consistent with nanocrystalline or amorphous graphite or with \(sp^{3}\) bonding which would provide improved hardness, exceeding that of SiC, to the carbon layer [36].

Fullerenes [9] and single wall carbon nanotubes [37] have characteristic Raman spectra with multiple bands, while Raman spectra of multiwall nanotubes are similar to that of nanocrystalline graphitic carbon.


Many carbon coatings are applied to the surface of carbides. Carbide ceramics such as SiC, B\(_4\)C, WC and TiC have good wear resistance and find a number of applications because of their high hardness. However, their dry friction coefficient is about 0.6-0.7. Better tribological performance can be expected if the ceramic is coated with a carbon film to reduce the friction coefficient. Tungsten carbide tools are often coated with diamond films to reduce the wear. Mechanical and chemical stability are also limiting
factors for high surface area materials and new methods of synthesis can help to overcome this problem.

In particular, the nanostructured carbon coatings obtained on the surface of silicon carbide can be used for the following purposes:

- Diamond coatings would be important in SiC electronic devices, as protective coating for sensors and tools, for “diamondization” of SiC powders for abrasive applications, and intermediate thin films for further CVD deposition of diamond.

- Ordered and disordered graphitic carbon coatings can be used on SiC reinforcements for composite materials (fibers, whiskers, platelets), as tribological coatings for a variety of applications (e.g., seals), and coatings on SiC powders for improved sinterability.

- Nanoporous carbon coatings (specific surface area of 1000 m²/g and more) can be used as catalyst supports, molecular membranes for sensors, or interlayers for the micro-joining of SiC components to Si wafers through reacting carbon with Si.

- Hydrogenated (a-C:H) and diamond-like carbon films have potential as tribological coatings having a low-friction coefficient for a variety of applications, from heavy-load bearings to nanocoatings for MEMS.

![Figure 4](image)

Figure 4. Carbon coating via vapor deposition (a) and selective leaching of carbides (b). CVD or physical vapor deposition PVD are used to obtain a variety of carbon coatings ranging from diamond to graphite and amorphous carbon. However, adhesion of vapor deposited coatings is always a problem. Additionally, the size of the coated component increases (Fig. 4a) which is not always desirable, especially when these objects are thin, e.g., SiC fibers or MEMS devices. There is no current technology allowing to produce uniform carbon coatings within pores in a porous ceramic body, or on whiskers/platelets/fiber preforms without bridging the particles/fibers. Thus, the search for new methods of producing nanostructured carbon coatings continues.

Since carbides contain carbon in their structure, it is possible to produce a carbon coating by leaching the metal and leaving carbon layer behind. Such coating is not deposited onto the surface, rather the surface is transformed into carbon (Fig. 4b). As a result, the thickness of the coated component does not increase. It remains the same or decreases slightly. The structure and composition of the coating can be controlled with high precision, leaching metal layer by layer. This technique is particularly good for nanostructured coatings. We suggested this method 5 years ago, using supercritical
water for leaching [38], and later expanded it for the use of halogens [39]. A brief overview of the structure of nanocrystalline coatings produced by leaching carbides will be given in the following sections.

3.1. HYDROTHERMAL SYNTHESIS

Hydrothermal leaching of silicon carbide has been studied in detail [38], [40]-[44]. In these experiments, SiC samples were placed in capsules with distilled water and treated at temperatures of 300-850°C and pressures of 10-500 MPa. The following reaction was predicted by thermodynamic calculations [45] for the Si-C-H-O system to lead to solid carbon formation:

\[
\text{SiC} + 2 \text{H}_2\text{O} = \text{SiO}_2 + \text{C} + 2 \text{H}_2
\]  

(1)

This reaction is thermodynamically favored at relatively low water/carbon ratios. The critical factor here is that as soon as silica is formed, it dissolves in the fluid. Thus, the reaction (1) tends to move further to the right, leading to the growth of the carbon coating.

![Figure 5. Typical SEM micrographs of a desized Tyranno\textsuperscript{®} SiC fiber (a) and a fiber after hydrothermal treatment at 400°C. The fiber shown in (b) has a carbon coating of about 500 nm, but the surface roughness did not change after treatment. Fiber diameter is 11 μm.](image)

Carbon formation during hydrothermal leaching of SiC demonstrates that the hydrothermal method can be useful for producing carbon coatings. In particular, we used this approach to obtain carbon coatings on SiC fibers (Fig. 5) and particles [43]. Carbon films on SiC fibers with thickness of 10 nm to 1 μm were obtained and used for interfacial engineering in ceramic matrix composites, to ensure fiber pull-out and gracious fracture of composites [46]. The treatment temperature can be reduced from 350-400°C to 250°C by using alkaline solutions instead of pure water [47]. The carbon layer produced is very smooth and uniform (Fig. 5b). AFM study [48] showed that the surface topology of the fiber remains unchanged after leaching. This is possible because the size of graphite crystallites, according to Raman spectroscopy analysis, does not exceed 5 nm and is typically about 2 nm. Thus, removal of Si as Si(OH)\textsubscript{4} or similar species at low temperatures does not cause collapse of crystals producing a nanoporous films similar to those described in Section 2.1. A similar shape retention was observed
for SiC powders, even when those were completely transformed to carbon [23]. TEM analysis showed that SiC powders can be coated with 3-4 monolayers of graphite providing carbon encapsulation [23] described in Section 2.5.3.

This method can potentially be applied to other carbides as well [45]. The reaction (1) can be written in the general form for hydrothermal leaching of carbides with the formation of carbon as following:

\[ \text{MeC} + x \text{H}_2\text{O} = \text{MeO}_x + \text{C} + x \text{H}_2 \]  

(2)

The use of large-volume autoclaves instead of small pressure vessels that were used in our experiments can make this method attractive for industrial use. However, the hydrothermal method can only be applied to the carbides that form soluble or volatile hydroxides, e.g., Si(OH)$_4$. This limits the range of materials to be coated. Thermodynamic analysis [39] predicts that the extraction of metals from carbides by halogens (e.g., Cl$_2$) or their compounds (e.g., HCl) can also lead to the formation of free carbon. This method can be used to obtain carbon coatings on TiC and other carbides that form volatile halides, but do not form soluble or volatile oxides.

3.2. LEACHING BY HALOGENS

Carbon films can be produced on SiC surfaces by high temperature chlorination because SiCl$_4$ is more thermodynamically stable than CCl$_4$ at elevated temperatures, so that chlorine reacts selectively with the Si at SiC surfaces according to the reactions:

\[ \text{SiC} + 2 \text{Cl}_2 = \text{SiCl}_4 + \text{C} \]  

(3)

\[ \text{SiC} + 2/3 \text{Cl}_2 = \text{SiCl}_3 + \text{C} \]  

(4)

leaving carbon behind. The structure of the carbon layer is affected by temperature and the composition of the chlorinating gas mixture. Carbon films have been produced on β-SiC powders [39] as well as SiC based fibers [46] and monolithic CVD and sintered ceramics [49] exposed to Ar-H$_2$-Cl$_2$ gas mixtures at atmospheric pressure at temperatures between 600 and 1000°C.

After a treatment of β-SiC in 3.5% Cl$_2$ at 600°C (Fig. 6a), the XRD pattern was similar to that of as-received powder. After reacting with 3.5% Cl$_2$-Ar at 800°C and 1000°C (Fig. 6b) the intensity of β-SiC reflections diminished and they disappeared with increasing reaction time. However, no other peaks were detected. Only long-term treatment of bulk ceramics resulted in some well-crystallized graphite that could be detected by XRD.

In the Raman spectra of the powders treated in 3.5% Cl$_2$ at 600°C and 1000°C, bands of disordered graphite were observed (Fig. 3). The average size of graphite crystallites formed in the treatment with 3.5% Cl$_2$ was estimated as 2-4 nm (Table 1) using the Tuinstra-Koenig equation [33].

The TEM micrographs show that as the temperature increases, thicker and better ordered carbon films grow due to the reaction with Cl$_2$ atmosphere (Fig. 6b). These films produce electron diffraction patterns of graphite.
Figure 6. Bright field TEM micrographs showing an amorphous carbon film on β-SiC after treatment in Ar/3.5%Cl₂ at 600°C for 27 hrs (a) and a graphitic film after treatment at 1000°C for 72 h (b) [39].

TABLE 1. Surface area and size of graphite crystallites in SiC powders treated in Ar/Cl₂ and Cl₂/H₂ gases [39].

<table>
<thead>
<tr>
<th>Experimental conditions</th>
<th>BET measured specific surface of powder (m²/g)</th>
<th>Carbon content (%)</th>
<th>Calculated surface area of carbon (m²/g)</th>
<th>Lₐ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5% Cl₂/Ar</td>
<td>600</td>
<td>27</td>
<td>48</td>
<td>8</td>
</tr>
<tr>
<td>3.5% Cl₂/Ar</td>
<td>600</td>
<td>48</td>
<td>140</td>
<td>11</td>
</tr>
<tr>
<td>3.5%Cl₂/Ar</td>
<td>1000</td>
<td>20</td>
<td>990</td>
<td>98</td>
</tr>
<tr>
<td>2%Cl₂/2%H₂/Ar</td>
<td>1000</td>
<td>72</td>
<td>12</td>
<td>&lt;5</td>
</tr>
<tr>
<td>As-received β-SiC</td>
<td>13</td>
<td>&lt;3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It can be seen in Table 1 that the powder treated at 1000°C in Cl₂ has a specific surface area in excess of 1000 m²/g. This value is typical for nanoporous carbons (Section 2.1). Other experiments with Cl₂ produced powders with the surface area of 100-200 m²/g. However, these powders contained various amounts of non-reacted SiC. To determine the carbon content in the powders, the samples treated with the Cl₂ gas were oxidized in air in a temperature range from room temperature to 750°C and the weight changes were measured by TGA [39]. We found that all porous carbon coatings on SiC particles have a high surface area, but the surface area increases with increasing time and/or temperature of the treatment in Cl₂ (Table 1), probably due to slow etching of carbon.

Carbon films have also been formed on the surfaces of commercially available monolithic SiC specimens by high temperature chlorination at atmospheric pressure in Ar-Cl₂ and Ar-H₂ Cl₂ gas mixtures [49]. The carbon film forms in two layers, with the outer layer being a loosely adherent, coarse graphitic carbon. The lower layer, which is strongly adherent to the SiC, is nanocrystalline and hard. Raman spectroscopy and X-ray diffraction identified it as highly disordered carbon with characteristics of nanocrystalline graphite. Pin-on-disk tribology testing using a spherical silicon nitride
indenter showed that the presence of this layer reduced the friction coefficient by a factor of approximately six and the wear rate by more than an order of magnitude [36].

The kinetics of the growth of the dense carbon layer on SiC at 1000°C was found to be linear with time up to thickness in excess of 50 µm. This suggests the chemical reaction controlled process and not a diffusion controlled one [49]. Thus, the carbon film allows penetration of CCl₄ molecules through the layer as thick as 50 µm and is expected to be a nanoporous film. However, since the size of the SiCl₄ molecule is smaller that that of a hydrated silica molecule penetrating through the carbon layer in the case of hydrothermal leaching, the carbon film is expected to have a smaller pore size and hence, higher mechanical strength. Again, TiC and other carbides can be coated as thermodynamic modeling and preliminary experiments show [50].

3.3. DISCUSSION

We summarized typical carbon nanostructures that we observed in leaching experiments in Fig. 7. Although we observed all these structures in our experiments, this paper does not give us enough space to explain why and how this variety of carbon structure is formed. Reactions (1-4) lead to the formation of free carbon, that may maintain the \( sp^2 \)-structure which it has in carbide and form diamond. Alternatively, it can be transformed to the graphite, which is thermodynamically stable under these pressures or form various amorphous or disordered structures intermediate to diamond and graphite. By changing the experimental conditions, it is possible to tune the structure of the coating. For example, high temperatures will favor the formation of graphite, while amorphous coatings will be formed at low temperatures, when surface reconstruction is slow. Presence of hydrogen in the environment will stabilize \( sp^3 \) bonding leading to the formation of diamond or DLC [39, 51].

![Figure 7. Schematic presentation of structures of carbon films that can be produced by leaching carbides. a - graphite, b - diamond or hard carbon, c - uniform amorphous carbon, d - nanoporous films with controlled pore size and surface area.](image)

If the carbon atoms stay on their sites after metal is extracted from the lattice, one-dimensional growth of a porous carbon structure with a pore size comparable to the lattice parameter of the carbide substrate or molecules of the gaseous species that escape from the reaction interface. Thus, by changing the carbide we change the distance between the carbon atoms in the structure (Fig. 8) and the size of gaseous MeCl₄ molecules penetrating through the film. By replacing chlorine with other halogens (F, Br or I) or supercritical water we gain additional control over the porous structure of the
Thus, it should be possible to control the pore size by selecting an appropriate gas/carbide couple.

Differences in the composition and structure of carbide materials determine the differences in the reaction kinetics in different environments and structure of the coating. In general, the hydrothermal method worked better for polymer derived fibers. Extraction of silicon by chlorine was more efficient for CVD fibers and monolithic ceramics.

Synthesis of carbon coatings by leaching carbides is potentially an inexpensive technology because:

- The process is conducted at moderate or ambient pressures;
- It does not require plasma or other high-energy sources;
- The process can be scaled up to virtually any volume.

This is a more versatile process than CVD or PVD synthesis because:

- Almost any possible carbon structure can be obtained;
- Fibers, powders, whiskers and platelets, as well as complex shapes can be coated.

4. Conclusions

A new approach to the synthesis of carbon coatings on the surface of carbides has been developed. It is based on the idea of extracting metal atoms from the surface layer of carbides and subsequent conversion of the carbide surface into carbon. This approach has been demonstrated using SiC as an example. Supercritical water and chlorine were used for leaching a variety of SiC materials.

It has been shown that hydrothermal leaching produces smooth and uniform carbon films on SiC. Similar coatings have been obtained through the chlorination of SiC. Thermodynamic simulation shows that the suggested method can be applied to a variety of carbides, and other halogens can be used.

It allows us to solve the problems of uniformity and adherence of coatings, as well as avoid the bridging of filaments and/or particles. The principal difference between the
described method and other approaches is that the coating is not deposited on the surface of the carbide; rather the carbide surface is converted into carbon. This method can provide a simple and inexpensive route to carbon coatings (thickness from 1 nm to 100 μm) for a wide range of applications. Depending on the carbide substrate and the experimental conditions, dense or porous carbon coatings with a varying \( sp^2/sp^3 \) carbon ration can be produced.
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Abstract

The reduction of dimensionality of the carrier motion in quantum nanostructures brings new, interesting effects in semiconductor physics. In addition, it opens an exciting possibility of improving the device performance. It has been predicted that the delta-function like density of states inherent for the objects with three-dimensional quantum confinement (quantum dots) should lead to the decrease in threshold current density, and improvement of its temperature stability (for semiconductor injection lasers when the quantum dot heterostructures are used as an active region).

In the present work we discuss the synthesis of InAs/GaAs quantum dots by using self-organization phenomena at the initial stages of strained layer heteroepitaxy. We show that the driving force for the island formation is strain accumulating during the deposition of the lattice mismatched material. Quantum dot size and shape are presented and their optical properties are discussed. The characteristics of quantum dot injection lasers are shown. The ways to reduce threshold current density and improve its temperature stability are demonstrated. The band-gap and strain engineering are shown to be effective tools for controlling the quantum dot optical emission range.

1. Introduction

When the motion of charge carriers is confined by the size of the order of de-Broglie wavelength of the particle the energy spectrum and other main characteristics of the system shows size dependence. This is a manifestation of the quantum size effect.

Semiconductor devices whose operation is based on the quantum size effect are currently widely used in various applications. For example, semiconductor diode lasers are used in optical fiber communications and compact disc players, high electron mobility transistors are used in satellite communication systems, etc. In these devices quantum size effect manifests itself in one direction, i.e. in the direction normal to the structure surface. Meanwhile, in the plane of the semiconductor layer the carrier motion is free. The new breakthrough in characteristics of semiconductor devices and appearance of new applications are associated with semiconductor structures where quantum size effect manifests itself in all three directions. These structures are called quantum dots (QDs).
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The structures of this kind are attractive mainly due to their energy spectrum which is essentially the set of discrete levels (Fig. 1). In this case thermal broadening is excluded and all carriers in the quantum dot array are characterized by the same energy if the quantum dot size is the same. It has been predicted [1,2] that this delta-function like density of states should lead to the drastic increase in gain and differential gain, decrease in threshold current density and the lack of its temperature dependence for semiconductor diode lasers.

To demonstrate their basic advantages, the main requirements to the structures synthesized are as follows [3]. The minimal size of a quantum dot is determined by the presence of at least one confined state. The maximal size is limited by the lack of thermal population of adjacent states in a quantum dot. In addition, device applications exclude the exceptional amount of defects and dislocations as well as considerable interface recombination velocity. The quantum dot array should be uniformly dense to provide sufficient gain, since strong fluctuations in quantum dot size and shape would lead to the strong broadening of the spectrum. Extremely important is also the possibility for the matrix to provide the current flow and collection of carriers into the quantum dot states.

In the present work we discuss the synthesis of semiconductor quantum dots by using the effect of spontaneous transformation of the growth surface at the initial stages of lattice mismatched heteroepitaxy. The alternative methods of formation of quantum dots (e.g. etching the quantum well structures, growth in V-grooves or glass matrices) are beyond the scope of this work. Optical properties of self-organized quantum dots and their applications in diode lasers will also be discussed.

2. Synthesis of InAs/GaAs self-organized quantum dots

2.1. EPITAXIAL GROWTH MODES

Three possible mechanisms have been described so far in the theory of epitaxial growth: layer by layer or Frank van der Merve (FvdM) growth mode, island or Volmer-Weber (VW), and island combined with layer or Stranski-Krstanov (SK) growth mode, Fig. 2. The type of epitaxial growth will be determined by the interface energy parameters and lattice mismatch. If the epitaxial layer and the substrate are lattice matched, the islands will be formed provided the surface energy of the substrate is less than the surface
Figure 2. Possible mechanisms of epitaxial growth.

energy of the epitaxial layer and the interface energy. Variation of this energy relation leads to change in the growth from the VW to the FvdM mode. If the epitaxial layer and the substrate are lattice mismatched the growth initially proceeds in a layer by layer mode. However, increasing the layer thickness leads to the accumulation of large strain energy and it becomes energetically favorable for the system to reduce its energy by the formation of isolated islands due to strain relaxation. In the theory of the SK growth this process should be accompanied by the formation of misfit dislocations at the interface. However, it has been shown that for the lattice mismatched growth of semiconductors (e.g., Ge/Si, InAs/GaAs, etc) the critical layer thickness for the island growth is less than the critical thickness for the formation of dislocations [4, 5]. Thus, within a certain layer thickness coherent islands are formed on the growth surface. In this case the strain relaxation occurs either in the substrate adjacent to the island or in the island itself [4,5,6].

2.2. FORMATION OF ARRAYS OF InAs/GaAs SELF-ORGANIZED QUANTUM DOTS IN SITU BY MOLECULAR BEAM EPITAXIAL GROWTH

2.2.1. Structural characterization of quantum dots

The onset of the island growth mode upon the deposition of InAs on GaAs is usually monitored by high energy electron diffraction (HEED) patterns during the molecular beam epitaxial (MBE) growth (Fig. 3). The appearance of dashes and spots on the HEED pattern instead of streaks characteristic of the layer by layer growth is indicative of the formation of microscopic islands on the growth surface. If the deposition of InAs is interrupted at this stage, and the InAs islands obtained are overgrown by GaAs then the system of InAs islands in GaAs can be considered as a quantum dot array of low band-gap material in a large band-gap matrix.

Studying the initial stages of deposition of In$_x$Ga$_{1-x}$As on GaAs by HEED has shown that the increase in the In content ($x$) in the epilayer leads to a decrease in the critical layer thickness for the island growth from 4 monolayers (ML) ($x=0.5$) to 3 ML ($x=0.6$) [7] and 1.7 ML ($x=1$) [8]. Transmission electron microscopy (TEM) studies show that structural characteristics of In$_x$Ga$_{1-x}$As quantum dots in GaAs strongly depend on $x$ and effective layer thickness, Fig. 4 [8]. Just exceeding the critical layer thickness the QD ensemble is characterized by pronounced lateral nonuniformities and small size of individual islands. Increasing the effective layer thickness to 4 ML (InAs) leads to the formation of about 60 A high pyramidal quantum dots with square
Figure 3. Change in HEED pattern with the deposition of InAs on GaAs surface due to the transition from layer-by-layer (1.6 ML, upper part) to island (1.7 ML, lower part) growth mode.

Figure 4. Plan-view TEM images of In(Ga)As QD arrays in a GaAs matrix: In0.5Ga0.5As QDs (3.3 ML (a), 7.3 ML (b)); InAs QDs (2 ML (c), 4 ML (d)).

bases (~ 120 Å). The islands form two-dimensional primitive square lattice, and their size distribution is relatively narrow (dispersion less than 20%).

Thus, the formation of InGaAs/GaAs self-organized quantum dots is controlled by the composition of the deposited layer and its effective thickness; the driving force for the formation of quantum dots is the strain energy accumulating upon the epitaxial growth of lattice mismatched semiconductor materials.

2.2.2. Optical properties of quantum dots

Coherent QDs usually show high (close to 100%) effectiveness of radiative recombination at low temperatures. The energy position of the photoluminescence (PL) peak strongly depends on the size of the islands [9]. Just after the formation of islands the PL peak becomes broadened and red shifted as compared to the quantum well case (Fig. 5a). Further increasing the effective thickness of InGaAs leads to gradual long wavelength shift of the PL line until the critical layer thickness for the dislocation formation is achieved (Fig. 5b). In this case the PL intensity is drastically decreased due to the large number of nonradiative recombination centers. The dots of smaller sizes usually exhibit a broader and weaker PL line as compared to the large dots with lower size dispersion. Integral PL intensity of the InAs/GaAs quantum dot heterostructures is almost independent of temperature until 100 K. However, increasing the temperature beyond 100 K leads to the decrease in the PL intensity characterized by the activation energy of about 80 – 90 meV. This value is close to the valence band discontinuity at the heterojunction InAs QD – GaAs matrix estimated theoretically [6] thereby indicating the effective evaporation of
carriers from quantum dots at elevated temperatures [10]. Nevertheless, the room temperature PL intensity remains sufficiently high which allows the use of quantum dot structures in diode lasers.

2.2.3. Vertically coupled quantum dots

TEM studies have shown that typical InAs/GaAs quantum dots are characterized by relatively low aspect ratio (maximum base size ~ 140 Å, maximum height ~ 60 Å). Further increasing the effective thickness of deposited InAs leads to the formation of misfit dislocations. However, increasing the aspect ratio should lead to the increase in the carrier localization energy thereby suppressing the thermal evaporation of carriers from the QDs. This in turn should improve the room temperature characteristics of diode lasers.

It has been found that successive deposition of the InAs dot sheets and thin GaAs spacers leads to the formation of the islands of the subsequent sheet just above the islands of the previous sheet if the spacer thickness is less than or equal to the height of the island, Fig.6 [11]. The reason for this phenomenon is that the growth of the second InAs layer proceeds under the influence of the strain fields due to the presence of the previous QD sheet. This leads to the preferential migration of the In atoms to the places just above the location of the island of the previous layer.

The energy of the ground state transition has been found to depend on the number of the dot sheets and the spacer width. The PL peak shifts to the longer wavelengths with the increase in the number of QD sheets due to the decrease in the size quantization energy owing to the increase of the effective height of the quantum dot. The red shift of the PL line is also observed with the decrease in the spacer thickness due to the enhancement of the electronic coupling
2.2.4. Density of states spectrum of individual quantum dots

The PL spectrum of a quantum dot ensemble is a broad line (Fig. 5) which is the result of inhomogeneous broadening due to the size and shape fluctuations of the self-organized islands. Experimental evidence indicates that the energy spectrum of an individual quantum dot is a set of discrete energy levels due to three-dimensional quantization. This has been observed when studying cathodoluminescence (CL) under high spatial resolution of electron beam [12]. If only several tens of quantum dots are excited by a highly focused electron beam (under routine PL conditions $10^7 - 10^9$ dots are within the laser spot) the CL spectrum is the set of ultra narrow lines (FWHM$<0.15$ meV) which is indicative of the lack of inhomogeneous broadening, Fig. 7. No increase in the width of the luminescence lines is observed with the increase in the temperature. This observation confirms that there is a lack of thermal broadening due to the delta function like density of states owing to the three dimensional quantization.
3. Formation of InAs quantum dots on silicon

Silicon is a key material in modern semiconductor technology. The important properties of silicon (high thermal conductivity, high stiffness, stable oxide formation, and developed technology for preparing inexpensive large-area dislocation-free substrates) make this material advantageous for numerous applications in microelectronics. On the contrary, the indirect bandgap of Si makes its application in optoelectronics very difficult. However, the luminescence efficiency of an indirect gap matrix can be dramatically improved by inserting a narrow- and direct-gap material (e.g. GaAs layers in AlAs). Nonequilibrium carriers are trapped in the direct-gap regions, and the luminescence efficiency may be extremely high, even

\[ \text{Figure 7. High-spatial resolution cathodoluminescence spectra of QD structure (left-hand panel) and temperature dependence of the experimental linewidth (solid circles, right-hand panel).} \]

\[ \text{Figure 8. STM images of the surface morphology of InAs deposits on a Si (100) surface for 60 ML of InAs deposited at 470 °C (a) and 5.5 ML InAs deposited at 250 °C (b).} \]
when the relative total thickness of the narrow gap material is small. Using the QD approach may be advantageous in overcoming the problems of lattice mismatch and anti-phase domains which are the main limiting factors for the growth of III-V materials on silicon.

When studying the growth regimes for InAs quantum dots on Si we have found that at moderate arsenic fluxes and substrate temperatures (470°C) (typical for the growth of InAs/GaAs quantum dots) InAs grows on Si (100) surface in the Stranski–Krstananow growth mode with the formation of mesoscopic dislocated clusters on top of a two-dimensional periodically corrugated InAs wetting layer. In contrast, at lower temperatures (250°C) a dense array of self-organized nanoscale InAs quantum dots of uniform size and shape is formed, Fig. 8. These quantum dots, when grown on a Si buffer layer and covered with a Si cap, give a PL line at about 1.3 μm, Fig. 9 [13].

4. Quantum dot diode lasers

4.1. Threshold Characteristics

To study the diode lasers based on self-organized quantum dots, the quantum dot array was inserted into an active region of a GRIN SCH GaAs-(Al,Ga)As laser, Fig. 10. This allowed us to realize lasing via the ground state of quantum dots at low temperatures. Lasing wavelength was in the vicinity of the maximum of QD photoluminescence (PL) spectrum recorded at low excitation densities, and the threshold current density was found to be practically temperature insensitive in the temperature range up to ~100 K. However, at higher temperatures we observed a steep increase in the threshold current density accompanied by a blue shift of lasing wavelength. Room temperature lasing energy was close to optical transition energy in a wetting layer (WL) [10]. Extremely high material and differential gain have been reported for these lasers, however, poor optical confinement factor led to moderate values of modal gain [14].

Important improvements in threshold characteristics of quantum dot diode lasers become possible due to the use of vertically coupled quantum dots in the active region [15]. These lasers show ground state lasing up to room temperature and the lasing wavelength follows the temperature dependence of the GaAs band-gap. The threshold current density steeply decreases and the range of its thermal stability increases with an increase in the number of QD layers (Fig. 11). The threshold current density (J_th) is as low as 90-100 A/cm² at room temperature for N=10 which is 10 times less than that for N=1.
Further decrease in threshold current density of quantum dot diode lasers was achieved by using the AlGaAs instead of the GaAs as a matrix for InGaAs QDs. This allowed for the increase in the barrier height for the carriers in the quantum dot states which reduces the carrier evaporation from quantum dots. The problem of low-temperature growth of AlGaAs is solved by in situ annealing during the high-temperature growth of the second emitter of the laser structure. This approach allowed us to achieve a room temperature threshold current density as low as 60 A/cm², and a differential efficiency of more than 60% for a quantum dot diode laser [15]. The value of the threshold current density well corresponds to the best values reported for the quantum well lasers.

Studying the main mechanisms of internal carrier losses and leakage from the ground state of quantum dots has shown that the threshold current density can be reduced down to about 15 A/cm² at room temperature by reducing the non-radiative recombination and improving the carrier localization [16].
4.2. CONTINUOUS WAVE OPERATION OF QUANTUM DOT DIODE LASERS

The high quality of diode lasers, characterized by low threshold current density and reasonable differential efficiency, allowed us to demonstrate for the first time continuous wave (CW) operation of the QD lasers. Output power of about 1 W for the InGaAs/AlGaAs QD laser was reported [17].

One of the dominant mechanisms limiting output power of the semiconductor laser is spectral hole burning, associated with the finite capture time of charge carriers into the active states. Since the capture time into the ground state of In(Ga)As QDs is relatively large and the QDs themselves are characterized by a certain number of states determined by their surface density (typical value is $3\times5\times10^{10}$ cm$^{-2}$), there is a maximum current capability of the QD active region. The increase in the surface density of QDs should allow us to increase the maximal possible current, which, in the turn, will increase the light output power. In [18] we have proposed the method to increase the surface density of QDs using denser InAlAs QDs as the centers for stimulated formation of In(Ga)As QDs. The density of such composite vertically coupled QDs is set by the InAlAs islands ($1\times1.5\times10^{11}$ cm$^{-2}$), whereas the optical transition energy is determined by the In(Ga)As QDs. Following this method we formed the active region of the laser which demonstrated maximum output power with uncoated facets in CW and pulsed regimes (10 °C) as high as 3.5 and 4.8 W, respectively, Fig. 12. The maximum value of output power was limited by catastrophic optical mirror damage (COMD). The internal loss for these diodes was estimated to be as low as 1.3±0.3 cm$^{-1}$. The internal quantum efficiency was estimated to be about 75% [19]. Thus, QD lasers can be used for high-power applications.

![Figure 12. Output power, Pout, diode voltage, Ud, and conversion efficiency, $\eta_C$, vs drive current for the QD diode laser operating in CW regime at room temperature.](image)

4.3. QUANTUM DOT DIODE LASERS FOR OPTICAL FIBER COMMUNICATIONS

Extension of the optical emission range available for the GaAs-based optoelectronic devices to 1.3 µm is currently a subject of strong interest due to matching the transparency window of optical fibers. A number of attempts have been made to find an alternative to InGaAsP material system for laser diodes to overcome its strong temperature sensitivity due to insufficient electron confinement in the active region. Moreover, the use of GaAs-based lasers emitting at 1.3 µm would eliminate the use of expensive InP substrates and the sophisticated technique of fusion of Bragg reflectors and active regions for vertical cavity devices. The approach based on
strained InGaAs/GaAs quantum well structures did not allow the necessary wavelength range to be reached due to the intrinsic limitation of the quantum well width associated with the border for pseudomorphic growth.

InAs/GaAs quantum dots are the promising candidates for extending the long wavelength border for the GaAs based light emitters. Once the InGaAs nanoscale islands are formed the pronounced red-shift of the luminescence peak position relative to that in strained InGaAs/GaAs quantum well is observed. We have proposed and realized a method to extend the optical emission range for the InGaAs/GaAs structures based on the effect of reduction of the energy of optical transition in a quantum dot when the bandgap of the surrounding matrix is decreased. We placed an InAs quantum dot (QD) array into external InGaAs strained quantum
well which allowed us to control the quantum dot emission wavelength by varying the InGaAs composition and to achieve the emission wavelength as long as 1.3 \( \mu \)m, Fig. 13 [20]. Using these InAs/InGaAs/GaAs quantum dots in the active region of a diode laser allowed us to realize low threshold current density (\( J_{th} = 65 \, \text{A/cm}^2 \)) operation near 1.3 \( \mu \)m at room temperature. The lasing occurred via the QD ground state for cavity length \( L > 1 \, \text{mm} \). Differential efficiency is 40% and internal losses are 1.5 \( \text{cm}^{-1} \). Characteristic temperature near RT is 160 K, Fig. 13, [21]. Thus, the GaAs-based QD laser emitting near 1.3 \( \mu \)m demonstrated properties superior to those of InP-based QW devices.

4.4. QUANTUM DOT DIODE LASERS FOR NEAR-INFRARED OPTICAL RANGE

Using the idea of the dependence of the quantum dot emission wavelength on the matrix band-gap allowed us to further increase the emission wavelength of a quantum dot laser. We used InGaAs ternary lattice matched to InP substrate as a matrix for InAs quantum dots. In this case the matrix band-gap was only \( \sim 0.8 \) eV and consequently the QD emission wavelength should be considerably increased as compared to the InAs/GaAs case. We have shown experimentally that for the InAs/InGaAs/InP QDs the optical emission range can be extended to \( \sim 2 \, \mu \)m [22]. Having inserted these quantum dots into the InP/InAlAs/InGaAs laser structure we managed to observe lasing in the 77-200 K temperature range. Low threshold currents and emission wavelength at 1.8 \( \mu \)m (77 K), Fig. 14, [23], show that the wavelength of the InAs QD lasers can be extended to the near-infrared optical range.

5. Conclusions

InAs quantum dots have been successfully grown by MBE on GaAs, InP, and Si substrates. Growth regimes for the formation of coherent islands have been studied. Energy spectrum, structural, and optical properties have been evaluated. Diode lasers based on self-organized quantum dots have been fabricated and characterized. The possibility to obtain ultra low threshold current densities by optimizing the structural design and growth regimes has been demonstrated. Quantum dot lasers have demonstrated high output power performance comparable to the quantum well lasers. In addition, quantum dot lasers have extended the
optical emission range of the GaAs based lasers to wavelengths necessary for optical fiber communications.
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1. Introduction

Nanostructured materials, often characterized by a physical dimension of 1-100 nm (such as grain size) and significant amount of surfaces and interfaces, have been attracting much interest because of their demonstrated or anticipated unique properties compared to the conventional materials (1-3). Nanophase coatings can enhance the surface properties and yet retain the bulk properties of the coarse grained substrate material.

Nanostructured films can be prepared by evaporative technologies, glow discharge, gas-phase processes and liquid phase chemical routes. There has been a growing interest in chemical routes because of the many advantages it has over the other technologies. The advantages of chemical routes include: the ability to control the chemical composition, the particle size distribution, agglomerate size distribution, particle morphology, porosity, and the advantages of low temperature processing and cost-effective bulk quantity production. Examples of chemical routes used for preparing nanostructured coatings are: sol-gel processing, polyol, electroplating, electroless plating, electrophoretic deposition and electrolytic anodization. The scope of this chapter will be restricted to sol-gel processing and polyol chemistry.

2. Sol-Gel Processing of Nanostructured Coatings

Sol-gel processing involves the synthesis of an inorganic network by chemical reactions in a solution at low temperature (4). The solution or sol is a dispersion of solid particles in a liquid, and the gel is the result of the formation of a three dimensional network which spans the entire solution volume. The reaction usually takes place at room temperature. The traditional precursors for sol-gel reactions have been metal alkoxides. Although, a variety of metal precursors can be used, such as metal nitrate or other metal-organic compounds. Sol-gel is a versatile technique. Using sol-gel techniques, many types of materials may be made. They include aerogels, xerogels, powders, glasses, coatings, fibers, whiskers, monoliths, hollow spheres and foams. Depending on the synthesis conditions, coatings, porous solids, powders, fibers, bulk materials may be prepared. From solution, coatings may be applied to a substrate, or fibers may be drawn if the viscosity of the sol is high enough. If the sol is allowed to start to gel, a porous solid or a powder can be formed from the gel. The porous solid or nanopowder can also be used as a starting material for some coating techniques.

There are many types of sol-gel coatings in the literature ranging from IR imaging to anti-scratch to smart windows and waveguides. Uhlmann and Towee have taken a survey of the sol-gel community (5) and found that it was considered that coatings were the most important present products using sol-gel processing, and it was also reported that functional coatings would be considered the most important commercial product in ten years. The reasons behind these choices were that, with sol-gel, coatings could be obtained with compositions that are not obtainable by other means; sol-gel provides the ability to do integrated multilayers at a lower cost than vacuum techniques and sol-gel can easily be combined with other preparative systems. Painting, spinning, dipping, spraying, electrophoresis (6), and ultrasonic pulverization (7) may be employed to put down coatings and films from sol-gel solutions. The last two techniques have
recently been getting more attention, as they can be used to prepare thicker coatings. The most common deposition techniques are that of spinning or dipping. A drawback of these techniques is that they are generally limited to the deposition of axially or radially symmetric substances. Sol-gel processing is especially adaptable for coating formation. Films and coatings represent the earliest commercial use of sol-gel processing. Sol-gel techniques offer the following advantages. Controlling the pore volume, pore size and the surface area can control microstructure; that is, the film properties can be tailored. It is also possible to obtain compositions that are not available by other routes such as gas condensation. Thin films use very small quantities of raw materials and can be processed quickly, and very large and irregularly shaped surfaces can be coated. Dense pinhole free layers can be prepared at low temperatures using sol-gel processing. Porous films can be prepared by changing the reaction conditions. This approach is particularly useful to obtain homogeneous multicomponent coatings. To avoid cracking caused by large capillary stresses during evaporation of solvent in the drying process, either slow evaporation (slow process) or supercritical drying (fast process) is used. As-deposited oxide coatings are typically amorphous. Thermal and thermochemical post-synthesis treatment can be carried out to obtain nanostructured oxide, carbide or nitride coatings. Hybrid coatings can be fabricated by doping the sol with material of a different phase, followed by gelation and densification. Because of the large capillary stress during solvent evaporation that can cause cracking, sol-gel process has been traditionally used for preparing thin films and coatings. Generally, the film thickness is less than a micron. To prepare thick coatings, the problems of shrinkage and cracking and the limitation of coating thickness can be mitigated by increasing particle loading in sol-gel process (8-10). This approach involved dispersing large ceramic powders in sol-gel solution, and the mixture was applied onto the substrate by various techniques such as dipping and spraying. Coatings with thickness up to 200 μm were fabricated. The sol-gel film formed strong bonds to both oxide powders and substrates by interaction with functionalized surface hydroxyl groups on the oxide powders and the oxide layer of substrates. The strong bond reduced cracking. The shrinkage problem associated with conventional sol-gel approach was minimized due to the high loading of ceramic powders. One way to prepare thicker coatings is to add powders into the sol. This helps to reduce the capillary stresses associated with drying. Chen and coworkers (9) have prepared thick coatings by adding nanosized boehmite, alumina, zirconia or silicon carbide into an inorganic-organic hybrid matrix. A two dimensional sol-gel process was also used to fabricate thick films of titania (11). In this process, the traditional sol-gel hydrolysis and condensation reactions took place at an air-water interface. The gel films formed could then be deposited onto substrates using Langmuir Blodgett techniques.

The ability to process at room temperature has also opened up the biomaterials aspect of sol-gel chemistry. Proteins and enzymes can be encapsulated in silica glass (12), while still retaining their activity. Sol-gel coatings (13,14) of hydroxyapatite should also aid in the implantation of artificial bones or joints with of the surrounding tissue.

As previously mentioned, the processing of sol-gel coatings can be controlled to form porous coatings. The porosity may be used as a template or reaction site for other materials or chemical reactions to take place or this porosity may be used to change physical properties. The real advantage of sol-gel processing is that this porosity can be controlled. Films with pore sizes below 10 nm and patterned (15,16) can be prepared. These pores can be filled by surface adsorption from aqueous solutions of the desired cations. The doping time and temperature, and solution pH can control this doping process.

Composite coatings can be prepared by doping other materials into a porous matrix. Metal clusters of Ag, Cu and Ag-Cu have been prepared in silica films (17). These metal clusters have enhanced third order nonlinear susceptibility, and these properties can be tuned by controlling the cluster size. The nanocluster size can be controlled by temperature and annealing atmosphere in the processing of these materials. Conducting polymers such as polyaniline can also be entraped in the porous silica coating (18). This hybrid system improves the conductivity and stability of the conducting polymer.

Ferroelectric films have many potential applications in a variety of solid state devices such as RAM, sensors, and actuators. Sol-gel preparation of films of ferroelectric materials is generating a lot of interest because of the ease of integrating the films into microelectronics manufacturing processes. Adding nanoporosity in ferroelectric coatings is one way to change the dielectric constant in a coating while keeping the thermal and mechanical properties of the coatings. Sol-gel processing can be used to prepare polymeric organic-inorganic hybrids with controlled morphologies. Using a thermally labile macromolecule template for the vitrification of a silsesquioxane precursor allows this to be achieved (19). The organic moiety can be removed by heat treatment to leave a nanoporous structure. The pore size is controlled by the template polymerization. However, it may not be advantageous to add a nanoporous coating to a device. Pb(\text{Zr}_{0.51}\text{Ti}_{0.49})\text{O}_{3} thin films with crystallite sizes of 23 nm at 800°C can be prepared.
by using the methoxyethoxides of the starting elements (20). It was found that the annealing temperature is the important parameter. However, defects or uncontrolled porosity can lead to short circuits (21). It was determined that having a film with low porosity and nanosized pores can decrease the number of short circuits. This can be done by control the hydrolysis reactions in the precursor gel by regulating the pH and the water to alkoxide ratio. Lead titanate films with crystal size of 160 nm at 800°C had a ε =190 and a tan δ of 8%. Sol-gel processing has also been used to prepare fine-grained (<70 nm) polycrystalline barium titanate films (22-24). These films generally have the cubic perovskite structure instead of the ferroelectric trigonal structure. It was noted that the dielectric properties of barium titanate films also decreased as the grain size decreased. A detailed TEM (24) study of nanocrystalline barium titanate films showed that the microstructure was independent of variations in processing parameters, such as: amount of water, precursor type, solvent, and pH. In-situ TEM studies showed a intermediate carbonate phase is formed around 600°C that decomposes to leave nanoporosity in the final film at higher temperatures and the nanocrystalline barium titanate is formed by nucleation on this intermediate phase.

2.1 Sol-gel processing of thermal barrier coatings

Thermal barrier coatings (TBC) generally consist of zirconia (ZrO₂) or yttria-stabilized zirconia (YSZ) and more recently alumina-stabilized zirconia (ASZ). ZrO₂ is of particular interest for TBCs because of its chemical and temperature stability, hardness and low thermal conductivity. However, pure zirconia has a very serious drawback, related to high temperature phase stability. That is, depending on the temperature, that ZrO₂ has three distinct crystal structures. In the past, different approaches have been tried to stabilize the high temperature phase of zirconia. The most common method for this phase stabilization is alloying zirconia with yttria. However, yttria is severely attacked by hot corrosion and mechanical failures of the TBC are caused by scale between the Al₂O₃ scale on the bond coat and the YSZ. One advantage of using alumina as the stabilizer instead of yttria would be that the mismatch between the TBC and the bondcoat would be removed, besides not suffering from the hot corrosion problem associated with YSZ.

Sol-gel routes have been used to prepare alumina-stabilized zirconia (25,26). Nanophase alumina stabilized zirconia should show increased resistance to cracking due to better thermal-mechanical matching with the substrate material, and should have enhanced mechanical properties, such as increased fracture toughness and higher modulus of elasticity, as well as increased resistance to oxidation and hot corrosion attack.

Coatings of ASZ were prepared on stainless steel 304 coupons by dip coating. X-ray diffraction (XRD) and scanning electron microscopy (SEM) were used to characterize the samples. The coatings prepared on the SS substrates were transparent and adherent as deposited. Figure 1 shows the results of 10%Al₂O₃-90%ZrO₂ after a heat treatment at 1200°C for 2 hours. Only the tetragonal phase of ZrO₂ and the stainless steel substrate peaks are present. The average crystal size from XRD line broadening was found to be 32 nm.

In an attempt to prepare thick coatings of zirconia, zirconia sols were loaded with solid particles of either a sol-gel-derived boehmite (amorphous) and a commercially available nanocrystalline alumina. Preliminary results are given in Table I. It was found that the amorphous sol-gel derived boehmite helped to stabilize the tetragonal phase of zirconia as well as aiding in the production of a thicker coating. Further research is being done to optimize solids loading as well as coating thickness (10).

Table I. Effects of solids loadings on zirconia phase.

<table>
<thead>
<tr>
<th>Solid Dopant</th>
<th>Amount (vol%)</th>
<th>Phase of ZrO₂ After 1200°C/2hr</th>
<th>Ave.crystallite size (nm)</th>
<th>Coating thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>None</td>
<td>Monoclinic</td>
<td>22</td>
<td>40</td>
</tr>
<tr>
<td>n-SG AlOOH</td>
<td>1</td>
<td>Monoclinic</td>
<td>23</td>
<td>46</td>
</tr>
<tr>
<td>n-SG AlOOH</td>
<td>20</td>
<td>Tetragonal, Monoclinic, Alpha alumina</td>
<td>29, 35, 11</td>
<td>525, 876</td>
</tr>
<tr>
<td>37 nm Al₂O₃</td>
<td>20</td>
<td>Monoclinic, Alpha alumina</td>
<td>140, 38</td>
<td>876</td>
</tr>
</tbody>
</table>
Figure 1. X-ray diffraction pattern of 10%Al₂O₃-90%ZrO₂. The tetragonal peaks of zirconia are marked as well as the stainless steel substrate peaks.

3. Polyol Method for Preparing Nanocrystalline Metallic Coatings

Another chemical route for preparing nanostructured coatings is the polyol method. In this method, the metal precursors are first suspended in ethylene glycol. As the temperature is increased toward the reflux temperature, a soluble species is formed that is then reduced by the ethylene glycol. This method can be used to prepare nanocrystalline powders, coatings, and composite materials (27-30).

Nanocrystalline films of copper on AlN were prepared using the polyol method (30,31). Grazing incidence X-ray scattering (GIXS) techniques and small angle scattering techniques were used to determine the evolution of structure as a function of depth as well as the presence of nanometer size structures in the films. Copper is deposited on AlN substrates suspended inside the refluxing solution for a specific amount of time. The substrate is either placed horizontally (H) or vertically (V) with respect to the bottom of the solution flask. The resulting films have thickness that range between 2 and 4 microns.

In order to investigate the nature and origin of the textured region of the coatings, GIXS was used to look at the in-plane structure of the 20 and 30-minute films. Figures 2a-d show the GIXS contour scan of the Cu (200) on 20 and 30 minute samples grown in both a horizontal (Figure 2a, c) as well as vertical (Figures 2 b, d) substrate respectively. The scans consist of a number of peaks, whose d-spacings correspond to strains ranging between +0.1% to −0.6%. Figure 2 also shows that the intensity and location of the different peaks depend on the azimuthal orientation of the sample with respect to the incoming beam.
Figure 2. In plane 2θ-ϕ contour maps of the Cu (200) at different deposition times and substrate orientations: a. 20 minute H; b. 20 minute V; c. 30 minute H; d. 30 minute V.

The azimuthal distribution varies both as a function of metallization time as well as substrate orientation. The 20-minute H sample has an azimuthal distribution of approximately 20°, whereas this distribution is 80° in the 20 minute V sample. This suggests that the horizontally prepared sample have in-plane texturing (a preferred azimuthal/stress orientation). This orientation becomes less evident as the metallization time increases, as seen on the 30-minute samples (Figures 2c-d). The 30-minute samples show a broad azimuthal distribution for both H samples and for the interior regions of the V samples. In-situ experiments are currently underway to elucidate film growth (32).
4. Summary

Chemical routes offer many advantages for processing nanostructured coatings. By controlling the synthetic conditions, the microstructure, composition and properties of the coatings can be tuned. Sol-gel techniques were used to prepare alumina-stabilized zirconia for thermal barrier applications and the polyol method was used to prepare nanocrystalline copper coatings on AlN.
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1. Introduction

There is growing interest in the physical properties of extremely small structures. The experimental realisation of new effects relies on the ability to create new types of structures and devices. Our understanding of material processing in the pursuit of ultra-small structures is continually advancing. Sophisticated epitaxial growth and lateral microstructuring techniques have made it possible to realise low-dimensional electronic systems with quantum confined energy structure i.e. quantum wells, quantum wires and quantum dots. Low-dimensional systems can also be obtained by confining a solid or liquid within the nanometer-sized pores of different porous materials (see [1]). Systems with size-selected nanoparticles embedded in a porous matrix via chemical coating have received some attention these past few years. In this case the confined materials penetrate into the pores due to wetting processes. In the case of non-wetting there is the possibility of using a mechanical coating of inner surfaces of porous materials when some external pressure forces non-wetting liquid into the pores [2]. Mechanical coating means that the mechanical energy of the piston forcing the liquids into the pores transforms to the energy of some new surface arising due to filling process (Fig.1). Since the total surface energy is proportional to the highly developed inner surface of the porous matrix, to surface tension of embedded materials and inversely proportional to the characteristic diameters of pores, for very small diameters a relative amount of surface energy may be very large and even comparable with some traditional sources of energy (Fig.1). For example, liquid mercury embedded into the pores of zeolites (needed pressure is about 20 kbars) accumulates of about 0.4 kJ/g mechanical energy in the form of a surface energy. Such a situation may be used for mechanical energy accumulation [3]. On the other hand the materials coating the inner surfaces of the pores in different porous matrixes may be interesting themselves as some physical objects with the characteristic sizes in nanometre scale i.e. as some new types of nanostructures. The advantages of such nanostructures are connected with the possibility to produce the following:
- nanostructures with different geometries (two-dimensional film-like structures, one-dimensional wire-like structures, zero-dimensional small particles-like structures).
- nanostructures with a large range of characteristic sizes (from approximately 1 nm to approximately 100-150 nm).
- nanostructures with very large total amount of nanomaterial (up to some cubic cm). Such situations permit the use some experimental methods (neutron scattering, heat capacity measurements) that require a large amount of nanostructures.
- nanostructures from different substances (from metals, including superconductors, from semiconductors, from insulators, including ferroelectrics etc). Further, examples of such nanostructures, and their physical properties will be presented.
2. Irregular systems of small particles in porous glasses.

Small particles or film-like objects can be obtained by confining a solid or liquid within the nanometer-sized pores of porous glasses. Porous silica glasses have often been used for this purpose because of their relatively well-characterised pore structure, large specific pore volumes and availability over several orders of magnitude in the mean pore diameter (about their structure see [4]). The porous matrix usually is prepared from a sodium boro-silicate glass. This glass is produced from a melt of 75% SiO<sub>2</sub>, 20% B<sub>2</sub>O<sub>3</sub> and 5% Na<sub>2</sub>O. Heat treatment leads to a separation in a silicon-rich phase and a boron-rich one. After removing the boron-rich phase, there remains an interconnected solid skeleton of nearly pure SiO<sub>2</sub> with a rather homogeneous distribution of mass and pores. The pores have a rather narrow size distribution and the pore diameters may be varied from 4 nm to about 100 nm. The pores together with narrow necks, which connect the pores, form a random interconnected network in a glass bulk.

Phase transitions in materials confined within porous glasses have been studied intensively. The melting and freezing within porous glasses have been observed for materials such as water, organic liquids [5,6], metals with low melting point [7-11], helium [12], oxygen and some other simple liquids [13-15]. The ferroelectric phase transition within porous glass has been observed for NaNO<sub>2</sub> and K<sub>2</sub>HPO<sub>4</sub> [16,17]. Superconductivity for some metals confined within porous glass has also been observed [18].

3. Regular systems of small particles in opals.

The regular systems of identical nanoparticles may be obtained by confining some substances within the pores of opal. Opal itself consists of identical silica balls with diameters (D) ranging from 150 to 350 nm (about its structure, see [19]). The size homogeneity of these spheres allows their assembly in a close three-dimensional lattice, usually with FCC symmetry. Empty voids exist between neighbouring balls which, in turn, form their own regular lattice. There are two types of interpenetrating voids in the opal lattice: eight-fold co-ordinated large voids each connected with eight four-fold co-ordinated small voids. A large void has the form of a truncated tetrahedron with four windows to four large voids. The diameters of spheres inscribed in the larger and smaller voids are d<sub>1</sub>=0.41D and d<sub>2</sub>=0.23D respectively. The diameter of a circle inscribed in the triangular window is d<sub>1</sub>=0.15D. The density of voids in opal is typically 10<sup>14</sup>cm<sup>-3</sup>. The porosity of the ideal package of balls is 26% of the whole volume.

This matrix itself is interesting as a material for so-called photonic crystals, that behave with respect to photons like a dielectric crystal does with respect to electron
waves and demonstrates the photonic gap phenomenon [20]. The lattices of nanosize metal particles may be prepared by impregnation of the opal matrix by molten metal under high hydrostatic pressure conditions [21-25]. The shape of the metal grains is a precise copy of the void configuration since the metal occupies all free matrix volume. Thus, a three-dimensional metal replica of the matrix is formed. According to the matrix structure, each section consisting of two adjacent grains contains a constricted region which may be considered as a weak link i.e. the element of S-c-S (S-superconductor, c-constriction) type. Owing to the matrix these elements are arranged in a crystalline manner and form a macrosystem. The density of weak links in this material is near $10^{14}$cm$^{-3}$. Defects of this secondary lattice are the same as those of ordinary atomic crystals, and therefore the samples are polycrystals consisting of crystallites with characteristic size near 0.01 cm [23]. This object demonstrated properties characteristic of the Josephson systems [21, 23, 24]. The oscillating dependence of the critical current magnitude on the external magnetic field for such samples was observed and its example is shown in Fig.2 (from [23]). Such dependence may be connected with a regular structure of investigated materials.

![Graph](image)

**Figure 2.** Critical current ($I_c$) vs magnetic field ($H$) for Sn-based sample. The upper plot corresponds to narrow and the lower plot to the wide scale of the magnetic field. The measured points are connected by lines to guide the eye. The sections indicate the periodicity.
4. **Nanoclusters in zeolites.**

The further type of microporous materials are the crystalline framework solids such as zeolites (about their structure, see [26]), that have found great utility as catalysts and sorption media because of their large internal surface area. They have regular arrays of identical voids, forming three-dimensional channel networks with very small sizes compared with the diameters of the atoms. For example, the channels in NaA zeolite have maximum diameter of 11.4Å, run in three perpendicular directions, and are interrupted by narrow diaphragms having a diameter 4.2Å. The cavities in NaX zeolite form a diamond lattice and have a maximum diameter of 13Å, the diaphragms have a diameter of 8Å.

Wetting liquids such as water will spontaneously fill the channels and cavities of zeolites essentially completely. It was shown in [27,28] that non-wetting liquids (mercury, gallium, bismuth) can be introduced into the regular channels of zeolites at sufficiently high pressures. The pressures at which mercury and gallium fill NaA zeolite are 14.5 kbar and 23 kbar, respectively. The critical pressures for NaX zeolite are 12.5 kbar (Hg) and 20 kbar (Ga). These values can be estimated from well-known porometric equation, based on the concepts of surface tension and wettability of liquid [27]

\[ P_c = 0.4\sigma/d, \]

where \( P_c \) is critical pressure (kbar), \( \sigma \) is surface tension (dyn/cm) and \( d \) is the channel diameter (Å). After the external pressure is removed, some of the liquid metal leaves the zeolite channels. Nevertheless, the density of the zeolites shows that about half of the metal which was in the zeolite remains there. The rest of the metal collects in cavities and drops as a result of surface tension thus forming some ordered secondary crystal.

Some of the physical properties of such materials were investigated. For Hg and Ga drops a phase transition was observed [29]. It was manifested by singularities in the temperature dependence in the electrical conductivity and specific heat. The singularities were observed at temperatures much lower than the melting point of the bulk metal. It was concluded that the phase transition occurred in a system of interacting drops composed of metal atoms, and the interaction stabilised the system against fluctuations. The absorption spectra of Se drops in the zeolites NaA and NaX [30] were investigated. The form of the spectra obtained is typical of absorption spectra of crystals in the region of the optical absorption edge. It was concluded that the lattice of the clusters produced in the zeolite cavities is also a crystal, and the obtained spectral curves correspond to the absorption spectra of such cluster crystals in the region of the interband transitions.

A strong nonlinearity of the current-voltage characteristic of the cluster superlattice of tellurium in NaX zeolite was observed [31]. The characteristic was a series of current peaks rising in increasing amplitude in the field. This behaviour is
demonstrated in Fig.3 (from [31]). It was shown that these peaks appeared periodically when considered as a function of 1/E (E is electric field intensity). The periodicity of the current peaks (on the 1/E scale) of the current-voltage characteristic for Te in NaX zeolite was discussed on the basis of a theory of electrophonon resonance.

![Figure 3. Oscillogram of the current-voltage characteristic obtained using sawtooth voltage pulses with a leading edge τ=50 nsec. The inset at the top of the figure gives the dependence of the amplitude of the n=1 peak on the rate of the rise of the voltage v.](image)

5 Quantum wires in chrysotile asbestos.

Quantum wires of a wide class of materials can be prepared in porous matrices. This is natural chrysotile asbestos mineral (composition Mg₃Si₂O₅(OH)₄). It is a regular set of closely packed parallel ultrathin dielectric tubes with external diameters of ≈30 nm (this value determines the distance between the centres of the neighbour channels), and with internal channel diameters of 2-10 nm depending on the origin of the mineral; its structure is described in [32, 33]. Chrysotile asbestos tubes constitute single-crystal alumino-silicate sheets (the thickness of one sheet is 7Å), which owing to their structural characteristics twist themselves into rolls until the radius of curvature of the outer and inner layers starts differing appreciably from their optimum value. The tubes of natural chrysotile asbestos reach lengths of several centimetres.
When we fill the channels with molten materials (Hg, Sn, Bi, In, Pb, InSb, Se, Te) under high pressure conditions we have the possibility of obtaining a regular system of ultrathin parallel wires. Fig.4 demonstrates the model of this system. The reduction in the pressure of the molten metals after their introduction into the asbestos leads to a loss of sample conductivity on account of the oozing of the liquid metals from the channels; it is therefore essential to carry out the conductivity measurements directly under pressure, using the autonomous chamber with a reserve valve.

![Diagram](image)

**Figure 4.** a) Close packed tubes of chrysotile asbestos.

b) System of ultrathin wires within the channels of chrysotile asbestos

The superconducting transitions of a complete series of such samples by the contact method were studied [34-40]. Particularly, the superconducting transition of metals in asbestos channels has a temperature spread that is due to fluctuations which are significant for such thin elements [35]. Fig.5 demonstrates such behaviour for mercury wires of 80A diameter. The measurements performed on mercury wires with diameters 20A [35] show that their superconducting transition is smeared from ~2K to ~6K that ΔT/ΔTc~1, where ΔT is the width of critical region. Some attempts of theoretical description of the fluctuation smeared superconducting transition are known [41-43] and the theoretical dependence is shown in Fig.5 by the solid line. It may be seen that the theoretical curve in the low temperature region is quite consistent with the experimental data. The critical temperature of the ultrathin wires was determined from resistance dependence on temperature, using some theoretical description of the fluctuation smeared superconducting transition [40]. Critical temperatures vs diameter were measured for mercury, tin and indium with wires from 20A to 150A. They are demonstrated in Fig.6. The critical temperature of tin wires increases with decreasing diameter and critical temperature on diameter dependence.
for mercury and indium wires have a maximum at 4.6K for diameter \( \approx 40 \text{Å} \) (Hg) and at 6.2K for diameter \( \approx 20 \text{Å} \) (In).

*Figure 5.* Resistance as a function of temperature for mercury wires of 80Å diameter in the superconducting region.

*Figure 6.* Superconducting critical temperature dependence on the diameter of mercury, tin and indium wires.
Some increase of resistance and non-linearity of current-voltage characteristics with decreasing temperature were observed on mercury ultrathin wires \cite{35,44}. The temperature dependence of mercury 25A wires resistance in the region below 60K is shown in Fig. 7. In the temperature range 10-60K the experimental data are well described by $T^{-3/2}$ dependence. Below 10K the superconducting fluctuations dominate the conductivity. As to wires with larger diameters, their negative temperature derivative of resistivity decreases with the diameter. These results were explained as the display of localisation effects in disordered one-dimensional system. The temperature dependence of resistivity of thin wire due to localisation (one-dimensional case) can be written as \cite{46}

$$R = R_0[1 + \rho_B (D\tau_i)^{1/2}/R_\tau d^2]$$

where $\rho_B$ is the impurity scattering resistivity, $D = v_F l/3$ is the diffusion constant, $v_F$ is the Fermi velocity, $R_\tau = 36500\Omega$, $d$ is diameter of the wire, $l$ is the elastic mean free path, $\tau_i$ is the inelastic scattering time. The necessary condition for one-dimensional behaviour is $d < (D\tau_i)^{1/2}$. The temperature dependence of wire resistance in this equation is governed by the temperature dependence of $\tau_i$, so that $\Delta R/R_0 = (R-R_0)/R_0 = (\tau_i)^{1/2}$. Since we have $\Delta R \sim T^{-3/2}$ dependence, it follows that $\tau_i \sim T^{-3}$. Such temperature dependence of inelastic scattering time may be due to scattering on three-dimensional...
phonons. Using this equation we find $\tau \sim 10^{-10}$ sec at 10K. The localisation length $(D\tau / \sigma)^{1/2}$ at 10K is about $3 \times 10^{-5}$ cm which satisfies the localisation criterion for wires and so the data obtained may be interpreted in terms of one-dimensional electron localisation.

The melting and freezing as a first-order phase transition of mercury wires in the range between 20Å and 100Å [45] was investigated. The first-order phase transitions in dispersed systems have been studied considerably less extensively than the second-order phase transitions. There have been virtually no experiments of this type performed using approximately one-dimensional systems as objects of investigation. The melting region of extremely fine mercury wires was identified on the temperature curve of the resistance. It was of considerable interest to study this transition as a function of wire diameter. The samples whose wires had a small spread in diameter (not exceeding ~5%) were chosen for measurements. The melting region extends over a large temperature interval, which is probably attributable to the fluctuations whose appreciable effect on the phase transitions in one-dimensional systems has been well established. At such a highly diffuse transition, it is not clear what point should be regarded as the melting point. Since there are no physically sound criteria for determining this point on the resistance versus temperature curve in the melting region (although these criteria can be determined for second-order phase transitions in several cases [40]), we can arbitrarily assume that the melting point is that point at which the resistance changes only half as much as it does during melting.

![Figure 8. a) The melting point of extremely fine mercury wires versus the diameter (dashed line corresponds to the diffuse-transition region). b) The diffusive melting range versus diameter](image-url)
The dependence of a particular melting point on the diameter is shown in Fig. 8. Also shown here is the region in which the transition becomes diffuse (dashed lines). The solid curve corresponds to the dependence $T=A(1-d/d)$, where $d=5.5\text{A}$ and $T_0=280\text{K}$, which is equal to the melting point of bulk mercury at a pressure of $\sim10\text{ kbar}$. Fig. 2b is a plot of $\Delta T/T_m$ ($\Delta T$ is the diffuse-transition region) as a function of the diameter, and the solid curve corresponds to the relation $\Delta T/T_m=(D/d)^2$, where $D=14\text{A}$.

In addition some optical properties of ultrathin wires incorporated within chrysotile asbestos nanotubes were studied. Polarised optical absorption spectra of Hg, Bi and InSb wires have been studied in the spectral region 0.5-3 eV, and high anisotropy of the absorption has been observed [47,48]. InP quantum wires have been produced in channels of asbestos by metal-organic chemical vapour deposition [49]. A comparative study of Raman, optical absorption, and photoluminescence spectra revealed the dependence of the optical properties of quantum wires on interface effects, namely, atomic interaction in the wires, wire-matrix, and wire-wire interactions.

6. Conclusions.

The results obtained clearly show good potential for the use of the natural and artificial microporous media for the preparation of the artificial systems that are interesting for scientific investigations and potential applications. The utilisation of porous glasses, artificial opals, and chrysotile asbestos matrices allows the formation of nanostructures for measurement of electrical, optical and other properties.
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1. Abstract

Nanostructured metal films and coatings with unique properties can be synthesized using solution chemistry. In this paper, the non-aqueous electroless polyol synthesis, characterization and properties of NiCo films are discussed.

2. Introduction

Nanostructured films and coatings with unique properties can be fabricated by many methods. Physical vapor techniques, such as thermal evaporation and sputtering, are generally line-of-sight processes suited for deposition on planar surfaces. The limitation in these processes is caused by the high sticking coefficients of atoms that cannot readily move around after impacting the surface. On the other hand, chemical vapor deposition and solution chemistry methods are generally free from such limitation, since the atoms have smaller sticking coefficients and higher mobility at the surface. Thus, these techniques are suitable for depositing films on not only planar but also hidden and complex surfaces. Further, high-cost vacuum technology is not needed in wet chemistry processing.

Using solution approach, nanostructured ceramic films can be prepared by sol-gel method, and metal films can be synthesized using electrodeposition and electroless deposition. Electrochemical technology finds many applications ranging from traditional surface finishing to high-tech fabrication of advanced materials for microelectronics and media storage [1].

2.1. AQUEOUS ELECTRODEPOSITION

In electrodeposition [2], metal precursors in the solution are reduced by the application of an electric current, resulting in deposition of the metal film on the conductive substrate. Aqueous electrolytes are extensively used because water is a
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good solvent for many salts and it is inexpensive. Experimental parameters, such as electrolyte composition, pH, temperature and agitation, applied potential and current, are controlled to optimize the thickness, grain size and composition of deposited films. Special care is required to deposit films on substrates with sharp corners and irregular surface, since the electric field distribution may not be uniform at these regions. For electroplating of non-conductors such as plastics and ceramics, they must be pre-plated with metal by another process such as electroless plating. Thick deposits can be formed on a mandrel by electroforming and subsequently removed and machined for applications.

Nanostructured materials, for example, compositionally modulated multilayers [3] and GMR films [4,5], have been synthesized using electrodeposition. Polycrystalline, nanostructured Ni was synthesized by pulsed electrodeposition in a bath containing saccharin [6]. The grain size was in the range of 10 to 40 nm and showed initial rapid decrease with increasing saccharin concentration. The deposits were smooth and bright. The growth texture was dependent on the concentration of saccharin in the plating bath. Industrial applications of electrodeposited nanocrystals include, for example, corrosion and wear resistance, magnetic materials, fuel cells and catalysis [7].

2.2. AQUEOUS ELECTROLESS DEPOSITION

In electroless deposition (often known as electroless plating) [8], electrons are produced by chemical reactions without the application of an external current. Unlike electrodeposition, electroless metallization can be applied to both conductor and insulator. This process may occur by one of the following: deposition by ion or charge exchange, deposition by contacting the metal to be plated, and autocatalytic deposition on catalytic surfaces in solutions containing appropriate reducing agents. For autocatalytic electroless deposition, the surface to be metallized is initially treated with catalysts such as nanosized Pd colloids. Reduction of metal ions or metal complexes by the reducing agent in the plating bath results in metal deposition on the substrate surface. Each freshly deposited metal layer then becomes the catalyst for subsequent metal deposition. Electroless plating allows for the deposition of uniform films on irregular-shaped objects with complex and hidden surfaces.

Electroless films and coatings find applications in wear resistance, corrosion resistance, solar absorber optics and electronics. Nanostructured Ni and Co films were electroless deposited [9]. Self-assembled biomolecular tubular microstructures were electroless coated with nanostructured metal films for application as high-current density cathode in vacuum field emission [10,11,12]. Generally, the crystallinity and the grain size (ranging from 2 – 100 nm) can be controlled by controlling the composition of the plating bath and performing suitable post-deposition heat treatment. The control of the size of adsorbed catalysts is also critical in controlling the particle size of nanostructured electroless Ni deposits. Smaller catalysts were bound to the chemically modified substrate surface and led to a reduction of particle size in the deposits by 3-4 times [13]. Electroless deposition was also used to deposit CoNiP films consisted of oriented hcp crystallites [14]. The crystallite size decreased
from about 37 nm to 25 nm with increasing ammonia concentration. The coercivity of the films decreased from about 2600 Oe to less than 1000 Oe with decreasing crystallite size.

2.3. NON-AQUEOUS, ELECTROLESS POLYOL DEPOSITION

When the substrate and deposited materials are susceptible to hydrolysis and oxidation, adverse material properties may result from using aqueous chemical processes. For deposition of nanostructured metallic materials with significant amount of surfaces and interfaces, these problems may become more acute. Therefore, a simple and non-aqueous approach has been sought as an alternative to aqueous processing. The polyl method, a non-aqueous electroless process, has been used to synthesize micron, submicron and nanostructured powders [15,16,17,18]. Recently, we have extended this polyl method to synthesize nanostructured metal films [17]. The process involves the reduction of metal salts in refluxing ethylene glycol to deposit metal films on the substrates. Film deposition can occur on planar or complex surfaces of both suitable conductor and insulator substrates, without any pre-deposition surface treatment such as the catalyzation of insulator surface as in traditional electroless plating. For example, Co was deposited on WC substrate [19] and Cu was deposited on AlN [20].

In this paper we describe our work on polyl deposition of nanostructured Ni$_x$Co$_{100-x}$ films [21]. Nickel-cobalt find applications as decorative bright coatings, engineered hard coatings, and magnetic films and coatings.

3. Experimental

Nickel (II) acetate tetrahydrate and cobalt (II) acetate tetrahydrate were suspended in 200 ml ethylene glycol. The total precursor concentration was kept at 0.1M. The nominal compositions of Ni$_x$Co$_{100-x}$ films were obtained from the starting precursor molar ratio. Coarse-grained, polycrystalline Cu substrates with a (200) texture were vertically suspended in the mixtures. The mixtures were heated and refluxed at 194°C for 1 h for film deposition. For Co$_{100}$ film, the deposition was carried out for 7 h due to the greater difficulty to reduce Co under these conditions. The structure of deposited films on Cu substrates was studied using θ-2θ X-ray diffraction (XRD). The diffraction peaks were analyzed using a profile fit routine. Average crystallite size (x-ray coherence length) was estimated from the XRD line broadening. The film thickness was measured from cross-sectioned films with scanning electron microscopy (SEM). The hysteresis loops were measured with vibrating sample magnetometry (VSM) at room temperature using a maximum field of ±50 kOe. Both in-plane (∥) and perpendicular-to-plane (⊥) measurements were made. The Vickers microhardness (HV) of deposited films on substrates was measured using a load of 25 gf for 10 s.

Nickel and cobalt are miscible. The thickness of deposited Ni$_x$Co$_{100-x}$ films was in the range of 0.6 to 1.6 μm. The XRD data showed that the films had a single fcc phase with a (111) texture. Figure 1 shows the XRD results of films with x = 30, 50 and 70. The (111) diffraction peaks were observed for x ≤ 30. For x ≥ 50, higher fcc
reflections were also observed. For Co$_{100}$, in addition to the predominant fcc phase, a weak signal that could be assigned to hcp phase was detected. The average crystallite size (estimated from (111) line broadening) increased with x from 15 to 64 nm (Fig. 2). Since Ni was more easily reduced than Co, a higher Ni precursor concentration favored the growth of larger Ni-rich crystallites in Ni-rich films. Because of the very close lattice parameters of fcc Ni (3.5238 Å) and fcc Co (3.5447 Å), the appearance of a single set of fcc peaks as shown in XRD results could not be used to ascertain if the films were solid solutions or composites.

When the coherent inhomogeneities of nanostructured materials are below a critical size, conventional XRD should not be used alone to determine the structure of a composite or solid solution [22]. For example, other complementary techniques such as extended x-ray absorption fine structure (EXAFS) and nuclear magnetic resonance (NMR) have been used for structure determination of nanostructured Co-Cu powder [18]. Recently, the structure of these polyol-deposited Ni$_x$Co$_{100-x}$ films has been studied using anomalous x-ray scattering (AXS) [23]. The association of an element in-question with a specific Bragg peak was investigated. It was shown that nanostructured NiCo films did not necessarily form solid solution as expected from their phase diagram or suggested by the results of conventional XRD. Further work to elucidate the nanostructures of these films is currently pursued using AXS, EXAFS and high-resolution transmission electron microscopy.

![Figure 1. XRD of Ni-Co films, x = 30, 50 and 70](image1.png)

![Figure 2. Dependence of crystallite size on composition](image2.png)
Saturation magnetization ($M_s$) of bulk fcc Ni, fcc Co and hcp Co are 484, 1538 and 1442 emu/cm$^3$, respectively. The hysteresis loops of Ni$_x$Co$_{100-x}$ films showed in-plane magnetization anisotropy. Figure 3 shows the hysteresis loops of Ni$_{50}$Co$_{50}$ in the parallel and perpendicular directions. Figure 4 shows the dependence of in-plane saturation magnetization ($M_{sat}$) on composition. The $M_s$ of the Ni$_{100}$ sample was 236 emu/cm$^3$, but it could approach the value of bulk Ni by increasing the deposition time [24]. The $M_s$ increased with increasing Co content and reached as high as 1421 emu/cm$^3$ for Co$_{100}$. For example, $M_{sat}$ and remanent magnetization ($M_r$) of Ni$_{50}$Co$_{50}$ were 1016 and 636 emu/cm$^3$, respectively, thus giving a remanence squareness ($M_r/M_s$) of 0.63. The $M_s$ of Ni$_{50}$Co$_{50}$ film compared well with that reported for bulk Ni$_{50}$Co$_{50}$ (997 emu/cm$^3$) [25]. The remanence squareness of the Ni$_{50}$Co$_{50}$ film suggested that some texturing existed in the film.

Figure 5. Dependence of coercivity on composition

Figure 6. Dependence of microhardness on composition
The coercivity showed an interesting dependence on composition (Fig. 5). $H_{c\perp}$ was higher than $H_{c\parallel}$ in these films. For example, $H_{c\perp}$ of Ni$_{50}$Co$_{50}$ film was 379 Oe, which was about six times that of $H_{c\parallel}$. The value of $H_c$ of electrodeposited NiCo alloy films, depending on the composition, was in the range of 200 to 500 Oe [26]. A possible explanation of the perpendicular coercivity anisotropy in our films is that these films consisted of two components: a continuous film and a small fraction of magnetically isolated particles with some form of anisotropy (such as shape) in the perpendicular direction [27].

Good film adhesion was observed, and the critical load for film delamination increased with increasing Ni concentration as determined from the microscratch tests [27]. Figure 6 shows the dependence of Vickers microhardness on film composition. The HV of the Cu substrate, bulk Ni and bulk Co samples were found to be 75, 144 and 288, respectively. The films provided enhanced surface hardness for the underlying soft Cu substrate. Interestingly, the Ni$_{50}$Co$_{50}$ film had very good saturation magnetization, the highest hardness and largest magnetic anisotropy compared to other samples. These good properties can be further optimized for magnetic applications.

In vapor deposition, a constant flux of atoms to the substrate can be maintained by controlling deposition parameters. In solution deposition, film formation is a more complicated process as it depends on the chemistry of reactions. Recently we have investigated how the solution chemistry and film deposition chemistry changed with reaction (deposition) time in the polyl process. It was found that the composition and properties of Ni$_{50}$Co$_{50}$ films varied with deposition time due to the change in solution chemistry with increasing time [28]. The solvent was found to have the corrosive activity on deposited Ni films when deposition time was increased [24]. Further work is needed to understand the solution chemistry and film deposition chemistry in the polyl process in order to optimize the film properties.

4. Summary

The non-aqueous, electroless polyl approach has been used to deposit nanostructured metal films for various applications. Film deposition can take place on exposed or hidden, and planar or complex surfaces. In this paper the work on polyl-synthesized Ni$_x$Co$_{100-x}$ films was described. The magnetic films showed in-plane magnetization anisotropy with higher perpendicular coercivity. The Ni$_{50}$Co$_{50}$ film showed good magnetic properties with high hardness. Current focus is placed on understanding the solution chemistry and the effects of applied electric field in polyl deposition of nanostructured films for longitudinal and perpendicular magnetic recording.
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1. Introduction

At the present time the emphasis of the investigations in almost all the branches of science, including magnetism, is shifted towards the study of ‘nanoscaled’, or so called ‘nanosized’ objects. The interest in such materials derives from the unusual, often unique properties associated with the relatively high ratio of the numbers of surface and bulk atoms. The classification of nanoscaled objects is not clearly defined, but a general definition may be given as follows: nanoscaled materials are those in which any parameter, e.g. the grain size, layer thickness, the size of columnar crystal, diameter of magnetic inclusion, etc., is of the same order as the fundamental constants of the substance - such as free electron path, Fermi wave vector, etc.

Magnetic nanosized materials that are based on transition metals may be divided into six main groups (Fig.1). They are: films with columnar type of crystal structure (1), multilayers (2), granular or so called inhomogeneous alloyed films (3), quasi- or semigranular films (4), nanocrystalline films (5) (which are produced after partial crystallization of amorphous soft magnetic films and foils) and, finally, nanowires (6). There is no sharp boundary (transition) between these types of nanosized materials: for example, it is possible to produce multilayered nanowires and columnar type films. Multilayers with very thin alternate magnetic and nonmagnetic layers look like, and behave like, granular films. Therefore, the investigation of each separate nanosized magnetic material, and also of the permanent transitions from one type to another, can give us additional information about each individual material, and also about the common properties of the class of materials.

It is necessary to say that all of the above mentioned classes of nanoscaled materials can be produced in a variety of forms by the electrodeposition method, and some of them (e.g. nanowires) may be prepared exclusively by electrochemical means.
The advantages of electrodeposition, such as low cost, potentially high productivity, and the ease of automation of the process make electrodeposition a very attractive technique with possible commercial viability. Preparation of nanoscaled materials by electrodeposition technique becomes increasingly widespread all over the world, for example, in UK, France, Switzerland, Japan, USA, Holland, Germany, etc.

![Diagram of nanocrystalline films](image)

Fig. 1. The scheme of nanosized electrodeposited materials.

2. Films with columnar type of crystal structure

One of the ways to increase the magnetic recording density in storage devices is to use a new, vertical mode of recording. The data-storage capacity of a device using such a mode could be increased by more than an order of magnitude over similar systems that use the traditional horizontal recording mode. It is necessary to use recording media with the unusual magnetic property of high perpendicular anisotropy for such applications, so as to allow a stable remanent magnetization component to be achieved perpendicular to the plane of the film. The crystalline anisotropy of ferromagnetic metals, (i.e. [002] texture of hcp-Co structure), alone would be insufficient to provide the required magnetic properties; since the demagnetization energy $E_{dm} \approx 2nM_s^2 \sim 10^7$ erg/cc would be still higher than the crystallographic energy $E_K \approx 4.2 \times 10^6$ erg/cc. It is possible to overcome the demagnetization energy, which tends to arrange the magnetization vector into the plane of the films, by decreasing the magnetization of the material (but this not the best way), or by adding to crystallographic energy some other contribution. This could be, for example, the shape anisotropy energy of columnar grains in recording media. Films exist in which nanosized (~10nm) 'needle-like' crystallites - columns, which pass through the full thickness or the film, are surrounded by regions with lower, or even zero, magnetization, (Fig.2). In such a case the sum of
crystallographic energy plus the shape anisotropy energy of columnar grains can overcome the demagnetization energy.

Films with columnar type of crystal structure can be produced also by electrodeposition method [7]. There are two requirements for this. The rate of appearance of new grains must be much smaller than the rate of growth of existing crystallites; and the velocity of growth of grains perpendicular to the plane of the film must be much higher than the in-plane growth rate. This may be achieved by choosing electrodeposition regimes where passivation of the growth surface is very extensive due to the formation of hydroxides.

A possible interpretation of the mechanism of columnar structure growth for electrodeposited film (such as Co/Ni) is as follows. In electrolytes with high pH, the formation of metal-hydroxide complexes (in our case of Co and Ni) of the form MeOH$^+$ and Me$_4$OH$^{4+}$ is highly probable. These positively charged complexes are formed by reactions of the type shown below,

$$\text{Me}^{2+} + \text{OH}^\rightarrow \text{MeOH}^+ \quad (1)$$

(where Me are Co and Ni). These complexes migrate towards the cathode, where they capture an electron and are adsorbed onto the cathode surface,

$$\text{MeOH}^+ + e \rightarrow \text{MeOH}_{\text{ads}} \quad (2)$$

The adsorbed complexes are then further reduce by the reaction

$$\text{MeOH}_{\text{ads}} + e \rightarrow \text{Me}^+ + \text{OH}^- \quad (3)$$

Thus, besides the reduction of hydrogen, alkalization also occurs at the cathode. It should also be noted that the diffusion coefficient of complexes of type (1) is some
orders of magnitude higher than that of simple metal ions; therefore reduction of metal atoms (Co, Ni, Fe) is most likely to take place not from metal ions but from their complexes with hydroxide groups. It has been established experimentally that the number of the adsorbing complexes of Me(OH)$_2^+$ and Me$_4$(OH)$_4^{4+}$ on the most closely packed (001) face is about 1.8 times higher than on the others. Therefore, the recovery of Co and Ni ions, occurring through the formation and subsequent fission of their hydroxide complexes, will result in a more rapid growth of closely packed planes. Thus, the pH value of the electrolyte being relatively high and the quantity of the adsorbing Me(OH)$_2^+$ and Me$_4$(OH)$_4^{4+}$ complexes formed being large, is therefore expected to result in the development of the [001] texture, (the closely packed planes will be parallel to the cathode surface). Addition of alkaline at the cathode due to reaction (3) causes an increase in pH by 3-4, i.e. with a pH of the electrolyte in the volume equal to ~ 6.0 - 7.0 pH, it increases, locally, at the cathode, to between 9 and 10. It has been well documented, that the reaction of the type:

$$\text{Me(OH)}_2^+ + \text{OH}^- \rightarrow \text{Me(OH)}_2 \downarrow \text{and Me}_4\text{(OH)}_4^{4+} + 4\text{OH}^- \rightarrow 4\text{Me(OH)}_2 \downarrow \quad (4)$$

accelerates rapidly at $\text{pH} = 7$.

It is therefore necessary to ensure that the rate of reaction (4) in the electrolytes used is very high, so as to achieve the required texture. The hydroxides of cobalt and nickel, forming in great quantities, migrate from the areas of active crystal growth (i.e. from the grain center with [001] texture) to the crystallite periphery, where the growth rate is lower (the faces with orientations of (100) and (101) grow approximately 1.8 times slower). Accumulating in large quantities, they are trapped during the growth and thereby form rather broad inter-grain regions. The resulting structure is of columns of [001] cobalt surrounded by regions which are highly enriched in nonmagnetic hydroxide Co(OH)$_2$ and Ni(OH)$_2$. Under optimum deposition conditions, this mechanism of structural growth is sufficiently stable. When the electrolysis conditions deviate from the optimum, two possible modes of growth are observed. Normal growth of crystallites occurs when the crystallite growth is very much greater than the rate of formation of new crystallites ($D \ll 3 \text{ mA/cm}^2$) and deposits obtained are large-grained, not textured, since the growth rate of different faces is about the same. Dendrite growth occurs for $D \geq 100 \text{mA/cm}^2$, where the rate of growth is very much less than the rate of formation of new crystallites; the resulting structure is fine-grained, not textured. The columnar crystallite growth (Fig.2) is intermediate between the normal and dendrite types of growth. The increase in the ratio of crystallite growth over that of crystallite formation is characteristic of it. It is essential, however, to note that under conditions of columnar growth the growth rate for different faces varies widely. When the electrochemical conditions of formation are in marked contrast to those that are optimum for the columnar growth of the films, i.e. when the quantity of the adsorbing Me(OH)$_2^+$ and Me$_4$(OH)$_4^{4+}$ complexes is small, the experimentally observed development of structure
and texture of deposits can be accounted for in terms of the models of normal and tangential crystallite growth [8].

Depending on the conditions of preparation, (both composition and regimes of electrodeposition - pH, Dk and T), it is possible to regulate not only the type of crystal structure but also to determine, over a wide range, the diameter of grain columns and the intercolumnar distance. As a result, the magnetic properties of films, including the perpendicular or in-plane anisotropy, could be varied over a wide spectrum. We were able to measure magnetic parameters such as the remanent magnetization perpendicular to film plane direction $M_{r, \perp} = 0.1 - 0.3$ ($M_{r, \perp} > M_{r, ||}$ by 2 - 3 times) and coercive force in the same direction $H_{C, \perp} = 1000 - 2000$ Oe ($H_{C, \perp} > H_{C, ||}$) [9]. The indicated parameters of electrodeposited Co-Ni hard magnetic films with perpendicular anisotropy and a columnar type of crystal structure suggest their applicability to vertical-mode storage devices.

3. Multilayered films

Relatively recently, extensive work on the development of methods for deposition and study of physical properties of multilayered magnetic structures with ultrathin (<1 nm) alternating magnetic and non-magnetic layers has been carried out. These structures are remarkable, not only from a fundamental viewpoint, but also because they have a wide practical application due to their unique magnetic, mechanical, electronic and other properties.

The initial approach to achieving high perpendicular anisotropy in multilayers was influenced by experience with the hard magnetic films with the columnar structure described above[10]. This approach relies upon the so-called surface anisotropy. In very thin magnetic films, (of the order of a few nanometers), regardless of whether they are single-layered or multilayered, the component of the magnetization vector that is perpendicular to the plane of the film increases as an inverse function of film thickness. In multilayered thin film structures, consisting of alternate magnetic and nonmagnetic layers, every magnetic layer has two surface sublayers (at each interface boundary). If the thickness of magnetic layers is such that the material at the boundary between layers is a significant proportion of the bulk volume of the layer, high anisotropy can be achieved after the growth of many such alternate layers.

One feasible, and technologically simple, method of producing multilayered structures is electrodeposition in a pulse regime. A multilayer can be obtained in this way from a single electrolyte. Ferromagnetic metals such as Co, Fe and Ni or their alloys, and copper or (Ag, Au, Pd) can be used for magnetic and nonmagnetic layers, respectively. Electrochemical deposition of such structures relies upon the fact that the equilibrium reduction potentials of the ferromagnetic and non-ferromagnetic ions differ by more than 400 eV. In general, electrolytes that are saturated in copper are used in the multilayer deposition process. This is due to transport difficulties in the electrolyte, which limit the current density for copper deposition when the solution is dilute in
copper ions. The concentration of the ferromagnetic ions (in this case Co) must be very much less than that of the Cu ions. In this case, if a current density of 0.53 mA cm$^{-2}$ is used during the Cu deposition pulse, this will be much less than the minimum current density of cobalt deposition, which is about 5 mA cm$^{-2}$. This, therefore, results in a pure Cu layer. For deposition potentials as low as circa 0.87 V, only copper will deposit and above this both copper and cobalt deposit. The current density used during the deposition of the magnetic layer was 100 mA cm$^{-2}$, hence the deposition rate of the ferrometal exceeded by about two orders of magnitude that of copper. The proportion of copper in cobalt layers could not therefore exceed a fraction of a percent.

In such a manner, using a single solution and pulse regime of electrodeposition we are able to obtain the desired Co/Cu multilayered structure (Fig.3), where the layer thickness was determined by pulse duration.

The X-ray diffraction patterns of the Co/Cu multilayered films reveal two features: the absence of any reflection in a small-angle range and satellite reflections near the basic structure reflections of Co. When the thickness of the Co layers was changed, with a constant Cu layer thickness ($d_{Co}$=1.5 nm), the X-ray diagram was as follows. The first reflections appeared at $T$= 80 nm ($d_{Cu}$=1.5 nm), with a corresponding cobalt deposition pulse time of $T_{Co}$= 200 ms ($d_{Co}$=2.5 nm); there were three obvious reflections of different intensities. The reflections at $2\theta$ = 49.5° and 53.8° are the satellite reflections of the structure peak at $2\theta$ = 52.1° for (111) fcc Co (tabulated $2\theta$ = 51.95°). With further increases in $T_{Co}$ (up to 400 ms), the picture becomes more distinct. Apart from the satellite reflections of the peak for (111) fcc Co, one more reflection appears for (200) fcc Co ($2\theta$ = 60.7°) with satellite reflections ($2\theta^*$ = 58.5°, $2\theta^*$ = 62.5°). In all the investigated Co and Cu layer thickness ranges, (up to 10 nm), the multilayer Co/Cu structures, (obtained by electrodeposition from a single solution), were structures based on fcc Co and fcc Cu. In addition, the conjugation of Co and Cu layer structures took place on more compact planes ((111) fcc Co $\parallel$ (111) fcc Cu).

The presence of a satellite reflection is confirmed by the fact that the modulation period of the inter-plane distances of the Co/Cu, calculated from the satellites for different reflections, are consistent with the compositional modulation obtained using Auger spectroscopy.

According to the Auger profile some amount of one element may be present in the layers of the other element (5 - 15%), but this experimental result may be explained in another way. When the thicknesses of the alternate layers are very small, irregularities on the sub-micron scale result in protrusions of material from one layer to the next. The diameter of the Auger spectroscope probe was 1μm and some of these protrusions are,
therefore, necessarily sampled by the Auger process. The irregularities of the thin layers in periodic structure can be estimated to be up to ~ 15%.

From an analysis of these figures and the magnetic behavior reported below, it is shown that the ultrathin alternating Co/Cu multilayers are ‘island’-type layers. When the layer thickness is less than 1 nm, the irregularity of the layers is of the order of ~ 50%. Structural investigations using transmission electron microscopy confirmed the island-like type structure of the layers. At Co deposition pulse times of less than 200 ms, the Co layer forms islands of 15 - 30 nm in diameter. Microdiffraction studies show the presence of crystallites of fcc Co.

The value of the total magnetic anisotropy constant of an ‘ultrathin magnetic layer in Co/Cu multilayer systems can be given as the sum of the crystallographic strain, and surface anisotropy components. The contribution of the surface anisotropy constant to the perpendicular magnetic anisotropy becomes predominant when the magnetic layer thickness in the multilayers is of the order of a few nm. As the thickness of the Co layer decreases, the perpendicular anisotropy and coercive force increase (Fig.4). Additional evidence of the development of perpendicular magnetic anisotropy can be seen from the magnetization reversal curves parallel and perpendicular to the coating directions.

As the thickness of the magnetic layers of Co decreases, the remanent magnetization Mr and Hc in the direction perpendicular to the surface of films increases. Simultaneously, the equivalent in-plane parameters decrease. This is typical of magnetic structures with increasing perpendicular anisotropy. Analyses of these figures show that the decrease in the Co layer thickness leads to an increase in the perpendicular magnetic

Fig.4 Magnetization curves of Co/Cu multilayers with time of pulse Co deposition:

a - t_{Co} = 10 ms, b - 40, c - 15 and d - 10 ms; t_{Cu} = 5 s = const.
anisotropy constant. Furthermore, in our opinion, the increase in the discontinuity of these layers is the reason for the increase in coercivity of the island-type structure. This fact is an important result for the use of the investigated multilayer films as materials for vertical magnetic recording.

We reported on studies of multilayered films of the Co/Cu, Fe/Cu, CoFeP/Cu and CoNiW/Cu systems. An anomalous temperature dependence of the magnetization of the Co/Cu films was found [12]. One of the possible explanations was based on the existence of indirect exchange (RKKY) coupling observed at thickness of Co and Cu layers that led to the antiferromagnetic ordering of magnetization vectors of adjacent layers. This coupling is also responsible for GMR in multilayered films. Therefore, we continued our experiments with the investigation of the magnetoresistance of multilayered Co/Cu films [13]. To study the magnetoresistance, we used films deposited on a pyroceram substrate with a chemically deposited layer of amorphous nickel phosphide as well as on an aluminum foil substrate that was later dissolved in a 10% NaOH solution. The measurements showed virtually identical results for the films deposited on nickel phosphide and on aluminum because of the low shunting effect of the nickel phosphide layer. Thus, the films deposited on the pyroceram substrate were of better practical use in our experiments. The magnetoresistance was measured in a temperature range of 300 – 10 K in fields of up to 1.3 T, (in steps of 0.005 T), by the four-point method. We used three configurations, differing in the orientations of the current I, field H, and the film plane. They were designated $\Delta R_{\parallel}$ (where both current and field were parallel to the film plane), $\Delta R_{\perp}$ (where the current was perpendicular to the in-plane field); and $\Delta R_{\perp\parallel}$ (where the field was perpendicular to the in-plane current).

It is known that, in contrast to the anisotropic magnetoresistance of ferromagnetic metals and alloys, the giant magnetoresistance of multilayered films is not only characterized by a large value (more than 60%), but is also isotropic for measurements using any combination of relative directions of the applied magnetic field, current, and film plane (i.e., $\Delta R_{\parallel}$, $\Delta R_{\perp}$, and $\Delta R_{\perp\parallel}$).

Figure 5 shows $\Delta R_{\parallel}$ as a function of the thickness of the cobalt and copper layers. Negative magnetoresistance (its decrease upon magnetic saturation) which is a prerequisite of the GMR, was observed for the films consisting of cobalt and copper layer thickness of 14.0 and 15.0 nm (Fig.5(a,c)) and 0.2 and 1.5 nm (Fig.5(b)) respectively. The $\Delta R_{\parallel}(H)$ dependence (Fig.5(a)) shows a positive magnetoresistance typical of the conventional anisotropic magnetoresistance of a film consisting of the cobalt and copper layers of the thickness indicated. The $\Delta R_{\parallel}(H)$ dependence (Fig.5(b)) characterized by a broad "triangular" reversible maximum without saturation and hysteresis, (observed at both 300 and 100 K), may be typical of the following two cases. First, the absence of hysteresis may be explained by a strong antiferromagnetic coupling of magnetic layers. In the studies of the structure of periodic Co/Cu multilayered films described above, it was shown that ultrathin cobalt layers (less than 1 nm in thickness) consisted of isolated "islands" of Co, whose diameter was an order of magnitude greater than the film thickness. These magnetic "islands" of Co in the copper
matrix may be ordered antiferromagnetically because of the magnetostatic coupling through their stray fields. Without an applied magnetic field, the magnetic single-domain particles will have antiparallel mutual orientations because the energy of the system on the whole tends to a minimum. The electrical resistivity of such a film in the initial state is higher than after its magnetization to saturation. The electron scattering on such magnetic inhomogeneities is isotropic ($\Delta R_{\|} \approx \Delta R_{\perp}$) and thus represents a possible mechanism for the giant magnetoresistance in the Co/Cu films with cobalt and copper layers of 0.2 and 1.5 nm in thickness, respectively. Secondly, such a field dependence $\Delta R_{\|}(H)$ is also typical of granular (heterogeneous) alloys that display giant magnetoresistance. In these alloys, the effect of GMR is attributed to a superparamagnetic state of magnetic granules surrounded by a nonmagnetic matrix. The increase in the giant magnetoresistance and weak hysteresis observed at a temperature of 10 K in our samples are typical of granular alloys. Thus, the Co/Cu film consisting of the cobalt and copper layers of 0.2 and 1.5 nm in thickness, respectively, may be considered to be a granular multilayered material.

Figure 5(b) shows the field dependence $\Delta R_{\|}(H)$ for the Co/Cu films with $d_{Co} = 2.5$ nm and $d_{Cu} = 1.5$ nm. As is seen, the increase in the thickness of the magnetic layer resulted in the transition from isotropic (negative $\Delta R_{\|}$ and $\Delta R_{\perp}$) to anisotropic (positive $\Delta R_{\|}$) magnetoresistance typical of homogeneous magnetic materials. The disturbance of the mechanism causing GMR is likely to be due to the imperfect structure of the copper interlayer and the formation of ferromagnetic Co "bridges" between the layers. These "bridges" connect the layers in a uniform interacting medium, yielding the usual anisotropic magnetoresistance typical of ferromagnetic materials. To obtain information on the quality of the structure of this Co$_{2.5}$ nm /Cu$_{1.5}$ nm multilayered system, we studied the films by nuclear magnetic resonance, using $^{59}$Co as a source (Fig.6).
The maximum observed at 21.6 T is close to that observed in bulk fcc Co (\(B_{hf} = 21.6\ T\)). However, the peak is very broad and extends over the range of hyperfine fields from 18.4 to 22.6 T; the extreme points of this range correspond to bulk hcp Co (22.6 T) and to Co atoms having 1 or 2 nearest-neighbor nonmagnetic atoms of Cu (\(B = 18.4\ T\)). Because of the enhanced imperfection of the structure and the presence of a large concentration of Co atoms that have one or two Cu atoms in their nearest neighborhood, as well as the possible existence of ferromagnetic "bridges" between the cobalt layers, such a system exhibits the conventional anisotropic magnetoresistance. The experimental data confirm that, on increasing thickness of the nonmagnetic layer to 2.5 nm (at \(d_{Co} = 2.5\ nm\)), the structure becomes more perfect and ferromagnetic "bridges" between the magnetic layers disappear, and the negative giant magnetoresistance appears instead of the positive anisotropic magnetoresistance (Fig. 5(b)). Interesting data were obtained for multilayered films consisting of relatively "thick" (~10.0 nm) layers. These results show that the antiferromagnetic coupling is by no means necessary for giant magnetoresistance to arise. The magnetoresistance curve differs from the bell-shaped curves typical of the films with strong antiferromagnetic coupling between the magnetic layers; it has two maxima located at fields \(\pm H_C\) \((H_C\ is\ the\ coercive\ force\ or\ the\ switching\ field\ at\ which\ the\ magnetization\ passes\ through\ zero)\). Thus, the maximum values of the magnetoresistance correspond to the state at which the domains of the adjacent magnetic layers are oriented randomly. An abrupt change in magnetization leads to an abrupt decrease in electrical resistivity. The magnetoresistive sensitivity, i.e. the change in the magnetoresistance per unit magnetic field, is an important parameter of magnetoresistive materials used in magnetic-field sensors. It was important that, in contrast to these films, the decrease in the electrical resistivity in the films studied in this work occurs at low fields (\(H < 0.01\ T\)). The highest magnetoresistive sensitivity was equal to 1.5% at magnetic field changes of \(\pm\ T\); the saturation field was 0.025 T.

In summary, we observed the giant magnetoresistance in Co/Cu multilayered films produced by pulsed electrodeposition from a single electrolyte. For the first time, we found the low-field giant magnetoresistance. This is of great practical interest. It is obvious that electrodeposition shows promise as a production method of giant magnetoresistive films. It is interesting to produce and study magnetic multilayered films with magnetic layers having a low coercivity. Electrodeposited CoFeP/Cu multilayered films, exhibiting a low coercive force and high thermal stability, are expected to be promising materials with a low-field giant magnetoresistance higher than that of the Co/Cu films. Moreover, electrodeposition may be used to
produce even more promising multilayered films exhibiting "spin-valve" magnetoresistance effects [14]. These films consist of five or more alternating layers, for example, magnetically soft/nonmagnetic/ magnetically soft/magnetically hard/nonmagnetic layers. The "spin-valve" magnetoresistance may be observed in such films as (CoFeP/Cu/CoFeP/CuFeP/Cu)ₙ and CoW₆/Cu/CoW₆/CuFeP/Cu)ₙ, where the magnetic alloys with x > 20 at.% have low coercive force and those with y < 5 at.% have high coercivity. The composition and magnetic properties of the alternate layers may be varied by controlling the amplitude of applied current pulses. The investigations of the above mentioned films are now in progress and the results will be reported in further papers.


As we showed in section 3 of the present paper, multilayered films which are produced under very short pulse duration are really 'island-like' type multilayered films; and their behavior looks like typical granular (or inhomogeneous alloyed) films - i.e. they show 'bell-like' triangle unsaturated dependence of magnetoresistance.

Upon consideration of our study of granular films and taking into account the complete mutual insolubility of Co and Cu our first idea was to try to get granular Cu-Co films not in a pulse regime, but at constant current density. This was successful.

In previous work on Co-Fe-P and Co-W [15,16] and also other systems where ED films have been produced under constant deposition conditions, it was found that all films were homogeneous. It thus seemed likely that in the Cu-Co system, produced under similar conditions, the same degree of inhomogeneity would be obtained. However, as we shall show, in the case of the Cu-Co system, we also produced samples with a range of inhomogeneities.

The electrolytic composition was: CuSO₄·5H₂O 30 g/l, CoCl₂·6H₂O 3.3 g/l, H₃BO₃ 6.6 g/l, MgSO₄·7H₂O 23.3 g/l, CoSO₄·7H₂O 10 to 30 g/l [17]. The composition range of the samples investigated was obtained by varying the CoSO₄ concentration in the electrolyte; all other chemical concentrations were held constant. The electrolyte had a pH value of 6.0 and deposition was performed at 20°C with a current density of 5 mA cm⁻². The films produced had thickness typically on the order 1 μm.

Magnetization loops were measured for all samples in the temperature range from 5 to 300 K; all loops had similar characteristics. Some typical results, for a Co₉₁Cu₉₉ sample are given in Fig.7. The hysteretic behavior at low temperatures, combined with the reversible part of the magnetization curve, which extends over a wide field-range (Fig.7(a)) suggests that we have a mixture of ferromagnetic and superparamagnetic particles. Whereas, at higher temperatures (Fig.7(b)) above the blocking temperature, we observe only superparamagnetism. It is also important to note, in this context, that no sample could be magnetically saturated, even at a temperature of 5 K and the maximum applied field of 5 T.
Fig. 7. Typical reduced magnetization curves for Co$_{11}$Cu$_{89}$ granular film: a - at 5 K; b - at 300 K.

The temperature dependence of the remanence of different granular compositions is shown in Fig. 8. We observe curves of continuously varying slope which also differ from sample to sample. This suggests that we have a range of blocking temperatures, depending upon the Co concentration. We have attempted to estimate the maximum blocking temperature for each sample by extrapolating the remanence curves to zero; the maximum blocking temperature increases with increasing Co concentration. The fact that all remanence curves, except that for composition Co$_{20}$Cu$_{80}$, show strong curvatures, suggests a range of blocking temperatures for each sample and a corresponding range of particle sizes present in the films, which we are able to control by varying the deposition conditions.

This also indicates, in our opinion, that we have been successful in producing, immediately after deposition, inhomogeneous alloy systems. The linear variation of the remanence for sample Co$_{20}$Cu$_{80}$ suggests an approximately uniform size of particles in that film.

In order to estimate the maximum particle size in each sample, we have used the well-known expression: $K_A v = 25 k_B T_B$, where $K_A$ is the anisotropy energy density, $v$ is the critical particle volume and $T_B$ is the blocking temperature. A value of $K_A$ appropriate for f.c.c. Co has been assumed. The results are summarized in Table 1.

Fig. 8. Temperature dependence of the remanence for various samples investigated; values have been normalized with respect to the magnetization at $H = 3T$ and $T = 5K$: 1 - Co$_{20}$Cu$_{80}$, 2 - Co$_{11}$Cu$_{89}$, 3 - Co$_{9}$Cu$_{92}$, 4 - Co$_{6}$Cu$_{94}$.
Table 1

Summary of the results obtained for series of CuCo films produced by electrodeposition. The values quoted for the Co concentrations are the averages of chemical and X-ray analyses

<table>
<thead>
<tr>
<th>Compositions</th>
<th>( T_B (K) )</th>
<th>granular diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co$<em>{94}$Cu$</em>{06}$</td>
<td>55 ± 5</td>
<td>7.6</td>
</tr>
<tr>
<td>Co$<em>{8}$Cu$</em>{92}$</td>
<td>80 ± 10</td>
<td>8.7</td>
</tr>
<tr>
<td>Co$<em>{11}$Cu$</em>{89}$</td>
<td>210 ± 20</td>
<td>12.0</td>
</tr>
<tr>
<td>Co$<em>{20}$Cu$</em>{80}$</td>
<td>260 ± 25</td>
<td>12.8</td>
</tr>
</tbody>
</table>

Fig. 9 shows the magnetization for an annealed Co$_{94}$Cu$_{06}$ film as a function of reduced field and as measured at different temperatures well above the maximum blocking temperature of the sample, 50 ± 5 K. These curves do not superimpose and we conclude that the sample does not exhibit pure superparamagnetism (SPM). Such behavior was typical for the whole range of concentrations investigated, both before and after annealing. In Fig. 10 the temperature dependence of the reciprocal of the FC (field cooled) susceptibility is plotted as a function of anneal for sample Co$_{94}$Cu$_{06}$. On the assumption that at high temperatures the susceptibility can be represented by a Curie-Weiss law: \( \chi = (T - T_{\text{int}})^{-1} \) where \( T_{\text{int}} \) is an interaction temperature, \( T_{\text{int}} \) is obtained by extrapolating the linear part of the curve.

While some caution must be exercised over the interpretation of the results, values obtained for \( T_{\text{int}} \) are: 20 ± 2 K for the unannealed sample, and 35 ± 4 K and 50 ± 5 K after annealing at 200 and 400°C. On annealing of the sample, there is a gradual increase in curvature of the \( \chi^{-1} \) plots. Measurements were also made after

Fig. 9. Dependence of magnetization of unannealed Co$_{94}$Cu$_{06}$ film as function of reduced magnetic field for the temperature indicated. The magnetization is normalized to its value at \( H = 5 \) T and \( T = 300 \) K.

Fig. 10. Low-field reciprocal (ZFC-FC) susceptibility as measured in a field of 5 mT for Co$_{94}$Cu$_{06}$ film as a function of anneal at the temperature indicated.
annealing at 600°C, but in this case, we were unable to cool from above the maximum blocking temperature.

So the temperature interaction is positive and equal \( \approx +20 \) K for the unannealed Co\(_8\)Cu\(_{92}\) composition, hence, the energy of the cluster interaction is estimated as \( E_{\text{int}} = T \cdot k_B \approx 1.7 \times 10^3 \) eV. This value is comparable with the energy of the magnetic anisotropy of the clusters.

Therefore, at a relatively large positive, i.e. direct ferromagnetic, interaction between the clusters, the second condition of the pure superparamagnetism (Fig.9) does not have to be satisfied. Let us note that Cu\(_{92}\)Co\(_8\) films were fabricated by electrolytic deposition under stationary conditions. During the formation and growth of Cu and Co crystals some clusters can touch each other due to possible anisotropy of their shape (elongation) or formation of a Cu-Co metastable magnetic alloy between certain Co clusters. It is obvious that the interaction between Co clusters in the Cu matrix ought to depend on Co concentration. The size of the magnetic particles depends upon both the electrolytic composition and the detail of the deposition parameters, but typical values, from previous work, are 7 nm for \( x = 0.06 \), 12 nm for \( x = 0.12 \) and 15 nm for \( x = 0.35 \), i.e. they are of the same order of magnitude as the electron mean-free path in transition metals. This is clearly the reason that the spin-dependent component of the electrical conductivity tensor is predominant and this is the basis of the GMR mechanism [18,19].

On annealing of the samples, there is an increase in the GMR (Fig.11), although even after annealing at 600°C, there is no saturation observed in the available field (1.3 T). This is in contrast to the magnetization which, after a corresponding anneal, both increases and saturates in fields of less than 1 T. There is also an increase in the coercivity. This can be understood in terms of a growth of magnetic particle size on annealing. It is well established that the magnitude of the GMR is determined by magnetic cluster sizes, their distribution and also by the sharpness of the composition profile in the vicinity of the particle-matrix boundary; these factors are strongly dependent upon annealing. Work on maximizing GMR by an investigation of these various parameters is in progress and will be reported in due course.

It has been shown that it is possible to produce inhomogeneous alloyed CuCo film by electrodeposition at constant current density from a single solution. Such films have typical superparamagnetic behavior and giant isotropic magnetoresistive properties. It is obvious that the same is also possible for mutually insoluble Cu-Fe system [20]. But it was not unexpected that we would be successful in producing granular alloys from such a completely soluble system as Co-Re [21]. We believe that this is not the limit of the electrodeposition technique and it would be possible to produce homogeneous alloyed films from immiscible metals. We suppose that the above-mentioned Cu-Co system could be obtained not only as a granular system, but also as a homogeneously distributed system. More exactly, we have observed the permanent transition from the multilayered to a granular state in the Co/Cu \( \rightarrow \) Co-Cu system and the similar transition from granular Co-Cu to homogeneous Co-Cu alloy. It is also possible to vary the sizes of Co clusters in Cu matrix or vice versa - Cu
inclusions in a Co-matrix, by changing the electrochemical regime or preparation conditions.

Fig. 11. Magnetoresistance of as-deposited Co$_{20}$Cu$_{80}$ film measured at 5K as a function of magnetic field for various orientation indicated (a); and the temperature dependence of the magnetoresistance as a function of annealing for 30 min at a temperature indicated measured with J.L.H and both in the film plane.

5. Nanowires

One of the main aims of early studies of nanowires was to achieve a CPP (current perpendicular to plane) giant magnetoresistance, which was expected to be much greater than the conventional CIP (current in plane) effect. Some groups (mainly from Bristol, UK and Jausanmu, Switzerland) were successful in this. They produced a wide range of multilayered nanowires. We have demonstrated a further advantage of electrodeposition, namely the possibility of preparing heterogeneous alloys in the form of nanowires having lengths of several mm or tens of mm, and diameters of only a few tens of nm. These nanowires exhibit GMR, the magnitude of which increases on annealing.

Co-Cu heterogeneous alloy nanowires having lengths of several tens of mm and diameters of 20 or 200 nm were deposited in the pores of commercially available anodic aluminum oxide membranes. Unlike the nuclear-track-etched polycarbonate membranes used in previous studies of nanowire, these can be used in annealing studies. Prior to sample growth, all membranes were coated with an evaporated Au layer on the side that was not to be exposed to the electrolyte, in order to produce a conducting substrate for electrodeposition.
Although porous aluminum oxide membranes do allow annealing studies, they have the disadvantage that it is relatively difficult to dissolve the aluminum oxide to release the nanowires for structural studies. Some nanowires were therefore electrodeposited in nuclear-track-etched polycarbonate membranes, which can easily be dissolved using chloroform to facilitate characterization by transmission electron microscopy (TEM). Figure 12 shows a TEM image of heterogeneous alloy nanowires electrodeposited at a nominal current density of 3.3 A cm\(^{-2}\), and having a measured room temperature GMR of under 0.5%. It is apparent that the nanowires are highly polycrystalline. No evidence of oxide, reported to be present in some continuous electrodeposited Co-Cu films, was found in these as-deposited nanowires.

Following growth, the room temperature magnetoresistance (MR) of the nanowires was measured with one contact made using Ag DAG to the caps at the tops of the nanowires and the other to the Au layer at the base of the wires. This configuration meant that generally the MR of several nanowires would be measured in parallel. It is immediately apparent that although the absolute magnitude of the MR is small (less than 1%), in both configurations it is negative, showing that we do indeed have GMR, as expected for a heterogeneous Co-Cu alloy. There appears to be symmetric ‘shoulders’ either side of the central peak in both MR curves, which may be related to details of the magnetization reversal mechanism. This is currently investigated.

This apparent anisotropy in the magnetization reversal process suggests that the nanowire geometry does influence the magnetic properties of the heterogeneous alloy. This could be because some of the Co-rich particles approach the size of the nanowire diameter (20nm); or possibly because even if the nanowire diameter is much larger than the particle dimensions, it may be less than the range over which magnetic interactions are important. Alternatively, during electrodeposition and subsequent annealing, the nanowire geometry could influence the shapes and distributions of the Co-rich magnetic particles, or could lead to stress induced anisotropy in these particles.
6. Conclusion

A wide range of nanoscaled electrodeposited materials have been discussed. It is clear that all of the above-mentioned types of nanosized structures are constantly being developed in increasing numbers. Research has been undertaken to both obtain additional information about existing materials and to develop new materials with practical application. W. Schwarzacher et al. reported, (still unpublished), a magnetoresitive effect at room temperature of about 70% in multilayered CoNi/Cu nanowires. In previous work by W. Schwarzacher and K. Attenborough, [22], a high sensitivity of about 0.67%/Oe was achieved in electrodeposited (Co/Cu/Coy/Cu)n multilayers of the ‘spin-valve’ type. There are several possible ways in which to develop nanoscaled materials with improved properties. For example, work is currently in progress by the authors on multilayered nanowires of spin-valve type [14].

The author would like to acknowledge financial support from INTAS (grant No. 97-0553).
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NANODISPERSED REFRACATORY COMPOUNDS IN THE ELECTRODEPOSITED METAL COATINGS
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Riga Technical University, Institute of Inorganic Chemistry
34 Miera Street, Salaspils-I, LV-2169, Latvia

1. Introduction

The electrodeposition technique has a great theoretical and practical significance to obtain composite coatings on metal, metallized ceramic or polymer surfaces. The composite coatings can provide surface properties from both the electrodeposited metal and inorganic compound. The electrodeposition method of composite coating metal - inorganic compounds is used for modifying the surface [1-5].

New dispersed compounds with high electroconductivity, for example, NbTi, NbC, NbN, PbMoO$_4$, TaIn/NbN, Cu$_3$MoO$_6$, Sn$_3$Mo$_4$S$_8$, YBa$_2$Cu$_3$O$_{7-x}$, and Cr$_5$C$_2$N$_{0.4}$ have been prepared by the method of high temperature ion chemical synthesis and the plasma chemical method [5-9].

The aim of our investigations was to determine the possibilities of composite electrodeposition in systems Sn-PbMoO$_4$, Sn-NbC, Sn-TiN, Sn-Nb$_{0.6}$Ti$_{0.4}$C$_{0.38}$N$_{0.58}$ and the characteristics of the electrodeposited thin layers' surface structure. These inorganic compounds were chosen to ensure electronic conductivity, solderability and black colour of the coatings.

The complexity of chrome-plating technologies and the necessity of obtaining chromium coatings with different functional properties motivate the search for new types of electrolytes to enable co-deposition of other elements, for example, Cd, Zn, Mo and particles of diamond, B$_6$C, B$_4$C, AlB$_2$, SiC and Al$_2$O$_3$ in amount of 0.1-0.5 % for preparation of composite coatings [4, 5].

Our investigations were aimed towards preparation of an electrolyte which allows for the attainment of electrodeposited coatings of Cr-Cr$_5$C$_2$N$_{0.4}$ at temperature 25-30°C.

2. Experimental

The complex electrolyte Sn(IV)-K$_2$P$_2$O$_7$ (Sn - 0.3M, K$_2$P$_2$O$_7$ - 1.7M) was used to electrodeposit composites Sn-Ti$_{0.6}$Nb$_{0.4}$C$_{0.38}$N$_{0.58}$ on copper substrate. The cation active organic compounds were added at 0.6 to 2.5 wt.%. To obtain Sn-NbC, Nb and Sn-Ti$_2$N$_2$ the complex electrolyte of Sn(II)-K$_2$P$_2$O$_7$ was used with concentrations: Sn-0.3M, K$_2$P$_2$O$_7$-0.8M. Alkylbenzyltrimethylammonium chloride and alkylidioethanolammonium chloride were used as cation active organic compounds. The chemical dissolution of dispersed particles does not occur if the electrolyte pH range is 7.0 - 9.0.

The powders of NbC, Nb$_2$N$_2$, Ti$_2$N$_2$, Ti$_{0.6}$Nb$_{0.4}$C$_{0.38}$N$_{0.58}$, Cr$_5$C$_2$N$_{0.4}$ were prepared in the Institute of Inorganic Chemistry by plasma chemical synthesis. The characteristic shape of prepared Ti$_2$N$_2$, Ti$_{0.6}$Nb$_{0.4}$C$_{0.38}$N$_{0.58}$ is cubic, but particles of Cr$_5$C$_2$N$_{0.4}$ have spherical form (Fig. 1). The average particle size of powders was in the range of 0.01-0.6 μm. The characteristics of the dispersed particles of the inorganic compounds was studied by transmission electron microscopy.

The electrolyte containing (g/l): CrO$_3$ - 200-250, H$_2$SO$_4$ - 2.0-2.5, NH$_4$F - 4.0 was used as the electrolyte for electrodeposition of Cr-Cr$_5$C$_2$N$_{0.4}$ coatings. Different from the usual electrolytes of the...
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electrodeposition of chromium, our electrolyte contains pyrophosphoric acid H₂P₂O₇. The electrodeposition was carried out at temperature of 25-30°C and at cathodic current density Dₑ=10-30 A/dm².

The charge and velocity of the disperse phase particles were investigated by the microelectrophoresis method. To determine the charge of disperse particles by means of electrophoresis, the horizontally mounted flat cell was used [10]. The content of the disperse inorganic phase in composite coatings was determined by chemical analysis. The quantitative content of chromium carbonitride in composite coatings was determined measuring the amount of carbon by method of combustion in oxygen flow. The surface structure of electrodeposited thin layers was investigated by scanning electron microscopy. We carried out the electrodeposition process in a simple bath of 500 cm³ volume with mechanical stirring. A cathode and an anode were suspended vertically in the bath.

3. Results and Discussion

3.1. THE COMPOSITE COATING Sn-DISPERSE INORGANIC COMPOUNDS

It has been shown in the microelectrophoresis method, that in a Sn(IV)-K₂P₂O₇ complex Kd[Sn(P₂O₇)₁] solution and in a Sn(II)-K₂P₂O₇ complex Kd[Sn(P₂O₇)₂] solution the particles of inorganic compounds NbCₓNₙ and Tₓₕ₋₆Nₓ₋₆Cₓ₋₆Nₓ₋₆ possess negative charge, determined by the absorption of complex anions [Sn(P₂O₇)₁]⁻, [Sn(P₂O₇)₂]⁻ on the surfaces of particles.

The surface charge of disperse particles does not change in the presence of cation active organic compounds alkylbenzyltrimethylammonium and alkylthanolbenzylammonium chlorides in the electrolyte. Particles maintain their negative charge, but their velocity towards the positively charged electrode decreases. The velocity of the particles is determined by the competition of adsorption processes between complex anions [Sn(P₂O₇)₁]⁻, [Sn(P₂O₇)₂]⁻ and cation active organic compounds or the formation of their associates on the surface of disperse particles.

The discharge of tin on the cathode from the complex anion adsorbed on disperse particle in the process of electrodeposition promotes simultaneous particle attachment to the cathode surface and their incorporation in a metal coating. The mechanism of the cathode process in this case determines the possibility of electrodepositing coatings with a high content of disperse particles of inorganic compound in the composite coatings Sn-inorganic compound.
3.2. THE COMPOSITE COATINGS Sn-Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$

The inorganic compound Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ content in the electrodeposited composite layer does not change significantly with its concentration in the Sn(IV)-K$_3$P$_2$O$_7$ electrolyte if pH is 6.5 to 7.0 and a cathodic current density in the range of 3.0 to 17.0 A/dm$^2$ is used (Fig. 2). The results were obtained from three parallel experiments. The results are relevant to Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ used in this study.

Figure 2. The Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ content in the composite coating Sn-Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ and its dependence on the concentration of Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ in the electrolyte and the current density $D_{c}$:
1. Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ 55 g/l, pH 7.0;
2. Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ 75 g/l, pH 7.0;
3. Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ 75, (1) 4.3 g/l, pH 7.0;
4. Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ 75, (1) 4.3 g/l, pH 6.5;
5. Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ 100, (1) 4.3 g/l, pH 7.0.

Figure 3. The structure of the composite coating Sn-Ti$_{0.63}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ and its dependence on the current density ($D_{c}$) A/dm$^2$: (1) 2.5; (2) 3.5; (3) 5.5; after thermal treatment at 260°C 4 h + 280°C 5 h; (4) 20.0, after thermal treatment at 260°C 4 h; (5) the coating presented at "4" after thermal treatment 280°C 5 h + 310°C 6 h; (6) 24; (7) the coating presented at "6" after thermal treatment 260°C 4 h + 280°C 5 h.
Addition of the cation active compound alkylbenzyltrimethylammonium chloride (I) to the electrolyte does not essentially affect the amount of the disperse phase Ti\textsubscript{0.63}Nb\textsubscript{0.35}C\textsubscript{0.33}N\textsubscript{0.58} in the composite layer, but facilitates formation of a homogeneous surface structure without pores and characteristic cracks, if the cathodic current density is 8.0-10.0 A/dm\textsuperscript{2} (Fig. 3(2)).

The increase of cathodic current density >10 A/dm\textsuperscript{2} is the reason for porous layer formation. The formation of crack-isolated large grains can be observed (Fig. 3(4), (5)). The pore formation is determined by considerable hydrogen evolution on the cathode during electrodeposition of the composite layer. Pores and cracks in the composite layer can be eliminated by 9 hours of thermal treatment at 260, 280, 310°C (Fig. 3(3), (5), (7)). At the beginning of the thermal treatment we can observe the occlusion of organic compound, which is adsorbed on the particles of the disperse phase and cathode surface during the electrodeposition process (Fig. 3(4) A). This could be the reason for the increase in the number of pores, if the thermal treatment is insufficient. The electrodeposited composite layers are electroconductive. The investigations of these layers' properties are continuing.

3.3. THE COMPOSITE COATINGS Sn-Ti\textsubscript{N}\textsubscript{y}

It is possible to electrodeposit composite coatings with disperse phase content of up to 42 - 70 wt% from the Sn\textsubscript{(II)}-K\textsubscript{2}P\textsubscript{2}O\textsubscript{7} complex electrolyte, where the amount of inorganic compound Ti\textsubscript{N} is from 100 to 180 g/l and the concentration of organic substances alkylid-(β-hidroxyethyl)benzylammonium chloride mixture with alkylid-(β-hidroxyethyl)amin 0.6-2.5 wt%. The dependence of titanium nitride content in a composite coating on the concentration of organic substances in electrolyte and the cathodic current density are demonstrated in Figure 4. The electrodeposited composite layers Sn-Ti\textsubscript{N} have a characteristic heterogeneous surface structure and cracks in the coating. The coating can easily become homogeneous by thermal treatment at 250-280°C for 1 h (Fig. 5). Microvoids and cracks have been filled after the treatment. The coatings (10-20 µm) can prevent corrosion and with a content of Ti\textsubscript{N} up to 30 wt% have a good solderability.

![Figure 4](image-url)

*Figure 4. The content of titanium nitride in composite coating Sn-Ti\textsubscript{N} in dependence on the content of organic substance in electrolyte and the density of cathodic current.*
3.4. THE COMPOSITE COATINGS Sn-NbC₂N₆₇

It is possible to electrodeposit composite coatings with disperse phase contents of up to 85-88 wt% (Fig. 6) from the Sn(II)-K₂P₂O₇ complex electrolyte, where the amount of inorganic compound NbC₂N₆₇ is from 100.0 to 180.0 g/l and the concentration of alkylbenzyltrimethylammonium chloride (I) is from 6.4 to 9.0 g/l. Independent of the content of the disperse phase the electrodeposited composite layers Sn-NbC₂N₆₇ have a characteristic heterogeneous surface structure and cracks in the coating. The coatings can easily become homogeneous by thermal treatment at 280°C for 4-10 hours (Fig. 7). These thin layers are electroconductive and solderable at 300 ± 10°C, if the NbC₂N₆₇ content is < 30 wt%. Homogenized coatings on copper are corrosion resistant, when tested for 30 days at 40±2°C, relative humidity of 98%. They are structure-stable at ~50°C.

3.5. THE COMPOSITE COATINGS Cr-Cr₃C₁₆N₄₄

The electrophoretic investigation of chromium carbonitride surface properties depending on ion composition of solution gave the following results. Solutions of polychromium acids in the presence...
of H$_2$SO$_4$ and NH$_4$F or without these additions are strongly acidic and chromium carbonitride particles are positively charged. The chromium carbonitride particles move towards the negative electrode in the electric field with the velocity of 12.1 points/s.

Figure 7. The structure of the composite coating and its dependence on the niobium carbonitride content in the coating Sn-NbC$_3$N$_y$: (1) 9.64 wt% without thermal treatment; (2) 56.96 wt% without thermal treatment; (3) the coating presented at "2" after thermal treatment at 280°C; (4) 38.4 wt% without thermal treatment; (5) 72.96 wt% without thermal treatment; (6) the coating presented at "5" after thermal treatment at 280°C.

In the presence of pyrophosphoric acid H$_4$P$_2$O$_7$, H$_2$SO$_4$ being absent, chromium carbonitride particles also have the positive charge, but their velocity decreases to 8.4 points/s. In the electrolyte containing H$_2$SO$_4$ (concentration 2.8 g/l) and H$_4$P$_2$O$_7$, chromium carbonitride particle motion velocity is determined by the presence of P$_2$O$_7^{4-}$. The co-deposition of chromium carbonitride in the course of electrodeposition of chromium composite coatings as well as during formation of other metal coatings is determined by the complicated mechanism of cathode process and coatings growth [11].

The obtained data reveal that chromium carbonitride percentage in coatings depends on its content in electrolyte, cathodic current density and concentration of H$_4$P$_2$O$_7$ (Fig. 8, Fig. 9).
The co-deposition of disperse phase in chromium coating (concentration of disperse phase in electrolyte from 5.0 to 30.0 g/l) is considerably influenced by the cathodic current density. Only when the current density is increased up to 8.0-10.0 A/dm² the formation of homogeneous coatings on the entire surface to be covered begins. At further increase of the cathodic current density up to 20-30 A/dm² the composite coatings are homogeneous in structure without changes on the sharp edges. The highest possible degree of co-deposition of chromium carbinitride (up to 6.6 wt%) occurs at its concentration in solution of 50.0 g/l and cathodic current density of 10.0 A/dm². When the content of chromium carbinitride in electrolyte is 40.0 g/l and concentrations of H₃P₂O₅ are 3.6 and 5.4 g/l the content of disperse phase in coatings is mainly determined by cathodic current density.

The structures of electrodeposited coatings give additional information on mechanism of coating formation and usefulness of the choice of concentration of disperse phase of inorganic compound and additional anion in electrolyte (Fig. 10). The structure (2) is determined by rivaling processes of electrodeposition of glittering chromium coatings versus the formation of chromium-chromium carbinitride composition with co-deposition of disperse phase in amounts of 0.2 wt%. The increase of chromium carbinitride concentration in electrolyte up to 50.0 g/l (the content of H₃P₂O₅ being 5.4 g/l and cathodic current density 20.0 A/dm²) ensures the co-deposition of chromium carbinitride up to 3.5 wt% (structures (7) and (8)). In this case the increase of H₃P₂O₅ concentration up to 12.0 g/l changes the character of structure and ensures its homogeneity and compactness (structure (9)). When the chromium carbinitride and pyrophosphoric acid concentrations are simultaneously increased up to 95.0 g/l and 15.0 g/l respectively at cathodic current density of 26.0 A/dm² the structure is homogeneous with round, sheet-shape crystal grains over all the surface, compact, without pores (Fig. 10, structures (11) and (12)).
Figure 10. Changes of the surface structure of chromium-chromium carbonitride composite coating depending on chromium carbonitride Cr₅C₃Nₓₐ and pyrophosphoric acid H₃P₂O₆ content in electrolyte (g/l) and cathodic current density (Dₜ): (1) the electrolyte not containing Cr₅C₃Nₓₐ and H₃P₂O₆ at Dₜ=3.5 A/dm²; (2) content Cr₅C₃Nₓₐ - 5.0 without H₃P₂O₆ at Dₜ=10 A/dm²; (3, 4) Cr₅C₃Nₓₐ - 6.0, H₃P₂O₆ - 1.8, Dₜ=10 A/dm²; (5, 6) Cr₅C₃Nₓₐ - 7.4, H₃P₂O₆ - 10.0, Dₜ=20 A/dm²; (7, 8) Cr₅C₃Nₓₐ - 50.0, H₃P₂O₆ - 3.6, Dₜ=20 A/dm²; (9) Cr₅C₃Nₓₐ - 50.0, H₃P₂O₆ - 12.6, Dₜ=20 A/dm²; (10) Cr₅C₃Nₓₐ - 39.0, H₃P₂O₆ - 0.0, Dₜ=15-20 A/dm²; (11, 12) Cr₅C₃Nₓₐ - 96.0, H₃P₂O₆ - 12.6, Dₜ=26 A/dm².
4. Conclusions

1. It is possible to obtain the following nanocomposite surface coatings by electrodeposition on copper as the base metal:
   - Sn-TiO$_{0.6}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ with the TiO$_{0.6}$Nb$_{0.34}$C$_{0.38}$N$_{0.58}$ content from ~5 to 70 wt% from the Sn(IV)-K$_2$P$_2$O$_7$ electrolyte;
   - Sn-NbC$_7$N$_{0.2}$ with the NbC$_7$N$_{0.2}$ content from ~10 to 88 wt% from the Sn(II)-K$_2$HPO$_4$ electrolyte;
   - Sn-Ti$_{0.8}$N$_{0.2}$ with the Ti$_{0.8}$N$_{0.2}$ content from ~42 to 70 wt% from the Sn(II)-K$_2$P$_2$O$_7$ electrolyte.
2. The formation of the electrodeposited composite layers' surface structure is determined by the applied cathode current density, hydrogen evolution in the electrolysis process and the amount of the disperse phase in the composite.
3. Pores and cracks in the composite layers can be eliminated by 4-40 h thermal treatment at 260-310°C.
4. The electrolyte based on CrO$_3$ in the presence of H$_2$SO$_4$ and NH$_4$F at temperature of 20 to 30°C and cathodic current density of 10 to 30 A/dm$^2$ result in deposition of the chromium-chromium carbonitride composite coatings. The disperse phase content varies from 0.2 to 6.8 wt% depending on the content of chromium carbonitride and additional anion P$_2$O$_7^-$ in electrolyte.
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1. Abstract

Hardcoatings of WC/12Co and Al₂O₃/13TiO₂, produced by High Velocity Oxy-Fuel (HVOF) and High Energy Plasma (HEP) spraying, have been investigated. In HVOF spraying, nanostructured WC/Co coatings experience more extensive decarburization than conventional coatings, whereas in HEP spraying, just the opposite effect occurs. This is explained in terms of the influence of temperature on the decarburization mechanism. In the Al₂O₃/13TiO₂ case, HEP spraying generates a metastable coating, due to rapid quenching of the plasma melted particles on the substrate. The metastable phase has a defect spinel structure and a nanocrystalline grain size. When heated, it decomposes into an equilibrium two-phase structure, consisting of α-Al₂O₃ and β-Al₂O₃-TiO₂. Both nanostructured cermets and ceramics have potential as wear-resistant coatings.

2. Introduction

Materials with fine-scale structures have long been recognized to exhibit remarkable and technologically attractive properties. Over the past decade [1-3], interest has been growing in a new class of materials that are composed of ultra-fine grains or particles. A feature of such nanostructured materials is the high fraction of atoms that reside at grain boundaries or interfaces in the materials. Although much of today's R&D activity is focused on the synthesis and processing of nanostructured bulk materials [3,4], there is a growing interest in the fabrication of nanostructured coatings.

This paper presents a progress report on work being conducted on thermal spraying of nanostructured hardcoatings at Rutgers' Center for Nanomaterials Research, in collaboration with several industrial partners. Our work in this area has been focussed primarily on developing wear-resistant coatings of WC/12Co and Al₂O₃/13TiO₂.

3. Experimental

Feed powders of conventional and nanostructured WC/12Co were obtained from Surface Engineering (2400 grade) and Nanodyne (Nanocarb®), respectively. These powders have strikingly different characteristics, which are a consequence of different production methods.

Conventional WC/Co powder is produced by mechanical mixing of WC and Co particles in a fluid medium, spray drying to form solid agglomerates, and heat treatment to consolidate the agglomerated particles. Nanostructured WC/Co powder is produced by spray drying an aqueous solution mixture of salts of the constituent elements to develop a homogeneous precursor powder, followed by fluid bed thermochemical conversion (pyrolysis, reduction and carburization) of that powder to form the desired nano-WC/Co end-product powder [5,6]. During the cool-down cycle in the reactor, the high surface area powder is passivated with oxygen-rich species. Without this precautionary measure, the powder is susceptible to spontaneous combustion when exposed to air.

The as-produced conventional powder consists of solid agglomerates, which are screened to a relatively narrow size distribution, typically within the range 15-40 µm. Within each particle the carbide grain size is from 2-5 µm. In contrast, the as-produced nanostructured powder has a porous, spherical shell morphology, and particle size of 5-30 µm. The individual WC grains residing within each nanocomposite particle are about 30-50 nm.

Thermal spraying was carried out at A&A Company Inc., using both HVOF and HEP guns. Plasma spraying was performed with a Metco 3M gun, using both Ar/10% He and N₂/12% H₂ as feed gases. The much longer particle residence time in the hot zone of the N₂/He-plasma, due to release of recombination energy downstream in the plasma jet, heats up the particles to much higher temperatures. Therefore, the trend in thermal spraying, represented by HVOF, Ar/He-plasma and N₂/H₂-plasma, reflects a sharp increase in the mean particle temperature achieved during spraying.

4. Results and Discussion

4.1 WC/12Co COATINGS

4.1.1 HVOF Deposition
Coating tests were performed with an HVOF gun, using both conventional and nanostructured powder feeds of the same nominal composition, WC/12Co; actual compositions are given in Table I. Metallographic examination of cross-sections of the two types of coatings revealed some important differences in their microstructures.

In the nano-coating case, a typical microstructure consisted of alternating bands of speckled and clear material, and inter-band porosity, Figure 1. Under high resolution in the SEM, a speckled region of the microstructure was revealed to be a highly porous aggregate of WC and Co particles, Figure 2(a), reminiscent of the original particle structure. Moreover, it appeared that many of the WC nanoparticles were experiencing
Figure 1. Optical micrographs (etched and re-polished) of HVOF-sprayed WC/12Co nanocoating: (a) low magnification (400x) micrograph showing "banded" structure of coating, and (b) same area at higher magnification (1000x) showing speckled band (A), clear band (B), and inter-band porosity (C).

Figure 2. SEM micrographs of the different regions in Figure 1, showing (a) extensive micro-porosity in a speckled band (A), and (b) the absence of such porosity in a clear band (B). Both bands show the presence of a fine distribution of WC particles, but they appear to be coarser in the pore-free band of the microstructure.

coarsening by a particle rearrangement and coalescence mechanism. Evidence for this mechanism is indicated in Figure 2(a), where clusters of WC nanoparticles appear to be coalescing to form larger particles, apparently assisted by the presence of liquid Co. In contrast, a clear region of the microstructure, Figure 2(b), was composed of a pore-free, sintered mass of WC particles in a Co matrix phase, although the amount of Co phase was larger than expected. As will be shown later, this is explicable on the grounds that
these regions must have been exposed to high temperatures during spraying, thus causing some dissolution of the WC particles in the liquid Co to form more liquid phase. Another feature is the larger average particle size in Figure 2(b) relative to Figure 2(a), which is consistent with a higher temperature of exposure of the latter during thermal spraying. A surprising finding is the faceting of many of the WC particles, down to the smallest particle size observable, which is indicative of good wetting between the WC particles and the liquid Co phase. Such an effect is commonly observed in the near-equilibrium conditions encountered in liquid phase sintering of bulk materials [7].

Table 1

<table>
<thead>
<tr>
<th>Material</th>
<th>Composition (wt.pct)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W</td>
</tr>
<tr>
<td>Starting powder</td>
<td>79.87</td>
</tr>
<tr>
<td>HVOF coating</td>
<td>79.98</td>
</tr>
<tr>
<td>Plasma coating</td>
<td>98.17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Surface Eng. powder feed (WC/15Co)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting powder</td>
</tr>
<tr>
<td>HVOF coating</td>
</tr>
<tr>
<td>Plasma coating</td>
</tr>
</tbody>
</table>

These observations are interpreted to be evidence for non-uniform melting of the original shell-like particles during spraying. As indicated in Figure 3, only the liquid phase sintered part of a heated particle would be expected to yield a dense structure when it impacts the chilled substrate. In contrast, the heated, but not necessarily melted part of that same particle should retain at least some, if not all, of its original micro-porosity. In agreement with this model, the hardness in the clear regions was ~1050 VHN (1 kg load), whereas that in the speckled regions was ~ 650 VHN (1 kg load)—the latter reflecting 'softening' of the region by virtue of the presence of a fine distribution of micro-pores. In other words, despite a relatively uniform distribution of WC particles, the presence of micro-porosity substantially reduces the measured hardness of the coating.

If the temperature of any region of a heated particle exceeds the melting temperature of the pseudo-binary eutectic in the WC-Co system [8], rapid dissolution of the WC nanoparticles in the liquid Co is to be expected, assisted by the high surface area of contact between the two phases. Thus, the amount of liquid Co, and its enrichment in W and C, should both increase progressively with degree of superheat above the eutectic temperature. Such an effect would explain the variations in WC particle size and distribution in the clear regions of the microstructure. Moreover, enrichment of the liquid Co in W and C should generate a high population density of strong tungsten/carbon clusters in the liquid phase, making it highly susceptible to
Figure 3. Schematic representation of the formation of a "banded" coating structure when a partially melted and densified nano-WC/Co particle impacts on the substrate surface.

Figure 4. X-ray diffraction patterns of HVOF-deposited WC/12Co coatings, showing evidence for more decarburization in the nano-coating sample (a), relative to the micro-coating sample (b).
amorphization during subsequent solidification. Since the Co-rich liquid experiences splat-quenching on the chilled substrate, it seems inevitable that an amorphous Co-rich matrix phase will be developed, as in fact has been reported in the literature [9,10]. On the other hand, if the quenching rate is not high enough, then crystallization of mixed-metal carbide nanophases is to be expected. Evidence for η-carbide formation on an ultra-fine scale has been found in X-ray diffraction patterns of some of the coatings.

X-ray diffraction patterns of the two types of coatings showed that decarburization was more pronounced in the nano-coating material than in the micro-coating material, Figure 4. The most prominent feature in the diffraction pattern of the nano-coating material is the evidence for W2C and W formation, which accounts for about 30% of the total carbide content in the material. This behavior is believed to be a consequence of two effects. First, loss of WC phase can occur by high temperature reaction with oxygen in the HVOF environment, leading to the formation of W2C and even W. This includes impurity oxygen in the feed gases, on the surfaces of the passivated nanoparticles, and by mixing of ambient air with the combustion flame. Second, if the temperature is high enough, then the WC particles can undergo thermal decomposition, according to the following reactions:

\[ 2\text{WC} \rightarrow \text{W}_2\text{C} + \text{C} \]

\[ \text{W}_2\text{C} \rightarrow 2\text{W} + \text{C} \]

The instability of WC phase at high temperatures is well known [11], but what is not known is how this is affected by the presence of liquid Co. It seems likely that dissolution of WC in liquid Co must play a role, but the details are unclear at this time.

In the nano-coating case, it is believed that the high surface area of the nano-WC/Co particles makes decarburization by reaction with impurity oxygen the dominant mechanism, thus accounting for the observed higher degree of decarburization relative to that of the micro-coating case, Figure 4. On the other hand, under the conditions encountered in plasma spraying, where particle temperatures are much higher, the dominant decarburization mechanism is thermally-induced decomposition of the WC phase, as will be shown later.

Because of the importance of the microstructural features discussed above, coating samples from several thermal spray companies were examined. Without exception, all HVOF-derived nano-coatings showed a heterogeneous microstructure, similar to that of Figure 1. However, different samples showed varying degrees of inter-band porosity and relative volume fractions of speckled (micro-porous) and clear (dense) regions, which is taken to be an indication of the importance of controlling thermal spray parameters to produce nano-coatings with reproducible microstructures, properties and performance.

The observations on the HVOF-deposited micro-coatings were similar to that reported in the literature [12]. The most significant feature was the relatively uniform distribution of coarse WC particles in the Co matrix phase. An important difference was the absence of significant dissolution of WC particles in the liquid Co, because of the low surface area of contact between the two phases. Another factor was the relatively low enrichment of the Co phase in W and C in the starting powder, relative to that of the nano-powder, which is enriched in W and C by virtue of the chemical route used in its production.
Figure 5. X-ray diffraction patterns of HEP-deposited WC/12Co coatings, showing evidence for more extensive decarburization in the micro-coating samples (a) and (b), relative to the nano-coating samples (c) and (d).
4.1.2 HEP deposition

Coating tests were performed with an HEP gun, using Ar/10% He and N₂/12% H₂ feed gases.

X-ray diffraction patterns showed evidence for extensive decarburization in the HEP-deposited coatings, but the effect was more pronounced in micro-coatings than in nano-coatings, Figure 5, which was the opposite of that found for HVOF-deposited coatings, Figure 4. The sequence of phase changes was strikingly different in the two cases. In the micro-coating case, decarburization involved the formation of W₂C and W at the expense of WC. However, the major phase was W₂C in the Ar/He plasma coating, and W in the N₂/H₂ plasma coating. In contrast, in the nano-coating case, decarburization to form W₂C and W was not as pronounced.

Chemical analysis of HVOF and N₂/H₂ plasma coatings confirmed the trend in decarburization indicated by the X-ray analysis. Moreover, there was clear evidence for a major loss of Co, which was quite remarkable in the micro-coating case. As shown in Table I, the amount of Co decreases from 15 wt.% in the starting powder to 0.55 wt.% in the N₂/H₂-plasma coating, and there is a corresponding decrease in carbon content from 5.19 wt.% to 1.28 wt.%. Similar losses of Co and C occurred in the nano-coating case, but not as much as that in the micro-coating case.

The microstructure of a N₂/H₂-plasma coating was quite different from that of an HVOF coating, irrespective of the type of powder feed used, i.e. nano- versus micropowder. This was most clearly seen in a comparison of etched samples of the nano-coating material. The HVOF coating showed a uniform distribution of WC particles, Figure 6(a), whereas there was little or no evidence for such particles in the N₂/H₂-plasma coating, Figure 6(b). A similar difference in microstructure was seen in an HVOF overlay coating on a N₂/H₂-plasma coating, Figure 6(c). This difference in etching behavior is consistent with Figure 5, which shows that the major phases are W and W₂C, with only a small amount of residual WC phase due to extensive decarburization. Similar observations were made for the micro-coating material, except that banding of the microstructure was more pronounced. The microstructures of the corresponding Ar/He -plasma coatings more closely resembled the HVOF coatings than the N₂/H₂-plasma coatings, particularly in the nano-coating case, again consistent with the X-ray data.

Hardness measurements on both nano- and micro-coatings showed consistently higher values for HVOF coatings relative to N₂/H₂-plasma coatings, reflecting the more extensive decarburization experienced in plasma spraying. Moreover, there was little difference in hardness between transverse and in-plane sections of the microstructure, Table II, despite the presence of microstructural banding. In a few cases, the dependence of hardness on coating thickness was examined. A surprising finding was the reproducible decrease in hardness with coating thickness for both micro-coating and nano-coating samples, with a HVOF coating consistently displaying higher hardness than a N₂/H₂-plasma coating. It should be noted that the hardness values obtained at low loads were consistently higher than that at high loads, due to the influence of porosity in the coatings. Nevertheless, the trends in hardness observed were the same whatever the magnitude of load applied.
Figure 6. Optical micrographs of WC/12Co nano-coating samples, comparing microstructures (etched condition) of (a) HVOF coating, (b) N₂/H₂-plasma coating, and (c) HVOF overlay coating on N₂/H₂-plasma coating. Note uniform distribution (speckled appearance) of fine WC particles in (a), and the absence of WC particles in (b), due to extensive decarburization in the N₂/H₂-plasma coating.
Table II

| Coating | Transverse section | In-plane section |
|---------|--------------------|----------------
|         | VHN_{100} | VHN_{1000} | VHN_{100} | VHN_{1000} |
| HVOF    | 1233     | 744       | 1156      | 644       |
| Plasma  | 937      | 414       | 871       | 474       |
| HVOF +  | 1187     | 666       | ---       | ---       |
| Plasma  | 946      | 414       | ---       | ---       |

The variations in hardness with coating thickness in nano- and micro-coating samples are not understood. It is conceivable that the build-up of internal stresses during incremental coating deposition is a contributing factor. This will be checked by further experiments.

4.1.3 Decarburization mechanism

Taken together, these observations provide strong evidence for the decarburization model discussed above. A key factor is the much higher average particle temperature achieved during plasma spraying, relative to HVOF spraying, which causes more extensive decarburization. A surprising result is the almost complete decarburization of the micro-coating using a N_{2}/H_{2}-plasma, as well as the gross loss of Co. Evidently, in this case, particle temperatures are so high that vaporization of Co and C occur to an unusual degree, even during the very short residence times in the hot zone of the plasma. It is proposed that the reduced susceptibility of the nano-coating to these compositional changes reflects the lowering of the vapor pressure of the liquid Co because of its enrichment in W and C. The mechanism of C gasification needs further investigation, but it may be enhanced by reactions with the ionized gas species in the plasma.

4.1.4 Coating thickness effect

There have been indications that much thicker coatings can be produced using nanostructured powder feed than conventional powder feed. This is a useful result, since in many applications there are requirements for thick coatings that are beyond today’s capabilities. A feature of the microstructure that needs more attention is the presence of micro-porosity in the thermal sprayed nano-coating material. Since these micro-porous regions are not as hard and stiff as the adjacent melted and quenched regions, this raises interesting questions concerning the potential for relaxation of internal stresses in the softer regions during coating deposition. In other words, the build up of internal stresses during incremental deposition may be lessened, so that the coating may be less prone to cracking and/or de-bonding at the coating/substrate interface. This topic is currently under investigation.

4.2 Al_{2}O_{3}/13TiO_{2} COATINGS

Agglomerated powder feed of Al_{2}O_{3}/13TiO_{2}, (Metco 130, particle size -53 μm + 15 μm) was obtained from Sulzer Metco. An X-ray diffraction pattern of this powder
showed that it was composed of a micron-scale mixture of α-Al₂O₃ (corundum) and TiO₂ (anatase) grains.

Plasma spraying was carried out at A&A Company Inc. using a Metco 3M gun. The powder was fed into a high energy N₂/10%H₂ plasma, with a protective argon shroud, and sprayed into cold water and onto a chilled substrate, located at about 23 cm. from the gun nozzle. The resulting powders, splats and coatings were characterized by X-ray diffraction, using CuKα radiation (40 kV, 30 mA), and JADE (version 3.1) for phase identification. Vickers hardness measurements were performed on polished sections using a Leco micro-hardness tester.

4.2.1 Effect of cooling rate
During the short residence time in the plasma jet, the feed particles were completely melted and homogenized. When the liquid droplets were water quenched, they solidified in one of two microstructural forms. Particles experiencing moderate cooling rates (~10⁶ °K/sec) displayed a well-defined dendritic microstructure, and exhibited some phase separation. However, particles experiencing somewhat higher cooling rates developed a cellular-dendritic microstructure. Both of these microstructures are shown in Figure 7. When the cooling rate was exceptionally high, ~10⁸ °K/sec, as in splat-quenching on a metal chill plate, the microstructure was featureless. In other words, it appears that segregation-less (plane-front) solidification occurs only under the highest cooling rates characteristic of splat-quenching [13].

![Figure 7. SEM micrographs of plasma-melted and water-quenched particles of Al₂O₃/TiO₂, showing dendritic (left) and cellular-dendritic (right) microstructures, depending on cooling rate.](image)

An X-ray diffraction pattern of the water-quenched powder, Figure 8, shows that the dendritic structure is composed of an amorphous component, α-Al₂O₃, and metastable Al₂O₃•TiO₂, which we call χ-phase. Our calculations indicate that the powder has approximately 50% amorphous content, 40% χ-phase, and 10% α-Al₂O₃. The grain size of α-Al₂O₃ is approximately 60 nm, whereas that of the χ-phase is about 24 nm. In contrast, the corresponding X-ray diffraction pattern of splat-quenched
Figure 8. X-ray diffraction pattern of Al₂O₃/TiO₂ powder, after plasma melting and water quenching. Shown for comparison are the reference diffraction patterns for the spinel and corundum (α-Al₂O₃) structures.

The powder, Figure 9, shows evidence for a strong amorphous component plus χ-phase (28 nm grain size), but no α-Al₂O₃. The absence of α-Al₂O₃ phase is believed to be a consequence of the much higher average cooling rate experienced by splat-quenched material, relative to water-quenched material.

X-ray diffraction patterns similar to that of χ-phase have been reported in the literature. In particular, Zhou and Snyder [14] have given a detailed analysis of the diffraction patterns of chemically synthesized η-Al₂O₃ and γ-Al₂O₃ powders, Figure 10. Both phases have a cubic structure - spinel with Fd3m space group. In this structure, the oxygen ions form a cubic close-packed sub-lattice, and the aluminum ions partially occupy both octahedral and tetrahedral sites. The broad peaks indicate a high degree of structural disorder, so that the material is more properly described as having a defect spinel structure. An exception is the sharp (222) reflection, which is due to scattering from ordered domains of the oxygen sub-lattice.

In the present case, Figure 9, the relative intensities of the (400) and (440) reflections are the opposite of that displayed by the η and γ phases. Computer simulations indicate that there is a preference for octahedral coordination of the cations, and that there is random occupancy of Ti on the Al lattice sites. It may be concluded, therefore, that χ-phase is a metastable solid solution of Al₂O₃ and TiO₂. There are
Figure 9. X-ray diffraction pattern of Al₂O₃/TiO₂ powder, after plasma melting and splat quenching on a copper chill plate. Shown for comparison are the reference diffraction patterns for the spinel and corundum (α-Al₂O₃) structures.

Figure 10. X-ray diffraction patterns of chemically-synthesized η-Al₂O₃ and γ-Al₂O₃ powders, after Zhou and Snyder [14].
several features in the diffraction pattern that indicate a strongly disordered structure, which is far from equilibrium. First, note the presence of an amorphous phase, as indicated by the "hump" in the diffraction pattern at 35°. Also, the diffraction peaks are strong only for the spinel peaks at approximately 46° and 66.5°. All the other peaks for this phase have very low intensity.

An X-ray diffraction pattern of a typical plasma-sprayed coating showed similar features to that of the splat-quenched powder. This is to be expected, since a coating is formed by the superposition of splat-quenched particles. On the other hand, thick coatings produced by multiple passes showed some indications of α-Al₂O₃ formation, which probably reflects heating of the substrate, and hence lowering of the average quench rate.

![X-ray diffraction patterns](image)

*Figure 11. X-ray diffraction patterns of water-quenched and heat treated Al₂O₃/TiO₂ powder, showing decomposition reactions with increasing temperature.*

4.2.2 Effect of heat treatment
When water-quenched powder is heated at temperatures below 1200 °C, a series of intermediate phases are formed, Table III. At 1000°C, the first such intermediate phase to appear has an unknown structure, with no known structural analogue. At 1200 °C, a tetragonal phase appears, which is similar to the (Ta,Ti)Al₂O₆ crystal structure described in Powder Diffraction File #32-0028 [15]. This phase is also metastable, and further decomposes at 1400 °C into the equilibrium two-phase structure, consisting of
### Table III
Summary of Heat Treatment Data
Water-quenched powder

<table>
<thead>
<tr>
<th>Annealing Temperature</th>
<th>Qualitative Composition (Main Phases)</th>
<th>Approximate Quantitative Composition</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>x-phase</td>
<td>10:1</td>
<td>blue</td>
</tr>
<tr>
<td>800°C</td>
<td>x-phase</td>
<td>4:1</td>
<td>blue</td>
</tr>
<tr>
<td>1000°C</td>
<td>x-phase</td>
<td>2:1:1</td>
<td>blue-grey</td>
</tr>
<tr>
<td>1200°C</td>
<td>α-Alumina</td>
<td>1:1</td>
<td>yellow-white</td>
</tr>
<tr>
<td>1400°C</td>
<td>α-Alumina</td>
<td>10:10:1</td>
<td>white</td>
</tr>
</tbody>
</table>

x-phase: cubic, $a_0=7.94\text{Å}; \text{Al}_2\text{O}_3 \cdot \text{TiO}_2$

*cell dimensions close to those of γ-alumina (defect spinel structure)*

y-phase: tetragonal $a_0=4.59, c_0=2.96; \text{Al}_2\text{O}_3 \cdot \text{TiO}_2$

*cell dimensions close to that of $\text{AlTi}_3\text{TaO}_6$*

### Table IV
Summary of Heat Treatment Data
Splat-quenched coating

<table>
<thead>
<tr>
<th>Annealing Temperature</th>
<th>Qualitative Composition (Main Phases)</th>
<th>Approximate Quantitative Composition</th>
<th>Hardness (kg/mm$^2$, 1 kg load)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>x-phase</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>800°C</td>
<td>x'-phase*</td>
<td>720</td>
<td></td>
</tr>
<tr>
<td>1000°C</td>
<td>α-Alumina</td>
<td>x-phase or γ-Alumina</td>
<td>850</td>
</tr>
<tr>
<td></td>
<td></td>
<td>unidentified phase(s)</td>
<td></td>
</tr>
<tr>
<td>1200°C</td>
<td>α-Alumina</td>
<td>$\text{Ti}_3\text{O}_5$</td>
<td>940</td>
</tr>
<tr>
<td>1400°C</td>
<td>α-Alumina</td>
<td>β-Aluminum Titanate</td>
<td>990</td>
</tr>
</tbody>
</table>

x-phase: cubic, $a_0=7.94\text{Å}; \text{Al}_2\text{O}_3 \cdot \text{TiO}_2$

*cell dimensions close to those of γ-alumina (defect spinel structure)*

*x'-phase: cell dimensions close to x-phase*

β-phase: orthorhombic $a_0 = 9.439, b_0 = 9.647, c_0 = 3.592$
approximately 1:1 mixture of $\alpha$-$\text{Al}_2\text{O}_3$ and $\beta$-$\text{Al}_2\text{O}_3$•$\text{TiO}_2$ (orthorhombic structure, PDF #41-0258). Thus, the final structure consists of primary $\alpha$-$\text{Al}_2\text{O}_3$ (micrometer scale), and secondary $\alpha$-$\text{Al}_2\text{O}_3$ that co-precipitates with the $\beta$-$\text{Al}_2\text{O}_3$•$\text{TiO}_2$. Figure 11 illustrates these phase transitions via their respective X-ray diffraction patterns.

When sputter-quenched material (powder or coating) is heated, thermal decomposition of the original $\chi$-phase follows a somewhat different path, Table IV. The most notable change is the appearance of $\alpha$-$\text{Al}_2\text{O}_3$ at 1000 °C as a major phase. Again, however, the equilibrium two-phase structure is established at 1400 °C. These phase transitions with increasing temperature are accompanied by a progressive increase in hardness, as indicated in Table IV. It is significant that the final structure at 1400 °C has a Vickers hardness of 990 kg./mm², which represents about a 40% increase over that of the as-sprayed coating. An important feature is the absence of micron-scale primary $\alpha$-$\text{Al}_2\text{O}_3$ in the final nanocomposite material, which is a reflection of the structural uniformity of the original sputter-quenched material.

![Figure 12. Phase diagram for the Al₂O₃-TiO₂ system, after Lang, Fillmore and Maxwell [15].](image)

**4.2.3 Compositional effect**

The location of the $\text{Al}_2\text{O}_3$/13$\text{TiO}_2$ composition on the equilibrium phase diagram is indicated in Figure 12. The presence of the nanocrystalline $\alpha$-$\text{Al}_2\text{O}_3$ phase in the water-quenched powder, Figure 8, can be interpreted as a consequence of significant undercooling of the melt prior to nucleation of primary $\alpha$-$\text{Al}_2\text{O}_3$ grains followed by dendritic growth of the principal $\chi$-$\text{Al}_2\text{O}_3$/$\text{TiO}_2$ phase. This being the case, the volume fraction of the much harder $\alpha$-$\text{Al}_2\text{O}_3$ phase may be increased by shifting the composition towards the $\text{Al}_2\text{O}_3$-rich side of the phase diagram. It is difficult to predict the composition requirement to realize say a 50:50 mixture of the two phases, because
of the modification of the phase diagram under supercooling conditions. However, it seems that a starting composition of about $\text{Al}_2\text{O}_3/\text{TiO}_2$ might serve the purpose. Experiments are underway to check this concept.
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Abstract

The synthesis of nanocomposite coatings is described in this paper. The nanocomposite feedstock powders are synthesized using mechanical milling, and the characteristics of the milled powders, i.e., morphology, agglomeration behavior, powder size, grain size and structural evolution during milling, are analyzed using X-ray diffraction, SEM and TEM. Using high velocity oxygen fuel (HVOF) spraying, the nanocomposite coatings are sprayed, and the microstructures and properties of the resulting coatings are characterized.

1. Introduction

In thermal spraying technology, molten or semi-molten powders are deposited onto a substrate to produce a two-dimensional coating or in some cases, a three-dimensional self-standing material. The microstructure and properties of the material depend on the thermal and momentum characteristics of the impinging particulate [1], which are determined by the spraying methodology and the type of feedstock materials employed. Powders, rods and wires can be used as feedstock materials. Metals and alloys in the form of rods or wires are commonly used in arc spraying (AS) and flame spraying (FS). Powders of metals, alloys, ceramic oxides, and cements are often employed in thermal spraying to form a homogeneous microstructure in the resulting coatings. In most cases, the sprayed surface should be degreased, masked and roughened prior to spraying to maximize the bonding strength between the coating and the substrate material. Various techniques for pre-spraying treatment have been described [2]. Today, a number of thermal spraying techniques are available. Flame spraying (FS), arc spraying (AS), detonation gun spraying (DGS), continuous detonation spraying (CDS), atmospheric plasma spraying (APS), twin wire arc spraying (TWAS), low pressure plasma spraying (LPPS) or vacuum plasma spraying (VPS), controlled atmosphere plasma spraying (CAPS), high velocity flame spraying (HVFS) and high velocity oxygen fuel spraying (HVOF) are widely used to produce various coatings for different industrial applications. The process and parameters of the spraying techniques mentioned above are summarized in Refs [1, 3]. HVOF spraying is the most significant development in thermal spraying industry since the development of plasma spraying [1] and it has been the topic of many
excellent investigations in the recent past years [4-6]. HVOF is characterized by high particle velocity and low thermal energy when compared to plasma spraying. The applications of HVOF have expanded from the initial use of tungsten carbide coatings to include different coatings that provide for wear or erosion/corrosion resistance [7]. HVOF uses an internal combustion jet fuel (propylene, acetylene, propane, and hydrogen gases) to generate hypersonic gas velocities of 1830 m/s. When burned in conjunction with pure oxygen, these fuels can produce a nominal gas temperature greater than 3029 K. The powder particles are injected axially into the jet gas, heated, and propelled toward the substrate. With the relatively low temperatures of the flame gas associated with the HVOF systems, superheating or vaporization of individual particles are often prevented [8]. Furthermore, the lower particle temperatures present lead to carbide coatings that exhibit less carbide loss than that of the plasma sprayed coatings. In essence, the advantages of HVOF process over conventional plasma spraying are higher coating bond strength, lower oxide content, and improved wear resistance due to a homogeneous distribution of carbides [9,10]. In recent work [11], it was reported that the velocity and temperature of the HVOF sprayed particle powders could be controlled independently.

Nanostructured materials are characterized by a microstructural length scale in the 1-100 nm regime [12]. More than 50 volume percent of atoms are associated with grain boundaries or interfacial boundaries when the grain is small enough, thus a significant amount of interfacial component between neighboring atoms associated with grain boundaries contributes to the physical properties of nanostructured materials [13]. Using nanostructured feedstock powders, thermal spraying has allowed researchers to generate coatings with higher hardness, strength and corrosion resistance than the corresponding conventional coatings [3, 14]. A number of techniques that are capable of producing nanostructured materials include gas condensation, mechanical alloying/milling, crystallization of amorphous alloys, chemical precipitation, spray conversion processing, vapor deposition, sputtering, electro-deposition, and sol-gel processing techniques [15]. Mechanical alloying/milling techniques have been used to produce large quantities of nanocrystalline materials for possible commercial use [15]. Mechanical alloying/milling is a high energy ball milling process, in which elemental or pre-alloyed powders are welded and fractured to produce metastable materials with controlled microstructures. Today, mechanical alloying/milling has been widely used to synthesize amorphous alloys, intermetallic compounds and nanocrystalline materials [16-18]. During mechanical milling, particle welding and fracturing result in severe plastic deformation. Using mechanical milling, Cr3C2-NiCr and WC-Co nanocomposites were successfully synthesized [19-21] in our laboratories.

The objective of this paper is to describe the complete synthesis history of a nanocomposite coating, consisting of the synthesis of nanocomposite using mechanical milling, characteristics of the milled powder, thermal spraying process and characterization of the resulting coatings.

2. Synthesis and characteristics of nanocomposite powder

Pre-alloyed Cr3C2-25(Ni20Cr) powders (Dialloy 3004, Sulzer Metco (US) Inc. with a nominal particle size of (45±5.5) microns are chosen for this study. The powders are
immersed in Hexane $[\text{H}_2\text{C(\text{CH}_2})\text{CH}_3]$ and mechanically milled with a modified Szegvari attritor model B at a rate of 180 rpm for 20 hours in a stainless steel tank with stainless steel balls. The ball to powder mass ratio is 20:1. To monitor the synthesis process, samples are taken from the tank every two hours for SEM, X-ray and TEM examination. SEM analysis performs on a Philips XL 30 FEG microscope. X-ray diffraction measurements are carried out using a Siemens D5000 diffractometer equipped with a graphite monochromator using Mo K$\alpha$ ($\lambda=0.070923$ nm) radiation. General scans with a step size of 0.01° and a step time of 1s are conducted for phase identification; and detailed scans with a step size of 0.01° and a step time of 5s are conducted for grain size measurements. The milled powders to be analyzed by TEM are dispersed in Methanol, deposited on carbon grid substrates, and TEM observation is performed using a Philips CM20 microscope operated at 200 keV.

2.1 MORPHOLOGY OF THE MILLED POWDER

Figure 1 (a) shows the morphology of as-received powder which consists of a Cr$_3$C$_2$ carbide phase and a Ni20Cr phase (a solution of 20% Cr in Ni). A small amount of the powder exhibits a spherical morphology while the remainder shows an irregular morphology with sharp facets. Figure 1 (b) shows the result of X-ray (EDS) dot mapping of Ni. There is a high Ni in the regions where spherical particles appear. While almost no Ni appears at the sites where irregular-shaped particles are present. This indicates that the Ni20Cr phase shows a spherical morphology and Cr$_3$C$_2$ carbides are present in form of irregular-shaped particles. Figure 1 (c) and (d) shows the changes in the powder after milling 8 and 16 hours, respectively. In Figure 1(c) a large as-received powder particle is evident (see arrow) illustrating the morphology of the powders after 8 hours milling. X-ray
mapping reveals that this particle, with sharp facets, is a carbide. This featured particle with sharp facets is not observed in the powder that is milled for 16 hours.

2.2 AGGLOMERATION BEHAVIOR AND AVERAGE SIZE OF MILLED POWDER

During mechanical milling, powder agglomeration is often observed. Two types of self-agglomeration behavior are observed in the present powder system, referred as binder-induced agglomeration and metallurgical agglomeration in this paper. Figure 2 shows SEM images illustrating binder-induced agglomeration. After 4 hours milling, see Figure 2(a), a large proportion of the small particles are self-agglomerated. However, the larger carbide particles, with sharp facets, remain non-agglomerated. A detailed view of the agglomerated powder, indicated by the arrow in Figure 2 (a), is shown in Figure 2(b). The presence of regular rectangular parallelepipeds, indicated by arrows, is thought to be Cr₂C₃ carbides with an orthorhombic crystal structure that fracture along low Miller index planes, possibly (100) planes, during milling. X-ray dot mapping confirms that these particles are carbides. Figure 2 (c) shows almost complete self-agglomeration in the powder that has been milled for 20 hours. A magnification of the agglomerated powder indicated by the arrow in Figure 2(c) is shown in Figure 2 (d); X-ray mapping results indicate that the particles in Figure 2 (d) are neither pure carbide nor pure NiCr phase.

The self-agglomerated powders, shown in Figure 2, are not very dense, and referred as binder-induced agglomeration in this paper. The binder-induced agglomeration is primarily bonded by milling media, and can easily be decomposed back to its original powder form. For example, to make TEM samples, the powder is immersed into Methanol and vibrated by a supersonic instrument for a few minutes; under these
conditions, the agglomerates are broken down.

Figure 3 are TEM images illustrating the process of metallurgical agglomeration. An agglomerated powder is made of particles A, B, C and D. The SAD pattern on the interface of powders A and B is shown on the bright field image. This is a complex pattern of polycrystal diffraction rings and single crystal diffraction spots. On the side of powder A, the pattern comes from a polycrystal. A number of sharp carbide fragments can be observed. While, on the side of powder B, the pattern is essentially one of a f.c.c. single crystal. Similar complex SAD patterns are also diffracted on the interfaces of powder A with C, and A with D. Therefore, powder A is a polycrystal nanocomposite, and powder B, C and D are essentially single crystal NiCr solid solutions that are embedded with a few fragments of carbide particles. The interface of powders A and B is completely continuous and without microcracks or microvoids. The continuous and smooth interfaces between the powder particles in the agglomerates provide direct evidence that mechanical milling promotes metallurgical bonds between ductile NiCr solid solution materials and polycrystal composite powders. The self-agglomerated powder in Figure 3 is characterized by the metallurgical bond between the powders, and referred to as metallurgical agglomeration in this paper. The self-agglomeration process is primarily controlled by cold welding and fracturing that occurs during the milling process, and can not easily be decomposed because of the presence of metallurgical bonds between powders.

The average sizes of self-agglomerates and particles are shown in Figure 4. In the powder milled for two hours there is no evidence of self-agglomeration. However, in the powder milled for four hours a large portion of the smaller particles self-agglomerate; the larger carbide particles remain segregated. In an individual powder system, the size of the binder-induced agglomeration powder is thought to depend on the dynamic factors in the milling process, such as rotation, ball to
powder mass ratio, tank dimensions, and the behavior of the milling media used. Dry inert gas, air, liquid nitrogen, liquid chemicals (such as Methanol, Acetone and Hexane) are often used as milling media. The behavior of the milling media affects the size of the agglomerates. In special case, binder chemicals are often added into the powder to change behavior of the binder-induced agglomeration. However, a systematic study on the binder-induced agglomeration is currently unavailable. Under the present conditions, the size of the binder-induced agglomeration particles approaches a constant value of 5 micron after 8 hours of milling. Interestingly, the particle size also approaches a constant value of 0.5 micron. The fact that the average particle size approaches a constant value is an indication that the smaller particles grow while the larger particles fracture. Benjamin [16] introduced an assumption to explain the stabilization of the average particle size. Fracture strain of particles decreased with increasing particle size, while the strain value at which cold welding occurred was constant, hence, average the particle size tended to stabilize as milling time increased. Apparently, both fracture and weld strains depend strongly on powder characteristics and milling conditions. In related studies, it was reported that the average powder size of Ni-based superalloys, containing a small amount of Y₂O₃, increased and approached a constant value of between 110 and 130 microns as milling progressed [16]. Brittle powder systems, such as the present 75% Cr₇C₃-25% Ni20Cr system, possess low fracture strain, therefore, the average particle size approaches a constant value on the order of 1 micron. By contrast, a continuous decrease in powder size for both ductile-ductile (Ti-Al) and ductile-brittle (Ti-Si) systems [22] occurred with increasing milling time. Lau et al. [14] indicated that the milling media affected the dependence of average powder size versus milling times of Ni powders. As milling time increased, Ni powder size decreased when milled in Methanol, whereas the powder size increased when milled in liquid nitrogen. Due to a number of changeable experimental parameters, it is difficult to estimate an average size of milled powder.

2.3. STRUCTURAL AND CHEMICAL COMPOSITION CHANGES OF THE POWDERS DURING MILLING

X-ray diffraction (XRD) spectrums of the powders following different milling times are shown in Figure 5. Figure 5 (a) indicates that as-received Cr₇C₃-NiCr powder consists of the Cr₇C₃ carbide phase and a NiCr solid solution. The Cr₇C₃ carbide phase can not be simply identified by this XRD spectrum because all the diffraction peaks from Cr₇C₃ carbide overlap those from Cr₇C₃ carbide or the NiCr solid solution. Guilemany and Calero [23] analyzed commercial Cr₇C₃-NiCr powder by EPMA and distinguished three phases, mainly Cr₇C₃, some Cr₇C₃, and NiCr solid solution. These three phases were identified by the presence of three regions with distinct chemical composition.

Ni20Cr solid solution has a f.c.c. structure with lattice constant of a=0.35454 nm, while the lattice constant of pure Ni crystal is 0.35238 nm, based on JCPDS file provided by International Centre for Diffraction Data [PDF#04-0850]. The substitution of Cr for 20% Ni leads to 0.6% increase in lattice constant. Cr₇C₃ and Cr₇C₃ carbides are well documented in JCPDS files. They have orthorhombic and hexagonal crystal structures, respectively.

With increasing milling time, XRD peaks from NiCr solid solution show a larger change compared with those from Cr₇C₃ carbide. The XRD peaks broaden and decrease
drastically, then nearly disappear in the powder following 16 hours of milling. This indicates that there is a larger change in the structure of NiCr solid solution powder than in Cr$_3$C$_2$ carbide. During milling, the NiCr solid solution powder, with lower hardness, is subjected to double milling from both the stainless steel balls and the hard chromium carbide particles. Hence, the NiCr solid solution powder undergoes more severe plastic deformation. The intensity of the strongest diffraction peak, which is located at the position of 2θ=19.96° and belongs to both NiCr solid solution and Cr$_3$C$_2$ carbide, decreases in comparison with the diffraction peaks of Cr$_3$C$_2$. The peak does not disappear in the powder milled for 16 hours. This confirms a heavier deformation in NiCr powder and the presence of Cr$_3$C$_2$ carbide in the system.

![Diffraction angle (2θ)](image1)
Figure 5. X-ray diffraction spectrums of the powders. Following different milling times.

![Detailed view of XRD spectrums](image2)
Figure 6. Detailed view of XRD spectrums. Hard and brittle chromium carbides fracture during milling. Figure 6 shows detailed views of XRD spectrums between the diffraction angle (2θ) range of 15 to 25 degrees for the as-received powder and the same powder milled for 16 hours. The diffraction peaks from the milled powder broaden noticeably. The grain sizes of the milled powders following different milling times are determined on the basis of the Scherrer equation [24], and the results are plotted in Figure 7.

![Dependence of grain sizes on milling time](image3)
Figure 7. Dependence of grain sizes on milling time.
Grain size of Cr$_2$C$_2$ carbide ranges from 406 nm in the powder milled for 2 hours down to 17 nm in the powder milled for 20 hours. Grain sizes of the NiCr solid solution milled for 2 and 4 hours are calculated to be 166 and 33 nm, respectively. It is not possible to determine the grain size of the NiCr solid solution for longer milling times because the individual diffraction peaks from the NiCr solid solution cannot be differentiated for milling times in excess of 6 hours. The grain size of Cr$_2$C$_2$ carbide can not be measured by X-ray because there is no separation between Cr$_2$C$_3$ carbide diffraction peaks in the XRD spectrum. However, it may be reasonably assumed that the grain size of Cr$_2$C$_3$ carbide in the powder milled for 20 hours is smaller than 50 nm because the grain sizes of Cr$_2$C$_2$ carbide and NiCr solid solutions are less than 50 nm.

Contamination is unavoidable during the milling process. To profile the contamination extent under Hexane [H$_2$C(CH$_2$)$_2$CH$_3$] milling, the changes of chemical composition with milling times are listed in Table 1. According to Table 1, as milling time increases, the percentage of carbon decreases while the percentage of nitrogen and oxygen increases. This indicates that decarburization and contamination occur during milling. However, no new peaks appear in the X-ray spectrum of the milled powder, proving that the amount of contaminants is less than the minimum limit (around 5%) which X-ray diffraction can detect. In related studies, nitride and oxide phases in nanostructured materials played a beneficial role in retarding grain growth [25-26].

<table>
<thead>
<tr>
<th>Milling time (h)</th>
<th>Cr</th>
<th>Ni</th>
<th>C</th>
<th>N</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>70.0</td>
<td>19.2</td>
<td>9.83</td>
<td>0.20</td>
<td>0.21</td>
</tr>
<tr>
<td>8</td>
<td>66.2</td>
<td>19.7</td>
<td>9.71</td>
<td>0.38</td>
<td>1.11</td>
</tr>
<tr>
<td>20</td>
<td>64.3</td>
<td>18.8</td>
<td>9.36</td>
<td>0.51</td>
<td>1.93</td>
</tr>
</tbody>
</table>

2.4. MILLING MECHANISM OF Cr$_2$C$_2$-NiCr

Figure 8 (a) shows a bright field consisting primarily of the NiCr solid solution in the 2 hour milled powder, and Figure 8 (b) and (c) are the corresponding selected area diffraction (SAD) patterns of powders A and B in Figure (a). Based on the SAD patterns, powder A is nearly a single crystal of NiCr solid solution although a few fragments from other powders can be seen. Carbide particles can be identified as being embedded into powder B because ambiguous diffraction rings overlap the SAD pattern of single crystal NiCr solid solution. With increasing milling time, more carbide

Figure 8. TEM image of NiCr solid solution in the 2 hour milled powder: (a) bright field micrograph; (b) SAD pattern of powder A and (c) SAD pattern of powder B.
particles are embedded into the NiCr solid solution. Figure 9 (a) displays a bright field image of the 4 hour milled powder, and Figure 9 (b) shows the corresponding dark field image, using a carbide diffraction spot, in which many carbide particles can be seen. In this figure, clearer carbide diffraction rings, which overlap the SAD pattern of single crystal NiCr solid solution, can be seen.

Figure 10 shows that a carbide powder, in the 8-hour milled powder, fractures into a number of fragments that are embedded into the NiCr solid solution. It can be verified that the carbide and binder metal combine into a polycrystal nanocomposite powder because the SAD pattern is made completely of diffraction rings. The carbide fragments in the polycrystal nanocomposite have a sharp shape. Figure 11 (a) and (b) display a bright field and the corresponding dark field image of a polycrystal nanocomposite powder after 20 hours of milling. Large proportions of carbide fragments have transformed into round carbide particles. The average size of these round carbide particles was approximately 15 nm, which agrees with the X-ray measurements. Apparently, the
micrograph and SAD patterns shown in Figures 8 through 10 exhibit transition microstructures of the powders during milling. The milled powders are found to continually overlap, cold weld, fracture, and gradually transform into polycrystal nanocomposites, in which round nanostructured carbide particles are uniformly distributed. The milling mechanism is schematically shown in Figure 12.

![Figure 12: Schematic of milling mechanism for duplex structure powder](image)

Figure 12. Schematic of milling mechanism for duplex structure powder: (a) Initial stage; (b) NiCr overlap and deform, Cr$_2$C$_3$ fracture and embed into NiCr; (c) Binders deform, fracture, and weld, carbide fracture further; (d) Nanocomposite powder.

3. Thermal Spraying of Nanocomposite Powder

Nanostructured and conventional Cr$_2$C$_3$-NiCr (Dialloy 3004 blended Cr$_2$C$_3$-25 (Ni20Cr), with a nominal particle size of (-45+5.5) μm, produced by Sulzer Metco (US) Inc.) powders were used for spraying using HVOF.

3.1 AGGLOMERATION

The thermal spray process typically requires a powder size within the range of 10-50 μm. The as-synthesized nanostructured Cr$_2$C$_3$-NiCr powder is approximately 5 μm and hence not suitable for thermal spraying in the as-synthesized condition. Accordingly, a procedure was established for the agglomeration of the Cr$_2$C$_3$-NiCr powder into larger-sized particles. Using a 2% methyl cellulose solution in H$_2$O, the powder is made into a slurry. This slurry was annealed in a vacuum furnace at a temperature of 800°C for a time period ranging from 24 to 48 hours. The annealing time is a function of the quantity of the slurry to be baked. As a result of the annealing, a solid block of material was formed. This block is relatively brittle and can easily be crushed into powder. This powder was then sieved through a sub-50 μm mesh. The resulting powder was found to have an adequate particle size (approximately 40 μm) to flow in the HVOF system used.
3.2 HVOF THERMAL SPRAY PROCESS

To spray the Cr$_3$C$_2$-NiCr coatings, a Sulzer Metco Diamond Jet HVOF thermal spray facility is used. As shown in Figure 13, the Diamond Jet brings in oxygen, air and fuel, in this experiment propylene, from the DJC into the rear of the gun in the proper stoichiometric ratios. This gaseous mixture is ignited by an arc current creating a hypersonic, low temperature flame with gas velocities of 1830m/s and temperatures around 2700 K. From the 9- MP hopper powder feed unit, nitrogen carrier gas brings the agglomerated powder into the rear of the gun and then axially into the flame. The powder is heated in the gun barrel then sprayed out onto a stainless steel substrate. The spraying parameters are summarized in Table 2.

![Figure 13. Schematic of HVOF process](image)

**Table 2. Spraying parameters used to produce Cr$_3$C$_2$-25(Ni20Cr) coatings**

<table>
<thead>
<tr>
<th>Gas</th>
<th>Pressure(ksi)</th>
<th>FMR*</th>
<th>SCFH**</th>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>100</td>
<td>48</td>
<td>857</td>
<td>Powder feed rate</td>
<td>2.5 lbs/hr</td>
</tr>
<tr>
<td>Fuel</td>
<td>100</td>
<td>40</td>
<td>176</td>
<td>X-Y traverse speed</td>
<td>200 ft/min</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>150</td>
<td>55</td>
<td>28</td>
<td>Spraying distance</td>
<td>9 in</td>
</tr>
<tr>
<td>Oxygen</td>
<td>150</td>
<td>40</td>
<td>578</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FMR: flow meter reading; **SCFH: standard cubic feet/hour.

4. Coating Characterization

The cross-sections of the coatings are examined using Philips XL 30 FEG SEM. The microhardness is tested on a Buehler Micromet 2004 Microhardness tester using a load of 300 gram. Each microhardness value is obtained from an average value of 30 tests. After removal of the substrate by polishing, the TEM specimens are prepared by cutting out a section of the coating and forming 3-mm diameter disks. The disks are dimpled to around 30 µm thick using a dimpler fitted with diamond grinders. The grinding size descends from 6 µm grade, down to 3 µm, and finally to 1 µm grade. The final thinning perforation process is performed using an argon ion miller. With the prepared samples, TEM observation is carried out on the Philips CM20 microscope operated at 200 keV.

4.1. MICROSTRUCTURE OF COATINGS

The microstructures of conventional and nanostructured Cr$_3$C$_2$-NiCr coatings, examined using SEM, are shown in Figure 14. A uniform and dense microstructure is observed in the nanostructured coatings, compared to the conventional Cr$_3$C$_2$-NiCr coating which is observed to have an inhomogeneous microstructure. Five carbide (dark phase) and
binder areas (bright phase) are randomly chosen for SEM EDS analysis of their chemical composition. The results of this analysis are listed in Table 3. The distributions of Cr and Ni in carbide particle and binder phase are obtained from the average value of 5 readings. The row labeled “average” in Table 3 is obtained from low magnification analysis (A number of carbide phases and binder phases are enclosed) and is also the average value of 5 readings.

Figure 14. Microstructure of Cr2C2-25(Ni20Cr): (a) conventional coating; (b) magnification of (a); (c) nanostructured coating and (d) magnification of (c).

<table>
<thead>
<tr>
<th></th>
<th>Conventional coating</th>
<th>Nanostructured coating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cr</td>
<td>Ni</td>
</tr>
<tr>
<td>Average</td>
<td>46.3</td>
<td>53.7</td>
</tr>
<tr>
<td>Binder</td>
<td>16.21</td>
<td>83.79</td>
</tr>
<tr>
<td>Carbide</td>
<td>99.15</td>
<td>0.85</td>
</tr>
</tbody>
</table>

In the binder phase of the conventional coating, the contents of Cr and Ni are close to the nominal chemical composition of pure NiCr solid solution (80% Ni and 20% Cr), thus the binder phase is considered to be the NiCr solid solution phase. A minor amount of Ni exists (0.85%) in the carbide phase. For the nanostructured coating, a higher Cr content in the binder phase and a higher Ni content in the carbide phase are observed. During milling, carbide particles are fractured and embedded into binder phases. Thus the most of binder phases combine with fractured carbide particles to form nanocomposite, and a relatively small amount of binder phases are still present in the nanocomposite feedstock powder. However, the binder phases are not completely pure NiCr solid solution, which contains more or less carbide particles. This causes a higher Cr content in the binder phases within the nanostructured coating. Similarly, binder phases are present in gaps between fractured carbide particles in the nanocomposite feedstock powder, thus Ni is observed in the carbide phase of the nanostructured coating. In addition to, the measurement of elements in individual phase of the nanostructured coating is partly affected by the beam size limitations of the EDS. Since both the binder phase and carbide phase are extremely fine in the nanostructured coating, a pure binder phase area or carbide phase area can not be perfectly isolated for SEM EDS analysis. Thus, the constituents of the binder phase in the nanostructured coating likely include a carbide phase, or vice versa.

To compare the average chemical composition (labeled “average” in Table 3) of the
coatings with those of the feedstock powders listed in Table 1, a simple correction for data in Table 3 is made because the light elements, such as C, N, and O, are not included in the EDS analysis. In Table 3, the sum of Cr and Ni content is 100%. Actually, the sum of Cr and Ni content is 89.2% in the conventional feedstock powder, and 83.1% in the nanocomposite feedstock powder, see Table 1. Therefore, the content of Cr and Ni is multiplied by factors of 0.892 in the conventional coating, and 0.831 in the nanostructured coating. This correction represents a simple approximation because it implies that there are no changes in the contents of all elements during thermal spraying, whereas in practice, this may not be the case. After making this simple correction, the average contents of Cr and Ni are 41.3% and 47.9% in the conventional coating, and 63.4% and 19.8% in the nanostructured coating, respectively. It is worth noting that there is a large average chemical composition difference between the conventional and nanostructured coatings. The average contents of Cr and Ni in the nanostructured coatings are close to those of feedstock nanocomposite powder. However, those same values found for the conventional coating differ markedly from the conventional feedstock powder. Because the contents of Ni and Cr in both the binder and the carbide phase are close to their nominal contents, the chemical composition difference between the conventional coating and feedstock powder is attributed to a decrease in the volume fraction of the carbide phase in the conventional coating. In related studies, the decarburization of tungsten carbide is widely reported [27-28], whereas chromium carbide is quite stable during thermal spraying [23]. Therefore, the measured decrease in the volume fraction of the carbide phase in the conventional coating may not be attributed to decarburization or oxidation of chromium carbide. Individual, large-sized regularly shaped carbide particles and spherically shaped binder phase particles are present in blended Cr$_2$C$_2$-NiCr powder. During spraying, the large-sized carbide particles, with a high melting point of 2200 K (T$_m$), may remain solid or semi-molten in the HVOF system (short dwell time and low temperature flame), yielding low adherence with the substrate surface. Conversely, melt binder phase droplets (melting point is 1690 K) have a more fluid characteristic than the carbide particles. The greater fluidity can result in effective contact of binder phase with the substrate surface. Thus, the volume fraction of the carbide phase decreases in the conventional coatings as a fraction of the carbide particles fail to adhere, and simply bounce-off from the substrate. In the case of the nanocomposite feedstock powder, there is high probability that the nanoscale carbide particles will be completely surrounded by the binder phase, as a result of their extremely small size (15 nm). The nanoscale particles are therefore co-coated with the binder phase and effectively adhere onto the substrate surface. Thus the improved fluidity leads to the nanostructured coating to have a close composition to the feedstock powder. Current efforts are aimed at providing quantitative support to this suggestion via studies of carbide particle size distribution during milling.

The commercially available blended Cr$_2$C$_2$-NiCr powders are mixtures of Cr$_2$C$_2$ and NiCr solid solution and these mixtures are inherently difficult to handle because of segregation during storage, transportation and spraying [29, 30]. Consequently, these mixtures usually produce an inhomogeneous microstructure characteristic [29, 30]. In this study, the decrease in the volume fraction of the carbide phase in the conventional coating is an indicative of a non-uniformity in the microstructure. Coating performance is known to be very susceptible to the non-uniformity of microstructure [29-31]. A few
pre-treatment methods have been developed to overcome these types of microstructural variations. Two such methods, referred to as “pre-alloying” [30] and “cladding” [29], are widely used. Using the “pre-alloying” method, the powders are first agglomerated using an organic polymeric binder and then heated and pre-sintered in hydrogen. The powders are then densified using a plasma flame in an inert atmosphere, and are finally milled, screened and classified to yield the desired particle size. In related study [30], the hardness of a plasma-sprayed Cr$_2$C$_2$-NiCr coating, using the “pre-alloyed” powder, increased from 594 to 796 DPH$_{100}$. In the “cladding” method, each Cr$_2$C$_2$ carbide particle is clad with an essentially continuous layer of NiCr solid solution; therefore, the Cr$_2$C$_2$ carbide is present as a discrete second phase particle randomly embedded in a NiCr solid solution. In related work [29], the hardness of a plasma-sprayed Cr$_2$C$_2$-NiCr coating increased from 620 to 860 DPH$_{100}$, and the wear resistance was also improved as compared to the standard blend coating method, presumably as a result of the uniform “clad” powder [29]. Using a Metco Diamond Jet system, Sasaki et al. [31] compared the behavior of HVOF thermally sprayed coatings made using four different types of Cr$_2$C$_2$-NiCr feedstock powders (blend, agglomerated/sintered, sintered/crushed and sintered/crushed/clad). They found that the coating made of the sintered/crushed/clad powder showed the best characteristics as compared to those coatings sprayed by other three types of powders. Therefore, regardless of the spraying method employed, the uniformity of microstructure in a coating has a significant positive influence on its performance.

![Image](image.png)

Figure 15. TEM observation of nanostructured Cr$_2$C$_2$-25(Ni20Cr) coating:
(a) bright field, (b) dark field and (c) diffraction pattern.

In the present study, the Cr$_2$C$_2$-NiCr nanocomposite powder is synthesized using mechanical milling and agglomeration following the milling process. In this approach, the carbides in the nanocomposite powder are uniformly distributed in the NiCr solid solution. In essence, our approach yields a “clad” powder and hence a uniform microstructure is obtained in the nanostructured coating. In other words, the synthesis method of nanocomposite feedstock powder used in the present study provides a beneficial role in the uniformity of microstructure of the coatings.

The TEM bright field image of the nanostructured coating, the corresponding dark field image and diffraction pattern are shown in Figure 15 (a), (b) and (c), respectively. The average carbide particle size is approximately 24 nm. This indicates that the coating has a nanostructured microstructure. In the nanostructured WC-12%Co coating [20], TEM examination revealed a microstructure consisting of nano sized WC carbide
particles in an amorphous matrix phase. While in the nanostructured Cr$_3$C$_2$-NiCr coatings, the diffraction pattern does not exhibit clearly the presence of an amorphous matrix phase. Guilemany and Calero [23] also observed amorphous matrix phases in a conventional HVOF thermally sprayed Cr$_3$C$_2$-NiCr coating. Instead of an amorphous matrix phase, a few discontinuous elongated amorphous phases are observed in the nanostructured Cr$_3$C$_2$-NiCr coating, shown in Figure 16 (a) and (b). The inserted diffraction patterns, which are from the elongated phases marked A, show diffuse rings. Many fine diffraction spots are sharply imaged in the diffraction patterns, this indicates that the diffraction patterns are well focused. The diffuse rings are thus indicative of an amorphous phase rather than a false appearance caused by under/over focusing. These elongated amorphous phases, which have dimensions of around 100 nm wide and 1 μm long, are discontinuously distributed in the coating.

4.2 MICROHARDNESS

The average microhardness of the nanostructured Cr$_3$C$_2$-NiCr coating, taken on the cross-section, increases from a value of 846 for the conventional Cr$_3$C$_2$-NiCr coating to 1020 DPH$_{500}$ for the nanostructured coating. Hence nanostructured coating exhibits to a 20.5 % increase in microhardness as compared with the corresponding conventional coating. Several published hardness values of Cr$_3$C$_2$-NiCr coatings are listed in Table 4. The spraying methodology and the type of feedstock powder used (blend, agglomeration or clad) have very a significant influence on the hardness of coatings on the basis of the data in Table 4. Effects of spraying method [32, 33] and type of feedstock powder [28-31] on hardness has been extensively investigated. HVOF is characterized by high particle velocity and low thermal energy, this combination of high kinetic energy and low thermal energy leads to a high hardness [27]. The clad feedstock powders produce uniform Cr$_3$C$_2$-NiCr coatings and hence high hardness [29, 31]. It has been reported that the hardness of nanostructured materials often exhibits a 2-5 fold increase compared with that of the conventional materials although it is lower than that predicted using the classical Hall-Petch equation [34-36]. In a related study, Kear and McCandlish [37] also indicated that nanostructured WC-23%Co coatings have a higher hardness than that of the conventional coating of the same composition. Therefore, the high hardness of the nanostructured Cr$_3$C$_2$-NiCr coatings results primarily from two aspects: (1) uniformity of microstructure, caused by the synthesis process of nanocomposite feedstock powder; and (2) the intrinsically high hardness of nanostructured materials.
Table 4 Published hardness data of Cr$_2$C$_2$-25(Ni20Cr) coatings

<table>
<thead>
<tr>
<th>Spraying method</th>
<th>Powder</th>
<th>Hardness</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Velocity Oxygen Fuel</td>
<td>Commercial</td>
<td>855 (HV$_{300}$)</td>
<td>[38]</td>
</tr>
<tr>
<td>High Velocity Oxygen Fuel</td>
<td>Commercial (sintered/crushed/clad)</td>
<td>950 (DPH$_{400}$)</td>
<td>[31]</td>
</tr>
<tr>
<td>High Velocity Oxygen Fuel</td>
<td>Commercial (blend)</td>
<td>700 (DPH$_{400}$)</td>
<td>[31]</td>
</tr>
<tr>
<td>High Velocity Oxygen Fuel</td>
<td>Commercial (agglomeration)</td>
<td>914 (DPH$_{400}$)</td>
<td>[28]</td>
</tr>
<tr>
<td>High Velocity Oxygen Fuel</td>
<td>Commercial (blend)</td>
<td>697(DPH$_{300}$)</td>
<td>[28]</td>
</tr>
<tr>
<td>Detonation gun spraying</td>
<td>Commercial (powder size: 10-44 μm)</td>
<td>800 (HV$_{300}$)</td>
<td>[39]</td>
</tr>
<tr>
<td>Atmospheric Plasma Spraying, Ar/H$_2$</td>
<td>Commercial</td>
<td>830(HV$_{300}$)</td>
<td>[32]</td>
</tr>
<tr>
<td>Atmospheric Plasma Spraying, Ar/He</td>
<td>Commercial</td>
<td>871(HV$_{500}$)</td>
<td>[32]</td>
</tr>
<tr>
<td>Continuous detonation spraying</td>
<td>Commercial</td>
<td>828(HV$_{500}$)</td>
<td>[32]</td>
</tr>
<tr>
<td>Atmospheric Plasma Spraying, Ar/H$_2$</td>
<td>Commercial</td>
<td>837(HV$_{500}$)</td>
<td>[33]</td>
</tr>
<tr>
<td>Atmospheric Plasma Spraying, Ar/He</td>
<td>Commercial</td>
<td>943 (HV$_{500}$)</td>
<td>[33]</td>
</tr>
<tr>
<td>Continuous detonation spraying</td>
<td>Commercial</td>
<td>889 (HV$_{500}$)</td>
<td>[33]</td>
</tr>
<tr>
<td>Detonation gun spraying</td>
<td>Commercial</td>
<td>945 (HV$_{500}$)</td>
<td>[33]</td>
</tr>
<tr>
<td>High Velocity Oxygen Fuel</td>
<td>Commercial (blend)</td>
<td>846 (DPH$_{300}$)</td>
<td>This study</td>
</tr>
<tr>
<td>High Velocity Oxygen Fuel</td>
<td>Nanostructured</td>
<td>1020 (DPH$_{300}$)</td>
<td>This study</td>
</tr>
</tbody>
</table>

The abrasion resistance of thermal sprayed coatings is significantly related to the relative fracture toughness [40]. The indentation fracture method is often employed to characterize the relative fracture toughness of coatings [40]. In this study, an indentation fracture examination is performed and the results are shown in Figure 17 (a) to (d). Under the same load, indentation marks in the nanostructured coating are smaller than those in the conventional coating because the nanostructured coating has a higher hardness. Under a load of 1000 grams, many cracks caused by an indentation along the phase interface of carbide phase with metal binder phase are observed in the conventional coating, and some cracks are also found in the nanostructured coating.

Figure 17. Indentation cracking: (a) conventional coating at 1000 grams; (b) nanostructured coating at 1000 grams; (c) conventional coating at 500 grams and (d) nanostructured coating at 500 grams.
coating. When the load is decreased to 500 grams, a few cracks around the indentation are still observed in the conventional coating, whereas none are present in the nanostructured coating. These results suggest that the nanostructured Cr$_2$C$_2$-NiCr coating possesses a higher apparent fracture toughness relative to that of the conventional material. Further work in this area is continuing in an effort to provide more insight into the fracture behavior of nanostructured coatings.

5. Summary

In this paper, the synthesis of nanocomposite coatings is described in detail as related to: (1) synthesis of nanocomposite feedstock powder; (2) characteristics of milled powder; (3) milling mechanism of a duplex structure powder; (4) thermal spraying process of nanocomposite coatings and (5) microstructures and properties of nanocomposite coatings.

6. Acknowledgments

The authors gratefully acknowledge financial support provided by the Office of Naval Research (Grants No.: N00014-94-1-0017, N00014-97-1-0844 and N00014-98-1-0569).

7. Reference

NANO-ENGINEERED THERMOELECTRIC COATING

M. Toprak, Yu Zhang and M. Muhammed*
Materials Chemistry Division, Royal Institute of Technology
SE-100 44 Stockholm, Sweden
A.A. Zakhidov, R. H. Baughman and I. Kharrullin
Allied Signal Inc, Morristown, NJ 07962-1021, USA

1. Abstract

A nano-engineering approach has been developed for the synthesis of the thermoelectric composite materials. A possible way for enhancing ZT is to incorporate thermoelectric materials, e.g., skutterudite, into the nano-sized pores of three-dimensional periodic arrays. The present study reports the development of a method for making a Nano-Engineered Thermoelectric (NETE) coating on silica particles. The coated particles are assembled into three-dimension array of opals to form NETE composite. The process consists of coating silica particles with gold and then with thermoelectric material. Gold coating has the advantage that post-coating assembly provides a continuous network of skutterudite-filled gaps between gold interconnects. The second coating was carried out by chemical co-precipitation of Co and Sb precursors from a solid solution onto the surfaces of the gold-coated particles under controlled conditions. Through further heat-treatments (calcination, reduction and alloying), a skutterudite layer has been formed in high purity. Both the gold- and gold/skutterudite-coated particles retain the morphology of the original silica particles. In this paper, the processing conditions and materials characterizations are reported and discussed.

2. Introduction

Thermoelectric (TE) materials are of major interest for both heat pump and electrical generator applications. The figure of merit ZT determines the achievable efficiencies of such devices. This dimensionless quantity is defined as $ZT = TS^2\sigma/\kappa$, where $T$ is the absolute temperature, $S$ is the Seebeck coefficient, $\sigma$ is the electrical conductivity, and $\kappa$ is the thermal conductivity (which is composed of electronic and lattice components). The unavailability of thermoelectrics with ZT much larger than unity presently limits to the applicability of thermoelectrics for both heat pumps and electrical generation. In order to obtain the high ZT that is required for high efficiency devices, materials with high $S$, high $\sigma$, and low $\kappa$ are being sought.

One approach being pursued for increasing ZT is through introducing nanoscale structures. Mahan [1-3] and Rowe [4] have predicted that $\kappa$ will be suppressed in nanoparticle arrays due to increased phonon scattering. Nano-engineered materials with grain sizes below 100 nm have a very high interface to volume ratio - e.g., about 50% of the atoms are at the interface for 30-40 nm diameter grains. Such a high density of interfacial material is expected to increase phonon scattering - thereby decreasing the lattice thermal conductivity. Worlock [5] reported that a large $\kappa$ decrease was obtained for NaCl by the incorporation of a very small concentration of colloidal silver particles. While the presence of enhanced photon scattering at interfaces will decrease thermal conductivity, electronic carrier scattering at these interfaces may also decrease electrical conductivity. Hence, the overall goal is to obtain an enhancement of $\sigma/\kappa$. 
The synthesis of Nano-Engineered Thermoelectrics (NETE) with properly tailored structures for increasing ZT provides the motivation for the present research.

As an alternative to the surface scattering approach, atomic-scale phonon scattering centers can be introduced to increase ZT with increasing \( \sigma/\kappa \). For example, non-stoichiometric TE compositions can be made by doping, either by partially substituting an element on lattice sites or by filling interstitial atoms into oversized cages within the lattice. In order to reach the required composition and distribution of a dopant, nano-engineered materials are advantageous - since a large volume of disordered intergranular phase can facilitate doping. Lattice defects, vacancies or interstitial atoms, are important determinants for both electrical and thermal conductivity. A large fraction of lattice defects may greatly decrease the lattice thermal conductivity, while increasing the concentration electrical carriers for both n- and p-type TE materials [6,7].

Among a number of promising materials, the most interesting is a large family of Skutterudites having a general formula \( R_{4}M_{4}X_{12} \) (\( X = Sb, \) As, or P; \( M = Co, Fe, Ru, \) or Os; \( R \) is a rare earth, and \( x = 0 \) to 1) [7]. This structure belongs to a cubic space group \( Im3 \). Its unit cell contains 8 \( MX_3 \) groups and 2 oversized atomic cages, which can be filled by interstitial atoms \( R \) (which are called “rattler” atoms). There is major opportunity for optimizing the thermoelectric properties of these Skutterudites. For example, doping Skutterudites with suitable elements, by either substituting \( M \) or \( X \) or filling \( R \) into the cages, can significantly increase electrical conductivity, and/or decrease its thermal conductivity, thus enhancing ZT.

A new concept for enhancing ZT is to incorporate TE materials, e.g. a Skutterudite, into the nano-sized pores of three-dimensional periodic arrays to form a NETE composite. Either zeolites or self-assembled silica opal might be suitable for this purpose. The NETE composite is expected to have intergranular TE phase between particles, resulting in a network of nano-sized TE junctions. This could drastically decrease the thermal conductivity while perhaps limiting the negative effect on the electrical conductivity. Also, enhancement in the Seebeck coefficient is possible for a suitably designed NETE.

Since it is generally difficult to fill nano-sized pores with a complex material of defined composition, such as Skutterudite CoSb₃, an alternative approach is to coat the desired material on the individual particles before assembling them. After assembly of the coated particles, the particle surfaces form the interparticle interfaces. The present work is focused on the development of such a process. As the first step in this direction, we will describe the synthesis of Skutterudite on monodispersed gold-coated SiO₂ particles. The strategy of first coating the SiO₂ particles with gold (prior to formation of the Skutterudite layer and particle assembly) has the advantage that post-coating assembly provides a continuous network of Skutterudite-filled gaps between gold interconnects. For suitably thin Skutterudite gaps, ballistic electron transport across these gaps might be possible - leading to a cooling effect that is the solid-state analogue of thermionic cooling.

We recently developed a novel chemical route for the synthesis of NETE powders of CoSb₃ Skutterudite [8,9]. The present study is to establish the technical feasibility of applying this low-temperature chemical alloying route for making a NETE coatings on silica particles.

3. Solution Chemistry

Computer-aided thermodynamic modeling was applied for choosing the synthesis conditions used for particle coating including both dissolution and precipitation processes. For this purpose we used the computer software and database for multi-component aqueous systems similar to that we developed for chemical equilibrium calculations [10,11]. In this section, some typical calculation results are discussed in order to illustrate the utility of this approach.
The present process for coating particles with cobalt-antimony compounds is based on our previous development of a synthetic route to bulk powders of the same materials [8,9]. In this paper, we present some typical calculated chemical equilibrium results for a system of H⁺-Co²⁺-Sb³⁺-Cl⁻-C₂O₄²⁻-NH₃ [9].

When dissolved in water, an antimony salt usually decomposes into a basic precipitate in the following two steps:

\[ \text{SbCl}_3(s) \rightarrow \text{Sb}^{3+} + 3 \text{Cl}^- \]  
\[ \text{Sb}^{3+} + \text{Cl}^- + \text{H}_2\text{O} = \text{SbOCl}_2(s) + 2 \text{H}^+ \]

The reaction described in Eqn. 2 can be avoided only if the acid concentration is sufficiently high. Complete dissolution of SbCl₃ in 3 M HCl can be expected for a stock solution having the atomic ratio of Co:Sb₂ (containing 0.75 M Sb³⁺ and 0.25 M Co²⁺). Moreover, the solubility of SbCl₃ in HCl solution is increased by the formation of soluble complexes of SbClₙ (n = 1-6). Also, CoCl₂ is very soluble in water.

![Diagram showing pH distribution](image_url)

**Fig. 1.** Respective distributions of Co²⁺ and Sb³⁺ species in the presence of ammonia and oxalate vs. pH

According to the calculation results plotted in Fig. 1, complete co-precipitation of Sb₂O₃ and Co₂C₂O₄ with Sb/Co = 3 is expected at pH = 3-8, which is mainly limited by the solubility of Co₃O₄. The presence of ammonia results in the formation of soluble complexes of Co(NH₃)ₙ²⁺ (n = 1-6) at pH > 8. Neither the addition of ammonia or oxalate would affect the precipitation of Sb₂O₃ in the same pH region - although the precipitation of SbOCl and SbOHC₂O₄ could take place in more acidic region at pH < 3 and < 2, respectively. When Ni was used for partial substitution of Co to form a final product of CoₓNi₁₋ₓSb₂, the dissolution and precipitation of nickel species are similar to those of cobalt species. The solution chemistry of such a system including Ni²⁺ will be presented elsewhere.

4. Experimental

4.1 SOLUTION PREPARATION

The p.a. grade chemicals and de-ionized water were used for preparation of the stock solutions.
The solution of 0.25 M Co and 0.75 M Sb was prepared by dissolving CoCl₂ and SbCl₃ in 3 M HCl in order to avoid the precipitation of SbOCl. The alternative solutions including NiCl₂ were also prepared in the same way, but in this case the molar ratio was Sb/(Co+Ni) = 3.

The solutions of 0.2 M H₂C₂O₄ and 1 M NH₃ were prepared by dissolving the respective chemicals in water. The precise concentrations of metals were analyzed by atomic absorption spectroscopy (AAS), while that of H₂C₂O₄ was titrimetrically determined.

4.2 MATERIALS PROCESSING

Figure 2 presents a conceptual scheme for the overall process for generating a double-layer coating on the silica particles. The experiments were carried out using the following:

![Diagram](image)

**Silica Nano-particles**

**Gold Coating**

**Co-Sb Precursor Coating**

**Skutterudite Formation**

TE Coated Nano-particles

**Gold coating:** The uniform-sized silica sphere particles (300 nm) were coated by sputtering gold until the white color of silica disappeared. In order to obtain full coverage of the SiO₂ sphere surface, the particles were processed through several repetitions of shaking and sputtering procedure:

**Co-Sb precursor coating:** About 8mg of the Au-coated particles were dispersed in 100 ml of NH₄C₂O₄ solution under ultrasonic vibration for 5-10 minutes. Then 80 ml of Co(-Ni)-Sb solution was slowly added to the suspension, drop by drop, while maintaining pH = 5-7 (2-3 when including Ni) by regularly adding ammonia solution. After 2-5 hours of reaction equilibration, the precursor-coated particles were filtered, washed several times with water, and then dried at 100°C for more than 3 hours.

**Skutterudite formation:** The SiO₂ particles coated with the Co-Sb precursor was calcined in flowing nitrogen gas at 300-400°C for 1-2 hour, then heated in a flowing hydrogen gas at 450-550°C for 2-3 hour, and then cooled to room temperature.
The samples obtained at different processing steps were characterized by several techniques: Scanning Electron Microscopy (SEM), Transmission Electron Microscopy (TEM), Energy Dispersed X-ray Analysis (EDX), Thermogravimetric Analysis (TGA), and X-ray Diffraction (XRD).

5. Results and Discussions

5.1 GOLD COATING

The initial white color of the silica particles eventually changed to golden brown during the sputtering of gold onto the SiO₂ particles. As shown by the SEM photograph for Au-coated silica particles (Fig. 3), most of the gold coated particles have the spherical shape of the original SiO₂. However, a few smaller particles are also present in the sample, and are identified by EDX to be clusters of pure gold. TEM micrographs indicate that the SiO₂ spheres are coated with a layer of gold, as shown in Fig. 4. However, the thickness of the gold layer on different SiO₂ spheres varies over a relatively large range (10-60 nm).

![Fig. 3 SEM micrograph of Au-coated particles (bar = 1 μ)](image)

![Fig. 4. TEM of gold-coated particle](image)

5.2 PRECURSOR COATING

The stock solution of a mixture of CoCl₂ and SbCl₃ in HCl was purple in color. After precipitation and filtration, the solution obtained at pH = 5-7 was colorless. Chemical analysis of those filtrate liquors indicated that more than 99% of Sb and Co was precipitated. The color of the coated particles changed to pink, lighter than that of the pure Co₃O₄ precipitate, while the pure Sb₂O₃ precipitate was white. Similar to the pattern for the co-precipitated powders [8,9], the XRD pattern of the coated silica particles indicates very low crystallinity, as shown in Fig. 5. The crystalline XRD peaks of the as-coated particles correspond to Sb₂O₃ while the Co₃O₄ and any other possible deposited material appear to be amorphous. The low crystallinity of the as-coated layer is one of main characteristics for metastability, which is preferred for obtaining relatively high reactivity in the further treatments of the precursor-coated layer. Interestingly, a SEM image (Fig. 6) indicates the
formation of a novel morphology. The coating layer links the SiO₂ particles into long wire-like bead arrays (Fig. 6), which are up to 10 μm long [9].

![XRD patterns of Co-Sb coated particles before and after thermal treatments](image)

**Fig. 5.** XRD patterns of Co-Sb coated particles before and after thermal treatments

![SEM micrographs](images)

**Fig. 6.** SEM micrograph of precursor-coated silica particles (bar = 10 μm)

**Fig. 7.** SEM micrograph of CoSb/Au coated particles (bar = 1 μm)

### 5.3 SKUTTERUDITE FORMATION

After the thermochemical treatments first in nitrogen and then hydrogen, the coated SiO₂ particles became dark gray in color. As indicated by the XRD pattern in Fig. 5, the crystalline phase in the heat-treated sample is the desired phase of the CoSb₂ Skutterudite, with very little detectable impurity (< 3%). There is no indication in the XRD of either crystalline or amorphous forms of silica. Figure 7 shows a SEM photograph of the CoSb₂/Au coated silica particles. This micrograph shows that, after the heat treatments, the doubly-coated particles have regained their spherical shape and uniform size, thus resembling the original or Au-
coated silica particles. The assembly of the NETE coated particles into particle arrays and the TE properties of the assembled sphere arrays will be presented in future work.

6. Conclusions

A chemical alloying route has been demonstrated for NETE coating on silica particles. The conclusions for this route are:
1) The chemical route for the synthesis of bulk powders of Skutterudite compounds can be directly utilized for NETE coating, without significant modification of synthesis conditions;
2) The primary coating of gold on the particles by sputtering is simple to accomplish, although there is significant polydispersity in the thickness of the gold layer on different particles.
3) Both the gold- and gold/Skutterudite-coated particles retain the morphology of the original silica particles. However, we find that the SiO₂ particles assemble into chains that are internally linked by the coating that is precursor to the Skutterudite.
4) The NETE layer of Skutterudite structure has the same or higher purity than Skutterudite powders produced by the same technique.
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Abstract

Light emission in thin films (SiO\textsubscript{2}, SiO\textsubscript{2}:Si and Si\textsubscript{3}N\textsubscript{4}) on a single crystalline silicon surface has been investigated after treatment at enhanced argon pressure, HP. Pronounced effect of HP up to 1.5 GPa during annealing up to 1550 K on photoluminescence, PL, of the SiO\textsubscript{2}, SiO\textsubscript{2}:Si and Si\textsubscript{3}N\textsubscript{4} films of 0.1 - 1.2 \(\mu\)m thickness has been stated. The pressure - temperature treatment results in development and enhancement of ultraviolet and visible PL at about 290 - 320, 360, 460, 600 and 680 nm, related to stress induced creation of PL active silicon nanoclusters and other oxygen deficient defects.

1. Introduction

Nanocrystalline materials have been attracting rapidly increasing interest in the last decade in the areas of magnetics, catalysts, mechanics and optoelectronics. The last is related, among others, to the hopes of obtaining visible light emission from silicon or silicon - related materials. Light emission from SiO\textsubscript{2}, SiO\textsubscript{2} implanted by Si (SiO\textsubscript{2}:Si) or Ge, Si\textsubscript{3}N\textsubscript{4} and from porous silicon, pSi, has been intensively investigated because of their usefulness in silicon based optoelectronics. Silicon based optoelectronics refers to the integration of photonic and electronic components on a Si chip or wafer. The photonics adds value to the electronics, and the electronics offers low cost mass production benefits [1].

Bulk silicon (with bandgap value \(E = 1.12\) eV) is an indirect bandgap semiconductor, and so phonons must assist in radiative electron - hole recombination. It results in the low photoluminescence, PL, efficiency, of the order of \(\sim 10^{-5}\) which can be increased in the case of a dislocation - free crystal with perfectly passivated surface [2].

\textit{G.M. Chow et al. (eds.), Nanostructured Films and Coatings, 157–170.}
Efficient room temperature PL at about 1.8 eV from pSi prepared by electrochemical etching of single crystalline Si has been reported. However, PL from pSi degrades in ambient conditions; moreover, pSi is fragile and of very poor thermal conductivity so, in spite of enormous efforts, it is still far from being introduced into wide use. There are two general explanations of visible PL from pSi. One mechanism is related to the presence of some PL active surface contaminants; the other one is related to a quantum - size effect. In nanometer sized Si crystal the effective mass approximation predicts bandgap upshift for $\Delta E \sim d^2$ where $d$ is the nanocrystal diameter [2]. This second effect suggests possible usefulness of other materials containing semiconductor nanocrystals, e.g. Si, (C, Ge, ...), dispersed in optically transparent film (e.g. SiO$_2$). Such materials can be produced by ion implantation with subsequent annealing.

As it has been stated [3, 4], enhanced pressure of ambient gas at annealing (HT - HP treatment) of oxygen containing Czochralski grown silicon, Cz-Si, and of Si - Ge solid solution exerts pronounced effect on oxygen and germanium diffusivity, clustering etc. It inspired our recent investigations of the HT - HP treatment effect on visible PL from silicon dioxide implanted with silicon, SiO$_2$:Si [5, 6].

Effects of the HT - HP treatment on creation of silicon nanoclusters, and on PL from the SiO$_2$, SiO$_2$:Si and Si$_3$N$_4$ thin films grown (deposited) on single crystalline silicon are reported in this paper.

2. Experimental

Silicon dioxide, SiO$_2$ films of 0.1 - 1.2 $\mu$m thickness on n - and p - type (001) oriented single crystalline Czochralski grown, Cz-Si, wafers were prepared by oxidation in dry oxygen at up to 1420 K, oxidation in the O$_2$ + N$_2$ mixture at 1370 K, oxidation in the O$_2$ + H$_2$ ("wet oxygen") atmosphere at 1270 - 1370 K or by low pressure chemical vapour deposition, LPCVD, at 670 - 920 K from the gas containing silicohemethane and oxygen, typically with the final densification at 1270 K.

Some 500 nm thick SiO$_2$ films were implanted with Si$^+$ ions at an energy of 100 keV and then at 200 keV using respective doses of 1.2x10$^{16}$ cm$^{-2}$ and 2.0x10$^{16}$ cm$^{-2}$ (low dose, LD, total dose 3.2 x10$^{16}$ cm$^{-2}$), of 2.3x10$^{16}$ cm$^{-2}$ + 4.4x10$^{16}$ cm$^{-2}$ (high dose, HD, total dose 6.7x10$^{16}$ cm$^{-2}$) and of 3.9x10$^{16}$ cm$^{-2}$ + 6.3x10$^{16}$ cm$^{-2}$ (very high dose, VHD, total dose 1.02 x10$^{17}$ cm$^{-2}$). In what follows such silicon implanted films are referred to as the SiO$_2$: Si films.

Silicon nitride, Si$_3$N$_4$, films of 0.12 $\mu$m thickness on the Cz-Si surface were prepared by LPCVD from the silicohemethane - ammonia mixture at 920 K.

The SiO$_2$/Si, SiO$_2$:Si/Si and Si$_3$N$_4$/Si samples were subjected to anneals for up to 10 h up to 1550 K under enhanced (up to 1.5 GPa) hydrostatic argon pressure, HP [4, 5].

PL peaks observed at particular excitation wavelength were often accompanied by scattered radiation. To avoid possible mistakes with interpretation of the obtained results, different excitation sources were applied.

PL of the HT - HP treated SiO$_2$, SiO$_2$:Si and Si$_3$N$_4$ films was excited at room temperature, RT, by ultraviolet lamp ($\lambda_{ex} = 240 - 250$ nm), He - Cd laser ($\lambda_{ex} = 325$ nm) or Ar laser ($\lambda_{ex} = 488$ nm) and recorded employing a Spex Fluoromax spectrometer and R 928 Hamamatsu photomultiplier (for measurements using $\lambda_{ex} = 240 - 250$ nm) or a photomultiplier with S11 cathode (for other excitations).
3. Results

3.1 Photoluminescence from Pressure Annealed Silicon Dioxide Films

As deposited thermally grown SiO₂ films excited by λ<sub>ex</sub> = 250 nm indicate at RT very weak PL at about 460 nm [5]. PL spectra from the 290 nm thick SiO₂ films obtained at RT using 240 nm excitation wavelength are presented in Fig. 1 for the samples treated at different HT - HP conditions and in Fig. 2 - for the samples treated at 1470 K - HP. PL spectrum for the sample treated at 1550 K - 1.5 GPa - 10' is presented for comparison.

![PL spectra](image)

**Figure 1.** PL spectra from thermally grown (O₂ + H₂, 1470 K) silicon dioxide films of 290 nm thickness, subjected to HT - HP treatments at different temperatures - pressures: 1170 K - 1.2 GPa - 5 h, 1400 K - 0.9 GPa - 5 h, 1470 K - 1.2 GPa - 30' and 1550 K - 1.5 GPa - 10'. PL excitation wavelength λ = 240 nm.

Minor PL measured for the samples treated at 1170 K - 1.2 GPa - 5 h (Fig. 1) and at 1470 K - 1.5 GPa - 10' (Fig. 2) is mostly due to scattering of exciting (λ<sub>ex</sub> = 240 nm) radiation. This seems to be also the case for the sharp PL peaks at 465 nm and 820 nm observed for almost all samples. However, as it follows from the PL results obtained using the 325 nm excitation, this scattered radiation can be superimposed on the wide "real" weak PL peak at 520 - 560 nm (at least for the sample treated at 1550 K - 1.5 GPa - 10', see also Figs 3 and 4).

Comparatively strong PL peaks at 290 - 320 nm and at 340 - 380 nm were observed for the samples treated at 1400 - 1470 K - 0.9 - 1.5 GPa for above 30' (Fig. 1, 2).
Figure 2. PL spectra from thermally grown (O$_2$ + H$_2$) 1470 K silicon dioxide films of 290 nm thickness, subjected to HT - HP treatments at 1470 K and at 1550 K: 1470 K - 1 GPa - 1 h, 1470 K - 1.5 GPa - 10', 1470 K - 1.5 GPa - 1 h and at 1550 K - 0.1 GPa - 10'. PL excitation wavelength $\lambda_{ex} = 240$ nm.

Similar HT - HP induced PL (but peaking at 305 nm) was detected for the sample treated at 1550 K - 1.5GPa for 10' (Fig. 1) whereas the sample treated at the same conditions but under 0.1 GPa indicated PL similar to that detected for the samples treated at 1470 K (Fig. 2).

As it follows from measurements with the 325 nm excitation, the prolonged (1 - 5h) HT - HP treatment at $\geq$ 1170 K - 1.2 - 1.5 GPa of thermally grown SiO$_2$ results in a wide PL band at 400 - 600 nm (Figs 3, 4). Intensity of the 400 - 600 nm PL band from the thermally grown SiO$_2$ of 290 nm thickness (Fig. 3) was dependent on conditions of the HT - HP treatment (temperature, pressure, time) and was of the highest value for the samples HP - treated at 1400 - 1470 K for 1 - 5 h. The short time treatments (10' - 30') at 1270 - 1470 K - 0.1 - 1.5 GPa resulted in very weak PL at this wavelength range. The same concerned the samples HT - HP treated at below 1170 K.

The PL intensity from the SiO$_2$/Si samples treated at 1400 K - 1.2 GPa for 5 h was dependent on the preparation method. It was comparatively strong for the thin SiO$_2$ films prepared by oxidation of Si in a dry oxygen atmosphere (Fig. 4, spectrum d) but much weaker for the case of SiO$_2$ films prepared by oxidation of silicon in the (O$_2$ + N$_2$) or (O$_2$ + H$_2$) gas mixtures (Fig. 4, spectra a - c).
Figure 3. PL spectra from thermally grown (O\textsubscript{2} + H\textsubscript{2}, 1470 K) 290 nm thick SiO\textsubscript{2} films, as grown and subjected to HT+HP treatments at 1400 K - 1.2 GPa - 5 h, 1470 K - 1.5 GPa - 1 h and at 1550 K - 1.5 GPa - 2 h.

Figure 4. PL spectra from silicon dioxide films treated at 1400 K - 1.2 GPa for 5 h. SiO\textsubscript{2} films were thermally grown at different conditions: a) (O\textsubscript{2} + H\textsubscript{2}) mixture, 1370 K, 260 nm thick; b) wet oxygen (O\textsubscript{2} + H\textsubscript{2}), 1470 K, 290 nm thick; c) wet oxygen (O\textsubscript{2} + H\textsubscript{2}), 1270 K, 470 nm thick; d) dry oxygen, 1370 K, 260 nm thick.
3. 2 PHOTOLUMINESCEENCE FROM SILICON IMPLANTED PRESSURE ANNEALED SILICON DIOXIDE FILMS

The PL spectra from thermally grown 0.5 μm thick SiO\textsubscript{2} : Si / Si films (2 stage VHD implantation, Si\textsuperscript{+} energy of 100 keV, 3.9x10\textsuperscript{16} cm\textsuperscript{-2} dose + Si\textsuperscript{+} energy of 200 keV, 6.3x10\textsuperscript{16} cm\textsuperscript{-2} dose) as implanted and subjected to the post implantation HT - HP treatment at 720 K, are presented in Fig. 5.

![PL spectra](image)

**Figure 5.** PL spectra (at 300 K) from thermally grown 0.5 μm thick SiO\textsubscript{2} films VHD implanted with silicon, as implanted (ref) and treated at 720 K - (10\textsuperscript{5}Pa - 1.5 GPa) for 10 h. Insert: dependence of the PL intensity peaks at 360, 460 and 600 nm on HP during annealing at 720 K for 10 h. PL excitation wavelength \( \lambda \) = 250 nm.

The as implanted sample exhibits two PL peaks in the short wavelength range at about 360 nm (ultraviolet) and 460 nm (blue). The PL peaks at 360, 460 and 600 nm (the last not seen in Fig. 5) were detected for the HT - HP treated samples. The peak intensity increased (see insert) with HP.

Effect of the HT - HP treatment at 1400 K on the PL spectra from thermally grown 0.5 μm thick silicon implanted SiO\textsubscript{2} films (2 stage implantation, low and high oxygen doses) is presented in Fig. 6 for PL excitation wavelength \( \lambda = 250 \) nm. The intensity of the short wavelength photoluminescence at 360 nm was strong for the HD implanted samples treated at 1400 K - 1.2 GPa for 5 h, while during annealing at ambient pressure (10\textsuperscript{5} Pa) this peak reached a maximum for the samples annealed at about 770 K.
Figure 6. PL spectra (at 300 K) from thermally grown 0.5 µm thick SiO₂ films implanted with low and high silicon doses, LD and HD, treated at 1400K - 1.2 GPa for 5 h. PL excitation wavelength \( \lambda_e = 250 \text{ nm} \).

Figure 7. PL spectra from thermally grown 0.5 µm thick VHD SiO₂/Si/Si samples subjected to treatment at 720 K - 0.01 GPa and additionally at 1400 K - 1.5 GPa. PL spectrum of the sample treated at 720 K - 0.01 GPa was magnified (60 times). PL excitation wavelength \( \lambda_e = 488 \text{ nm} \).
The effect of HT-HP treatment at 720 K and at 1400 K on PL spectra from thermally grown 0.5 μm thick VHD SiO₂: Si films is presented in Figs 7 and 8 for PL excitation wavelength λ = 488 nm. The higher-energy PL peak at 550 nm is related probably to scattered radiation whereas that at 660-750 nm corresponds to the "real" PL. Enhanced pressure during sample annealing at 720 K leads to practically complete quenching of PL at 660-750 nm whereas additional treatment at 1.2 GPa resulted in PL peaking at about 680 nm, being dependent on conditions of the treatment.

3.3 PHOTOLUMINESCENCE FROM PRESSURE ANNEALED SILICON NITRIDE FILMS

The effect of the HT-HP treatment on PL from silicon nitride (Figs 9-11) was investigated for Si₃N₄ films of 0.12 μm thickness deposited at 920 K on the Cz-Si surface by LPCVD method from the silicometane-ammonia mixture. PL at 380 and 520 nm (7) (excited by ultraviolet lamp, λₓ = 350 nm) has been reported for the silicon nitride films deposited at 1060 K by LPCVD method from the NH₃ - SiH₂Cl₂ mixture. The HT-HP treatment of the Si₃N₄/Si samples resulted in PL (excitation by ultraviolet lamp, λₓ = 240 nm or He-Cd laser, λₓ = 325 nm) peaking at about 290, 360 and 450 nm.

The Si₃N₄/Si sample treated at 1550 K - 0.1 GPa - 10' indicates PL at 290 and 360 nm (the sharp peak at 460 nm can be related to scattered excitation light).
Figure 9. PL spectra from 120 nm thick Si$_3$N$_4$/Si samples (Si$_3$N$_4$ deposited at 920 K by LPCVD method from silane - NH$_3$ mixture) after subjecting to HT - HP treatments at 1470 K - 1.5 GPa for 1 h and at 1550 K - 0.1 GPa for 10'. PL excitation wavelength $\lambda_e = 240$ nm.

Figure 10. PL spectra from 120 nm thick Si$_3$N$_4$/Si samples treated at 870 - 1400 K - 1.2 GPa for 5 h.
The treatment of such samples at 1470 K - 1.5 GPa for 1 h resulted in much weaker PL (Fig. 9). A very broad PL band in the 400 - 550 nm region was observed for the Si$_3$N$_4$/Si samples treated at 870 - 1400 K - 1.2 GPa for 5 h ($\lambda_{ex} = 325$ nm). The intensity of this PL band diminished with increasing treatment temperature (Fig. 10). The intensity of PL in the 400 - 550 nm region did not depend much on pressure and time of treatment at 1470 K but practically disappeared for the Si$_3$N$_4$/Si samples treated at 1550 K - 1.5 GPa for 30' (Fig. 11).

![Energy vs Wavelength Graph](image-url)

*Figure 11.* PL spectra from 120 nm thick Si$_3$N$_4$/Si samples after subjecting to HT - HP treatments at 1470 and 1550 K. PL excitation wavelength $\lambda_{ex} = 325$ nm.

4. Discussion

The HT - HP treatment effect (at up to 1550 K, 1.5 GPa, 10 h) on the photoluminescence properties of thin films (up to 1.2 $\mu$m thickness) of SiO$_2$, Si$_3$N$_4$ and of silicon implanted silicon dioxide, SiO$_2$:Si, on the single crystalline Cz-Si surface, is investigated in this work. All investigated films were prepared by oxidation of Cz-Si or by deposition of the respective material, so in fact the HT - HP effect on PL of the SiO$_2$/Si, SiO$_2$:Si/Si and Si$_3$N$_4$/Si systems was investigated.

Our results are "hot": they are the first obtained on the title subject. This paper contains mostly new results (only some of them were already published [5, 6, 8]). In spite of performed investigations, many problems need further investigation and many questions remain to be answered. The presented discussion and conclusions are of preliminary character and demand deepening in future.
Most results were obtained on the HT - HP treated SiO₂/Si and SiO₂ : Si/Si samples. They will be discussed jointly because, as it seems, the effects of HT - HP treatment are somewhat similar in both systems.

4. PHOTO LUMINESCENCE FROM HT - HP TREATED SILICON DIOXIDE AND SILICON IMPLANTED SILICON DIOXIDE FILMS

To avoid, at least partially, problems with distinguishing real PL and the peaks from scattered radiation, we performed PL measurements using different excitation wavelengths (240, 250, 325 and 488 nm). One rather striking observation concerned lack of proportionality between the SiO₂ thickness and the PL signal intensity, which suggests that the "PL-related" HT - HP-induced transformations in SiO₂/ Si are related to that at the SiO₂/ Si interface. Some PL results for the SiO₂/ Si samples are recapitulated (see also Figs 1 - 4) in the simplified form (only positions of PL peaks are presented, not accounting for their width and shape) in Table 1.

Table 1. PL peaks observed at RT from the SiO₂/ Si samples subjected to specified HT - HP treatment. 290 nm thick SiO₂ film was grown on Cz-Si wafer by annealing at 1470K in a wet oxygen (O₂ + H₂) for 10 minutes.

<table>
<thead>
<tr>
<th>HT-HP, K - GPa - time</th>
<th>Excitation wavelength, nm</th>
<th>PL peaks, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1170 - 1.2 - 5 h</td>
<td>240</td>
<td>360 (?), 460(?)</td>
</tr>
<tr>
<td>&quot; &quot; &quot; &quot; &quot; &quot;</td>
<td>325</td>
<td>480</td>
</tr>
<tr>
<td>1470 - 1.5 - 1 h</td>
<td>240</td>
<td>305, 340, 460(?)</td>
</tr>
<tr>
<td>&quot; &quot; &quot; &quot; &quot; &quot;</td>
<td>325</td>
<td>460</td>
</tr>
<tr>
<td>1550 - 1.5 - 10'</td>
<td>240</td>
<td>305, 460</td>
</tr>
</tbody>
</table>

The PL peak at 460 - 480 nm was detected for the HT - HP treated SiO₂/Si samples (for excitation wavelength \( \lambda_{ex} = 325 \) nm). In the case of excitation by 240 nm wavelength, this PL line seems to be superimposed on the scattered radiation peak. The 460 nm peak was shifted to higher energies for the samples treated at "severe" HT - HP conditions and disappeared after the 1550 K - 1.5 GPa - 2 h treatment (Fig. 3). If using \( \lambda_{ex} = 240 \) nm the peaks at 290 - 305 nm and 340 nm were detected for the samples treated at the highest temperatures and pressures (Figs 1, 2, Table 1), whereas the 360 nm PL peak (Fig. 10) was observed for the samples treated at lower temperature and pressures or for more short time. The violet (at 432 nm) and yellow (at 561 nm) PL bands were reported for silicon dioxide thin films annealed by the RTA method [9]. PL at about 2.9 eV (430 nm) was detected for silicon oxide thin films prepared by dual plasma CVD [10]. This may be related to a defect associated with the OH groups. Radiation-induced PL from silica
reported for about 2.7 eV (460 nm), 3.1 eV (410 nm) and 4.3 eV (290 nm) is probably related to the presence of an "oxygen deficient center" (ODC) [11]. The PL band at 420 - 480 nm can originate from the nanocrystalline silicon formed in the SiO$_2$/Si interface by thermal energy and thermal strain [9]. Other PL peaks can be related to some defects created in the SiO$_2$ film volume at HT - HP. Photoluminescence spectra from the HT - HP treated SiO$_2$:Si samples are presented in Figs 5 - 8 and data are summarised for some samples in Table 2.

Table 2. PL peaks from the SiO$_2$:Si samples subjected to specified HT - HP treatment. 500 nm thick SiO$_2$ film on Cz-Si wafer was VHD - implanted with Si$^+$ ions.

<table>
<thead>
<tr>
<th>HT - HP, K - GPa - time</th>
<th>Excitation wavelength, nm</th>
<th>PL peaks, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>720 - 0.01 - 10h</td>
<td>250</td>
<td>360, 460, 600 [5]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>650</td>
</tr>
<tr>
<td>720 - 1.5 - 10h</td>
<td>250</td>
<td>360, 460, 600 [5]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>not observed</td>
</tr>
<tr>
<td>720-0.01-10 h + 1400K-1.2GPa-5h</td>
<td>488</td>
<td>700</td>
</tr>
<tr>
<td>720 - 1.5-10 h + 1400K-1.2GPa-5h</td>
<td>488</td>
<td>680</td>
</tr>
</tbody>
</table>

For the samples subjected to treatments at 720 K, the PL lines at 360, 460, 600 and 650 nm were detected (see also [5, 6]), whereas for that treated additionally at 1400K - 1.2 GPa - at 340 and 420 nm (for $\lambda_{ex} = 250$ nm). A quite different PL band (at about 640 - 700 nm) was detected for such samples if excited by $\lambda_{ex} = 488$ nm. This band is similar to that reported for the HT - HP treated bulk silicon samples [12]. An unique explanation of PL induced by HT - HP treatments in the SiO$_2$/Si and SiO$_2$:Si/ Si samples is impossible at present. It is probable, however, that the origin of PL (especially at 460 nm) is the same for SiO$_2$/Si and SiO$_2$:Si/ Si samples, and that the wide PL band at 460 nm is related to silicon nanoclusters created at the Si - rich region of the SiO$_2$/Si interface in effect of pressure and thermally induced strains [9]. It is known that diffusivity of oxygen and probably of silicon decreases at HP [13] and that more small cluster - like defects are created at HT - HP, at least for the case of Si - O system [14]. This means that at HT - HP conditions, more silicon - related defects (possibly of the =Si-Si= centres [5], "responsible" mainly for PL at 360 nm) will be created in the SiO$_2$:Si film volume, whereas Si clusters ("responsible" for PL at 460 nm) would be created at the SiO$_2$/Si and SiO$_2$:Si/Si interfaces. Because of the mentioned diminished silicon diffusivity at HT - HP, the dimensions and concentration of the Si - related defects in the SiO$_2$:Si thin film volume would be comparatively less dependent on the treatment temperature and time (but not on HP, because just HP results in larger concentration of such defects).
Such qualitative explanation accounts for ultraviolet / visible PL from the HT-HP treated SiO$_2$/Si samples (creation of Si nanoclusters at the Si rich regions of the SiO$_2$/Si interface [9]) and the shift of this PL line to higher wavelength with treatment time (related to the growth of dimensions of the Si nanoclusters created at the mentioned interface). The rise of PL intensity with HP in the SiO$_2$:Si/Si system can be related to stress stimulated creation of the =Si-Si= centres in the SiO$_2$ "bulk" [5]. Above explanation does not exclude, of course, other possible sources of HP - HT induced ultraviolet or visible PL: creation of "oxygen sufficient structures" [9] or of ODC [11].

4. 2. PHOTOLUMINESCENCE FROM HT - HP TREATED SILICON NITRIDE FILMS

As it follows from our rather preliminary investigations (Figs 9 - 11), the HT - HP treatment of the Si$_3$N$_4$/Si samples results in PL at about 290 and 360 nm (for excitation at $\lambda_{ex} = 240$ nm) or in the wide PL band peaking at about 450 nm (for excitation at $\lambda_{ex} = 325$ nm). The last is probably also present in the PL spectra obtained using $\lambda_{ex} = 240$ nm, but it is "hidden" because of the overlap with scattered radiation (Fig. 9). The intensity of PL at 450 nm decreases with treatment temperature at constant HP = 1.2 GPa (Fig. 10) and as a result of the treatment at 1550 K - 1.5 GPa - 30' (Fig. 11). The intensity of PL lines at 290 nm and 360 nm was the highest after the short time sample treatment at 1550 K (Fig. 9).

As prepared thin (120 nm) Si$_3$N$_4$/Si samples did not indicate measurable PL. For the thicker samples (300 nm) the wide PL band at 450 - 600 nm as well as comparatively narrow PL line at 390 nm and wide PL band at about 520 nm were reported (for excitation by $\lambda_{ex} = 350$ nm) [7]. It seems that PL induced by the HT - HP treatment can be related (as in the case of discussed above SiO$_2$/Si and SiO$_2$:Si/Si) to the stress stimulated creation of silicon nanoclusters at the Si$_3$N$_4$/Si interface.

5. Conclusions

High pressure - high temperature treatment of SiO$_2$, SiO$_2$:Si and Si$_3$N$_4$ thin films on single crystalline silicon surface results in the appearance of visible and ultraviolet photoluminescence, as well as in enhancement of photoluminescence intensity from the SiO$_2$:Si samples containing silicon nanoclusters, in comparison to that from the samples subjected to similar processing but at atmospheric pressure. Further work in this field can help to reveal the physics of processes responsible for ultraviolet / visible PL in such systems and in improving of the existing technology.
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Abstract

Granular CoPt/C and FePt/C films, consisting of nanoparticles of the highly anisotropic fct CoPt (FePt) phase embedded in a carbon matrix, were made by co-sputtering from pure Co80Pt20 (Fe80Pt20) and C targets using a tandem deposition mode. The as-made films showed a disordered face centered cubic (fcc) structure, which was magnetically soft and had low coercivity. Magnetic hardening occurred after heat treatment at elevated temperatures, which led to increase in coercivity with values up to 15 kOe. The hardening originated from the transformation of the fcc phase to a highly anisotropic face centered tetragonal phase (fct) with anisotropy K > 104 erg/cm². Transmission electron microscopy studies showed FePt particles embedded in C matrix with a particle size increasing from below 5 nm in the as-made state to 15 nm in the fully annealed state. These results are very promising and make these materials potential candidates for high-density magnetic recording.

1. Introduction

FePt and CoPt alloys with compositions close to equiatomic have been studied extensively in the past, as possible candidates for permanent magnets [1], because of the large value of magnetocrystalline anisotropy of the ordered fct phase. This resulted in coercivities greater than 5 kOe. These alloys undergo a phase transformation at 1300°C for FePt and 800°C for CoPt, from a disordered face centered cubic (fcc) phase at higher temperatures to an ordered face centered tetragonal (fct) phase at lower temperatures. Recently these alloys were prepared in the form of thin films receiving considerable attention for magnetic recording and magneto-optical recording applications [2].

Requirements for higher magnetic recording density with low noise impose the need of a material consisting of magnetically isolated grains with size below 10 nm ³. In such small grain sizes high magnetocrystalline anisotropy is needed to avoid thermal
fluctuations and demagnetizing fields that tend to destabilize the magnetization of the recorded bits [3]. Current studies have been focused on nanocrystalline rare-earth compounds and CoPt and FePt because of their high anisotropy. Granular CoPt/C films consisting of Co-rich hexagonal Co-Pt particles in a C matrix have been reported by Delaunay et al. [4]. However, the films had a low coercivity because of the lower anisotropy of the hexagonal Co-rich phase. We have recently started a program to obtain nanocomposite CoPt/M and FePt/M (M = Ag, C) films consisting of magnetically hard CoPt (FePt) nanoparticles in a non-magnetic matrix. In this study we prepared nanocomposite CoPt/C and FePt/C films consisting of the highly anisotropic tetragonal phase with coercivities in the range of 2-9 kOe and studied the effects of particle size, temperature and interparticle interactions on the coercivity.

2. Experimental

The granular structure was obtained by first depositing CoPt/C or FePt/C in a multilayer form (consisting of 100 repetitions) and subsequently annealing the samples in the temperature range of 500-900°C. The films were prepared by magnetron sputtering deposition from pure 1.3 inch targets of Co50Pt50 or Fe50Pt50 and C. The base pressure of the chamber was $3 \times 10^{-5}$ Torr and high purity Ar (99.9999%) was used for deposition at ambient temperature with a pressure of 5 mTorr. The substrates used were Si(100), 600 μm thick with a naturally grown oxide on the surface. A 150 Å buffer layer of C was used to ensure similarity of growth conditions. The C layers were sputtered using a power of 60 W DC at a rate of 0.3 Å/sec. For CoPt and FePt a DC power of about 10 W gave a growth rate of 1.4 Å/sec and the resulting stoichiometry of the layers was found to be Co50Pt50 and Fe50Pt50. The chemical composition of CoPt and FePt as-made films was checked by energy dispersive x-ray analysis. X-ray diffraction (XRD) spectra were collected with a PHILIPS powder diffractometer using Cu-Kα radiation. Magnetic hysteresis loops were measured with an Oxford MagLab VSM and a Quantum Design MPMSR2 SQUID magnetometer. The microstructure was examined with a Philips CM20 and a Jeol JEM-2000 FX TEM transmission electron microscopes (TEM).

3. Results and Discussion

All the as-made films were magnetically soft and became hard after annealing at temperatures between 600-780°C. The development of hysteresis loops was found to be sensitive to the layer thickness. A summary of the hysteresis loop parameters of CoPt/C samples, with different bilayers thickness, after annealing at different temperatures and times is shown in Figure 1. The coercivity and reduced remanence as a function of annealing temperature and time are presented.

![Figure 1. Coercivity and reduced remanence as a function of annealing temperature and time.](image-url)
is shown in figure 1. Higher reduced remanence ($M_r/M_s$) reaching a value of 0.78, is obtained for the less C-containing $Co_{54}Pt_{46}(5\text{Å})/C(3\text{Å})$ sample whereas a higher coercivity (5.4 kOe) is observed for the higher C-content $Co_{90}Pt_{10}(5\text{Å})/C(5\text{Å})$. The loops were measured with the applied field in the film plane. Thus the remanence enhancement above the value expected (0.5) for randomly distributed uniaxial single-domain particles [5] must be attributed to interparticle interaction effects. In figure 2 (a-c) the demagnetization curves for $Co_{54}Pt_{46}/C$ samples annealed at 700°C for 5-30 min with various layer thickness are shown. For longer annealing times the coercivity increases but the $M_r/M_s$ ratio decreases and finally a shoulder in the demagnetization curves develops after long annealing times. This shoulder is more pronounced in samples with higher Pt content ($Co_{0.3}Pt_{0.7}$) where it develops even for short annealing times. There are several possibilities for this behavior. One of them may be related to the formation of large multidomain particles. The other reasons may be related to the formation of fcc CoPt phases, which form during aging. An indication for the CoPt$_3$ phase is the fact that the shoulder is more pronounced in samples with higher Pt content. Furthermore these Pt richer samples show a greater reversibility in the demagnetization curves as would be expected in nanocomposite magnets where the soft-phase exchange coupled to the magnetically hard fct-CoPt phase [6]. Figure 3 shows magnetic data on FePt/C samples with different bilayer thickness annealed at 700°C for 10 minutes where the fct-FePt phase was observed. At smaller carbon thickness (3Å) the $H_c$ values were larger and the hysteresis loops showed a higher $M_r/M_s$ ratio (0.82).

The development of magnetic hysteresis in annealed samples was closely related to the microstructure, which was obtained by transmission electron microscopy. The evolution of microstructure with aging heat treatment at 700°C is shown in figure 4 for the $Co_{54}Pt_{46}(5\text{Å})/C(3\text{Å})$. The as-deposited films were found to consist of tiny particles (5 nm) with the disordered fcc structure (Fig. 4a). Upon aging, the ordered fct phase is formed and the particle size increases. After 10 minutes at 700°C the electron
diffraction patterns show clearly the presence of ordered peaks corresponding to fct CoPt and the particles grow bigger (7-12 nm) (Fig. 4b). After prolonged heat treatment (60 min) the SAD patterns are more ordered and the particles become larger (8-26 nm) (Fig. 4c). In addition very large (micron size) particles of CoPt are found to coexist with the smaller particles.

An important parameter that is known to determine media noise is the magnetic isolation of the grains. This parameter can be controlled basically by the amount of carbon in the system, which determines the interparticle separation and therefore the interparticle interactions. δM plots [7] have been used to study interaction effects as shown in figure 5. Positive δM (δM_{magnetostatic} = M_r - 1 + 2M_s) indicates the presence of exchange interactions while negative means dipolar interactions. The optimally annealed CoPt(5Å)/C(5Å) sample shows, around H_o, a small amount of positive exchange-type interactions (Fig.5a) superimposed over a negative contribution due to magnetostatic interactions. Positive interactions are completely suppressed in higher C content samples CoPt(5Å)/C(10Å) (Fig.5b) where only the negative magnetostatic part remains. This part of course is difficult to eliminate completely due to the long-range nature of the dipole interactions.

For most of the samples studied the size of the CoPt particles is well below the single domain size of the fct-CoPt phase which is around 0.6 µm, so magnetization reversal should be based on a coherent rotation mechanism. For coherent rotation in a random distribution of non-interacting particles with uniaxial anisotropy K the coercivity is given by H_c = 0.96K/M_s [9]. This would lead to an H_c ~ 59 kOe if the bulk value of K ~ 4.9×10^7 erg/cm^3 is used. The values of the measured coercivity are smaller by one order of magnitude. This large discrepancy may be due to several factors. One could attribute this to the size dependence of coercivity, which for an assembly of randomly orientated non-interacting particles will be [10] proportional to 1-(V_p/V)^2 where V_p is the critical volume for superparamagnetism, estimated by KV_p = 25kT. Our TEM studies show that particle size is in the range 7-26 nm that would account only for a reduction of coercivity around 20%. Another

![Figure 4. Evolution of microstructure of CoPt/C films: (a) as-made, (b) annealed at 700°C for 10 min and (c) annealed at 700°C for 60 min.](image)

![Figure 5. δM plots for (a) Co_{43}Pt_{15} (5 Å)/C (5 Å) and (b) Co_{43}Pt_{15}(5 Å)/C (10 Å) samples.](image)
possibility for the explanation of this discrepancy is the consideration of the interaction effects, which are expected to lead to remanence enhancement accompanied by reduction of the coercivity [11]. However, for interactions large enough to give $M_r/M_s = 0.78$ the expected reduction of coercivity is around 10% [12]. Therefore, intraction effects may lead to some coercivity reduction in the samples where the grains are not magnetically isolated but cannot explain the large difference that is observed even in samples with isolated grains. This difference must be attributed mainly to the fact that for the relatively short annealing times, which are used to optimize the microstructure, the ordering of the fct phase is not complete. The splitting of the (002)-(200) reflections in the XRD patterns corresponds to a ratio $c/a = 0.99$ compared to the bulk value of $c/a = 0.97$. Because of this the anisotropy is expected to be lower than that of the bulk value.

4. Conclusions

In summary, we were very successful in fabricating high coercivity CoPt/C and FePt/C granular films consisting of highly anisotropic ordered fct CoPt or FePt nanoparticles embedded in an amorphous C matrix. The particle size and isolation and therefore the coercivity of the films can be varied by controlling the layer thickness and the aging heat treatment conditions. The results of this study are very promising and make these materials attractive as candidates for magnetic recording.
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1. Introduction

In mixed valence manganites a large negative magnetoresistance (MR), termed colossal magnetoresistance [1] (CMR), can be obtained due to a metal-insulator transition at the ferromagnetic Curie point [2]. However little progress has been made towards using these materials in applications, mainly due to the strong temperature dependence of the CMR effect and the large saturation fields (of the order of Tesla) required. Tunneling and grain boundary effects [3-8] as well as interface scattering [9] seem promising towards getting useful MR in these materials. In particular the high degree of spin polarization [10] makes these materials promising for spin-electronic device applications.

In view of the above considerations, recently several publications have focused on the study of trilayers and multilayers based on mixed valence manganites [11-20]. The magnetic and magnetotransport properties of such structures are not a mere superposition of the response of the individual layers. This is a result of possible interface scattering [11-17], interlayer interactions [19,20] and stress effects due to lattice mismatch between the layers [11,12,14,16].

The sensitivity of double exchange and superexchange interactions to Mn-O bond lengths and Mn-O-Mn bond angles has been used as a structural tuning mechanism of magnetic and MR properties in bulk CMR manganites [21,22]. Such changes can be engineered through various substitutions that alter the configuration of Mn-O octahedra. In epitaxial thin films, strain due to lattice mismatch can give rise to structural deformations. Thus, depending on the substrate used, the film can be under ductile or tensile strain that results in changes of magnetic anisotropy and MR properties [23-27].

In what follows we report on the magnetic structural and MR properties of La25Ca15MnO3/La15Ca25MnO3 multilayers showing exchange biasing effects. The La25Ca15MnO3 layers are ferromagnetic (FM) and La15Ca25MnO3 layers are antiferromagnetic (AF) [28]. The structural compatibility of the AF and FM layers permits coherent growth of the superlattices that satisfy the conditions for magnetic coupling at the interfaces.

177

The existence of unidirectional anisotropy due to exchange coupling between a FM and an AF phase was first reported in oxide-coated fine particles of Co [29]. The exchange anisotropy results in a displaced magnetic hysteresis loop when the sample is field cooled through the Néel temperature of the AF phase. In early studies, this loop displacement has been explained by assuming an ideal FM/AF interface with uncompensated moments in the atomic-plane of the AF layer at the FM/AF boundary [29]. Up to date exchange anisotropy effects have been studied mainly in AF/FM systems consisting of transition metal alloys and metallic oxides (e.g. FM= Co, NiFe, Fe₃O₄, and AF=CoO, FeMn) [30], but not in manganites where the magnetic interactions cannot be described by direct-exchange.

2. Experimental details

The films were deposited on (001) LaAlO₃ substrates by pulsed laser deposition (PLD) from bulk stoichiometric Laᵢₓ₂₋ₓCaₓMnO₃ target samples. The targets were prepared by standard solid state reaction from La₂O₃, CaCO₃ and MnO₂ powders sintered at 1300°C for 5 days with two intermediate grindings. MR measurements were performed with a four-probe method and with the current parallel to the applied magnetic field. The 0-2θ X-ray diffraction data were obtained with a Siemens D500 diffractometer using CuKα radiation and a secondary graphite monochromator. The magnetic measurements were performed in a SQUID magnetometer (Quantum Design). A series of Laᵢₓ₂₋ₓCaₓMnO₃/Laᵢ₋ₓCa₂ₓMnO₃ multilayers with equal AF (tₐf) and (tₐm) FM layer thickness and bilayer thickness (Λ) ranging from 2 to 32 nm were grown along the (001) direction of the simple pseudocubic perovskite unit cell. The structural compatibility of the AF and FM layers permits coherent growth that favors magnetic coupling. In order to deposit in a multilayer form, the targets were mounted on a step-motor controlled rotatable carrier that allows the Laᵢ₋ₓCaₓMnO₃ and Laᵢ₋ₓCaₓMnO₃ targets to be sequentially exposed in the beam path. The substrate was located at a distance of 6 cm from the target, by the edge of the visible extent of the plume. The substrate temperature (Ts) was 700°C and the oxygen pressure in the chamber during the deposition was 0.03 Torr. The resulting rate at fluence of 1.5 J/cm² on the target was 0.4 Å/pulse.

3. Structural Characterization

The existence of the superstructure has been confirmed from the presence of low-angle superlattice Bragg-peaks and multiple satellite peaks around the (001), (002) and (003) Bragg-reflections of the constituents. In the low angle diffraction patterns the even order satellites are not observed due to the tₐf=tₐm=Λ/2 condition.
The main Bragg peak lies between the Bragg peaks observed in single AF and FM layer films and is surrounded by satellite peaks due to the layered structure (Fig.1). The existence of an average Bragg peak for $\Lambda \leq 10$ nm indicates that for this range of bilayer thickness we have a coherent layer growth. The values of $\Lambda$ were estimated by the formula $\Lambda = n\lambda c_{\ell}/2(\sin \theta_0 - \sin \theta)$ where $\theta_0$ are diffraction angles of the $n$-th order satellite and $\theta_0$ is the average Bragg peak. The (00$\ell$) LAO Bragg-peaks ($\ell = 1, 2, 3$) interfere with the satellite peaks adjacent to the fundamental (zeroth order) peaks of the multilayer, introducing uncertainties in the quantitative analysis of the XRD spectra. Asymmetric intensity of the satellite peaks has been reported in multilayers in which a chemical and/or strained interfacial profile is assumed along the growth direction of the superlattice. Since for all the examined $\Lambda$ values there are no traces of mixed (001) and (110) textures, cumulative roughness effects resulting to extra surface roughness and mosaic spread with increasing $\Lambda$ can be excluded.

4. Magnetization and Magnetoresistance Measurements

Magnetic hysteresis loops, measured at 10 K after cooling down from 300 K in zero field (ZFC) and in 10 kOe (FC), for a LaAlO$_3$/[FM(5 nm)/AF(5 nm)]$_{15}$ sample are shown in Fig.2. It is evident that the ZFC loop is symmetric around the zero field, while the FC loop is shifted towards negative fields. This effect can be attributed to exchange biasing at the AF/FM interface, since single-layered FM films do not exhibit any loop displacement after the FC process. If $H_1$ is the lower and $H_2$ is the higher field value where the average film magnetization becomes zero, then the exchange biasing field is
defined as the loop shift $H_{EB} = -(H_1 + H_2)/2$ and the coercivity as the halfwidth of the loop $H_C = (H_1 - H_2)/2$. Thus, we calculate for the FC loop an $H_{EB} = 880$ Oe, and a $H_C = 800$ Oe which is almost double compared to the $H_C$ value obtained from the ZFC loop. Additional magnetic measurements were performed in order to investigate the origin of this effect. The temperature dependence of $H_{EB}$ and $H_C$ values is shown in

**Figure 2.** Hysteresis loops, measured at 10 K after cooling down from 300 K in zero field (ZFC) and in 10 kOe (FC), for the $\lambda = 10$ nm multilayer.

**Figure 3.** Temperature dependence of exchange biasing field ($H_{EB}$) and coercive field ($H_C$) for $\lambda = 10$ nm multilayer.

Fig.3. These values were estimated from isothermal loops measured in constant temperature intervals, after FC the sample from 300 K down to 10 K in 10 kOe and then warming up. It is evident that $H_{EB}$ decreases and disappears around the blocking temperature $T_B$ of 70 K. The $H_C$ values exhibit a similar trend, indicating a connection between the mechanisms that give rise to coercivity and loop displacement. The excess coercivity observed below $T_B$ is induced by random exchange fields at the AF/FM interfaces. This low-temperature anisotropy can be treated as an additional energy barrier in the magnetic free energy, as in the case of superparamagnetic particles [23].

Since exchange biasing is an interface related phenomenon a strong dependence on the individual FM and AF layer thickness is expected. The maximum $H_{EB}$ is observed for the sample with $\lambda = 10$ nm. $H_C$ follows the variation of $H_{EB}$ with $\lambda$, indicating that there is a significant contribution in $H_C$ from the exchange anisotropy at the AF/FM interfaces. A decrease of $H_{EB}$ at higher $\lambda$ is observed as expected due to the decreased contribution of the interfaces. However $H_{EB}$ also decreases at lower $\lambda$ due to the decreased contribution of the AF layers.

Additional magnetic measurements were performed in order to investigate the origin of this effect. In Fig.4 the ZFC and FC measurements of the magnetization, normalized to the total FM volume of the sample, are shown for the above series of multilayers as a function of temperature. Both measurements were performed by warming up in 1 kOe after having cooled in zero field and 10 kOe respectively. The ZFC and FC curves coincide at temperatures higher than 100 K and become zero at about 250 K, where the Curie point $T_C$ of the FM layers is expected. The ZFC curve exhibits a broad peak around the $T_B$ 70 K, whereas the FC curve exhibits a steep increase just below $T_B$. It is reasonable to assume that in the FC measurement an increase of magnetization results from the alignment of interfacial magnetic moments, giving rise to unidirectional
Figure 4. Magnetization as a function of temperature for the series of $[\text{FM}(\Lambda/2\text{nm})/\text{AF}(\Lambda/2\text{nm})]_{11}$ multilayers. The measurements were performed by warming up in 1 kOe after having cooled down to 10 K, in zero field (ZFC) and 10 kOe (FC) respectively.
Figure 5. Resistivity, normalized to the 300 K value, as a function of temperature, measured in 50 kOe ($\rho_0$) and in zero applied field ($\rho_0$) for the series of [FM($\Lambda$/2)/AF($\Lambda$/2)]$_{15}$ multilayers. The CMR ratio $\Delta\rho/\rho_0=|\rho_0-\rho|/\rho_0$ is plotted as a solid line.
anisotropy [16] below $T_B$. Hence, the observed hump below $T_B$ in the ZFC curve can be attributed to thermally activated magnetic rotation over energy barriers caused by random exchange coupling at the AF/FM interfaces. Our magnetothermal measurements indicate that the $T_B$ does not change in the examined range of bilayer thickness and occurs at 70 K for all samples. To answer why $T_B$ remains more or less the same in the examined range of $\Lambda$ values it is reasonable to consider that interfacial spin ordering is confined within a few atomic planes near the AF/FM interfaces, defining an active film volume $V_{\text{int}}$. Thus, the appearance of exchange-biasing depends on the magnetic ordering of interfacial atomic planes which define a critical volume where thermal-activation energy becomes comparable to the magnetic energy at a certain blocking temperature, independent of $\Lambda$. Figure 5 shows the variation of the normalized resistivity as a function of temperature, measured in 50 kOe ($\rho_{\text{H}}$) and in zero applied field ($\rho_0$). The resistivity increases drastically as we cool down from 300 K, spanning almost four orders of magnitude. Also, the CMR ratio becomes maximum in the temperature range below $T_B$. In Fig.5 the steep increase of resistivity at low temperatures is in contrast to the decrease of $\rho$ observed in epitaxial FM films [24,25]. This provides further experimental evidence that the insulating behavior [26] of the AF layer is dominant at low-temperatures. This extra contribution in $\rho$ is different for every specimen and modifies the shape of the resultant CMR curves (Fig.6). Clearly, the multilayers with $\Lambda$=5 and 8 nm exhibit a peak in the CMR response, indicating a special arrangement of spins at the AF/FM interfaces. As a consequence the characteristic CMR peak, that is usually reported nearby the ferromagnetic $T_C$ of La$_{2/3}$Ca$_{1/3}$MnO$_3$ films [27] is not observed in the $\rho_0$ versus temperature curve. This behavior is in agreement with the magnetothermal measurements (Fig.5), where it is evident that the most drastic change of the average film magnetization does not occur near the $T_C$ of the individual FM layers but at $T_B$.

5. Conclusion

In summary, we have studied the variation of exchange biasing and coercive field as a function of $\Lambda$ and temperature in La$_{2/3}$Ca$_{1/3}$MnO$_3$/La$_{1/3}$Ca$_{2/3}$MnO$_3$ multilayers grown by PLD. The maximum $H_{\text{BB}}$=880 Oe was observed for the sample with $\Lambda$=10 nm. The exchange biasing mechanism sets-in below a blocking temperature of 70 K and induces: (i) an enhancement of $H_C$ in the FC hysteresis loops, (ii) an increase of the MR ratio due to interface scattering around $T_B$. It is interesting to note that in the series of multilayers studied here despite all variations in the AF and FM layer thicknesses $T_B$ does not vary considerably, signifying that the mechanism of spin ordering is confined within a few atomic planes near the AF/FM interfaces. This may be attributed to weak coupling of the interfacial spins to the core of the AF layer.
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1. Introduction

In principle, all the properties of bulk materials can be determined provided that the composition and the structure of the material are sufficiently well defined. But, it is easy to realize that the properties at a solid surface are altered because of the very presence of the surface constituting a fundamental discontinuity. When the size of the solid is decreased down to the nanometer scale, the nanoparticles can be considered as surfaces in three dimensions and the relationships between bulk structure and material properties are no longer valid. In nanostructured coatings, the constituent phase or the grain structure may have sizes of the order of 10 nm or less, leading to a high number of atoms either at the external surface or at the grain boundaries. Besides, the material synthesis history and the preparation method of the layers govern the surface structure and the surface composition of coatings. Therefore, precise surface characterization is a strong requirement to control the surface properties and to further improve the nanostructured coating performances.

As a general requirement, the methods used to characterize clean or real surfaces must be sensitive enough to detect the small number of surface atoms. But, when applied to nanostructured materials, the surface characterization techniques must additionally be capable of analyzing a depth significantly smaller than the size of the grain to solely take the surface layer into consideration. Most of the techniques for surface analysis are essentially based on the scattering, absorption or emission of photons, electrons, atoms or ions. But no single technique can provide all necessary information about surface atoms [1].

As an example, the study by Fourier transform infrared (FTIR) surface spectrometry of semiconductor nanostructured thick films used as chemical gas sensors will be discussed. It will be shown that this cost-effective technique allows one to identify the surface chemical species, to test the reproducibility of the surface oxidation state and to determine the type of semiconductivity. In addition, emphasis will be put on the capability of FTIR surface spectrometry to provide information simultaneously on the chemical reactions taking place at the gas-sensing layer interface and on the resulting
variations of the electrical conductivity of the surface layer. Besides, because the gas sensing properties are essentially dependent on the surface reactivity, it will be shown how modifications of the chemical species of the sensor surface can affect the gas detection.

2. Surface Analysis

2.1. GENERAL CONSIDERATIONS

The definition of a surface is highly subjective. The phenomena to be studied generally define the depth of the surface layer to take into consideration [2]. For example, adsorption only concerns the adsorbed molecules or atoms and the very first atomic layer (monolayer) of the solid. On the contrary, changes in the electrical properties of a semiconductor usually affect over one hundred atomic layers. Therefore, the technique for the analysis of a specific surface phenomenon must be chosen by carefully comparing the thickness of the surface layer that will be perturbed and the depth that the envisaged method can sample. This is not an easy task because this depth mainly depends on the material and on the energy of the probing particles (photons, electrons, atoms or ions). In addition, some techniques can be used at grazing angle of the incident beam instead of normal incidence, thus greatly influencing the depth of sampling [3]. Since different techniques (or eventually the same technique but under different conditions) have different depths of sampling, it must be kept in mind that discrepancies can occur between the results obtained on the same sample by different methods. Moreover, because the characterization technique has to be chosen with respect to the property to be analyzed, the simultaneous study of correlated properties involving the surface layer at different thicknesses seems like trying to “square the circle”.

On the other hand, a complete surface characterization should reveal the chemical nature of the surface atoms, their concentrations, their electronic states as well as their arrangements with respect to each other and with respect to the underlying atoms [4]. The thorough investigation of the surface composition and structure should lead to the control of the electronic and chemical properties of this surface. However, no single technique can provide both structural and chemical complete information.

Despite all these difficulties, the critical need for the control of materials surfaces, and particularly of nanomaterials surfaces, leads to a constant development and improvement of instrumentation for surface analysis. This paper does not intend to review the techniques used for the study of surface structure and chemical composition. Several books describe these methods with respect to their field of interest [2-5] such as X-ray photoemission spectroscopy (XPS or ESCA), extended X-ray absorption fine structure (EXAFS), electron energy loss spectroscopy (EELS), Auger electron spectroscopy (AES), atomic force microscopy (AFM) and scanning tunneling microscopy (STM), ion-scattering spectroscopy (ISS), to name only a few. Among the methods that do not involve probing particles, let us quote: thermal desorption
spectroscopy (TDS) and temperature programmed desorption (TPD). Instead, the emphasis will be put on the possibilities offered by Fourier transform infrared (FTIR) spectroscopy.

Although FTIR spectrometry is not usually considered as a surface-sensitive technique, under particular configurations it can be a high-performance tool for the surface analysis of nanosized powders [6-7]. When non-transparent materials have to be studied, the transmission mode is no longer appropriate. Then, the infrared radiation diffused by the sample becomes the most relevant effect to be investigated. Diffuse reflectance infrared Fourier transform spectrometry (DRIFTS) allows the analysis of films and coatings deposited on absorbing substrates and of the surface layer of bulk samples as well.

2.2. DIFFUSE REFLECTANCE SPECTROMETRY

In 1978, Fuller and Griffiths [8] published an optical arrangement for the measurement of diffuse reflectance infrared spectra of powdered samples. The schematic design is represented in Figure 1. An off-axis paraboloid mirror (focusing mirror) is used to focus the infrared beam onto the sample whereas an on-axis paraboloid mirror (collecting mirror) collects the radiation diffusely reflected from the sample. The specularly reflected radiation is eliminated through a hole drilled on the axis of the collecting mirror. The recent attachments for diffuse reflectance measurements are still based on this original design.

![Figure 1. Optics for the diffuse reflectance infrared Fourier transform spectrometry](image)
The theory of the diffuse reflectance is extremely complex and the determination of the penetration depth of the infrared radiation into the sample is not straightforward. Many theories have been proposed based on various models, each of them being valid under a specific set of conditions. A critical discussion of different theories can be found in [9] for example. Without going into details, it should be borne in mind that the diffuse reflectance is highly dependent upon the nature of the absorbent (refractive index, particle size, particle shape and particle size distribution etc) and upon the surface roughness. Note that a very smooth surface is not appropriate for such analysis because the specular reflectance is very intense whereas the diffuse reflectance becomes negligible. But, in any case, it must be clearly realized that, whatever the sample, a diffuse reflectance spectrum not only contains information on the surface species (very first atomic layer) but also on the bulk. To discriminate the bands due to the surface species from those originating from the bulk vibrations, a specific cell called environmental chamber must be attached to the diffuse reflectance accessory. Like in the case of transmission measurements [6-7, 10], this cell allows a thermal treatment of the sample under vacuum or controlled pressures of gases. Indeed, a thermal treatment of the sample under dynamic vacuum clears the surface from impurities, thus allowing the characterization of the surface chemical species such as hydroxyl groups, carbonates and hydrocarbon residues etc. In addition, selected probe-molecules can be purposely adsorbed on the film/coating surface to identify possible surface reactive sites. Under those conditions, the very first atomic layer of a film/coating can be fully characterized in the same way as that of a nanosized powder [6-7]. Moreover, the gas-surface interactions can be followed in situ as a function of the temperature and/or the gas pressure.

When a powdered sample is mixed with a nonabsorbing salt, such as potassium bromide, the infrared radiation can propagate into the salt grains and then undergoes several external and internal reflections before it emerges from the sample. In this case, the contribution of the surface species to the diffuse reflectance spectrum is relatively larger than in the case of the same powder studied in transmission mode. Obviously when the sample to be analyzed is a thick film, the diffuse reflection is limited to the external surface layer. As a consequence, the intensity of the bands originating from the surface species is weaker. This is the reason why the surface study by diffuse reflectance of thick films or bulk samples can only be successfully performed with highly sensitive infrared detectors. However, the nanocrystalline structure of films and coatings leads to an increase of the external surface area, thus facilitating their surface analysis by DRIFTS.

3. Semiconductor Coatings and Thick Films

When the material to be analyzed is a semiconductor, FTIR spectrometry can bring additional information on the electrical conductivity variations. According to the Drude-Zener theory [11], the infrared energy absorbed by a semiconductor is essentially due to surface states and to free carriers. Therefore, the absorbed infrared energy is related to the electrical conductivity of the semiconductor. Obviously, the more the infrared energy
is absorbed by the sample, the less it is scattered. In other words, a decrease of the infrared energy diffused by a semiconductor means an increase of its electrical conductivity provided that the surface states are not strongly modified.

Because of the optical properties of semiconductors and metals, it is not expected that DRIFTS can sample more than a few nanometers deep in such materials [8]. The surface layer corresponding to these few nanometers may actually represent the depletion layer in a semiconductor. For example, in tin oxide the depletion layer is estimated around 3 nm [12] which is probably close to the analyzed depth of a SnO₂ thick film by DRIFTS. Keeping in mind that DRIFTS allows the analysis of the very first atomic layer and the study of the gas-surface interactions thanks to the use of the environmental chamber, it can be easily realized that, with this technique, the modification of the first atomic layer and its consequence on the electrical conductivity can be simultaneously followed under the same environment. This is the basis of fundamental studies of gas detection mechanisms in semiconductor-based sensors.

To clearly explain the dual possibility of DRIFTS, let us consider a semiconductor gas sensor based on tin oxide. The sensor is usually fabricated from a paste, consisting of a dispersion of the tin oxide particles in an appropriate solvent, deposited over a substrate (e.g. an alumina tile) and then fired to ensure a network of interconnected tin oxide grains [13]. It must be noted that preventing undesirable nanoparticle agglomeration during dispersion of the nanopowder and during further thermal treatment of the layers requires a state-of-the-art knowledge in surface chemistry. Depending on the temperature, oxygen adsorption onto the surface of these grains causes the removal of electrons from the conduction band and therefore a decrease of the electrical conductivity. An electron-depleted zone (space charge layer) is thus created at the surface and it generates a potential barrier between neighboring grains. When a reducing gas is adsorbed on the tin oxide surface, electrons are injected into the conduction band, decreasing the depth of the space charge layer and increasing the electrical conductivity. These changes in the electrical conductivity translate into variations of the background absorption of the sample in the infrared range. Note that, when the tin oxide particle size is considerably greater than the depth of the depletion layer, the electrical conductivity is controlled by the grain boundaries. But, when the sensing layer is constituted of nanoparticles, the depth of the depletion layer becomes comparable to the particle radius and then the electrical conductivity is controlled by the grains themselves. Therefore, the oxygen adsorption will result in fully depleted grains and to a high resistance of the material. As a consequence, the sensitivity of the sensor is increased and the effects on the background infrared absorption of the sample become more pronounced. As previously explained, a gas adsorption or ionosorption on the SnO₂ first atomic layer has consequences on several hundreds of atomic layers in depth. Because the chemical reactions occurring at the very surface can be studied by DRIFTS and because the variations of the electrical conductivity generated by these chemical reactions are related to the variations of the infrared energy diffused by the sample, DRIFTS appears as a very relevant tool for the study of the gas detection mechanism in a semiconductor-based sensor.
4. Study of a nanocrystalline tin oxide-based sensor

The sensors considered in the following are fabricated from nanosized tin oxide powder [13] obtained by laser evaporation of a tin oxide rod under specific conditions [14]. The size of the tin oxide primary particles is 8 nm and these particles are shown not to significantly grow during the firing step of the sensing layer preparation [13]. These sensors show an excellent sensitivity toward carbon monoxide in presence of oxygen. Details on the sensors fabrication and on their electrical characteristics can be found in [13].

4.1. DETERMINATION OF THE TYPE OF THE SEMICONDUCTOR BY DRIFTS

Even though it is well known that tin oxide is a n-type semiconductor under standard conditions, the following procedure illustrates how it is possible to determine the type of the semiconductivity by DRIFTS without using any electrode.

A non-fired sensor without electrode, that is the sensing thick film deposited onto the alumina tile and dried at 373 K, is placed in the DRIFTS environmental chamber. The infrared spectrum recorded at room temperature in air is presented in Figure 2a.

![Graph showing infrared spectra](image)

*Figure 2.* Diffuse infrared spectra of the n-SnO$_2$-based sensor:
a) at room temperature under atmosphere; b) after heating at 673 K under atmosphere.
The broad band centered around 3300 cm\(^{-1}\) has been proved to correspond to atmospheric molecular water adsorbed on the Sn-OH surface hydroxyl groups [15] whereas the group of weaker bands in the 3000 cm\(^{-1}\) region is due to the CH\(_2\) groups of the organic binder. When the sensor is heated under atmosphere, the CH\(_2\) groups are steadily eliminated as well as part of adsorbed molecular water (Figure 2b). But the most important modification of the infrared spectrum of the sensor during the thermal treatment is the decrease of the background absorption. This is due to the oxygen ionosorption on the sensor surface when the temperature increases. As previously explained, the oxygen ionosorption leads to an increase of the depth of the depletion layer, that is to a decrease of the free carrier density. As a consequence, a decrease of the background absorption of the infrared radiation by the free carriers is observed, which is related to the decrease of the electrical conductivity. This is the proof that the sample is a n-type semiconductor. Conversely, when the sensor is heated under dynamic vacuum (Figure 3), the absorption of the sample increases with temperature, thus proving an increase of the electrical conductivity. Indeed, this thermal treatment under vacuum is a reducing treatment and leads to oxygen loss mainly from the surface layer of the sample. Obviously, for a p-type semiconductor, the oxygen ionosorption causes the opposite effect on the background infrared absorption. This simple experiment is therefore an easy and fast method to determine the type of the semiconductor material while avoiding the perturbation which may be caused by the use of metallic electrodes.

4.2. GAS DETECTION MECHANISM

Various infrared experiments have been performed on the sensing layer described above to simulate the gas detection by the semiconductor-based sensor. As a first step, the pretreatment conditions of the sensor [13] are reproduced by heating the sensing layer at 673 K under 50 mbar of oxygen and then cooling it to the chosen operating temperature while still under oxygen. As previously explained, this procedure decreases the electrical conductivity because oxygen adsorbs on the surface as different ionized species. By studying the original nanosized tin oxide powder, these species have been identified as mainly O\(^-\) and O\(_2^\cdot\) [15] whose relative amount depends on the temperature [16]. Note that the adsorption of oxygen onto the as-received nanopowder surface allows one to identify defect sites where molecular oxygen is preferentially adsorbed at room temperature. These defect sites are destroyed by annealing under oxygen [15]. From the electrical measurements, it has been determined that this undoped sensor is sensitive toward reducing gases at an operating temperature ranging from 373 to 773 K [13] with two sensitivity local maxima at 393 K and 623 K. The experiments described below have been performed at these latter temperatures.

After the thermal pretreatment under oxygen, the sensor surface is subjected to 10 mbar of carbon monoxide (CO) at 623 K in presence of oxygen for 10 minutes. The electrical conductivity increases, which on the infrared spectrum translates into an increase of the background absorption (Figure 4a,b). Moreover, by looking closer at the
**Figure 3.** Diffuse infrared spectra of the n-SnO$_2$-based sensor:
a) at room temperature under vacuum; b) after heating at 673 K under dynamic vacuum.

**Figure 4.** Diffuse infrared spectra of the n-SnO$_2$-based sensor at 623 K:
a) under 50 mbar O$_2$; b) after addition of 10 mbar CO$_2$; c) difference spectrum: b-a. The Y axis refers to spectra a and b, spectrum c has been translated for clarity sake.
infrared spectra, it is possible to detect the formation of carbon dioxide as shown on the difference spectrum (Figure 4c). Then, the gases (O₂, CO and the newly formed CO₂) are quickly evacuated and a new dose of oxygen (50 mbar) is added for 10 minutes followed by 10 mbar CO. This additions/evacuation sequence is repeated several times and the infrared energy diffused by the sensing layer in the entire wavenumber range scanned by the spectrometer (7800-450 cm⁻¹) is reported versus gas exposures in Figure 5. The variations of the diffuse infrared energy can be related to the sensor response. It can be seen that under oxygen the electrical conductivity of the sensor decreases whereas it increases under CO. This increase can be related to the CO₂ formation observed on the infrared spectra. During the evacuation of all of the gases present in the cell, the sample is reduced as expected from the oxygen desorption and from the removal of ionosorbed oxygen species used for the CO₂ formation. When the sample is again subjected to oxygen, the oxidation state of the surface is totally regenerated.

![Graph showing diffuse infrared energy vs. time](image)

*Figure 5. Infrared energy diffused by the n-SnO₂-based sensor at 623 K versus gas exposures.*

In another experiment at 623 K, oxygen was quickly evacuated before CO addition (10 mbar). The introduction of the reducing gas causes a strong decrease of the infrared energy diffused by the sensing layer (Figure 6). Taking into account the detection limits of our system, the formation of CO₂ is either very weak or absent. A rapid evacuation does not lead to significant changes. Whereas the addition of a second CO dose may be responsible for a very slight increase of the electrical conductivity, further evacuation or CO addition is not detected by the sensor. The sensor seems unable to undergo further reduction, thus proving that the nanosized tin oxide particles are totally reduced after the first CO addition. But, when the sensing layer is subjected to oxygen, the recovery is immediate (Figure 6).
Figure 6. Infrared energy diffused by the n-SnO$_2$-based sensor at 623 K versus gas exposures.

Figure 7. Infrared energy diffused by the n-SnO$_2$-based sensor at 393 K versus gas exposures.

Figure 8. Infrared energy diffused by the n-SnO$_2$-based sensor at 393 K versus gas exposures.
The two above experiments prove that the nanostructured tin oxide-based sensor strongly requires an oxygen environment for normal operation. It is amazing how fast the reduction of the nanoparticles can be, thus strengthening the need for oxygen to balance out the complete depletion of the nanoparticles in a reducing atmosphere.

Similar experiments (CO additions in presence or in absence of oxygen) were performed on the same sensing layer at 393 K. The variations of the diffuse infrared energy versus gas exposures are given in Figures 7 and 8. The major difference with the experiments performed at 623 K is that the formation of CO₂ is not observed even in presence of oxygen. This is not completely surprising because this lower temperature should prevent the CO combustion. However, the response of the sensor is far from being negligible and this phenomenon is in good agreement with the electrical measurements showing a sensitivity local maximum around 393 K [13]. We tentatively explain the sensor response toward CO, without formation of CO₂, by the adsorption of the CO molecules on the sensing layer surface. Indeed, this adsorption, only possible around room temperature, should modify the thickness of the depletion layer and therefore the electrical conductivity of the semiconductor material. By comparing the results obtained at 393 K and at 623 K, we note that the recovery of the oxidation state of the sensor surface is slower at 393 K, and that the total reduction of the sensor by subsequent CO additions in absence of oxygen is slower as well (Figure 8).

With these DRIFTS experiments, we have correlated the variations of the electrical conductivity of the sensing layer with the oxidation of carbon monoxide into carbon dioxide on the sensor surface. Moreover, in agreement with the electrical conductivity measurements, we have demonstrated that, at low temperature, the response of the SnO₂-based sensor is not due to the CO combustion. We have also produced the proof that the presence of oxygen is essential for the reproducibility of the sensor response whatever the operating temperature.

4.3. MODIFICATION OF THE SURFACE SPECIES AND CONSEQUENCES ON THE SENSOR RESPONSE

The gas detection mechanism is essentially a surface phenomenon generating modifications in the depletion layer of the semiconductor material. Besides, the surface properties of a film or coating may be changed when organic substances are adsorbed [17]. Therefore, when the surface chemistry of the sensing layer is modified, consequences should be observed on the sensor response. For example, the response toward CO is mainly dependent on the oxygen ionosorbed species but this response can be strongly affected by the presence of humidity. The hydroxyl groups present on all metal oxide surfaces are known to play an important role in the surface properties since they can act as adsorptive or reactive sites [17]. Particularly, humidity interacts with these OH groups although the precise mechanism correlating the chemical interactions and the electrical response of the semiconductor is not completely understood [18]. Therefore, chemical modifications of surface hydroxyl groups are expected to change the sensor sensitivity toward humidity.
To check this hypothesis, hexamethyldisilazane (HMDS) is grafted on the hydroxyl groups of the tin oxide surface. A thorough infrared study of the grafting mechanism has been previously performed on the tin oxide nanopowder [19] which is used to fabricate the sensing layer. HMDS reacts with the surface OH groups according to the following reaction:

$$2\text{Sn-OH} + (\text{CH}_3)_3\text{Si-(NH)-Si(CH}_3)_3 \to 2\text{Sn-O-Si(CH}_3)_3 + \text{NH}_3$$

When the grafted sample undergoes a subsequent oxidation, the Si(CH$_3$)$_3$ groups prove to transform into new Si-OH groups linked to the tin oxide surface [19]. Obviously, these newly formed Si-OH groups do not have the same acido-basicity as that of the Sn-OH groups on the original tin oxide surface. Therefore, their reactivity toward water molecules should be different.

The surface of the sensing layer has been modified according to a procedure previously described [19-20]. The diffuse reflectance spectra of the sensing layer before HMDS grafting and after HMDS grafting followed by a thermal treatment under oxygen at 673 K are presented in Figure 9.

*Figure 9. Diffuse infrared spectra of the n-SnO$_2$-based sensor:*

a) after oxidation at 673 K; b) after HMDS-grafting followed by an oxidation at 673 K.

The Y axis refers to spectrum a, spectrum b has been translated for clarity sake.
After the grafting and the oxidation (Figure 9b), the band at 3630 cm\(^{-1}\) assigned to the \(\nu(\text{OH})\) stretching vibration of Sn-OH surface groups on the tin oxide grains [15] has completely disappeared because of the reaction of the corresponding OH groups with HMDS. The band at 3717 cm\(^{-1}\), also assigned to \(\nu(\text{OH})\) of surface groups, is not strongly modified by the grafting. This band that does not exist in the spectrum of the pure SnO\(_2\) nanosized powder may be due to OH groups remaining from the organic binder. After HMDS grafting, the shoulder which appears at 3726 cm\(^{-1}\) on the high-wavenumber side of the 3717 cm\(^{-1}\) band is assigned to the \(\nu(\text{OH})\) stretching vibration of new Si-OH surface groups. The sharp band at 1270 cm\(^{-1}\) is due to the \(\delta(\text{CH}_3)\) bending vibration of the (CH\(_3\)) groups of the grafted HMDS [19]. At lower wavenumbers, the broad band around 1000 cm\(^{-1}\) has been assigned to the \(\nu(\text{Sn-O-Si})\) stretching vibration [19]. All of these features prove that HMDS is grafted on the sensor surface and that the oxidation of the grafted species proceeds like on the tin oxide powder surface.

![Graph](image1.png)  
**Figure 10.** Infrared energy diffused by the n-SnO\(_2\)-based sensor at 523 K versus gas exposures: (top) before grafting; (bottom) after HMDS grafting.
To analyze the effects of the surface modifications on the sensor response, the sensitivity of the sensor is tested before and after grafting. The same addition/evacuation sequences are followed in both cases: oxygen addition, quick evacuation, pure carbon monoxide addition, quick evacuation. This sequence is repeated twice and from the forth sequence, carbon monoxide is replaced by a mixture of water vapor and carbon monoxide at increasing H₂O/CO pressure ratios (10, 20, 40%). The variations of the diffuse infrared energy versus gas exposures is reported in Figure 10. It can be seen that, before grafting (Figure 10a), the presence of humidity strongly affects the sensor response toward CO, whereas after grafting (Figure 10b), the amplitude of the response is stable whatever the humidity level. This experiment clearly demonstrates the importance of the chemical composition of the first atomic layer in the gas detection mechanism.

The different behavior of the non-grafted and grafted sensor toward humidity is explained by the drastic modification of the chemical nature of the surface hydroxyl groups. The Si-OH surface groups formed after HMDS grafting and subsequent oxidation should have an acido-basicity close to that of the OH groups on a silica surface, that is quite different from that of the Sn-OH groups originally on the sensor surface. The constant amplitude of the response toward CO in presence of humidity indicates a stabilizing surface effect by HMDS, which has been already observed on titania [21] but its complete mechanism is still unknown. The Si-OH groups are believed to play an important part in neutralizing the effect of humidity possibly because their amphoteric character gives them equal opportunity to interact with OH⁻ and H⁺ ions originating from the dissociation of a water molecule.

5. Conclusion

Surface studies of materials are generally difficult to perform mainly because the adequacy between the property to be analyzed and the investigation tool is not easily satisfied. Obviously, the difficulty increases in the case of nanomaterials.

Diffuse reflectance infrared spectrometry, often used to analyze the bulk of standard materials, has been demonstrated to be relevant for surface studies of nanostructured films and coatings under particular conditions. The first atomic layer can be characterized as far as the chemical composition of the surface species is concerned. The surface reactivity can eventually be checked like in transmission infrared spectrometry for nanosized powders [7].

An important achievement of DRIFTS is to allow the analysis of the chemical reactions or interactions taking place at the very first atomic layer of a semiconductor layer simultaneously with their consequences on the electrical conductivity possibly involving a depth of few nanometers. Under those conditions, DRIFTS is an invaluable investigation tool in the field of chemical gas sensors for the comprehension of the fundamental mechanisms.
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Abstract

The complexity of nanostructured materials presents challenging difficulties in characterization using conventional techniques. For example, conventional x-ray diffraction may not provide accurate information on the structure (solid solution or phase separation) of nanostructured materials. Complementary advanced characterization methods are often required in the detailed understanding of structures. In this paper we report our work on characterization of two nanostructured systems, namely, AgNi powder and NiCo films, using synchrotron radiation techniques of x-ray diffraction, anomalous x-ray scattering and x-ray absorption spectroscopy.

1. Introduction

Structural characterization of alloys by conventional x-ray diffraction (XRD) has been well established [1]. For materials with coarse grain size, the appearance of a single set of diffraction peaks and the disappearance of elemental peaks are commonly accepted as evidence of formation of an alloy. In a random, substitutional solid solution, the lattice parameter changes with composition and the variation can be qualitatively followed using Vegard's law. When the crystallite size (or x-ray coherence length) of a material is decreased to below a certain critical length scale, a nanostructured solid solution cannot be unequivocally determined from a composite using conventional x-ray diffraction [2]. In a nanocomposite where the two phases have close lattice parameters and x-ray structural coherence, the Bragg peak of one phase has some degree of overlap with that of the other phase. Because of the effects of size broadening and the contribution to diffraction amplitude by structural coherence of the two phases, a single peak will appear for a particular Bragg reflection when the size is below a certain limit. However, this single peak has an average lattice spacing that has no correspondence in real space, and can be easily mistaken as evidence of formation of an alloy. Therefore, conventional XRD, used for probing long-range ordered atomic structure, should not be used alone to study the structure of nanostructured alloys and composites made of structurally coherent and immiscible materials. Instead, other tools, or more often a vast combination of different techniques, which do not suffer from such limitations should be considered.

The structural characterization of nanostructured metastable alloys, prepared by non-equilibrium processing such as mechanical alloying and vapor quenching, has already required the use of techniques other than conventional XRD. For example, techniques such as Extended X-ray Absorption Fine Structure spectroscopy (EXAFS) and solid-state nuclear magnetic resonance spectroscopy (NMR) were used to investigate the average local atomic environment of Co-Cu, in order to confirm if the nanostructured material was a solid solution or a composite [3]. Both techniques rely on the use of suitable reference standard materials for comparison. However, in certain composites where the elements have very similar scattering potentials, such as Ni-Co, EXAFS cannot be used to separate the scattering effects from different elements and the advantage of being an element-specific structural analysis tool is greatly reduced. Further, since the primary EXAFS signal is given rise by the short-range order of the sample, one will not be able to separate different phases of different long-range order coexisting in the composite.

Diffraction anomalous fine structure (DAFS)[4,5], a technique combining diffraction and XAS (X-ray Absorption Spectroscopy, a general term covering EXAFS and XANES), can be used to selectively provide short-range order information of the long-range ordered atoms associated with a particular Bragg reflection, and the information on specific chemical valence at inequivalent atomic site. The spatial selectivity can be used to study the local atomic structure of multiple-phase materials, when the phases in the sample give rise to diffraction peaks at different locations. In the case of a random,
homogeneous, nanostructured alloy, x-ray absorption spectra should display the characteristic of the constituent elements of each phase as well as their binding and local structure associated with the Bragg peaks. However, in the case of nanostructured alloy, the diffraction peaks are rather weak and broad and therefore hamper the generation of a detailed radial distribution function by the standard Fourier transform due to the low signal intensity. Nevertheless, the elemental information can be easily obtained by the similar method, anomalous x-ray scattering (AXS), and yields information on the formation of solid solution. In this article, we report the structural investigation of nanostructured Ag$_{1-x}$Ni$_x$ powders and Ni$_x$Co$_{100-x}$ films, using synchrotron radiation techniques of x-ray diffraction, anomalous x-ray scattering and X-ray absorption.

2. Experimental

Nanocrystalline Ag$_{1-x}$Ni$_x$ ($x=0.2-0.8$)[6] powders were prepared by the gas condensation method [7]. The deposition chamber was first evacuated to $\leq 1 \times 10^{-5}$ Torr and then back-filled with helium of ~2 Torr before metal evaporation. Pure Ag and Ni were co-evaporated by resistive heating from a tungsten boat. Following rapid evaporation of the metals, small particles formed by condensation from Ag and Ni atoms in helium. They were then transported via the convection of helium gas and deposited on a liquid nitrogen cooled trap. The distance between the cold trap and the evaporation source was approximately 4 cm. Such distance was optimized to ensure that the smallest nanocrystalline particles were synthesized. The evaporation and condensation typically occurred in a very short time. The compositions of powders were controlled by using different evaporation source contents.

As-synthesized powders were examined by X-ray diffraction (XRD) and transmission electron microscopy (TEM). A Rigaku D/MAX IIIA 9-2$\theta$ diffractometer with filtered Cu K$\alpha$ radiation (wavelength = 1.5406 Å) was used in conjunction with a graphite monochromator. The diffraction profiles were analyzed quantitatively using a profile fitting program to obtain accurate peak position and full-width at half-maximum (FWHM) values. Line broadening was used to estimate the average crystallite size whenever such analysis is possible. Under conditions optimized for the synthesis of the finest particles, an average particle size range of 5-20nm was obtained in these samples. High-resolution TEM (HRTEM) (JOEL 2010F) with electron diffraction capability confirmed the nanocrystalline nature of these materials. Synchrotron radiation experiments were conducted at two third-generation synchrotron facilities: Synchrotron Radiation Research Center (SRRC), Taiwan and the Pohang Light Source (PLS), Korea. EXAFS measurements were performed at B11-DCM beamline, (SRRC) and 3C1 beamline (PLS) using both fluorescence and transmission modes of detection. Soft-x-ray XAS and photoemission spectroscopy experiments were carried out in the 6m-HSGM (High energy Spherical Grating Monochromator) beamline (SRRC) in an ultrahigh vacuum chamber.

The Ni$_x$Co$_{100-x}$ magnetic films were deposited on Cu substrates using the non-aqueous electroless method known as the Polyol [8]. It involved the reduction and deposition of constituent atoms in refluxing ethylene glycol at 194 °C. The films with
compositions of Ni_{100}, Co_{10}, Ni_{90}Co_{10} and Ni_{80}Co_{20} were studied using conventional XRD and synchrotron techniques of EXAFS and anomalous x-ray scattering. The study was carried out at beamlines DB-11 of SRRC and 5C2 at PLS. Anomalous x-ray scattering (AXS) provided site-selective, structural information of nanostructured films that could not be obtained by either XRD or EXAFS alone, or combined.

3. Results and discussion

3.1 AgNi nanocomposite powders

According to the phase diagram of binary alloys, solid solutions of AgNi cannot be formed [9]. The solid solubility of Ni in Ag is as low as 0.1% even at 750 °C. Several efforts to produce such a solid solution by creating metastable states under extreme conditions, such as liquid quenching, did not lead to a reproducible fabrication procedure. The formation of the solid solution was only reported on thin films using laser ablation deposition [10,11], co-evaporation method [12], and recently mechanical alloying [13]. Taking advantage of the high surface-to-bulk energy ratio, which is characteristic of nanocrystals, we were able to prepare samples [7] containing significant amounts of AgNi alloy phase with a wide range of compositions using a co-evaporation of Ag and Ni.

As-synthesized nanocrystals had average particle size of 5-20nm as examined by TEM [7]. Three types of X-ray absorption spectra were measured: X-ray Absorption Near Edge Spectroscopy (XANES), Extended X-ray Absorption Fine Structure (EXAFS) and soft-X-ray absorption spectroscopy, to investigate the electronic properties, the local structure and the stability of the AgNi binary alloys. Photoemission spectroscopy was used to identify the chemically different species. Our results indicate that, by controlling the processing parameters and therefore varying the particle size, materials with new properties can be obtained which can be potentially important for industrial applications such as catalysis, magnetic recording and sensor technology.

Note that XAS has a rather large probing length and this property can eliminate or at least reduce contributions from the complicated surface properties of nanoparticles, which dominate several other more surface sensitive spectroscopy techniques. Specifically, the probing length of the XAS (even by total electron yield (TEY) detection) is longer than 5 nm. This matches well with the average particle size of our samples, thus enabling us to perform “bulk” measurement.
Fig. 1 - X-ray powder diffraction of the AgNi nanocrystals with different compositions. (a) as grown sample (b) after heat treatment.

The first evidence of the formation of an AgNi solid solution was suggested by the absence of the Ni (200) XRD peak in as-synthesized samples. As shown in Fig. 1(a), Ni (200) is barely visible in the sample of high Ni concentration. The measured Ni K edge absorption intensities remain nearly proportional to the Ni contents in these samples. The nearest neighbor bond lengths, 2.1-2.5 Å with a nearly linear relation with respect to the Ni composition, deduced from the Ni K EXAFS oscillations, are shown in Fig. 2(a). Similar to the Vegard's law commonly used to deduce the alloy composition from the lattice parameter [1] obtained by XRD, such a relation indicates the formation of the AgNi solid solution. The disappearance of the Ni (200) diffraction peak in the mixed Ag-Ni phase, therefore, can only be attributed to the loss of long-range order of Ni in the formation of solid solution.
Fig. 2 - (a) The nearest-neighbor bond length deduced from the Ni K edge spectra of Ag$_{1-x}$Ni$_x$ ($x=0.2-0.8$). (b) Ni K absorption spectra of AgNi nanocrystals before and after high temperature annealing. The spectra are compared with commercial Ni nanocrystalline powders (bottom curve).

A similar behavior can also be expected in the case of Ag although Ag (111) and (200) diffraction peaks were observed. The widths of the Ag diffraction peaks reveal, in fact, that the corresponding domains are much larger than the average particle size of our AgNi nanocrystals. Therefore, we can conclude that the measured Ag (111) and (200) diffraction peaks are a result of Ag that did not participate in the mixing process. Such type of inhomogeneous morphology has also been imaged with HRTEM measurement of our samples. The inhomogeneous size distribution of Ag indeed created much more difficulties in the precise determination of the microstructure. For example, the EXAFS measurements of the Ag L absorption edge with different compositions show almost no difference, which can be again attributed to that the larger Ag particles did not participate in the formation of solid solution. They dominated the EXAFS spectra since they had higher order.

The sharp feature in the edge region — see the top spectrum in Fig.2(b) — at a photon energy of approximately 8365 eV is another strong indication that the Ni atoms of our samples are in a very different electronic structure than those of commercial Ni powders which are also in a nanocrystalline form. Samples prepared with different noble gas pressure, which usually leads to different particle sizes, do not exhibit strong differences in the X-ray absorption spectra. However, the subsequent heat treatment caused drastic changes in the near-edge region and the EXAFS region. Note the
sintering of the sample is conducted on pellets of compacts powders. It is concluded that as-prepared AgNi nanocrystals were metastable alloys and heat treatment to > 320 °C caused the phase separation of the elements.

The drastic decrease of the Ni L2,3 absorption spectra intensity of the nanocrystalline AgNi pellets upon heating (not shown here)[14] indicates that a strong segregation of Ag and Ni occurred at the temperature above 320 °C. Since the free energies of Ag and Ni increase with temperature and become eventually larger than the free energy gained by alloying in the nanocrystals, the segregation becomes energetically favorable above a certain temperature. We also observed the dependence of phase segregation on particle size (the relative AgNi solid solution content) in samples upon heating. For samples with particle size of 50 nm and larger (under different control parameter and not included in the discussion of this work), the gain in the surface energy is not enough to form substantial amount of AgNi solid solution and, therefore, no segregation can be detected.

A simple empirical rule can be used to examine the surface segregation of transition metal alloys: the constituent with lower elemental surface tension enriches the alloy surface [15]. The same argument leads to a surface enrichment of Ag since the surface tension of the Ag in the liquid phase is lower than that of Ni [16]. The segregation temperature measured in our present experiment is consistent, within the accuracy of our temperature measurement, with that derived from the temperature dependent X-ray powder diffraction measurements. The result of the X-ray diffraction of the sample after heating to above 420 °C followed by a rapid quenching shows Ni(200) (Fig. 1b). Scanning electron microscopy (SEM) micrographs showed a sharp segregation between Ag and Ni, with Ni buried under Ag in a thin film-like arrangement. The segregation explains the decrease in the Ni L absorption signal.

In order to clarify the causes of alloying, we simulated the process by depositing Ni on Ag clusters prepared on HOPG (Highly Oriented Pyrolitic Graphite), SiO2 surfaces (natural oxide of Si (100) wafer) and on TiO2 nanocrystalline particles [17]. It is well known that small amounts of Ag on HOPG and SiO2 form clusters with small size [18]. In our case, only ~0.05 monolayer (ML)(nominal) of Ag was deposited first and Ni was then deposited at room temperature with increasing coverage. Synchrotron photoemission spectroscopy was used to detect possible alloying or chemical reactions. Both valence and core level spectra were collected and their spectral intensities are also used as a quantitative indication of the metal deposition. Typical valence band spectra in such sequence are shown in Fig. 3(a) on which Ag and Ni were deposited on sample substrate, a Ta foil, covered with TiO2 nanocrystals.

We did not find any evidence of Ag-Ni bonding or atomic exchange on the Ni/Ag covered HOPG and SiO2 surfaces by examining both valence and core level spectra. However, in the case of deposition on the TiO2 nanocrystalline particle surfaces, the Ag 3d core level spectrum, shown in Fig. 3(b), exhibits a clear shoulder on the low-binding energy side, compared to the Ag 3d spectrum taken on the freshly deposited Ag. The amount of Ni deposited here was approximately 0.03 ML, a small amount not yet sufficient to metallize the surface. Based on the valence band spectra in Fig. 3(a), more than 0.1 ML of Ni is needed to produce spectral intensity at the Fermi level, indicating the metallized surface is metallized. In this case, the shoulder appearing on the low-
Fig. 3 – (a) Valence band photoemission spectra of the metal deposition sequence taken at a photon energy of 50 eV. The substrate is TiO$_2$ covered Ta foil. (b) Photoemission Ag 3d core level spectra taken at a photon energy of 500 eV. New components are developed on the low binding energy side of the spectrum of Ag nanocrystals (deposited on TiO$_2$) covered with Ni. Spectrum with open circles is taken with Ag nanocrystals.

The binding energy side of the spectrum is not likely due to local charging related to the partial metal coverage. Instead, it indicates the existence of a new phase of AgNi similar to what was observed in the nanocrystalline samples grown by gas evaporation.

Subsequent XANES measurements on the Ni K edge on these samples also confirms this phase by giving rise to a similar near edge structure. The particle size of AgNi grown on TiO$_2$ is as small as the AgNi nanocrystalline particles grown by the gas evaporation method. Ag and Ni grown on the HOPG and SiO$_2$ apparently have much larger particle size, approximately 500 nm, according to SEM micrographs. This difference in the particle size again is consistent with the spectroscopy measurements. Thus, it is likely that the major driving force for the AgNi alloy formation is the high surface energy of nanocrystals. The only apparent role of the growth kinetics during the gas evaporation process is on small particle size.
In summary, X-ray diffraction and EXAFS measurements revealed the existence of the solid solution phase by the disappearance of Ni(200) diffraction peaks and by the linear relation of the Ni nearest neighbor bond length with respect to the Ni composition. The new feature in the XANES spectra further indicates that the AgNi solid solution is formed.

The alloy is stable from room temperature up to 320 °C. Heating the pellet samples above 320°C causes Ag and Ni to segregate and thin films of Ag and Ni are formed with Ag on top of Ni. The near edge spectra of heat-treated samples are much closer to bulk Ag and Ni than before heat treatment. An effort to simulate the gas evaporation process with a procedure under ultrahigh vacuum failed to yield similar alloy particles on the HOPG and SiO₂ surface. On the other hand, Ni and Ag deposited on TiO₂ give rise to a new component on the low-binding-energy side of the Ag 3d spectrum which can be explained by the formation of an AgNi alloy. This indicates that the surface energy plays the key role in allowing the production of the new alloy.

3.2 NiCo nanocomposite films [19]

Nickel and cobalt have mutual solubility at equilibrium. The lattice parameters for fcc Ni and fcc Co are 3.5238 Å and 3.5447 Å, respectively. The K absorption edges for Co and Ni are 7.709 keV and 8.333 keV, respectively. Although EXAFS has been widely accepted as a very useful tool to study nanostructured metastable alloys, it is not suitable for investigating materials consisted of elements (such as Ni and Co) with very close lattice parameters, backscattering amplitudes and phase shifts. Therefore, the EXAFS results of the Ni edge and Co edge of Ni₅₀Co₅₀ and Ni₉₀Co₁₀ (not shown here) did not show noticeable difference from the elemental films. The EXAFS data were therefore inconclusive regarding the mixing of these elements in the films.

![Graphs](image)

Fig. 4 - XRD powder scans of (a) Ni₅₀Co₅₀ and (b) Ni₉₀Co₁₀.
Fig. 5 - AXS results of the XRD peak at q=3.085 Å⁻¹ of (a) Ni₅₀Co₅₀ scanning across Co, (b) Ni absorption edges, and (c) of Ni₉₀Co₁₀ scanning across Co and (d) Ni absorption edges.

Conventional XRD results showed these films were polycrystalline and had a single set of fcc diffraction peaks without any sign of elemental separation. Because of the close lattice parameters of fcc Ni and fcc Co, the formation of alloy or composite could not be ascertained, as also reported for Ni₉₀Co₁₀ powders synthesized using similar method [20]. The average crystallite size of Ni₁₀₀, Co₁₀₀, Ni₉₀Co₁₀ and Ni₅₀Co₅₀ was in the range of 15 to 64 nm. For anomalous x-ray scattering measurements, powder diffraction experiments were first performed to determine the position of the (111) Bragg reflection of the films (q = 3.086 Å⁻¹) at each photon energy. The powder scans of Ni₅₀Co₅₀ and Ni₉₀Co₁₀ are shown in Figs. 4(a) and 4(b). Only a single peak at the (111) reflection existed in these films. The momentum transfer was fixed to the (111) reflection of the film, i.e. q = 3.086 Å⁻¹, and the scattering intensity was monitored as the x-ray energy was varied through Ni and Co absorption edges, respectively.

If the element in question is related to the specified Bragg peak, then the elemental absorption causes a decrease in the Bragg intensity at its absorption edge. A cusp, caused by the interference between the Thomson scattering amplitude and the real part
of the anomalous scattering amplitude [4], is observed in the energy scan of the Bragg peak. Such behavior was observed for the Ni$_{100}$ and Co$_{100}$ films.

Figure 5 shows the AXS measurement of the (111) peaks of Ni$_{50}$Co$_{50}$ and Ni$_{90}$Co$_{10}$. Both Ni and Co were related to this Bragg peak for Ni$_{50}$Co$_{50}$. For Ni$_{90}$Co$_{10}$, only Ni was found in this Bragg peak. However Co absorption was absent. It is noted that EXAFS and energy dispersive analysis confirmed the existence of Co in this sample. Thus, within our detection limit of AXS, Co was not associated with the (111) Bragg peak of this film. Only Ni solely contributed to this long-range order. The detection limit of long range order using XRD is roughly 3 nm. The absence of Co in the (111) Bragg peak of Ni$_{90}$Co$_{10}$ suggested that Co did not alloy with Ni in this atomic arrangement. Further AXS work using other Bragg peaks of the films is in progress to investigate if Co was associated with other peaks or amorphous.

In summary, for AgNi nanocomposite powders, EXAFS, XANES, soft-x-ray and photoemission spectroscopy were used to identify the miscible phase and its most likely origin. For NiCo nanocomposite films, AXS technique was added to this approach in order to gain more specific information on the alloy formation. It is clear, regardless of the apparent success, that further work needs to be performed on exploiting the AXS technique with more sophisticated peak fitting and simulation, as well as on improving the resolution limit.
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1. Introduction

Recently the attention of many scientists has been attracted to nanostructured materials possessing novel physical and mechanical properties [1, 2]. Nanoscale microstructures can form during processing of nanostructured materials using different methods, e.g. condensation in inert gas atmosphere, rapid quenching, electrodeposition, ball milling, severe plastic deformation and during oxidation (see [1, 3]). Among them only severe plastic deformation and ball milling give bulk nanostructured samples while others yield thin films. It is well known that internal interfaces or the grain boundaries (GB) control behavior of nanostructured materials. Such properties as strength, ductility, hardness, resistance to failure, corrosion resistance, fatigue and electromigration are all greatly affected by grain boundaries and their behavior as an whole ensemble [4-7]. Two major methods are used to characterize GB: transmission electron microscopy can analyze the atomic structure of individual grain boundaries and X-ray diffractometry may be used to examine volume-averaged characteristics. This paper presents a review of recent results obtained in ultra-fine grained (UFG), nanocrystalline (NC) metals, and oxide films using X-ray analysis. Both fine structure (crystallites’ size, microdistortions) and statistical features (texture and grain boundary character distribution) have been calculated from experimental measurements. Different techniques (severe plastic deformation, electrodeposition, oxidation etc.) have been used to process metals and alloys where mean grain size is less than 1 µm for UFG and less than 100 nm for NC materials.

2. Methods of Sample Processing

Samples of Cu and Ni with UFG structure (a mean grain size less than 0.2 µm) were processed by torsion straining and equal channel angular pressing. Nanostructured nickel samples with grain size about 20 nm were made by electrodeposition. Zirconium oxide thin film formed during oxidation of Zr-2.5%Nb alloy. Mean grain size of ZrO₂ film formed is less than 50 nm by TEM.

To process the UFG microstructure in bulk Cu and Ni the method of severe plastic deformation was applied. It was carried out using intense shear deformation by torsion straining under high imposed pressure of several GPa and equal channel angular pressing [3] (Figure 1).

Torsion straining under high imposed pressure of several GPa (Figure 1a) was used for fabrication of disk type samples 10 mm in diameter and 0.2 mm in thickness from massive ingot and ball milled powder as well. The logarithmic torsion strain of samples was 7 at the perimeter of the disks.

During equal channel angular pressing cylindrical ingots were machined and pressed through a special die to give a continuous repeating passage (Figure 1b). Following pressing, the samples were pressed again through the same die. Equal channel angular pressing was conducted up to 12 passes. Each pass corresponded to true strain equal approximately to 1. Equal channel angular pressing facility used in these experiments had an angle of intersection of two channels equal to 90°. The processed samples had a cross section diameter about 20 mm and the length of about 80 mm.

3. X-ray Analysis

The results of conducted experimental studies [3] indicate that a general view of X-ray diffraction patterns of nanostructured materials processed by severe plastic deformation differs from that of corresponding coarse-grained materials (Figure 2). The X-ray patterns of nanostructured materials are characterised by changed relative intensity, significant broadening, a shift in position of centroids, change in a X-ray peak profile shape and elevated diffusion background of X-rays scattering [5,9]. Note a growth of relative intensity of X-ray peak (111) in respect to other peaks that is typical for nanostructured Cu (Fig. 2) and Ni.

X-ray diffraction patterns of these materials requires their careful examination and interpretation. For example, long tails and considerable broadening lead to necessity of

![Figure 1](image.png)

*Figure 1.* Principles of severe plastic deformation methods: torsion straining under high pressure (a), equal channel angular pressing (b).
Figure 2. X-ray diffraction patterns of Cu: coarse-grained (a), nanostructured, processed by torsion straining (b), equal channel angular pressing (c), consolidation of powder by torsion straining (d).

obtaining experimental information from the very wide intervals in vicinities of X-ray peaks. The very small intensity of high angle peaks should be taken into account as well.

The changes observed in the general view of X-ray diffraction patterns testify that the evolution of structure of the studied materials resulted from severe plastic deformation. The data obtained in different experiments indicate changes in lattice parameter, structure refinement, elevated microdistortions of a crystal lattice, high static and dynamic atomic displacements, and decrease in the Debye temperature.

Moreover, severe plastic deformation results in changes in preferential orientations of grains, i.e. crystallographic texture. The low temperature experimental studies revealed that the thermal expansion coefficient $\alpha_T$, equalled to $(3.75 \pm 0.10) \times 10^{-5}$ K$^{-1}$ in
nanostructured Ni exceeds a corresponding tabular value of coarse-grained Ni by approximately a factor of 3 [9]. These observations correlate with the data of the Young’s modulus measurements previously conducted by the ultrasonic method [10]. According to these data the Young’s modulus in the nanostructured Cu processed by severe plastic deformation is lower than in the corresponding coarse-grained one by 12±13%. At the same time a decrease in the Debye temperature was revealed in these nanostructured materials. Thus, in the nanostructured Ni the Debye temperature calculated on the basis of the X-ray data is equal to 293±7 K [9] which is lower than a tabular value of the coarse-grained Ni by 22%. The calculated Debye temperature in the nanostructured Cu is 233±6 K which is lower than a tabular value of the coarse-grained Cu by 23%.

4. Grain Boundary Statistics (General Consideration)

In recent years, the relationships between grain boundary misorientation distributions and texture have been studied both experimentally and by means of computer simulation [10]. While there have been attempts to derive misorientation distributions from texture data only, our studies have shown that in general the relationship between the two distributions is not straightforward but rather ambiguous. Complications arise due to the orientation correlation, which may exist between various crystallites of the polycrystalline aggregate. These two factors, texture and orientation correlations, determine the grain boundary character distribution in a sample. Contributions of these factors to the misorientation distribution as a whole and to the fractions of specific grain boundary types are dependent on the material. In some materials, for example b.c.c. alloys, grain boundary distribution is primarily determined by texture [11]. However, the orientation correlations play a dominant role in f.c.c. alloys. The same may be true for other materials with a high propensity to formation of special (twin) boundaries. The results obtained on nanocrystalline monoclinic zirconia film give evidence in favor of this conclusion. That the misorientation distribution depends on texture can be seen e.g. from Fig. 3, which displays the misorientation angle distributions for differently textured model polycrystal with the cubic crystal lattice. Of course, the use of texture
data for evaluating the grain boundary misorientation (and hence character) distribution is very attractive because the determination of grain boundary statistics is much more laborious and time-consuming as compared to the texture measurement. However, such an approach must be treated with caution since the spatial correlations between neighboring grain orientations may have a dominant effect in the grain boundary statistics. The procedure of evaluation of the misorientation distribution from the texture data consists of assigning orientations corresponding to some model or real orientation distribution function (ODF) to a model set of grains and computing misorientations at the boundaries between these grains. Detailed description of the technique can be found elsewhere [4-7].

4.1. EXAMPLES OF DIFFERENT MATERIALS

4.1.1. BCC Materials

The data accumulated to date indicate that the role (contribution) of texture and orientation correlations in the misorientation distribution depends on the type of material. Apparently, there are little orientation correlations in metals and alloys with the BCC crystal structure. Therefore, obtaining the grain boundary character distribution directly from the experimentally determined ODF, as was done e.g. for a Fe-6%Si alloy [12], seems to produce reasonable results for such materials. Some selected results from paper [13] are presented in Table 1.

<table>
<thead>
<tr>
<th>GB Type</th>
<th>Σ3</th>
<th>Σ5</th>
<th>Σ7</th>
<th>Σ9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>2.2</td>
<td>0.9</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Experiment</td>
<td>2.8</td>
<td>0.8</td>
<td>0.8</td>
<td>1.0</td>
</tr>
</tbody>
</table>

4.1.2. FCC Materials

On the other hand, experimental data show that the grain boundary distributions in FCC materials are dominated by the correlations in the orientations of contiguous grains. In aluminum the predominant type of correlation is the formation of low-angle boundaries, with the formation of twin (Σ3) boundaries being the secondary correlation. The grain boundary character distribution obtained from the experimentally (x-ray) determined ODF assuming these correlations, agrees well with the grain boundary distribution measured independently using transmission electron microscopy [9] (see Table 2). We must admit, however, that the agreement between the simulated and experimental misorientation angle and axis distributions was not as good as in the case of the Σ-distributions.

<table>
<thead>
<tr>
<th>GB Type</th>
<th>Aluminum</th>
<th>AISI 316L</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB, 9&lt;15°</td>
<td>Experiment</td>
<td>Simulation</td>
</tr>
<tr>
<td></td>
<td>30.0</td>
<td>32.4</td>
</tr>
<tr>
<td>Σ3</td>
<td>4.0</td>
<td>2.6</td>
</tr>
<tr>
<td>Random</td>
<td>66.0</td>
<td>65.0</td>
</tr>
</tbody>
</table>
4.1.3. Zirconium Oxide Films

<table>
<thead>
<tr>
<th>GB Type</th>
<th>Grain Growth Texture</th>
<th>Fiber Texture [001]</th>
<th>Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB, θ&lt;15°</td>
<td>–</td>
<td>11.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Σ3</td>
<td>33.4</td>
<td>12.1</td>
<td>–</td>
</tr>
<tr>
<td>Σ71</td>
<td>66.6</td>
<td>13.6</td>
<td>–</td>
</tr>
<tr>
<td>Random</td>
<td>–</td>
<td>62.9</td>
<td>97.9</td>
</tr>
</tbody>
</table>

Recently, an interesting type of twin boundaries has been observed in corrosion films formed on a zirconium alloy [14]. The oxide layer consists of predominantly monoclinic zirconia with crystallite dimensions in the nanometer range. Vast areas in the film contain zirconia grains of only eight distinct orientations. These orientations can be explained by growth of zirconia crystallites in the [001] and [100] directions of the monoclinic lattice with misorientations between adjacent grains described by the 180° and 90° rotations about the above axes. In such areas only few types of intercrystallite boundaries are possible, all of them being special, coherent and semi-coherent twins and pseudo-twins. Unlike the cubic structure, where there is only one type of twin boundary – Σ3, several non-equivalent twin variants are possible in the monoclinic lattice, and grain boundary networks built entirely of twins are possible in zirconia. In this particular case, exchange of grain positions would create the grain boundaries of the same set, i.e. the grain boundary character distribution would not change. Thus, a specific strong crystallographic texture in such regions of the microstructure is determined by the correlations that provide for certain special misorientations between contiguous crystallites.

4.1.4. Nickel Oxide Films Formed At Single Crystal Of Nickel

<table>
<thead>
<tr>
<th>GB Type</th>
<th>(100) Substrate</th>
<th>(111) Substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB, θ&lt;15°</td>
<td>40.4</td>
<td>6.4</td>
</tr>
<tr>
<td>Σ3</td>
<td>3.1</td>
<td>27.6</td>
</tr>
<tr>
<td>Random</td>
<td>56.5</td>
<td>66</td>
</tr>
</tbody>
</table>

Grain boundary diffusion of reactants in oxide layers makes a dominant contribution to the transport mechanisms during the oxidation of metals at temperatures less than one half of the melting point of the oxide. Qualitative evidence for the importance of grain boundary transport was found in recent work [15, 16] where it was shown that the difference between the oxide growth rates on (100) Ni and (111) Ni crystals is more than one order of magnitude. The microstructural examination indicates that this difference cannot be attributed solely to the density of short circuits paths but the character of individual grain boundaries should also be considered. A computer model
was developed to simulate the diffusion of Ni through both the grain boundaries and lattice in NiO at elevated temperatures. The grain boundary network was defined by the shape and size of oxide grains and by the grain boundary character distribution. Two sets of GBOD describing the oxide grown on (100) and (111) crystals faces of Ni (Table 4) were employed to simulate transport through the NiO film. The model was found to be effective in predicting of the difference in diffusivity through the nickel oxide grown on (100) and (111) faces. The ratio of parabolic constants for NiO for two different oxide films obtained from simulation equals 11 while from the experiments this ratio found is 14. It proves that the GBOD greatly influence and control the Ni diffusion through NiO layer.

5. Concluding Remarks

The conducted experimental X-ray structural studies showed that X-ray diffraction patterns of nanocrystals processed by severe plastic deformation significantly differ from the corresponding coarse-grained ones. These differences consist in significant broadening, shift of positions of centroids, change in X-ray peak profile shape and increase in diffusivity background of X-rays scattering.

The significance of grain boundary character distribution discussed in this paper is that GBOD can vary in metals with different type of crystalline lattice, texture and microstructure. These affect spatial correlation in orientation of neighbours determining grain boundary clustering.

Acknowledgments. One of the authors, A.P.Zhilyaev would like to thank Drs. V.Yu.Gertsman and F. Czerwinski for helpful discussion of the results.
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1. Abstract

The residual stress determination of nanostructured films and coatings is reviewed. A method of measuring the depth dependence of the stress profile using energy dispersive x-ray diffraction with a high-energy “white” beam synchrotron radiation source is presented. The profiling is accomplished with the aid of a highly collimated incident and scattered x-ray beams and with micro positioning of the sample-interface. The depth of the profiling is on the order of mm and the resolution of the profiling is on the order of a few microns. The technique allows the three dimensional profiling of the stress distribution in these materials.

2. Introduction

X-ray diffraction has of course been the central technique for nearly a century for determining interatomic distances in solids. Applications of this technique to profiling residual strains, as a function of depth from a surface, have also been developed on a more limited basis. Such conventional residual surface strains analysis has utilized the "sin 2θ" diffraction method [1], where the varying penetrating power of the x-rays with varying incident angle is exploited. This technique is limited both by the rather broad convolution of scattered depths via the exponential penetration function, and by the limitation of the penetration length to a few microns.

At the nanoscale level Tsakalakos has worked extensively on stress distribution around interfaces of similar or dissimilar multilayered materials using advanced x-ray methods [2,3]. Earlier work [4] on fatigue, corrosion-fatigue and stress-corrosion-cracking demonstrated the ability to measure excess dislocation densities near the surface by x-ray rocking curve analysis. This method, however, failed to quantify the residual stress as a function of distance because it relied on successive removal of surface layers, which resulted in redistribution of the stresses in the remaining material.

In this paper we review some aspects of the energy dispersive diffraction technique as a nondestructive method from which the three dimensional state of stress

can be deduced. We also report some new results on WC/Co nanostructured coatings prepared by plasma spraying coating methods.

The expansion of the availability of high-energy synchrotron "white beam" sources (20-100 keV) has led to the expansion of the use of energy dispersive x-ray diffraction. This technique (see Fig. 1. for a schematic) has several unique advantages: these x-rays penetrate deeply; the data collection geometry is extremely stable with stationary incident/diffracted-beam paths; this stability and the high intensity of the synchrotron beam allow extremely high incident/diffracted beam collimation thereby defining very small highly position-specific diffraction volumes; the data collection is very efficient/rapid allowing good signal-to-noise diffraction spectra to be taken quickly on small volumes; and finally, recent advances in precise sample micro positioning allow precision scanning of the diffraction volume laterally and as a function of depth through the sample.

![Diagram of experimental setup](image)

**Fig. 1.** A schematic of the experimental geometry for energy dispersive x-ray diffraction for WC/Co coatings on steel.

This energy dispersive x-ray diffraction (EDXRD) technique has been widely used for many years for high-pressure diffraction measurements on the small diffraction volumes inside diamond anvil high-pressure cells. The use of this technique for profiling strains in engineering materials has more recently evolved [1,5]. In this section of paper we will note some aspects of applying the energy dispersive diffraction technique to probing the three-dimensional homogeneity and state of stress in WC/Co wear resistant coatings on steel.

It is of great technological importance to be able to predict the failure of materials subjected to static stressing in aggressive environments or dynamic or repeated loading in mechanical and structural applications. This ability is often hindered when inhomogeneous distributions of residual, interfacial or other type of elastic
stresses due to the processing or manufacturing conditions, are present. Thus, for deformation processes which are known to be highly sensitive to preexisting large elastic stresses, the evaluation of these inhomogeneous stresses with respect to depth from the surface or interface is equally essential to the comprehensive characterization of deformation induced damages. Because the EDXRD method is nondestructive, it represents an ideal tool with which to elucidate structural changes, and the degradation in mechanical performance such as fatigue failure and fracture.

3. Energy dispersive technique

Energy dispersive x-ray diffraction involves considering the traditional Bragg equation (1) at a constant scattering angle, 2θ, (usually a few degrees) as a function of the x-ray energy.

\[
E_{\text{hkl}} = \frac{hc}{\lambda} = \frac{hc}{2 \sin \theta} \frac{1}{d_{\text{hkl}}}
\]  \hspace{1cm} (1)

Here the interatomic plane spacings, \(d_{\text{hkl}}\), are uniquely related to the energies at which the corresponding Bragg reflections occur, \(E_{\text{hkl}}\). Since the scattered x-ray energies are typically measured by Ge-detector (see Figure 1) calibrated in units of keV, a more useful version of this equation is

\[
E_{\text{hkl}} \ [\text{in KeV}] = \frac{6.22}{d_{\text{hkl}} \sin \theta}
\]  \hspace{1cm} (1a)

With this technique [1] the strain (\(\varepsilon\)), related to the shifts in the plane spacings (\(\Delta d_{\text{hkl}}\)), is determined by the energy-Bragg-line shifts (\(\Delta E_{\text{hkl}}\)).

\[
\varepsilon = -\left(\frac{\Delta d}{d}\right)_{\text{hkl}} = -\left(\frac{\Delta E}{E}\right)_{\text{hkl}}
\]  \hspace{1cm} (2)

The strain-resolution that this technique has can be estimated from the differential of equation (2).
\[
\left( \frac{\partial d}{d} \right)_{\text{hkl}} = \left( \frac{\partial E}{E} \right)_{\text{hkl}} + |\text{ctn } \theta| \Delta \theta \tag{3}
\]

For a typical scattering geometry (2), \( \Delta \theta \) can be about 2 mrad with \( \theta \) in the 2° to 8° range, however, substantial improvements on these figures have been made and are being made. The \( \delta E \) is the limit of our ability to determine the shift in the centroid of the Bragg-energy peak. Although energy resolution of the cryogenically cooled Ge-detector is only on the order of 0.2 KeV at 60 KeV (or better) the detectable shift in the peak centroid position of such peaks (fitted to Gaussian line shapes) can be far higher. Indeed with such methods Kuntz et. al. [1] has emphasized that the strain requiring sensitivities of \( 10^{-4} \) can be obtained. Kuntz et. al. [1] profiled and separated stress and strain variations in the radial and "hoop strain" directions for cylindrical composite materials.

Here we report some preliminary EDXRD measurements on small diffraction volumes in a WC/Co coating on a high-strength-steel base micro-positioned to separately probe the base and coating. These measurements were carried out on Beam Line X17C at the National Synchrotron Light Source at Brookhaven Lab with the indispensable aid of Dr. J. Z. Hu. The enhanced high energy white beam on this line is supplied by a superconducting wiggler insertion device. A schematic of the typical geometry for these preliminary measurements is shown in Fig. 1.

The standard collimation slits on this beam line allow apertureing of the incident beam down to 10 microns. The diffracted beam collimation depends on the variable detector distance from the fixed scattering volume. The existing micro-positioning stage on the line was also utilized. The sample used consisted of a 100 micron WC/Co coating plasma sprayed onto a 2-mm thick steel base.

In Fig. 2, the diffraction pattern for a small volume in the steel is shown along with its bcc indexing. This pattern was collected over just a couple of minutes in the geometry shown in the schematic Fig. 1. This spectrum emphasizes the utility of this hard radiation for collection of high quality diffraction data on small volumes even when buried beneath a high-Z coating.

In Fig. 3, EDXRD pattern for the WC/Co coating is displayed along with the WC indexing. The well W\(_2\)C impurity lines labeled are typical for such materials. The W-K and W-L fluorescence lines are also noted.

Figures 4 and 5 demonstrate the applicability of the method in terms of strain resolution, which is about \( 10^{-4} \) and the penetration depth, which reaches 3 mm depth with a diffracting volume size of about 5 \( \mu \)m [1]. The measurements were performed on controlled samples of \( \text{Al}_2\text{O}_3 \) cylindrical fibers embedded in CP Titanium matrix composite. The solid lines represent the theoretically obtained stress distributions from the interface showing the excellent agreement between theory and experiment.
Fig. 2. The EDXRD from the steel layer of a WC/Co on steel sample. Note that this pattern was taken in the geometry where the entered the steel surface normally and the diffracted beam exited the coating surface at an angle 2θ to the normal (as in the schematic).

Fig. 3. The EDXRD from the WC/Co layer of a WC/Co on steel sample. Note that this pattern was taken in a reflection the geometry to obtain a high quality near surface pattern for the coating.
4. Discussion and Conclusions

In this paper we have reviewed a new technique for measuring residual stresses in nanostructured films and coatings using energy dispersive x-ray diffraction. The scattering volume was scanned through this interface of substrate/coating via micro positioning of the sample. The samples were placed into a geometry that allowed x-ray access in various orientations. Lateral profiling of the strains, approaching the edges, were also possible to be performed to probe for strain relief effects at such surfaces.
These experiments were carried out on beam lines at the National Synchrotron Light Source at Brookhaven Lab.

A key factor for the accurate measurement of the residual and interfacial stress distribution is the ability to penetrate the coating and the substrate sufficiently to allow for long range stress relaxation from the surface and interface of the nanostructured coatings.

The energy dependence of the absorption length (1/e decay length) for x-rays in WC/Co is shown in Fig. 6. Note that the density of commercial WC/Co of 15 g/cm³ was used. The effective penetration lengths in the 30 -150 keV range are sufficiently large to allow the proposed diffraction profiling. Indeed, as shown in Fig. 6, the penetration depth for WC/Co is in the range of a few mm for the working energy conditions.

![Absorption Length Graph](image)

Fig. 6. The energy dependence of the absorption length (1/e decay length) for x-rays in WC/Co.

The detected volume is determined by the intersection of the collimated beam and the diffracted beam. Incident beam columniations of down to 5 μm have been reported as possible both at NSLS [6] and CHESS [7]. Additional incident and diffracted beam aperturing will be used.

The diffraction experiments proposed utilize a constant incident and diffracted beam positions. Thus positioning of the diffraction volume is determined by the translational positioning of the sample. Sample micro positioning is typically available on beamlines (e.g. 2.5 μm step size reported for X23A3 Beamline at NSLS). For additional required accuracy Newport Corporation produces a wide range precision positioners (e.g. 0.1 μm repeatable positioning with 400 mm travel).
In summary, for nanostructured films and coatings with thickness in the range of 100 μm we can measure the stress distributions with spatial resolution down to 1 μm due to new developments in beam aperturing and micro-position devices. We can measure strains down to 10^-4 with accuracy of about 2 to 5% (as determined by the peak position described above). Our original control experiments of WC/Co coatings demonstrated the feasibility of the method and revealed some of the expected working conditions for the stress determination. For films of larger thickness, a better resolution can be obtained by increasing the diffracted volume.

In the future, it is hoped that this approach to the problem of the residual stress distribution can eventually transcend the laboratory research stage and be used directly as a diagnostic tool for technological applications. For example, an in-situ fatigue stage development in conjunction with the EDXRD technique could provide invaluable information on the determination of prefracture damage, crack initiation and the remaining lifetime of the materials.
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1. Introduction

This paper reviews theoretical models of interfaces in nanostructured films and coatings with the special attention being paid to their nano-scale structural features and the properties associated with such features. The paper deals with many models which, however, are discussed briefly, in a non-detailed way.

In general, nanostructured films and coatings exhibit outstanding physical and mechanical properties, in which case they are thought of as advanced materials with wide applications in different areas of technology, e.g. [1-6]. The outstanding properties of nanostructured films and coatings crucially depend on both the structure and the properties of interfaces, that is, intergrain and interphase boundaries whose total volume fraction ranges from 10 to 50% in such materials. The interfacial structures have been revealed as those ranging rather widely in nanostructured solids. They include the specific interfacial structures that are inherent to only nanostructured solids and conventional interfacial structures that exist also in conventional films and coatings. (Hereinafter, by conventional films and coatings are meant coarse-grained polycrystalline films and multilayer coatings that consist of meso-scale single crystalline or coarse-grained polycrystalline layers.) In this context, the present paper is concerned with not only interfaces in nanostructured films and coatings, but, in part, also with interfaces in conventional films and coatings.

The specific features of interfacial structures in nanostructured films and coatings are caused, in particular, by the following: (1) The volume fraction of the interfacial phase is extremely high in nanostructured films and coatings. (2) Interfaces as structural elements mostly have extremely short dimensions in nanostructured films and coatings, in contrast to the situation with conventional solids. (3) There is a strong elastic interaction between neighbouring interfaces, because (extremely short) distances between them are close to the characteristic scales of their stress fields. (4) In nanocrystalline films and coatings there is a strong effect of triple junctions and nanograins on interfaces and vice versa, in contrast with conventional
films and coatings, because the volume fraction of triple junctions is extremely high in nanocrystalline solids and because nanograins commonly are more distorted than conventional grains in polycrystalline films and coatings. (5) Formation of nanostructured films and coatings frequently occurs at highly non-equilibrium conditions that essentially influence the interfacial structures.

The aforesaid aspects should be taken into account in theoretical models of the interfacial structures in nanostructured films and coatings, which, in most cases, can not be unambiguously identified with the help of contemporary experimental methods. Below we will briefly review “fresh” models of interfaces in nanostructured films and coatings while focusing on highly defected and non-periodic interfaces whose structural features are related to nano-scale effects.

2. Misfit Disclinations at Interfaces in Nanostructured Films

Let us consider the specific features of misfit defect structures that can exist in systems consisting of a single crystalline substrate and a nanocrystalline film. In general, misfit stresses (that occur in films due to a geometric mismatch between crystalline lattices of films and substrates) essentially contribute to the properties of films. Misfit stresses are commonly viewed to effectively relax via generation of “standard” misfit dislocations with crystal lattice Burgers vectors. Such dislocations commonly form dislocation rows at interphase (film/substrate) boundaries, partly compensate misfit stresses and, therefore, often improve functional physical characteristics of films, e.g. [7-10]. At the same time, misfit dislocation cores are located at interphase boundaries, and, therefore, negatively affect functional physical characteristics of interphase boundaries. This causes high interest in searching for alternative effective micromechanisms for relaxation of misfit stresses.

In nanocrystalline films with their high-density ensembles of grain boundaries, there is an effective alternative to the standard physical micromechanism for relaxation of misfit stresses, namely formation of special interfacial disclinations (Fig. 1) [11]. Such disclinations induce stresses that compensate, in part, misfit stresses in the film and are located at junctions of the interphase boundary and grain boundaries (Fig. 1a). In general, as with disclinations in polycrystalline and nanocrystalline bulk solids synthesized at highly non-equilibrium conditions [12, 13], the discussed disclinations can exist also at triple junctions of grain boundaries in a nanocrystalline film (Fig. 1b). Hereafter we shall call such disclinations (Fig. 1a and 1b) as misfit disclinations.

Following the estimations [11] of energetic characteristics of a nanocrystalline film with misfit disclinations periodically arranged at an interphase boundary between a substrate and the film (Fig. 1a), the existence of misfit disclinations is more energetically favourable than the existence of “standard” planar rows of misfit dislocations with lattice Burgers vectors. More than that, following estimations [11],
Figure 1. Misfit disclinations at interfaces in nanostructured films. (a) Periodically arranged ensemble of misfit disclinations at nanocrystalline film/substrate interface. (b) Misfit disclinations at interfaces — intergrain and interphase boundaries — in nanocrystalline film.

the critical thickness, \( h_c \), for the generation of misfit disclinations in nanocrystalline films is \( h_c = 0 \), at least, for characteristic values of misfit parameter ranging from \( 10^{-8} \) to \( 10^{-2} \). It means, in particular, that the generation of misfit disclinations is more energetically favourable than the existence of a coherent interphase boundary between a substrate and a nanocrystalline film at any value of its thickness.

Misfit disclinations and their configurations can be formed also in polycrystalline films. The partial case of misfit disclination configurations, namely dipoles of misfit disclinations located at junctions of an interphase boundary and twin boundaries, has been observed experimentally in epitaxial rhombohedral ferroelectric films (see paper [14] and references therein).

Generally speaking, misfit disclinations can also be generated as defects that bound walls of misfit dislocations in single crystalline films and multilayer coatings (Fig. 2) [15]. Such dislocation walls have been observed experimentally in films resulted from convergence of island films [16].

3. Grain Boundary Dislocations and Their Configurations as Misfit Defects in Nano-Film/Substrate Systems

In general, due to the presence of high-density ensembles of grain boundaries, their triple junctions, and junctions of grain boundaries and interphase boundaries in nanocrystalline films and coatings, the generation of grain boundary dislocations
Figure 2. Disclinations (located at open circles) at ragged walls of misfit dislocations in (a) single crystalline film and (b) multilayer coating.
and their configurations as misfit defects, is capable of effectively contributing to relaxation of misfit stresses. For instance, let us consider a periodically arranged ensemble of grain boundary dislocations located at junctions of grain boundaries and the interphase boundary between a single crystalline substrate and a nanocrystalline film (Fig. 3). In context of the general theory of misfit dislocations (e.g., [7-10]), such dislocations create stress fields that compensate misfit stresses generated due to the geometric mismatch between the crystalline phases matched at an interphase boundary. In doing so, the most spatially homogeneous distribution of misfit dislocations is characterized by minimal elastic energy density and, therefore, is most stable.

Grain boundary dislocations are commonly characterized by Burgers vectors being essentially lower than those of "standard" misfit dislocations being crystal lattice dislocations. This specific feature allows grain boundary dislocations to be more homogeneously distributed along an interphase boundary as compared with "standard" misfit dislocations with the proviso that the sum Burgers vectors of the misfit dislocation ensembles are the same per unit of the boundary length. As a corollary, the existence of grain boundary dislocations as misfit dislocations is more energetically favourable than that of "standard" misfit dislocations.

In general, due to the presence of high-density ensembles of grain boundaries in nanocrystalline films, complicate arranged configurations of grain boundary dislocations can be formed as defect configurations causing the effective relaxation of misfit stresses in nanocrystalline film/substrate systems. Examples of such configurations are compensated and non-compensated dipoles of grain boundary dislocations (Fig. 4a), networks of grain boundary dislocations distributed within a nanocrystalline film (Fig. 4b), grain boundary dislocation-dislocation ensembles (Fig. 4c), etc.

4. Partly Incoherent Interfaces

An interphase boundary between a single crystalline substrate and a nanocrystalline film is featured by the existence of many boundary fragments bordered by junctions of the interface boundary and grain boundaries of the nanocrystalline film. In these circumstances, one of the effective micromechanisms for misfit stress relaxation that are specific for nanocrystalline film/substrate systems is the formation of a partly incoherent interface, a partly incoherent interphase boundary. Each such a partly incoherent interface consists of both coherent and incoherent fragments and is characterized, in the first approximation, by a modified misfit parameter, \( \tilde{f} = f(1 - \delta) \), depending on the ratio, \( \delta = l_i/l_c \), of the sum length, \( l_i \), of the incoherent fragments to the sum length, \( l_c \), of the coherent fragments. In general, when the thickness, \( h \), of a film increases resulting in an increase in the elastic energy, this energy effectively relaxes via generation of new incoherent fragments. In these circumstances, a nanocrystalline film is characterized by two critical values, \( h_{c1} \) and \( h_{c2} \), of its thick-
Figure 3. Periodically arranged ensemble of misfit, grain boundary dislocations.

Figure 4. Configurations of interfacial dislocations and disclinations in nanocrystalline films.
ness. Generation of incoherent fragments is energetically favourable in films with thickness above \( h_{\alpha} \) (Fig. 5 a and b). The existence of a totally incoherent interface is energetically favourable in films with thickness above \( h_{\alpha} \) (Fig. 5 c).

5. Crystal/Glass Interfaces

The properties of advanced crystal-glass nanocomposites essentially depend on crystal/glass interfaces, e.g. [17-19], in which case the characteristics of crystal/glass interfaces are of great interest. Recently, a model [11, 20] has been developed describing crystal/glass interfaces as semi-coherent interfaces containing misfit disclinations and dislocations. In the framework of this model, misfit disclinations are generated at crystal/glass interfaces as extensions of disclinations inherent to the adjacent glassy phase. Misfit dislocations at crystal/glass interfaces provide a partial compensation of the so-called dilatation misfit stresses occurring due to the difference between the characteristic interatomic distances in the adjacent crystalline and glassy phases.

Crystal/glass interfaces modeled [11, 20] as semi-coherent interfaces contain coherent fragments, in which case such interfaces have to be sensitive to crystallographic peculiarities of the adjacent crystalline phase. In this context, experimental observations of faceted crystal/glass interfaces [17, 21] and pronounced textures in polycrystalline films on glassy substrates [19] support the theoretical model [11, 20].

In the framework of the model [11, 20], the total elastic energy density of a crystal/glass interface (calculated as the elastic energy density of misfit disclinations and dislocations) is as follows:

\[ W \approx k G a, \]

where \( k \) ranges from 0.06 to 0.18, \( G \) denotes the shear modulus, and \( a \) the mean interatomic distance in the glassy phase. In general, \( W \) is either larger or smaller than values of the energy density (per unit area) of high-angle grain boundaries in crystals (for example, [22]), depending on parameters of grain boundaries and crystal/glass interfaces.

6. Amorphization at Interphase Boundaries in Multilayer Coatings

Solid state amorphizing transformations occur in multilayer coatings consisting of alternate layers, say, \( \alpha \) and \( \beta \) [23, 24]. In these circumstances, layers of the new amorphous alloyed phase \( \alpha - \beta \) nucleate at \( \alpha/\beta \) interfaces due to diffusional mixing of atoms \( \alpha \) and \( \beta \) (Fig. 6). Recently, it has been experimentally revealed that the solid state amorphization does not occur in Ni/Ti multilayer composites having the crystalline layer thickness in a composite below some critical thickness \( h_{\alpha}^{\text{crit}} \) (being several nanometers) [23].

Solid state amorphizing transformations in layered composites have been theo-
Figure 5. Coherent-to-incoherent transformation of interphase boundary as a micromechanism for misfit stress relaxation.
Figure 6. Solid state amorphization in multilayer coatings.
retically described in [25] as phase transformations affected by misfit straines. It has been found that there is a misfit-stress-induced minimal critical thickness \( h_{c}^{m} \) which characterizes the solid state amorphization in layered composites: composites consisting of layers with thickness whose values are above \( h_{c}^{m} \), are amorphized, whereas below are not amorphized.

7. Amorphous and Quasiperiodic Grain Boundaries

Let us briefly outline models that describe amorphous and quasiperiodic interfaces in nanostructured films and coatings. These models are beyond the applicability of the standard concept [22] of periodic interfaces in solids.

Grain boundaries in nanostructured materials are characterized by extremely short lengths, in which case tilt boundaries of finite extent are theoretically recognized to be more often quasiperiodic than periodic [10, 26, 27]. The presence of such quasiperiodic tilt boundaries in nanostructured materials, in particular, is capable of effectively contributing to the experimentally observed deviations of the yield stress dependence on grain size from the standard Hall-Petch relationship [10, 26].

Amorphous grain boundaries are often experimentally observed in nanocrystalline and polycrystalline ceramics [28, 29]. Following computer experiments (see [30, 31] and references therein), such boundaries can exist also in nanostructured metals and silicon. The elastic energy and stress fields of amorphous grain boundaries are effectively calculated as those of special ensembles of grain boundary dislocations.

8. Technological Aspects

The above representations on new interfacial defect structures potentially can be used in both optimization of conventional technologies and design of new technologies for synthesis of nanostructured films and coatings with desired properties. So, in the light of the representations of new interfacial defect structures, interphase boundaries in nanostructured films and coatings strongly affect grain boundaries within nanocrystalline films and vice versa. As a corollary, one can use technologies that control interphase boundary parameters in order to form grain boundary structures with desired properties in nanocrystalline layers. And, on the contrary, one can use technologies that control grain boundaries in order to form interphase boundaries with desired properties in nanostructured coatings.

In particular, the effect of relaxation of misfit stresses via formation of grain boundary defects on nanocrystalline films potentially allows one to design films and coatings with spatially variable stable structure which consists of single crystalline
regions divided by ideal coherent boundaries and nanocrystalline regions causing effective relaxation of misfit stresses. In these circumstances, single crystalline regions with ideal coherent matching exhibit desired functional properties, while nanocrystalline regions play the role of structural elements that provide misfit stress relaxation. Some illustrations of the coatings with spatially variable structures and various geometries are shown in Fig. 7.

The coatings with spatially variable structures potentially can be synthesized, for instance, in a two-step manner. At the first step, a coating with the completely nanocrystalline structure is synthesized by conventional methods. At the second step, local heating can be used to induce local recrystallization processes that result in a desired spatially variable structure. This method can serve as a kind of nanolithography.

Also, local regions with the nanocrystalline structure in either film or substrate of a heteroepitaxial system are capable of effectively contributing to misfit stress relaxation in the system, even if such nanocrystalline regions are located far from
Figure 8. Local nanocrystalline regions in film/substrate systems. Nanocrystalline regions are located in either (a) substrate or (b) film.
Figure 9. Film/substrate systems with interface containing walls of (a) perfect and (b) partial misfit dislocations.
the interphase boundary (Fig. 8). This effect can be potentially used in technologies, too.

Also, multilayer coatings with single crystalline layers divided by interfaces having a complicated geometry and containing walls of either perfect or partial misfit dislocations (Fig. 9) potentially can be synthesized as coatings with unusually wide areas of the ideal coherent matching. This is important for applications of coatings with the functional properties dependent on the coherent matching of thick single crystalline layers.

9. Concluding Remarks

Thus, such defected and non-periodic interfaces as quasiperiodic tilt boundaries, partly incoherent interfaces, interphase boundaries with misfit disclinations, misfit grain boundary dislocations, and misfit partial dislocations, crystal/glass interfaces, quasiperiodic and amorphous interfaces between crystalline phases are inherent structural elements of nanostructured films and coatings. Both the specific structure and the specific properties of defected and non-periodic interfaces in nanostructured films and coatings cause the specific effects of such interfaces on the macroscopic properties of nanostructured films and coatings. These effects should definitely be taken into account in experimental research and theoretical description of the structure and behavior of advanced nanostructured materials.
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1. Introduction

A correct description of the behavior of defects in thin-film and nanostructured systems needs to take into account both the strong influence of outer and inner interphase boundaries and the fact that the size of a defect core, where classical solutions are singular and incorrect, occurs in the same order as the characteristic length of the system (film thickness, grain size, etc.). To take into account the influence of interphase boundaries, many solutions of boundary value problems for defects have been obtained in the framework of the classical theory of elasticity (see [1−5] for a review). To solve the second problem, some approaches have been proposed which have been aimed at dispensing with classical singularity of elastic fields within defect cores (see [6, 7] for a review). The present paper represents a brief description of our recent results [6−10] dealing with nanoscale elastic fields within and near cores of disclinations [6, 7] and dislocations [6−10] in the framework of gradient elasticity. The main result shown there was an elimination of displacement, strain, stress and energy singularities at the defect line. It is worth noting, that previous continuum models for such kind of defects which have taken into account couple stresses or non-locality (see [6, 7] for a review), do not dispense with the singularity in the displacement or strain field, even though some of them [11−13] claim elimination of stress singularity.

We have started with a simple gradient modification of the linear theory of elasticity in the form [14]

\[ \sigma = \lambda (\text{tr} \varepsilon) I + 2\mu \varepsilon - c \nabla^2 [\lambda (\text{tr} \varepsilon) I + 2\mu \varepsilon], \]  

(1)

where \( \lambda \) and \( \mu \) are the Lamé constants, \( \sigma \) and \( \varepsilon \) are the stress and strain tensors, \( I \) is the unit tensor, \( \nabla^2 \) denotes Laplacian and \( c > 0 \) is the gradient coefficient. Using (1) or similar theory, the authors of [14−20] have demonstrated the elimination of classical singularity from the solution for the strain field at the crack tip.

Encouraged by these results, we first employed [8, 9] the same gradient theory described by (1) to consider dislocations. In particular, four dislocation configurations (i.e., a screw dislocation, an edge dislocation, and the dipoles of such dislocations) have been considered. It has been shown that in the case of screw dislocation [8], the elastic strain is zero at the dislocation line and achieves a maximum value \( \approx \pm b_z / 10 \pi \sqrt{c} \), at a distance \( \approx \sqrt{c} \) from it. It is worth noting that for an atomic lattice, the gradient coefficient, \( c \), can be estimated [14] as \( \sqrt{c} \approx a / 4 \), where \( a \) is the lattice constant. With the Burgers vector, \( b_z \), taken to be equal to \( a \), it follows that the aforementioned maximum value is estimated as \( \approx 12\% \). In the case of edge dislocations [9, 10], we have also shown that all strain components are equal to zero at the dislocation line achieving maximum values (3-14)% within the dislocation core \( (r \leq 4\sqrt{c}) \).

It has also turned out for both types of dislocations that beyond the dislocation core \( (r_0 \approx 4\sqrt{c}) \) the classical and gradient solutions coincide. Furthermore, it has been shown that the total displacement varies smoothly across the dislocation line in contrast to the classical solution which suffers a jump there. In addition, some of the displacement components which are singular in the classical theory now become finite (edge dislocation). We have also considered the displacement and strain distributions for dislocation dipoles and shown that the values of relative displacements of the cut surfaces depend on the dipole arm, in contrast to the classical theory where these displacements are always the same. As a result, two characteristic distances appear naturally in this approach: \( r_0 \approx 4\sqrt{c} \) which may be viewed as the radius of dislocation core and \( d_0 \approx 10\sqrt{c} \) which may be viewed as the radius of strong short-range nanoscale interaction between dislocations.

In [6], we have considered the elastic fields of disclinations within the gradient theory described by (1). We have found the elastic strains for all kinds of straight disclinations, and examined the interactions between disclinations in dipoles. It has been shown that the main features of the gradient solutions are very similar to the case of dislocations: the singularities at the disclination lines are eliminated from the strain fields which are equal to zero or attain finite values there. The non-vanishing values depend strongly on the dipole arm, \( d \), and exhibit a regular and monotonous (in the case of wedge disclinations) or non-monotonous (in the case of twist disclinations) behavior for short-range nanoscale \( (d < 10\sqrt{c}) \) interactions between disclinations. When the disclinations annihilate \( (d \to 0) \), the elastic strains tend to zero value. Far from the disclination line \( (r \gg 10\sqrt{c}) \) gradient and classical solutions coincide. When \( d \ll \sqrt{c} \), the elastic fields of a dipole of wedge disclinations transform into the elastic fields of an edge dislocation [9] as is the case in the classical theory of elasticity.

It is important to emphasize, however, that in the framework of the gradient elasticity theory described by (1), the stress fields of dislocations [8, 9] and disclinations [6] remain as in the classical theory of elasticity (same as in the case of crack problems [14–17, 20]). In order to eliminate the singularities also from the elastic stresses of defects, we used in [7, 10] a more general version of gradient elasticity theory which has been also utilized by Ru and Aifantis [21] (see also
The constitutive equation of this theory reads

\[(1 - c_1 \nabla^2) \sigma = (1 - c_2 \nabla^2) [\lambda (\text{tr} \varepsilon) I + 2\mu \varepsilon], \tag{2}\]

with two different gradient coefficients \(c_1\) and \(c_2\). In [21] a rather simple mathematical procedure analogous to the one contained in [15] has been outlined for the solution of (2) in terms of solutions of classical elasticity for the same boundary value problem. In fact, it is easily established (see [15], also [6-10]) that the right hand side of (2) for the case of \(c_1 \equiv 0\) gives the classical solution for the stress field which we denote here by \(\sigma^0\), while the solution for the displacement is determined through the inhomogeneous Helmholtz equation given by

\[(1 - c_2 \nabla^2) u = u^0, \tag{3}\]

where \(u^0\) denotes the solution of classical elasticity for the same traction boundary value problem. Eq. (3) implies a similar equation for strain, \(\varepsilon\), of the gradient theory

\[(1 - c_2 \nabla^2) \varepsilon = \varepsilon^0, \tag{4}\]

in terms of the strain \(\varepsilon^0\) of the classical elasticity theory for the same traction boundary value problem. With the displacement or strain field thus determined (which is obviously independent of whether \(c_1 \equiv 0\) or \(c_1 \neq 0\)), it follows that the stress field \(\sigma\) of (2) can be determined (for the case \(c_1 \neq 0\)) from the equation

\[(1 - c_1 \nabla^2) \sigma = \sigma^0, \tag{5}\]

where \(\sigma^0\) denotes the solution obtained for the same boundary value problem within the classical theory of elasticity.

Thus, in order to solve equation (2), one can solve separately equations (4) and (5) by utilizing the classical solutions \(\varepsilon^0\) and \(\sigma^0\) provided that appropriate care is taken for the extra (due to the higher order terms) boundary conditions or conditions at infinity. For dislocations and disclinations, this problem’s solutions are accounted for by assuming that the strain and stress fields at infinity have the same characteristic features for both the gradient and classical theory. The approach has already been applied [21] to the cases of screw dislocations and mode-III cracks where the asymptotic solutions at the dislocation line and crack tip have been found demonstrating the elimination of both strain and stress singularities there.

Below we report the exact analytical solutions of (2) obtained for straight dislocations and disclinations.

2. Dislocations

2.1. CLASSICAL SOLUTION

Consider a mixed dislocation whose line coincides with the \(z\)-axis of a Cartesian coordinate system. Let its Burgers vector be \(b = b_\alpha e_\alpha + b_\beta e_\beta\) thus determining
the edge \((b_x)\) and screw \((b_z)\) components. In the framework of classical elasticity theory, the total displacement field is described by

\[
\mathbf{u}^0 = \frac{b_x}{2\pi} e_x + b_x e_x \left\{ \arctan \frac{y}{x} + \frac{\pi}{2} \text{sign}(y)[1 - \text{sign}(x)] \right\} \\
+ \frac{b_x}{4\pi(1 - \nu)} \left\{ e_x \frac{xy}{r^2} - e_y \left[(1 - 2\nu) \ln r + \frac{x^2}{r^2}\right] \right\},
\]

where \(\nu\) is the Poisson ratio, \(r^2 = x^2 + y^2\). Here we use a single-valued discontinuous form suggested by de Wit [23]. The elastic strain field \(\varepsilon_{ij}^0\) reads [23, 24] (in units of \(1/[4\pi(1 - \nu)]\)) by

\[
\varepsilon_{xx}^0 = -b_x y [(1 - 2\nu)r^2 + 2x^2]/r^4, \quad \varepsilon_{yy}^0 = -b_x y [(1 - 2\nu)r^2 - 2x^2]/r^4, \\
\varepsilon_{xy}^0 = b_z x(x^2 - y^2)/r^4, \quad \varepsilon_{xz}^0 = -b_z (1 - \nu) y/r^2, \quad \varepsilon_{yz}^0 = b_z (1 - \nu) x/r^2,
\]

and elastic stress field \(\sigma_{ij}^0\) is [23, 24] (in units of \(\mu/[2\pi(1 - \nu)]\))

\[
\sigma_{xx}^0 = \varepsilon_{xx}^0 (\nu = 0), \quad \sigma_{yy}^0 = \varepsilon_{yy}^0 (\nu = 0), \quad \sigma_{zz}^0 = \nu(\sigma_{xx}^0 + \sigma_{yy}^0), \\
\sigma_{xy}^0 = \varepsilon_{xy}^0, \quad \sigma_{xz}^0 = \varepsilon_{xz}^0, \quad \sigma_{yz}^0 = \varepsilon_{yz}^0.
\]

Fields (6) \((y\text{-component})\), (7) and (8) are singular at the dislocation line.

The elastic energy \(W^0\) of the dislocation per unit dislocation length is [24]

\[
W^0 = \frac{\mu}{4\pi} \left( \frac{b_x^2}{1 - \nu} \right) \ln \frac{R}{r_0},
\]

where \(R\) denotes the size of the solid and \(r_0\) is a cut-off radius for the dislocation elastic field near the dislocation line. When \(r_0 \to 0\), \(W^0\) becomes singular.

2.2. GRADIENT SOLUTION

Let us now consider the corresponding dislocation fields within the theory of gradient elasticity given by (2). As described in Section I, one can obtain the solution of (2) by solving separately equations (3)--(5). They can be solved [9] by using the Fourier transform method. Omitting intermediate calculations, we give here only the final results. For the total displacements, solution of (3) gives [8, 9]

\[
\mathbf{u} = \mathbf{u}^0 - \frac{b_x}{4\pi(1 - \nu)} \left\{ (e_x 2xy + e_y (y^2 - x^2)) r^2 \phi_2 + e_y \phi_0 \right\} \\
+ \frac{b_x e_x + b_z e_z}{2\pi} \text{sign}(y) \int_0^{\infty} \frac{s \sin(sz)}{1 + \frac{s^2}{c_2^2}} e^{-|z|/\sqrt{c_2^2 + s^2}} ds,
\]

where \(\mathbf{u}^0\) is given by (6), \(\phi_0 = (1 - 2\nu) K_0(r/\sqrt{c_2}), \phi_2 = [2c_2/r^2 - K_2(r/\sqrt{c_2})]/r^4,\)

\(K_n(r/\sqrt{c_2})\) is the modified Bessel function of the second kind and \(n = 0, 1, \ldots\) denotes the order of this function.
For the elastic strain, solution of (4) gives \([8, 9]\) \(\varepsilon_{ij} = \varepsilon_{ij}^0 + \varepsilon_{ij}^G\), where \(\varepsilon_{ij}^0\) are given by (7) and \(\varepsilon_{ij}^G\) (in units of \(1/[2\pi(1-\nu)]\)) by

\[
\begin{align*}
\varepsilon_{xx}^G &= b_2 y [(y^2 - \nu r^2) \Phi_1 + (3z^2 - y^2) \Phi_2], \\
\varepsilon_{yy}^G &= b_2 y [(x^2 - \nu r^2) \Phi_1 - (3z^2 - y^2) \Phi_2], \\
\varepsilon_{zz}^G &= -b_2 z [y^2 \Phi_1 + (x^2 - 3y^2) \Phi_2], \\
\varepsilon_{xy}^G &= -b_2 x [y^2 \Phi_1 + (x^2 - 3y^2) \Phi_2], \\
\varepsilon_{xz}^G &= b_2 (1 - \nu) y r^2 \Phi_1 / 2,
\end{align*}
\]

(11)

where \(\Phi_1 = K_1(r/\sqrt{c_k})/(\sqrt{c_k} r^2)\). For the stresses, the solution of (5) gives \([10]\) \(\sigma_{ij} = \sigma_{ij}^0 + \sigma_{ij}^G\), where \(\sigma_{ij}^0\) are given by (8) and \(\sigma_{ij}^G\) (in units of \(\mu/[\pi(1-\nu)]\)) by

\[
\begin{align*}
\sigma_{xx}^G &= \sigma_{xx}^G(\nu = 0, c_2 \leftrightarrow c_1), \\
\sigma_{yy}^G &= \sigma_{yy}^G(\nu = 0, c_2 \leftrightarrow c_1), \\
\sigma_{zz}^G &= \nu(\sigma_{xx}^G + \sigma_{yy}^G), \\
\sigma_{xy}^G &= \sigma_{xy}^G(c_2 \leftrightarrow c_1), \\
\sigma_{xz}^G &= \sigma_{xz}^G(c_2 \leftrightarrow c_1), \\
\sigma_{yz}^G &= \sigma_{yz}^G(c_2 \leftrightarrow c_1).
\end{align*}
\]

(12)

The main feature of the solution given by (10)–(12) is the absence of any singularities in the displacement, strain and stress fields. In fact, when \(r \to 0\), we have \(K_0(r/\sqrt{c_k})/r \to -\gamma + \ln(2\sqrt{c_k}/r), K_1(r/\sqrt{c_k}) \to \sqrt{c_k}/r, K_2(r/\sqrt{c_k}) \to 2c_k/r^2 - 1/2, (k = 1, 2)\) and, thus, \(u_y \to 0, \sigma_{ij} \to 0, r \to 0\). The fields of displacements (10) and strains (11) have been discussed in detail in \([8, 9]\) within a special version of gradient elasticity theory \((c_1 \equiv 0)\). The stress fields (12) have been examined in \([10]\). It has been shown there that they attain their extreme values \(|\sigma_{xx}| \approx 0.45 \mu, |\sigma_{yy}| \approx |\sigma_{xy}| \approx 0.27 \mu\) and \(|\sigma_{zz}| \approx 0.25 \mu\) for \(b_i = a = 4\sqrt{c_1}\) and \(\nu = 0.3\) at a distance \(\approx a/4\) from the dislocation line. Far away from the dislocation core \((r \approx r_0 \approx 4\sqrt{c_k})\), the gradient solutions coincide with the classical ones \([8–10]\).

Using (12), one can find the elastic energy of the dislocation within the gradient elasticity given by (2) as follows \([10]\)

\[
W = \frac{\mu}{4\pi(1-\nu)} \left\{ \frac{b_2^2}{2} + \left[ \frac{b_2^2}{2} + (1-\nu)b_2^2 \right] \left( \frac{\gamma}{\ln \frac{R}{2\sqrt{c_1}}} \right) \right\},
\]

(13)

where \(\gamma = 0.57721566\ldots\) is Euler's constant. Thus, we obtain a strain energy expression which is not singular at the dislocation line.

3. Disclinations

3.1. CLASSICAL SOLUTION

Consider a disclination of general type with Frank vector \(\omega = \omega_x e_x + \omega_y e_y + \omega_z e_z\) in an infinite elastic medium. The scalars \(\omega_x\) and \(\omega_y\) determine the twist components of the disclination while \(\omega_z\) determines its wedge component. Let its line coincides with the \(z\)-axis of the above coordinate system. For such an isolated disclination, both classical and gradient solutions themselves have no physical meaning because they are not screened but they may be used in modeling screened disclination.
configurations as basic elements. The classical solution for elastic strain fields $\varepsilon_{ij}^0$ reads [23] (in units of $1/(4\pi(1-\nu))$)

$$
\varepsilon_{xx}^0 = \omega_x x \frac{2\nu r^2 - x^2 + y^2}{r^4} + \omega_y y \frac{2\nu r^2 - 3x^2 - y^2}{r^4} + \omega_z \left\{ (1 - 2\nu) \ln r + \frac{y^2}{r^2} \right\},
$$

$$
\varepsilon_{yy}^0 = \omega_x x \frac{2\nu r^2 - x^2 - 3y^2}{r^4} + \omega_y y \frac{2\nu r^2 + x^2 - y^2}{r^4} + \omega_z \left\{ (1 - 2\nu) \ln r + \frac{x^2}{r^2} \right\},
$$

$$
\varepsilon_{xy}^0 = \omega_x x \frac{2\nu r^2 - x^2 - 3y^2}{r^4} - \omega_y y \frac{2\nu r^2 + x^2 - y^2}{r^4} + \omega_z \left\{ (1 - 2\nu) \ln r + \frac{y^2}{r^2} \right\},
$$

$$
\varepsilon_{yx}^0 = \omega_x x \frac{2\nu r^2 - x^2 + y^2}{r^4} - \omega_y y \frac{2\nu r^2 + x^2 - y^2}{r^4} + \omega_z \left\{ (1 - 2\nu) \ln r + \frac{x^2}{r^2} \right\},
$$

and for the stress fields it may be written (in units of $\mu/(2\pi(1-\nu))$) as

$$
\sigma_{xx}^0 = \varepsilon_{xx}^0 (\nu = 0), \quad \sigma_{yy}^0 = \varepsilon_{yy}^0 (\nu = 0), \quad \sigma_{xy}^0 = \varepsilon_{xy}^0, \quad \sigma_{yx}^0 = \varepsilon_{yx}^0, \quad \sigma_{yz}^0 = \varepsilon_{yz}^0, \quad \sigma_{zy}^0 = \varepsilon_{zy}^0,
$$

$$
\sigma_{xx}^0 = -\omega_x z \frac{x}{r^2} - \omega_y z \frac{x}{r^2} + \omega_z 2\nu \ln r.
$$

Most of the components in (14) and (15) contain singular terms $\sim \ln r$.

### 3.2. GRADIENT SOLUTION

The gradient solutions have been originally obtained for a disclination dipole within both the gradient theories considered in Section 1. Solving (4), we solve finally for an individual disclination under consideration the strain field [6] $\varepsilon_{ij} = \varepsilon_{ij}^0 + \varepsilon_{ij}^g$, where $\varepsilon_{ij}^0$ are given by (14) and $\varepsilon_{ij}^g$ (in units of $1/(4\pi(1-\nu))$) by

$$
\varepsilon_{xx}^g = \omega_x 2xz \left\{ (y^2 - \nu r^2) \Phi_1 + (x^2 - 3y^2) \Phi_2 \right\},
$$

$$
\varepsilon_{yy}^g = \omega_x 2xz \left\{ (x^2 - \nu r^2) \Phi_1 + (3x^2 - y^2) \Phi_2 \right\} + \omega_x \left\{ \Phi_0 + r^2 (x^2 - y^2) \Phi_2 \right\},
$$

$$
\varepsilon_{xy}^g = \omega_x 2xz \left\{ (x^2 - \nu r^2) \Phi_1 - (3x^2 - y^2) \Phi_2 \right\} + \omega_x \left\{ \Phi_0 - r^2 (x^2 - y^2) \Phi_2 \right\},
$$

$$
\varepsilon_{yx}^g = \omega_x 2yz \left\{ -x^2 \Phi_1 + (3x^2 - y^2) \Phi_2 \right\},
$$

$$
\varepsilon_{yz}^g = \omega_x 2yz \left\{ \Phi_0 - r^2 (x^2 - y^2) \Phi_2 \right\} - \omega_x 2xyz \Phi_2,
$$

$$
\varepsilon_{yz}^g = \omega_y \left\{ -\Phi_0 - r^2 (x^2 - y^2) \Phi_2 \right\} - \omega_x 2xyz \Phi_2,
$$

where $\Phi_i$ are the same as in Section 2.2. For the stress field, the solution of (5) gives [7] $\sigma_{ij} = \sigma_{ij}^0 + \sigma_{ij}^g$, where $\sigma_{ij}^0$ are given by (15) and $\sigma_{ij}^g$ (in units of $\mu/(2\pi(1-\nu))$) by

$$
\sigma_{xx}^g = \varepsilon_{xx}^g (\nu = 0, c_2 \leftrightarrow c_1), \quad \sigma_{yy}^g = \varepsilon_{yy}^g (\nu = 0, c_2 \leftrightarrow c_1),
$$

$$
\sigma_{xz}^g = 2\nu \left\{ \omega_x z + \omega_y y \right\} z^2 \Phi_1 (c_2 \leftrightarrow c_1) + \omega_z \Phi_0 (\nu = 0, c_2 \leftrightarrow c_1),
$$

$$
\sigma_{yz}^g = \varepsilon_{yz}^g (c_2 \leftrightarrow c_1), \quad \sigma_{xz}^g = \varepsilon_{xz}^g (c_2 \leftrightarrow c_1), \quad \sigma_{yz}^g = \varepsilon_{yz}^g (c_2 \leftrightarrow c_1).$$

(17)
Using the limiting transitions noted in Section 2.2, it is easy to show the total elimination of classical logarithmic singularity from elastic fields (16) and (17). In [6, 7], we have considered similar elastic fields of disclination dipoles in detail and found that they are equal to zero or attain finite values at the disclination lines. The non-vanishing values depend strongly on the dipole arm, d, and exhibit a regular and monotonous (wedge disclinations) or non-monotonous (twist disclinations) behavior for short-range nanoscale ($d < 10\sqrt{\epsilon}$) interactions between disclinations. When the disclinations annihilate ($d \to 0$), the elastic strains and stresses tend to zero. Far from the disclination line ($r \gg 10\sqrt{\epsilon}$) gradient and classical solutions coincide. When $d \ll \sqrt{\epsilon}$, the elastic fields of a dipole of wedge disclinations transform into the elastic fields of an edge dislocation [9, 10] as is the case in the classical theory of elasticity.

4. Conclusions

The gradient elasticity described by (2) has been employed in the consideration of nanoscale short-range elastic fields and interactions of dislocations and disclinations. Exact analytical solutions for the displacements, strain and stress fields and elastic energies of dislocations have been reported which demonstrate the elimination of any singularity from the elastic fields and energies at the dislocation line. For disclinations, the gradient solutions have been given for the strain and stress fields where the classical singularities at the disclination lines also disappear. These new non-singular elastic fields are considered as especially useful for modeling nanoscale behavior and interactions of dislocations and disclinations in thin-film or nanostructured solids.
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By computer simulation the processes of porous silicon formation and of silicon-on-porous silicon epitaxy are studied. The model of electrochemical etching is applied for p'Si and p'Si substrates and takes into account the non-homogeneous surface charge distribution, the thermal generation of holes and quantum confinement effects. The epitaxy is studied on the basis of Gilmer model extended to the case of relief surface. The porous structures obtained by computer simulation are presented for various anodization conditions. The analysis of 3D images shows the profile of porosity over depth and multifractal properties. It is shown that the mechanism of epitaxy on PS (111) surface is provided by the thin pendant layer formation. The dependence of kinetics of epitaxy upon the porosity, molecular flow density and initial surface roughness are established.

1. Introduction

Porous silicon (PS), prepared by anodization, has become a very promising material for device application due to its visible luminescence [1], extremely large specific surface and wide technological opportunities [2, 3]. It is also an interesting subject for fundamental investigation, since fractal structure of PS exhibits a number of optical, transport and thermodynamic properties [4], which are not fully understood.

Along with experimental methods, the computer simulation has been used for the study of PS properties. The first step in this direction was the modelling of PS formation. The diffusion limited aggregation (DLA) model and its variations [5, 6]...
appeared to be easily adapted for computer simulation. However, structures obtained in these computational experiments could hardly be used in further investigation mainly for the following reasons. First, these structures were modelled on the 2D meshes. Second, they had only visual resemblance to the real ones, while the detailed topological analysis showed that much of structural characteristics (such as shape and size distribution of pores, interface profiles etc.) were not quite adequate. The simulated porous structures obtained by Aleksandrov and Novikov [7] exhibited the variety of morphologies and the structural [8] and thermodynamic [9] properties of PS were studied. The qualitative analysis of the simulated PS layer surface was used for modelling of silicon-on-porous silicon epitaxy. The present paper includes the series of works which deal with the modelling of PS formation, structural analysis of various simulated morphologies and homoepitaxy on PS.

2. The model and method of calculation

2.1. THE MODEL OF POROUS SILICON FORMATION

![Diagram of pore formation mechanism](image)

Fig. 1. Schematic illustration of the pore formation relief mechanism.

The contours 1-4 show the consecutive stages of Si/HF interface evolution.

Since a hole is necessary in electrochemical reaction of Si dissolution under anodization, the actual question is at what points a hole preferably crosses the Si/HF interface. We suppose that the morphology of the porous structure is determined by self-consisting correlation between potential and geometrical relief at Si/HF interface. At the first stage of pore formation the initial flat and smooth silicon anode becomes a relief as the result of random dissolution (contour 1 in Fig.1). This stage proceeds until tips or cavities at the Si/HF interface become marked enough to trap the charge carriers (contour 2 in Fig.1). F- ions are trapped in the cavities, filled with HF solution, while holes drift to the hilllocks (contour 3 in Fig.1). If the electrolyte near the silicon anode is depleted (high current density approximation) then the hilllocks are the effective centers for dissolution and electro-polishing occurs. In the opposite case (low current density and/or light doping level and/or high HF concentration) electric field lines are focused on the pore tips, where the dissolution preferably takes place. In an intermediate case, when electrolyte is weakly depleted, only some randomly formed pores induce at their tips an electric field large enough to attract the holes effectively. The current density, \( j \), at the tips of these pores is higher than the average over the surface and in the region of electrolyte near the pore tips the strong ion depletion is formed. This leads to the effect of “electro-polishing” in micro regions near pore tips rather than over the whole surface. The size
of the micro regions determines an average diameter of pores, which is constrained by
the condition of the depletion in the electrolyte at the pore tip. As the diameter of the
pore exceeds some critical value $D$, the local current density (under the fixed
average one) becomes too low to provide the strong depletion in the electrolyte.
Then the region of "electropolishing" gets narrow. The pore diameter value is
provided by the self-consistent processes.

Computer simulation of $p^+$-Si anodization is performed on two-dimensional
(160×160) mesh. Each position on the mesh is defined as a cell. One mesh step
corresponds to the real size of surface charge fluctuations. The computational
algorithm is illustrated in Fig.2. $N$ holes undergo random transport by the mesh,
hopping over a distance equal to the mean free path. As soon as a hole is lo-
cated within radius $R_D$ from the nearest pore tip, drift in the direction of this tip
starts. $R_D$ is equal to the Debye radius and expressed in mesh cells. After the hole reaches a point on the interface, the analysis of
interface curvature is carried out within interval $L$ from this point. The dissolution
occurs in the most marked protuberance over the interval. The average diameter of
pores, $d$, was estimated roughly as follows [7]:

$$d = \sqrt[3]{\frac{4j}{C c^{3/2} N_s}} \exp\left(\frac{E_A}{kT}\right)$$

where $c$ (wt.%) is HF concentration, $N_s$ (cm$^{-2}$) is the surface density of pores, $j$
(mA/cm$^2$) is anodic current density, $T$ (K) is the temperature, $E_A$=343 meV, $C$=3300
mA·cm$^{-2}$·wt. %$^{-3/2}$. The parameter $L$ (in mesh steps) is equal to $d$ followed by Eq. (2).

In lightly doped crystal ($p<10^{16}$ cm$^{-3}$) the space charge density and the local
electrical field are low. Therefore, the effect of potential relief on the morphology of
porous structure is expected to be negligible in this crystal. For this reason the domi-
nant mechanisms of the pore formation are diffusion, thermal generation and recom-
bination of holes and - in nanocrystallites - quantum confinement effect. The quantum
confinement is known to increase the band gap. Consequently a barrier appears be-
tween the bulk region and nanoparticles, which prevents hole penetration inside nano-
particles. The size, at which the quantum confinement becomes significant, is denoted
$R_Q$ and equal to 10 nm and less [10].

Computer simulation of the pore formation in $p^+$-Si is performed on two-
dimensional (160×160) and three-dimensional (160×160×80) meshes. One mesh step
corresponds to the average interatomic distance. The computational algorithm differs from the one described above. Hole may disappear from the current point and appear in another position of crystal volume with probability $G$. The generation rate $g$ (s$^{-1}$) is linked to $G$ by the relationship:

$$g = G \nu_0 / l,$$  

(2)

where $l \sim 10^{-6} - 10^{-7}$ m is mean free path, $\nu_0 \sim 10^5$ m/s - mean velocity of hole. After a hole reaches the interface, the analysis of surrounding space is carried out. If the crystal volume contains the sphere of radius $R_D$, then the dissolution occurs.

2.2. THE MODEL OF SILICON-ON-POROUS SILICON EPITAXY

The extended diffusion model was constructed on the basis of the initial premises of the Gilmer model and includes two new assumptions. First, vacancies and overhangs are permitted. Second, the summation of the second-nearest neighbors, which determine the activation energy of diffusion, extends over all 12 positions in the second coordination sphere. Evaporation of atoms is neglected. All numerical parameters of the extended model are corrected so that the growth process on the smooth Si (111) surface will occur identically to the process in the Gilmer diffusion model [11].

The computational algorithm is performed on a $N_2 \times N_1 \times N_0 = 160 \times 160 \times 20$ three-dimensional grid whose nodes correspond to regular positions of atoms in the crystal structure of silicon. The state of the cells that are filled with atoms is characterized by the numbers $N_1$ and $N_0$ of neighbors in the first and second coordination spheres ($1 \leq N_0 \leq 4$, $1 \leq N_1 \leq 12$) respectively. Each atom executes a diffusion hop with probability $p$ ($N_1, N_0, T$). The final position of a diffusion hop is chosen randomly among the unoccupied cells in the first and second coordination spheres. Transitions which result in an atom not having any neighbors in the first coordination sphere are forbidden (that is why $N_1 \neq 0, N_2 \neq 0$). The probability of a diffusion hop (with the condition that the endpoint position is free) equals

$$p(N_1, N_0, T) = p_s \exp(-E/kT), E = N_1 \cdot E_1 + N_2 \cdot E_2,$$  

(3)

where $k$ is Boltzmann’s constant, $T$ is temperature, and $p_0 = \exp((E_1 + 3E_2)/kT)$ is a factor chosen so that the probability of a diffusion hop on the free (111) surface equals 1. To decrease the amount of computation, a threshold probability $p_t$, which limits the number of “candidates” for a diffusion hop (active array) to atoms for which $p(N_1, N_0, T) > p_t$, is introduced. Scanning over the elements in an active array is performed during iteration. The time interval corresponding to one iteration is estimated as $\tau = \chi / p_0 \nu$, where $\nu = 2.5 \times 10^{13}$ s$^{-1}$ is the frequency of atomic oscillations and $\chi = 6/16$ is the coefficient that takes into account the ratio between the numbers of possible final positions for ls(111) in the Gilmer and the extended diffusion models.

The parameter $E_2$ characterizes the kinetics of attachment/detachment of atoms on the faces of the elementary layers. These processes were investigated by simulation method, and the value $E_2 = 0.2$ eV provided good agreement with experimental data [12]. Since in our model an adatom on a smooth surface has one neighbor in the first
and three in the second coordination spheres, the activation energy of surface diffusion can be expressed as $E_d = E_r + 3E_2$. At the same time, the value $E_d = 1.34 \pm 0.2$ eV was obtained experimentally in a number of work. We employed the value $E_d = 1.34$ eV, which corresponds to $E_r = 0.74$ eV.

The probability that an atom from a molecular beam reaches the surface over time $\tau$ is

$$P_F = 2F\tau N_x N_y,$$  \hspace{1cm} (4)

where $F$ (bilayer/s) is the molecular flux density.

The 160×160×14 meshes speckled with bottomless cylindrical pores were used as the initial layer for simulation. The cylinders were randomly distributed over the surface and oriented normally to it. The number and radius of cylinders were the parameters of simulation.
3. Results and discussion.

3.1. RESULTS OF SIMULATION OF POROUS SILICON FORMATION.

A matrix of plots, obtained by computer simulation on two-dimensional mesh (160×160), with N=80 is shown at Fig. 3. Black colour corresponds to pores. The pores grow downwards from the top of each plot. The effective parameters $R_D$ and $L$ (in mesh steps) are shown for each line and column of the matrix. The pore diameter is seen to increase with the increase of $L$, which corresponds to current density increase and/or HF concentration decrease. This result agrees with experimental data [13, 14]. Within radius, $L$, pores are continuous in plane-parallel directions, which agrees with high-resolution and cross-sectional TEM photographs of the mesoporous Si layers [15]. For $L=4$ and $R_D=0$ current density is great enough to achieve polishing. $R_D$ increase leads to straightening of the pores and increasing distance between them. By the conditions $L=0$ and $R_D=10$ and 20, the direction of growth is practically predetermined, since the active zone for each pore is limited by its lowest point. Similar conditions were provided by Lehmann et. al. [16] in n-Si, using inducing pits and backside illumination.

The three-dimensional images of simulated structures (160×160×80) were obtained. The calculations show that the porosity $P$ changes over the depth, $h$, of the porous layer in accordance with SIMS data [17]. $dP/dh$ decreases with increasing $G$. In order to interpret this result, it is necessary to first explain why the gradient in DLA model rises without hole generation ($G=0$). In the growth process limited by diffusion, holes can not penetrate from the bottom to the top of the growth layer since they are effectively captured by the branches of the ramified structure. For this reason the growth preferably proceeds in thin front layer. Let us characterize it at any time by the current active surface defined as the number of possible centres of growth in the front layer. The initial flat Si/HF interface has the highest active surface. As the cluster develops, the active surface decreases (even though the whole specific surface may increase). The evolution of the active surface determines the porosity profile, so the change in active surface leads to the porosity gradient. The hole generation permits
holes to appear at any depth of PS layer, and the active surface is no longer limited by the front layer. Then the pore diameter increases until the quantum confinement in crystal nanoparticles becomes essential. So the simultaneous action of hole generation and quantum confinement leads to smoothing of the porosity profile. It was shown that a porosity averaged over the porous layer depth increases while $R_q$ decreases. This result is reasonable since the quantum confinement effect tends to prevent dissolution on the local scale.

The fractal dimension was calculated for the crystal part of the porous structures, formed by computer simulation on three-dimensional mesh. The dependence of fractal dimension upon size is shown in Fig. 4. It changes from 0.1 to 3 as the size of the structure varies from 1.3 to 4 mesh steps, which corresponds to real sizes from 0.3 to 1 nm. The X-ray scattering experiment [18] showed that mesoporous structures are characterized by fractal dimension at sizes up to 100 nm. Nanoporous structures should display the fractal properties at smaller sizes.

3.2. THE RESULTS OF SIMULATION OF SILICON-ON-POROUS SILICON EPITAXY.

Three-dimensional images of grown layers were obtained for various porosity, pore size and molecular beam density, $F$. The typical fragments of layer surface before, during and after Si deposition on PS are shown in Fig. 5 ($F=1$ bilayer/s) and Fig. 6 ($F=10$ bilayer/s). The cross sections at the edges with the insets illustrate the pore morphology evolution. The difference in the kinetics of epitaxy for the cases of various $F$ is clearly seen. Under low flow density, pores are the effective traps for adatoms and the Si island formation is suppressed until pores are covered. At high flow density, the adatoms form the islands between the pores. The islands are formed as far from the pores as a diffusion length. This is marked in case of large distance between the pores. Thus, the porosity chosen for Fig. 1 and Fig. 2 is rather low. It is an interesting result to find that a change in pore structure occurs only in the upper (of 1-2 bilayer thick) layer.

In order to specify the detailed mechanism of the Si growth over pores, the statistical analysis of random atomic bond configurations for adatoms inside pores was carried out. Figs. 6 a, b, c illustrate the idealized scheme for formation of Si pendant layer. Circles show the regular atom positions in (111) plane. Fig. 6 d shows the fragment of diamond-type structure elucidating the location of the positions over depth: the
large circles correspond to the upper surface layer. The positions occupied by atoms are marked in black, those most probable to be occupied in grey in Figs. 6a,b,c. A white circle inside a black one denotes an atom in the inner bilayer. At first, the metastable nucleus (a chain of atoms or a single atom linked with the structure by two bonds) is formed at the edge of a pore (Fig. 6a). Under certain conditions, depending on temperature and molecular beam density, the metastable nucleus exists long enough to form a bond with a new atom arriving with the surface diffusion flow. The most probable positions to be occupied (grey circles in the Figs. 6a,b,c) are linked with the structure by two bonds at least. At all stages of pendant layer formation these positions appear to be located inside two upper bilayers. Obviously this factor determines the thickness of the pendant layer growing by the perimeter over pore. The analogous series of enlarged fragments near a pore obtained during the computational experiment showed close resemblance with those presented at Figs. 6. The similar double-linked atomic configurations play the role of metastable nuclei in the simulation process. However, the "coast line" at the edge of the simulated pores is more jagged in comparison with those in Figs. 6.

The film growth kinetics and changes in overgrown pore morphology on atomic scale were studied. We have introduced the effective deposited layer thickness, $w$, which is the amount of Si deposited for pores to be overgrown. The $1/w$ value characterizes the effectiveness of overgrowth.

The $w$ vs $F$ is shown in Fig. 7. The porosity is 0.22. In the range of high flow densities ($F>$2 bilayer/s) $w$ increases while $F$ increases. The explanation is as follows. Under high $F$ the islands nucleate before the pores are overgrown. The higher $F$ leads to a dense distribution of islands between pores. The presence of islands decreases the effectiveness of the overgrowth process since adatoms, which are captured by islands,
Fig. 7. The effective thickness of layer deposited vs flow density ($P=0.22, T=1000$ K).

The atomic force microscopy data [19] give an evidence that the surface between pores is rough (with an average relief height $\sim 0.1-0.2$ nm). The initial smooth 3D grid (160×160×16, $P=0.14$) was exposed to an artificial roughening procedure, during which the surface atoms one by one were randomly removed from the grid. The meshes obtained at various intervals were used as the initial substrates in simulation of epitaxy. For numerical characterization of porous layer surface morphology the roughness function, $S$ [12], was calculated and defined as the relative number of atoms situated in the vertical sections of surface.

The dependence of roughness upon the amount of Si deposited is shown in Fig. 8 for various initial surface morpholo-
gies (curves 2-5). For comparison, curve 1 is plotted corresponding to the initial surface which is smooth between pores. At the initial stage, curves 2-5 have a sharply descending section, illustrating the effect of polishing. This effect arises due to the intensive capture of adatoms in micropores. The next stage of growth is defined by the competition between the formation of a pendant layer and the growth of islands between pores. Arrows show the points in the curves which correspond to the overgrowth of pores. The interesting result is that \( w \) increases non-monotonously with the initial roughness \( S \). The brief explanation of this is as follows. Roughening changes the ratio between the surface areas occupied by the upper and the lower monolayers compiling the (111) bilayer. This leads to a critical change in the effectiveness of the nucleation of islands and accounts for the non-monotonous dependence of \( w \) upon initial \( S \). The dependence is not periodical because the removal of monolayers is coupled with the increase in surface roughness.

4. Conclusion

The present model provides a more accurate description of PS formation by electrochemical etching in HF. The simulated structures exhibit close resemblance to those obtained in experiment. The 3D meshes, corresponding qualitatively to nanoporous Si structures, are taken for simulation of Silicon-on-Porous Silicon Epitaxy. The simulation is carried out on the basis of the Gilmer model extended for the case of a relief surface. The possible mechanism of overgrowth of the porous layer is proposed via the pendant layer formation. In terms of this mechanism the dependence of growth kinetics upon the porosity, molecular flow density and initial surface roughness are interpreted.

This work was supported in part by the Russian National Programs “Surface atomic structures” under grant 97-3.21 and “Solid nanostructure physics” under grant 99-1131.
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1. Introduction

Nanostructured films are widely used in optics, microelectronics, laser engineering and many other fields of science and technology [1]. The materials must possess certain properties, for instance, mechanical or electrophysical depending on the application. The properties, as a rule, are determined by the composition of the growing films and also by the size of the crystalline grains forming the films [2]. Both systems can be studied in a similar way. Film systems are examined here only as an example since now they are widely used.

Irrespective of the preparation techniques, the films in the process of their growth pass a series of stages typical for a first-order phase transition [1, 3–9]. These stages are the nucleation of nano-clusters of a new phase [1, 10–17], their growth [10], Ostwald ripening [1, 3–8, 17], coagulation [11] and formation of a continuous film. When the nucleation process occurs under considerable supersaturation, the density of islands of new phase and the degree of substrate filling are high and the stages following nucleation may not take place [1]. In this case, both composition and structure are determined by the nucleation processes which have a complicated non-linear nature [12–16]. To control the process at this stage is not possible. Special methods such as nucleation process control are to be used. As shown in Refs [3–9], the growth parameters can be controlled only at the Ostwald ripening stage, where nucleation of new islands does not take place and a continuous film has still not formed. The possibility of composition and structure control is based on the fact that at this stage an ensemble of islands of new phase begins to interact with
generalized diffusion and thermal fields formed on the substrate's surface, and fluxes of atoms incident on it.

The aim of this work is to find out the dependence of the distribution function of nano-islands on their composition and, accordingly, the distribution functions with respect to one or another property (such as, conductivity, mobility and so on) dependent on the initial composition. It was shown previously that there is a great difference between evolution of nano-islands grown from substances forming a continuous series of solid solutions and stoichiometric substances formed as a result of chemical reactions. This leads to a significant difference in the growth processes of films both at the nucleation stage and the Ostwald ripening stage [3–9]. For this reason, these cases are analyzed separately.

2. Evolution of the phase composition of nano-islands at the Ostwald ripening stage.

2.1. EVOLUTION OF PHASE COMPOSITION IN SOLID SOLUTION

Let the equilibrium state diagram of a system for a growing film be the state diagram of a binary system with continuous solubility of components in a solid phase (see Fig 1). This means that both nucleation and Ostwald ripening processes are possible only when the system is supercooled to a temperature between the liquids line and the \( T_a \) line (see Fig 1). When the system is cooled in such a way that the temperature rapidly arrives at values lying between the \( T_a \) — line and the solidus curve, then the system readily solidifies without separation into phases and the composition of the solid phase corresponds to that of the liquid phase [18]. These processes are not discussed in this paper.

If a nano-island ensemble on the substrate surface is at the Ostwald ripening stage and is supercooled to a temperature in the interval between \( T_a \) and the liquidus line, then the composition of each island is related with its size, \( R \), by the following equation [6, 7]:

\[
C_{SR} = \frac{2\sigma w C_{L0}}{k_B T R} + C_{L0} + \psi \left( \frac{2\sigma w C_{L0}}{k_B T R} + C_{L0} \right),
\]

where \( \sigma \) is the surface tension on the island-vapor (solution) interface; \( k_B \) is the Boltzmann constant; \( T \) is the absolute temperature; \( C_{L0} \) is the equilibrium concentration of a component, for instance, \( A \) on the liquidus line (Fig.1), i.e. in a liquid phase; \( w \) is the volume per atom in an island; \( \psi \) is the functional relationship for the solidus-liquidus line, i.e. \( C_{so} - C_{L0} = \psi(C_{L0}) \), describing the diagram of state (Fig.1); \( C_{so} \) — is the equilibrium concentration of a component of a solid solution, for instance, \( A \) in the solid phase.
Figure 1: Diagram of states for a binary system with continuous solubility of components in a solid phase. Here $C_{SR}$ and $C_{Lo}$ are equilibrium concentrations of a component in solid and liquid phases, respectively. $C_{SR}$ is the composition of islands of radius $R$; $T_{a}$ is the temperature below which an alloy solidifies without changes in composition; $T(0)$ and $C_{L}(0)$ are the initial temperature and concentration in melt and solid phase, respectively; $\alpha$ is the slope angle of the liquidus line for $C \to 0$; $\beta$ is the slope angle of the solidus line for $C \to 0$.

Let us consider the ranges of values of the $\psi$ function near small values of $C_{Lo}$ concentration of the component $A$, i.e. near the origin of coordinates. In this case the $\psi$ function can be approximated by two straight lines. In this case

$$C_{SR} = \frac{2\sigma w C_{Lo}}{k_{B} T R} + C_{Lo} + \gamma \left( \frac{2\sigma w C_{Lo}}{k_{B} T R} + C_{Lo} \right). \tag{2}$$

Here $\gamma = \frac{\alpha}{\tan \beta - 1}$; $\alpha$ is the angle coefficient of the straight line binding liquidus line and $\tan \beta$ is the angle coefficient of the solidus line; $(1 + \gamma)$ is the distribution coefficient of liquid and solid phases within the equilibrium one, i.e. $1 + \gamma = C_{SR}/C_{Lo}$. Note, that if $\gamma < 0$, concentration of the component in the liquid is higher than in the solid (i.e. an easily fusible component is analyzed). In the case when $(1 + \gamma) > 1$, i.e. $\gamma > 0$, concentration of this component is higher in the solid phase than in the liquid. The expression for the island radius $R$ could be obtained from (2):

$$R = \frac{2\sigma w C_{Lo} (1 + \gamma)}{k_{B} T (C_{SR} - C_{Lo} (1 + \gamma))}. \tag{3}$$

Let us define $C_{SR} - C_{Lo} (1 - \gamma)$ as $\xi_{R}$. It is seen from equation (3) that there is an unambiguous relation between the island radius, $R$, and composition. Thus, if $C_{SR} \to C_{Lo} (1 + \gamma)$, i.e. $\xi_{R} \to 0$, then $R \to \infty$. If $\xi_{R} \to \infty$, then $R \to 0$. It was shown previously in Refs [6-8], that in order to find out the size distribution function of islands, $f(R,t)$ at the Ostwald ripening stage, it is necessary to solve the set of equations that involves the
continuity equation for the distribution function, the matter-and-heat balance equation, the equation describing relation between the flux of matter arriving at an island and the flux of heat released during the growth of the island; the coupling equation of the melting point for an island with radius, $R$, with the concentration of matter which is in equilibrium with it and the equation expressing the dependence of the growth rate of an island on its radius.

Since there is an unambiguous correlation between $R$ and $\xi_R$, let us consider the distribution function $f(R,t)$ - the distribution function of island versus inverse composition values, i.e. $\varphi(1/\xi_R, t)$. In accordance with (3), for $t \to \infty$, and $R \to \infty$, $\xi_R \to 0$, it is more convenient to use the reciprocals of the compositions, i.e. $1/\xi_R \to \infty$ at $t \to \infty$. So, we pass from $f(R,t)$ to $\varphi(1/\xi_R, t)$, i.e. $f(R,t)dR = \varphi(1/\xi_R, t)d(1/\xi_R)$. In this case the set of equations describing the size distribution function $f(R,t)$, derived in Refs [6, 7] for the function $\varphi(1/\xi_R, t)$, could be written as:

$$\frac{\partial \varphi(1/\xi_R, t)}{\partial t} + \frac{\partial}{\partial (1/\xi_R)} \left[ \varphi(1/\xi_R, t) \frac{d(1/\xi_R)}{dt} \right] = 0 \quad (4)$$

$$Q_D(t) = N_0 \Delta C(t) + \kappa \int_0^\infty \varphi(1/\xi_R, t)(1/\xi_R^3)d(1/\xi_R) \quad (5)$$

$$Q_T(t) = \lambda C_p \rho \Delta T(t) + \kappa' \int_0^\infty \varphi(1/\xi_R, t)(1/\xi_R^3)d(1/\xi_R) \quad (6)$$

$$L J_{D,R} = J_{T,R} \quad (7)$$

$$T_R = \varphi(C_L, R) \quad (8)$$

$$\frac{d(1/\xi_R)}{dt} = \frac{A_P}{\alpha^P (1/\xi_R)^{p-1}} \left[ \frac{\alpha(1/\xi_R)}{R_c} - 1 \right]. \quad (9)$$

Here Eqn. (4) is the continuity equation of the distribution function of islands versus island composition; Eqn. (5) is the equation of the matter conservation law expressed via the distribution function in terms of composition; Eqn. (6) is the equation of heat conservation law expressed through the distribution function in terms of composition; Eqn. (7) is the equation coupling heat and matter fluxes on the surface of an island of composition $C_{SR}$; Eqn. (8) is the equation coupling the melting point of an island of radius, $R$, and its composition; Eqn. (9) is the equation describing the change of an island composition in time; $Q_D(t)$ and $Q_T(t)$ are the power carried by the matter flux arriving at the substrate and the power in the heat flow, respectively; $\Delta C(t)$ and $\Delta T(t)$ are the supersaturation and supercooling on a substrate or in the melt, respectively [6, 7]; $C_P$ and $\rho$ are the heat capacity and density of a melt or substrate, respectively depending on where the ripening process takes place; $\lambda$ is the thickness of the melt or substrate layer,
where the Ostwald ripening process takes place, \( \lambda \) is of the order of average island size, i.e. \( \lambda \sim \bar{R} \) (more information about \( \lambda \) value and its calculation can be found in [1]); \( A_p \) and \( p \) are the coefficients dependent on the mechanism of island growth [1, 6, 7]; the coefficient \( p \) can take the values of 2, 3, 4 (in the case of evolution of faceted islands \( p = 5 \)); \( R_c \) is the critical radius of islands; \( \chi_{cr} = \frac{2\sigma_gC_{Lo}(1+\gamma)}{k_BT} - \frac{1}{3\omega N_0}[\chi(\theta)]^{-1} \); \( \kappa^* = \kappa/L \); \( L \) is the latent heat of crystallization per atom of the precipitated phase; \( N_0 \) is the number of adsorption sites on the substrate; \( N_0 \sim 1/a^2 \) (or the total number of atoms in solution, \( N_0 \) depends on the kind of heat/mass transfer mechanism realized in a system [6, 7]); \( a \) is the lattice constant of the substrate; \( \chi(\theta) = 2(2 - 3\cos \theta + \cos^3 \theta) \); \( \theta \) is the wetting angle; \( \alpha = 2\sigma_gC_{Lo}(1+\gamma) \). Note, that in the general case, as shown in Refs [6, 7], the values of \( Q_D(t) \) and \( Q_T(t) \) can be represented in the form \( Q_D(t) = Q_{0D} + g_{0D}t^n \); \( Q_T(t) = Q_{0T} + g_{0T}t^n \), where \( Q_{0D} \) and \( Q_{0T} \) are the total amount of matter and heat on a substrate at the beginning of the Ostwald ripening, respectively; \( g_{0D} \) and \( g_{0T} \) are the strengths of sources (sinks) of matter and heat; \( n \) is an arbitrary number, \( n \geq 0 \) at the Ostwald ripening stage, i.e. when \( t \to \infty \), \( Q_D(t) \to g_{0D}t^n \) and \( Q_T(t) \to g_{0T}t^n \).

Equations (4)–(9) were derived by substitution of variables from Eqn. (3) into the equations describing evolution of the size distribution function [6, 7]. Since \( R_c(t) = \frac{\alpha'}{\tilde{\Delta}(t)} \), where
\[
\alpha' = \frac{\Delta_{Lo}}{C_{Lo}(1+\gamma)},
\]
then
\[
\frac{\alpha/\xi_R}{\tilde{\Delta}(t)} = \frac{(\tilde{C}(t) - C_{Lo})(1 + \gamma)}{C_R - C_{Lo}(1 + \gamma)}.
\]
As \( C_{Lo}(1 + \gamma) = C_{So} \), then
\[
\frac{\alpha}{\xi_R R_c(t)} = \frac{(\tilde{C}(t) - C_{Lo})C_{So}}{(C_R - C_{So})C_{Lo}}.
\]
In accordance with (11) we can rewrite (9), as
\[
\frac{d(1/\xi_R)}{dt} = \frac{A_p'}{(1/\xi_R)^{p-1}} \left[ \frac{(\tilde{C}(t) - C_{Lo})(1 + \gamma)}{C_R - C_{So}} - 1 \right],
\]
where \( A_p' = A_p/\alpha \).

Finally the set of Eqns (4)–(8) and (12) completely describes the evolution of phase composition at the stage of the Ostwald ripening of a substance with the state diagram of a binary system with continuous solubility of components in a solid phase. Let us introduce the following variables: \( U = \frac{(\tilde{C}(t) - C_{Lo})^{1+\gamma}}{C_{So} - C_{Lo}} \); \( x = \frac{\Delta(t)}{\Delta_0}; \tau = \ln x^\sigma \), where \( \Delta_0 \) and \( \Delta(t) \) are the supersaturation at the initial stage of ripening process \( n \) at time \( t \). Equations (4)–(9) written with these variables are completely identical to the equations describing the process of non-isoothermal Ostwald ripening [6–8]. Their solutions in variables \( u \) and \( \tau \) will be the same. The solution of the equations are given in [6–8]. By passing from variables \( u \) and \( \tau \) to variables \( 1/\xi_R \) and \( t \) and also to the function \( \varphi(1/\xi_R, t) \), we shall
obtain the relationship of island distribution with respect to composition in time. This solution is essentially dependent on a technique of deposition of material on a substrate as well as on the intensity of cooling (or heating) of the substrate. It is well known, that the Ostwald ripening stage starts only in the presence of weak sources of matter at 0 ≤ n < 3/p. In this case, as analysis shows [6, 7],

$$\varphi(1/\xi_h, t) = \frac{2\varphi \sigma C_{L0}(1 + \gamma)N(t)}{k_B T R_C(t)} P_p(U). \quad (13)$$

Here, $P_p(U)$ is the probability density for $U$ to range between $U$ and $(U + dU)$; the index $p$ indicates the particular mechanism of heat/mass transfer realized in the system; $N(t)$ is the density of islands on a substrate at the time $t$, the analytical expressions of this value are given in [1, 3–8]; $R_C(t)$ is the critical size of islands at the time $t$. In Eqn. (13) instead of the critical radius $R_C(t)$ one can use the average radius, since they are related to each other by equation $\bar{R}(t) = R_C(t)C_{pm}$, (see Refs [1, 3–5]). Coefficient, $C_{pm}$, depend on the mechanism of heat/mass transfer and the power carried by sources of matter and heat. Numerical values of $C_{pm}$ can be found in Refs [1, 3–5]. The value

$$\frac{2\varphi \sigma C_{L0}(1 + \gamma)N}{k_B T R_C(t)} = \frac{2\varphi \sigma C_{L0}N}{k_B T R_C(t)} = \Delta(t)$$

is supersaturation.

The value of supersaturation in accordance with [7] changes in time as:

$$\Delta(t) = \frac{2\varphi \sigma C_{L0}}{k_B T C_{pm}} \left( \bar{R}_0 + A_p^0 \right)^{-1/p} \quad (14)$$

Here, $\bar{R}_0$ is the average size of islands at the initial stage of the Ostwald ripening. Coefficient $A_p^0$ is the kinetic coefficient associated with the coefficient, $A_p$, derived above and it depends on the heat/mass transfer mechanism realized in the system. Values of these coefficients for all possible mechanism of heat/mass transfer are given in [6, 7]. In particular, when the islands are in the form of spherical segments and their growth occurs, as a rule, due to heat/mass transfer on the substrate surface with $\lambda_s \gg R_1$ $p = 4$

$$A_p^0 = \frac{27}{32} D_s \sigma w^4 N_0 C_{L0} K_s \ell s \phi_1(\theta) K_s \left[ Jm^{-1} \right] \ell s \left[ Jm^{-1} \right] L^2 \ln(H/R_1) + K_s \ell s k_B T_0^2 \ln(\lambda_s/R_1),$$

where $\lambda_s$ is the free path length of adatoms; $D_s$ is the Brownian diffusion coefficient of adatoms; $\sigma$ is the surface tension at the old phase-island interface (solution, melt, vapor); $\phi_1(\theta)$ is the geometrical factor; $K_s$ is the thermal conductivity of the substrate, $K_s \left[ Jm^{-1} \right] \ell s$ is the thickness of a substrate layer where the ripening process takes place $[1, 7]$; $L$ is the latent heat of crystallization per atom of a precipitated phase; $C_{L0}$ is the equilibrium concentration of adatoms on a substrate; $T_0$ is the equilibrium temperature of crystallization (of solution, vapor or melt); $H$ is the average distance between islands on a substrate $[7]$; $R_1 = R \cdot \sin \theta$; $\theta$ is the wetting angle.

Analytical expressions of $P_p(U)$ functions for all values of $p$ are given in [1, 3–8], that is why in Fig 2 only the plots of $P_p(U)$ values for $p = 2, 3$ and 4 for $n = 0$ are presented.
Figure 2: $P_3(U), P_5(U)$ and $P_4(U)$ functions for nano-islands with the spherical shape.

$P_p(U)$ functions can be experimentally found using the technique described in [1], i.e. by expressing $U$ via the average radius of islands $U = R \cdot C_{pm}/\bar{R}$. This way is more convenient than to express $U$ via concentrations $U = (\bar{C}(t) - C_{so})/(C_R - C_{so})$, which are hardly measurable values in the experiment. The distribution function in terms of composition (13) can be actually expressed through values independent of composition (except the $C_{so}$ value)—this is an advantage of our approach. Equilibrium concentrations $C_{LO}$ and $C_{so}$ as well as equilibrium temperature $T_0$ are determined from the solution of Eqns (5)–(8) for $t \to \infty$. For $t \to \infty$ the equations transform into algebraic equations. The equations can be easily solved and, as a result, the values of $C_{LO}, C_{so}$ and $T_0$ can be obtained (for more details see [6, 7]).

The average composition of nano-islands is calculated from the equation

$$\bar{\xi}(t) = \left[ \int_0^\infty \frac{1}{\bar{\xi}_R(t)} \varphi(1/\bar{\xi}_R, t) d(1/\bar{\xi}_R) \right]^{-1}.$$  

Taking into account Eqn. (3) and expressing $\varphi(1/\bar{\xi}_R, t)d(1/\bar{\xi}_R)$ via $f(R, t)dR$, as it is done before, we shall get

$$\bar{\xi}(t) = \frac{2\sigma \omega C_{LO}(1 + \gamma)}{k_B T} \left[ \bar{R}(t) \right]^{-1}.$$  

Finally we shall obtain:

$$\bar{\xi}(t) = \frac{2\sigma \omega C_{LO}(1 + \gamma)}{k_B T} \left[ R_0^\alpha + A_\alpha^2 t \right]^{-1/\alpha}.$$  

Comparing Eqn. (17) with (14), $\Delta(t) = \bar{\xi}(t)/(1 + \gamma)$ is readily obtained. This result is associated with the fact that compositions of solid and liquid phases are related to each
Figure 3: Dependence of composition of nano-islands on size (a) and composition of nano-island on time (b); time dependence of the mean composition of nano-islands (c).

The changes in composition in an island can be obtained from the following relationship

$$C_R = C_{S0} + \frac{\Delta(t)}{U},$$

(18)

where $\Delta(t)$ is determined from Eqn. (14), whereas $U = R/R_c$.

The dependence of island compositions on their sizes are shown in Figures 3a, b, c (for composition of the particular island dependent on its growth time and dependence of the average composition of islands on time).

Let us do some estimates. As follows from Eqn. (18), $C_R = C_{S0} + \frac{2\sigma \cdot C_{S0}}{k_B TR}$. Let us assume, $\sigma$ to be $10^{-1} \div 10 J/m^2$, and $kT \sim 10^{-19} J$, we shall get for: $C_R \sim C_{S0} \left(1 + \frac{10^{-19}}{R}\right)$. For this reason, the main change in composition of islands takes place for $R \leq 10^{-8} m$. In this case, the change of composition will be within a few tens of atomic percents and this fact
is of particular importance for the measurement electrophysical properties.

2.2. EVOLUTION OF THE COMPOSITION OF A NANO-ISLANDS OF STOICHIOMETRIC COMPOSITION.

When islands are of strictly stoichiometric composition, as it is shown in Refs [1, 3–5, 8], the regions of phase coexistence and accordingly, the composition of island films are determined from the solution of the system of equations derived in [1, 5]. Detailed analysis of the set of equations is performed in Ref. [1, 3–5, 8] and some particular solutions for specific systems are given. Now we shall pass to the description of phase composition evolution at the nucleation stage.

3. Evolution of phase composition in new phase islands at the nucleation stage

3.1. EVOLUTION OF PHASE COMPOSITION IN SOLID SOLUTION ISLANDS.

At the nucleation stage there is no unambiguous relation between size and composition as compared to the Ostwald ripening stage. Note, that new phase nucleation processes in such systems were investigated by many authors [12, 14, 15, 20, 21]. It turned out that fluctuations of components involved in a nucleus happen independently of each other. The control of the composition is impossible at this stage.

3.2. EVOLUTION OF PHASE COMPOSITION IN ISLANDS OF STOICHIOMETRIC COMPOSITION.

When islands of new phase are stoichiometric compounds, the nucleation process can occur in several stages (see Ref. [20]). It is shown that the nucleation process is essentially dependent on whether or not chemical reactions in multicomponent adsorbed gas occur simultaneously with the formation of the end reaction product. We have shown in [20] that for specific conditions it is possible to observe self-oscillations of the number of nuclei and self-organization phenomena are possible.
4. Evolution of the composition-dependent properties of growing nanostructured films

It is well known that many properties of solids are essentially dependent on their chemical and phase composition. The properties can be the concentration of charge carriers in semiconductors, their mobility, conductivity of metals and alloys, absorption and electromagnetic wave scattering, strength properties \[2, 18\], etc. Without claiming any consistent investigation of the properties, we show here merely the main principle for calculation of their evolution in the process of nanostructured film growth.

4.1. EVOLUTION OF PROPERTIES IN SOLID SOLUTION NANO-ISLANDS.

Let \( F(C, t) \) be the function describing the relation between certain properties of the solid (in this case, an island) on composition. Let us find the distribution function of properties of different composition. To do this we shall pass from the function \( \varphi(1/x^R) \), expressing distribution function of island in terms of composition to the distribution function with respect to properties, \( \Theta(F, t) \):

\[
\Theta(F, t) d(F) = \varphi \left( \frac{1}{x^R}, t \right) d \left( \frac{1}{x^R} \right),
\]

(19)

In the general case, the average value of properties in nano-islands changes in time as

\[
\bar{F}(t) = \int_0^\infty F(t) \Theta(F(t), t) d(F).
\]

(20)

Note, that Eqns (4)–(9) describe not only the evolution of composition and, accordingly, properties in nano-island films but the meaning of these values in continuous films as well. For this purpose it is necessary to estimate the time of coalescence of islands into a solid layer using the equations given in Ref. [3] and the distribution functions of islands in terms of composition in time. In this case, it is necessary to take into account that Eqn. (4)–(9) and, accordingly, (13)–(18) are valid, strictly speaking, only for total coverage close to zero. In the case when the total coverage essentially exceeds zero, the collision integral is to be introduced into Eqns (4)–(9), [22]. However, as it follows from calculations [22], the function values are only slightly changed. Therefore, Eqns (13)–(18) provide an adequate approximation.

When some property of islands depends both on their size and composition, i.e. \( \Theta = \Theta(C, R, t) \), it is necessary to pass from variable \( R \) in the terms for \( \Theta(C, R, t) \) to variable \( C_{2R} \) by means of Eqn. (3). In a consequence, we again get the function \( \Theta(C, t) \). In the case, when the property, in question, is only the distribution function, i.e. \( \Theta(R) \),
conditions for its evolution can be expressed through the size distribution function \( f(R, t) \) [1].

### 4.2. EVOLUTION OF PROPERTIES IN NANO-ISLANDS OF STOICOIOMETRIC COMPOSITION.

The nano-islands of stoichiometric composition are homogeneous. Therefore, the property function depends on the islands' size only. The properties of a nano-film are determined by the number of islands of one or another phase and by the size distribution of islands colliding with each other. The technique for the phase coexistence regions determination is described in detail in Ref. [1, 3–5]. The diagram of phase coexistence regions for a three-component two-phase system (where one of the components is simultaneously included in both phases) is constructed therein. If there is an unambiguous relation between the distribution function of property values \( F \) for \( s \)-phases, \( \Theta^s(F, t) \), and size of particles, then the distribution function for \( n < 3/p \) can be derived in a similar way as in (13):

\[
\Theta^s(F, t) = \frac{N^s(t) \, dR}{R^s(t) \, dF^s} \, P^s(U),
\]

where \( N^s(t) \), \( P^s(U) \), \( R^s(t) \) are the functions of the number of islands \( N^s(t) \), probability density \( P^s(U) \) and critical radius of islands of \( s \)-phase \([1, 3–5]\); \( dF^s/dR \) is the derivative of relation between the properties and radius of an island of \( s \)-phase; \( p = 2, 3, 4 \) in accordance with the island growth mechanism. Evolution of the average value of a property can be described by an equation similar to Eqns (15).

Consequently, all conclusions on influence of heating or cooling of a substrate and the power of component sources presented in Refs [1, 3–5] for the size distribution function \( f^s(R, t) \) of islands of phase \( s \) over a substrate can be extended for the function \( \Theta^s(F, t) \).

When islands of different phases (chemical compounds) have regions of mutual solubility, i.e. they can be solid solutions, evolution of their properties can be described in a similar way as in section 2.

On the contrary, when properties depend on sizes of islands and the function \( \Theta(F, t) \) is known, the relative number of \( s \)-phase can be expressed as \( J^s = \frac{1}{V_m N_0} \kappa(\theta) \int \Theta^s(F, t) Z^s(F) d(F) \),

\[
J^s = \frac{1}{V_m N_0} \kappa(\theta) \int \Theta^s(F, t) Z^s(F) d(F),
\]

taking into account the condition \( f^s(R, t) dR = \Theta^s(F, t) dF^s \). \( R = Z(F) \) is the inverse function from the function \( F = Z(R) \). Thus, the coexistence region of different com-
Figure 4: Values diagram of properties in the space of components \( Q_i \) and temperature (in projection on the \( Q_1, Q_2 \) plane). Boundaries of the values of properties in a system are indicated with a continuous line; displacement of the boundaries due to temperature change is indicated with dashed and chain-dotted line. \( Q_i^1 \) and \( Q_i^2 \) are certain initial quantities of components; \( I \) and \( II \) are the regions of different phases; \( F^I \) and \( F^{II} \) are the values of a property in islands of different chemical composition. The trajectory of a system in the presence of sources of components is indicated with arrow.

Solutions can be determined by known values of \( F \). The diagram of values of the property function for a two-phase two-component system where one of the components is simultaneously included into both phases, is given in Fig.4. The diagram is calculated in accordance with the technique described in [1, 3–5]. Fig. 4 shows that in the case when islands form a continuous film, the structure with a number of properties determined only by its dependence on the size of islands exists in regions \( I \) and \( II \). Within the region \( I + II \), islands of mixed composition, i.e. with a different value of properties \( F^I \) and \( F^{II} \) will grow. In the process of growth, the islands give rise to non-homogeneous properties of thin films. The regions of \( F \) values can be varied in the presence of sources of components (or through cooling heating of the substrate). For this purpose, it is necessary to choose a certain value of the decay degree of sources, \( n \), in accordance with the island growth mechanism [1, 3–5].

Now, we pass to the nucleation of new phase islands in multicomponent systems during chemical reactions. It is shown in Ref. [21] that for some specific relation between chemical components and islands of different phases complex non-linear interactions occur. This causes periodic change of the number of islands in space and time. As a result periodic changes in thin films properties are observed. The value will change periodically in space and time as well (see Fig. 5a and 5b).

In the case of the formation of islands of several phases (chemical compounds), the behavior of properties is more complicated. However, when self-organization or self-induced oscillations occur in a system, appropriate properties will also periodically change either in space, or in time.
Figure 5: The scheme of the change in the values of properties for the case of new phase nucleation in multi-component systems in the presence of self-induced oscillations of composition — (a) or self-organization — (b).
5. Discussion

The relationship between size and composition of new phase nano-islands formed in the course of condensation of solid solution films is elucidated in the work. Analysis shows that the most favorable ways to control the composition of the nanostructured films are at the Ostwald ripening stage. At this stage there is an unambiguous relation between the size distribution function of islands and distribution function in their properties. This allows to pass from equations describing evolution of the size distribution function to equations of evolution of distribution function of properties in solid solution nano-islands. The analysis shows that considerable changes in composition occur for sizes less than $10^{-8}m$. In this case, their composition can be changed by tens of atomic percent that corresponds to $10^{12} \div 10^{13}m^{-3}$. For values of island radius $R > 10^{-8}m$ the composition of islands is independent of size actually regardless of substance.

It is shown that the coexistence diagrams can be constructed for stoichiometric compounds, and by means of change of atomic fluxes and controlling the degree of cooling or heating of a substrate one can pass from one property to another.

It is found that the control of properties at the nucleation stage is restricted. Only in the case with nucleation of stoichiometric compounds the structures with given properties may be obtained, provided that self-induced oscillations and self-organization take place. However, in this case it is necessary either to calculate beforehand the oscillation period of the composition [21], or to determine it experimentally and to stop the growth when the desired composition is achieved.

This work was partially supported by the Russian Foundation for Basic Research (code 99-03-32768 and 98-03-32971), grant "Integration" No. A0121, NATO Grant SfP #973252.
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ABSTRACT

A review of fatigue of coatings/substrates is presented. Fatigue damage is either local or general, depending on the range of cyclic loads. Local fatigue damage includes rolling contact fatigue (RCF), fretting fatigue, fatigue-wear and general wear. Applied loads are localized consisting of rolling contacts or sliding contacts, and the resulting damage is mostly surface related. Crack initiation, surface pitting, delamination, spalling, buckling and enhanced wear can result from local fatigue damage of coatings. General fatigue damage results when the loads are of longer range such as cyclic bending, torsion or uniaxial or biaxial tension/compression etc. The mechanics of fatigue, role of microstructure, micromechanics in terms of crack nucleation, growth and fracture are reviewed. Defects produced during processing form precursors for crack nucleation. It is shown that optimization of the processing conditions to minimize defect density is essential to enhance fatigue resistance of coatings/substrates.

1. INTRODUCTION

The integrity of coatings/substrate composite depends on the nature of applied loads, environment, temperature and internal stresses introduced from the processing route as well as on the accommodating micromechanisms present. Understanding of the interplay of these factors, and the mechanics of the failures is important for the development of efficient and cost effective coatings. In this review, we examine the fatigue behavior of coating/substrates composites to evaluate the mechanical and microstructural factors that are involved in their fatigue damage. Since the microstructure and intrinsic defects that are formed depend on the processing conditions, we limit our discussion mainly to

thermal-spray coatings that are of current interest to US Navy, although the general principles discussed are applicable to all coatings. Through microstructural refinement, new nano-structured coatings are being developed to improve wear and corrosion resistance for many Navy structural components. The fatigue properties of these new nanostructured coatings are of interest, particularly in comparison to the conventional coatings. Some of these developments are also of interest to commercial sector under dual use technology.

2. MECHANICAL AND MICROSTRUCTURAL CONSIDERATIONS

Mechanical incompatibilities at bimaterial interfaces involving coatings/substrates result in internal stresses that affect the integrity of the coatings. The sources of internal stresses include:
(a) Elastic modulus mismatch
(b) Thermal coefficient of expansion mismatch
(c) Lattice parameter mismatch
(d) Plastic flow mismatch

Several analyses and reviews [1-7] exist in the literature quantifying the nature of the internal stresses that are generated at interfaces in coatings/substrates and resulting from these mismatches in the material properties at the bimaterial interfaces.

On the macroscale, response of coating/substrate composite to internal or external stresses depends on its flow behavior. Figure 1, for example, illustrates two contrasting coatings compared to stress strain curve of a substrate. Coating I has higher strength but lower ductility than the substrate, in comparison to coating II which is weaker but more ductile [8]. If such coating/substrate composite is stressed under equi-strain condition, the stronger but less ductile coating breaks giving rise to cracks in the coating. If interface is weaker, cracks can propagate along interface resulting in delamination and spalling of the coating. If the coating has lower strength but is more ductile than the substrate, then the coating deforms plastically, accommodating the stresses. In that case the composite will survive until the substrate fails or until the coating cracks when its fracture strain is reached. Most of the wear resistant coatings [9-12] such as WC/Co on steels or Al-alloys, are of the first type which are generally stronger and less ductile than the substrate. Their strength provides the needed wear protection.
Fig. 1 Contrasting stress-strain behavior of ductile versus brittle coatings.

2.1 RESIDUAL STRESSES

Residual stresses arise from all of the above sources, but the thermal coefficient of expansion mismatch across the coating/substrate interface provides their major source. Residual stresses play a dominant role in the integrity of the coatings/substrates [13-17]. 

\( \Delta \alpha \) is defined as \( (\alpha_c - \alpha_s) \), where \( \alpha_c \) and \( \alpha_s \) are the coefficients of thermal expansion of coating and substrate, respectively. If the stresses are compressive in the coating, which is the case when cooled from high processing temperature to the application temperature and when \( \Delta \alpha \) is negative. The residual stresses inhibit the nucleation and growth of cracks. On the other hand, they can augment the compressive forces that will be introduced during contact fatigue and accentuate failures associated with contact fatigue. In addition the compressive forces can cause buckling of the coating if the cracks are formed parallel to the stress axis. This leads to delamination and spalling of the coatings. Another source of residual stresses which is not discussed above, occurs due to mechanical impact when the coating particles impinge on the substrate at high velocities,
such as during plasma spray or thermal spray processes [18]. Figure 2, for example, shows the nature of the residual stresses introduced in thermally sprayed WC/Co coatings, where spraying is done using high velocity guns.

3. CLASSIFICATION OF FATIGUE DAMAGE

One can classify the fatigue damage of coating/substrate assembly broadly into two types. They are (a) local fatigue damage and (b) bulk fatigue damage. The local fatigue damage is such that the scale factor is less than the coating thickness or volume. Local fatigue damage includes (a) rolling contact fatigue (RCF), (b) fretting fatigue, and (c) fretting wear, wherein the damage scale is smaller than the thickness of the coatings.

Fig. 2. Compressive residual stresses in WC-Co coating on an Al-alloy.
The bulk fatigue damage, on the other hand, involves intrinsic fatigue properties of the coating and substrate, bulk stresses, which extend to larger volume and the presence of defects or formation of cracks that are larger than the coatings thickness. Fatigue evaluation tests of the coatings/substrates such as push-pull or four-point bend tests etc., fall under this category.

3.1. LOCAL FATIGUE DAMAGE

Local fatigue damage consists of fluctuating loads on a local scale, which could occur due to high frequency vibrations with associated small tangential displacements between two contacting components. The two components may be in close mechanical locking or in rolling contact with one or both components rolling, such as wheels on rails, rolling ball bearings or gear contacts etc. Hard wear resistant coatings are deposited on the substrates to provide surface protection. Failure of these coatings generally involve fretting fatigue, fretting wear or rolling contact fatigue with crack formation, formation of pits, delamination and spalling of coatings at a local scale. If the two contacting surfaces are relatively stationary, then small tangential cyclic displacements can lead to fretting fatigue especially when there are normal forces to reinforce their mutual contact.

\[ F_N \rightarrow F_T \]

Fig 3. Rolling contact of a sphere on a half-space

The mechanics of the problem is somewhat similar for all local fatigue problems involving rolling contact, fretting fatigue, or fatigue wear etc. Complexities arise because of the three dimensional nature of the problem with local irreversible plasticity causing fatigue damage. Several analytical and numerical analysis techniques [19-24] have been presented in the literature considering the three dimensional nature of the contact problem. The problem has been simplified by considering an elastic analysis of a ball pressed against a flat surface characterized by half-space as shown in Fig. 3.
Fretting occurs in the regime depending on the frequency, displacement amplitude, \( \delta \), or amplitude of the tangential force. Examining the nature of the damage during cyclic contact displacement, Madlin [22-23] has shown that under contact pressure, the shear stress required to overcome the static frictional resistance will have a maximum at the center of the circular contact area. While Madlin's analysis assumes elastic conditions, the three-dimensional nature of the problem and local plasticity effects have been considered recently using numerical techniques[24-28]. There are three conditions - stick, partial slip and general slip [29-32]. The load-displacement curves for the three are schematically represented in Fig.4 based on which fretting maps have been developed. Case A is considered elastic with tangential displacements being small. \( F_T \)-d curve shows transition from predominately elastic to plastic shear, which represents the plastic yield of not only the asperities but also of the underlying bulk material.

\[
\begin{align*}
\text{Fretting Map} & \\
\text{A - Stick } \Delta & < \Delta_1 \\
\text{B - Partial Slip} & \\
\Delta_1 & < \Delta < \Delta_2 \\
\text{C - Gross Slip } \Delta & > \Delta_2 \\
\end{align*}
\]

\[ \text{Slip Distance, } \Delta, \mu m \]

\[ \text{Force, N} \]

\[ \text{Vingsbo & Soderberg (1988)} \]

Fig. 4. Force-distance curve of contact bodies, stick, partial slip and gross slip regimes.

A second contribution to the leveling-off of the tangential force above a certain displacement stems from the fact that part of the applied shear stress is relaxed by the introduction of slip in the annular slip region. Figure 4 indicates that there are two
critical displacements, $\Delta_1$ and $\Delta_2$, defining the three regimes, stick, partial slip and gross slip. Nonlinear displacements in contact fatigue, Figure 4, result in fatigue damage. If the frequency and the number of cycles become sufficiently large, the damage becomes significant and is termed fretting fatigue. Cyclic straining during continued fretting might lead to the nucleation and propagation of surface fatigue cracks, particularly along the rim of the contact area. Generally the displacement amplitudes are within the range of 1-2$\mu$m for fretting fatigue. But the damage can be significant when the number of cycles are in the range of $10^7$ cycles.

Since fretting and wear both result from local fatigue damage, the fretting map can be superimposed on wear map using displacement amplitude as the independent variable. Although wear damage is not discussed here, the same region subjected to repeated rubbing by two contact surfaces exhibits both fatigue and wear. In fact wear itself could be due to fatigue, although characteristically referred to as wear fatigue to separate it from other forms of fatigue. Thus fretting damage manifests in two forms, fretting wear and fretting fatigue, which are somewhat related. Fretting wear starts when particles are formed within or at the edge of the contacts.

4. BULK FATIGUE

In addition to local fatigue problems, which are surface contact induced fatigue damage, the coatings/substrates are subjected to fluctuating gross scale loads that cause general or bulk fatigue. The mechanics of the problems and the nature and the extent of the damage are sufficiently general requiring separate evaluation. There have been several analyses of the coating/substrate mechanics to evaluate the fracture and fatigue properties of the coated material [1-7,33,34]. The analyses have been done considering combined Mode I and Mode II stresses for a body bonded by a thin adhesive layer. The difference in strength and elastic properties of the bimaterial and the strength of the interface along with the nature of the applied or induced stresses dictate the behavior of the coating/substrates.

4.1 FAILURE MODES

Under general loading conditions, there are three types of fatigue failures observed depending on the nature of residual stresses[5]. These correspond to delamination of the interface, splitting of the film and substrate cracking. There is also a fourth mechanism of failure that involves buckling of the coating and subsequent delamination of the interface. The later mode of failure relies on the existence of compressive stresses within the coating. The presence of a superimposed tensile stress can cause delamination along the interface, or cracking in the film or substrate. Failure
induced by a compressive stress involves a complex interaction between buckling of the film and delamination along the interface.

Microstructure also plays a major role in crack nucleation and growth process. Process induced defects such as voids and inclusions etc. form nucleation centers for cracks. Grain size is expected to have dual roles. It is well known that decreasing grain size increases the endurance limit under fatigue. From the dislocation pile up analysis it is clear that decrease in grain size decreases the slip band length and hence increase the number of cycles (or endurance stress) for crack nucleation life. On the other hand, reducing grain size has been found to increase the resistance to crack growth particularly in planar slip materials. For coatings, in general, a reduction in grain size is expected to be beneficial in terms of fatigue life, since crack nucleation life has more sensitive dependence on grain size than the crack propagation life. In addition, fine grain size in the nano-range is expected to be beneficial in terms of increasing the strength of the coatings and in relaxing the residual stresses by grain boundary sliding.

5. APPLICATION TO THERMAL SPRAY COATINGS

In the following we discuss the application of the above understanding of the fatigue damage process to thermal spray coatings which are increasingly being used for many applications. The available experimental results on fatigue will be examined in terms of the resulting microstructure and the associated local and bulk fatigue damage.

Thermal spray coatings have a unique microstructure that affect their properties. It was noted earlier, Fig. 2, that compressive residual stresses are present in the coating due to high velocity impact of the particles during thermal spray [18]. As the molten or semi-molten feed particles impact on the cold substrate surface, they flatten and freeze. In addition to the impact stresses there will also be some residual stresses due to mismatch in thermal coefficient of expansion. The next incoming particle falls on the previous one thus forming a layer structure. In the inter-layers, the inter-particle boundaries called splat boundaries are formed, which are significantly weak[7-12]. Major concern is that these weak boundaries are parallel to the surface hence parallel to shearing forces that arise during Rolling Contact Fatigue. In addition to splat boundaries, there is grain nucleation and growth perpendicular to the splat boundaries. Thus each projectile particle during thermal spray forms a multigrain particles each separated from the others by splat boundaries. The size of each splat depends on the size of the feed particles. For micron size particles, high velocity oxy-fuel (HOVF) process resulted in splat boundaries that are about 30-40 \( \mu \)m wide, while the size of grain boundaries within the splat is about 2 \( \mu \)m. The aspect ratio of splat boundaries is very high [12].
5.1. FATIGUE OF THERMAL SPRAY COATINGS

The extent of the study of fatigue damage of thermal spray coatings is limited. McGrann et al. [18] have investigated the performance of WC-17%Co thermal spray coatings on SAE 4130 steel and 6061-T6511 Al-alloy substrates. The WC-Co coatings were applied by HVOF. Residual stresses in Fig. 2 were also determined. Fatigue tests were done using bending tests with zero mean stress. Three sets of thermal spray-coated Al-specimens were tested: Al-L, Al-M and Al-H, where L, M and H corresponds to light, medium and heavy coatings in terms of compressive residual stresses present. The stresses are of the order of 80, 500, and 760 MPa, respectively. For steel specimens,

![Graph showing fatigue life versus applied stress for WC-Co coatings on 6061-T6511.](image)

Fig. 5 Effect of WC-Co coatings on an Al-alloy substrate.

the coatings are of L and H types in addition to conventional chrome plated and shot-peened specimens. The average residual compressive stresses in the steel specimens were 125 and 365 Mpa for L and H types, respectively. Figures 5 and 6 show the fatigue
results in terms of maximum applied stress versus the number of cycles to failure for each of the coated and uncoated specimens. For Al-alloys, in comparison to uncoated specimens, there is significant improvement (30 times) in life with coating. Examination of the results indicates that improvement is associated solely with the compressive residual stresses than coatings properties per sec, since with increasing residual stresses (for the same thickness) the fatigue life is increased significantly. Similar results are obtained for the steel specimens. The WC-Co with H type of coatings fared well in par with the shot peened specimens, where compressive residual stresses are deliberately introduced. The WC-Co coatings are much better than the conventional chrome plated specimens. Clearly the improvement arises from the compressive residual stresses since WC-Co coatings of L type did not show noticeable improvement due to low residual stresses. Figures 5 and 6 clearly demonstrate the importance of the residual stresses. The materials are coated to improve the wear resistance and bulk fatigue tests are only part of the acceptance tests for these coatings. There is no degradation of the properties as a result of the coatings. If fatigue is the life or performance-limiting factor then processing needs to be optimized to arrive at improved fatigue resistant coatings. The results thus indicate that WC-Co coatings can improve fatigue resistance compared to the conventional coatings currently used.

Fig. 6. Effect of WC-Co coating on fatigue life of 4130 Steel.
6. SUMMARY AND CONCLUSIONS

Coatings are provided to improve wear, corrosion, and oxidation of the substrates including as thermal barriers for high temperature components. Since the components are subjected to variable loads, the fatigue resistance of the coatings is of concern. Fatigue damage can result from local variations in loads such as in rolling contact fatigue, fretting fatigue or wear-fatigue or from global application of loads. Fatigue damage in general manifests in terms of irreversible plasticity, crack initiation, crack propagation and failure. Failure processes include cracking, pitting, particle decohesion, delamination, spalling, buckling etc. Mechanics of these are examined along with the review of available results. It is shown that fatigue performance of the coatings depends on the microstructure and residual stresses, and defect density and distribution. Processing optimization is essential in order to improve performance of the coatings.
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Abstract

We have recently reported that monolithic amorphous carbon (a-C) films deposited by RF magnetron sputtering exhibit a high level of sp³ sites when a negative bias voltage (V_b) is applied onto the substrate. This type of a-C films are dense (~2.65 g/cm³), hard (>20 GPa) and highly stressed (6-7 GPa). The latter, however, limits their thickness below to ~40 nm. Thus, we have developed nanolayer structured a-C thick films with alternating V_b (positive / negative) which are stable, hard and rich in sp³ content. Nanoindentation and low load scratch test results demonstrate that the layers rich in sp³ content promote the stress relaxation of the films during a compositional rearrangement when a layer rich in sp² content is deposited. Possible explanations on the origin of the stress relaxation and the enhancement of the elastic properties in nanolayered a-C films are proposed and discussed based on the formation of compositional smooth interfaces between the two different types of layers.

1. Introduction

The use of sputter deposited amorphous carbon (a-C) thin films has enlarged in a wide range of technological and industrial applications, such as micro-electronic, optical, biomedical applications, wear-, corrosion-resistant materials and protective overcoats for hard disks in the magnetic storage industry. Sputtering offers a number of benefits such as low cost, process simplicity and control, and film homogeneity. It is also not time-consuming. All the above characteristics make sputtering an attractive and powerful technique for a-C production, especially for industrial scale production. The present trend in a-C thin film technology is largely dictated by the urgent need for the development of new processes, materials and their fabrication for applications in surface engineering and submicron microelectronics.

The high internal stresses as measured in sputtered a-C films are closely related to adhesion problems and crack creation in the films, and thus limit their maximum thickness for good adherence on the substrate at ~40 nm. Consequently, the search for processes reducing film stress, improving thermal stability and low toughness of a-C films, are some major technological challenges in a-C research. Recently, it has been
shown that reduction of the internal stress in thick a-C films with high hardness can be obtained by developing layer structured (consisting of sequential soft and hard nanolayers) films [1].

Amorphous carbon films 30 nm thick, deposited with negative \( V_b \) were found to be rich in sp\(^3\) sites (45%), dense (~2.65 g/cm\(^3\)) and with compressive stress above 6 GPa. On the other hand, films deposited with positive \( V_b \) are rich in sp\(^2\) sites, exhibit low density (1.9 g/cm\(^3\)) and compressive stress (~1 GPa). It was also found that the development of a-C films in the form of nanolayered structure, consisting of sequential layers of the above mentioned two different types of a-C films, provides stable, thick and rich in sp\(^3\) sites a-C films [1] potentially for many practical applications.

In this work, emphasis is placed upon the study of the elastic properties of these two types of a-C films and their dependence on the substrate bias voltage (\( \text{Ar}^+ \) ion energy). The enhancement of elastic properties and their comparison with those so far reported for sputtered a-C films, and the scratching behavior of nanolayered structures (consisting of sequential layers deposited with alternating \( V_b \)) are also presented. In view of the obtained results, possible explanations on the origin of the stress relaxation and enhancement of the elastic properties in nanolayered a-C films are proposed and discussed, based on the formation of compositional smooth interfaces between the different type of layers.

2. Experimental Details

The sputtered a-C films studied here were deposited in an Alcatel SCM 600 magnetron sputtering apparatus which has been described elsewhere [2,3]. Briefly, the a-C thin films were deposited on c-Si (001) substrates using a graphite (99.999% purity) target. During deposition, the sputtering \( \text{Ar} \) gas was at a partial pressure of 1.5x10\(^{-2}\) Torr, the target to substrate distance was fixed at 65 mm, and the discharge power equal to 100 W. The only parameter that was varied was the substrate bias voltage \( V_b \). A phase modulated ellipsometer, mounted on the deposition system, allows in-situ and real-time spectroscopic ellipsometry (SE) measurements in the energy region 1.5-5.5 eV, and was used to estimate the thickness and the composition (sp\(^2\) and sp\(^3\) content) of the deposited film [3].

To investigate the mechanical behavior of a-C thin films three series of a-C films with thickness 30, 280 and 200 nm, respectively, were prepared. The a-C films with thickness 30 nm were deposited either with negative or positive \( V_b \) and those of 200 nm thick with positive \( V_b \). The films with thickness 280 nm were deposited in sequential thin layers with alternating (positive/negative) \( V_b \). In detail, first a layer of ~15 nm was deposited with \( V_b \sim +10 \) V and consequently a layer of ~23 nm with \( V_b \sim -20 \) V. In the next bilayers the thickness of each one was ~5 nm and ~23 nm, respectively, for the development of films with total thickness ~280 nm. We have found by analyzing SE (nanoindentation) measurements that films deposited with negative \( V_b \) were rich in sp\(^3\) content (hard), while films deposited with positive \( V_b \) were rich in sp\(^2\) content (soft) [4].

The elastic (hardness, \( H \) and elastic modulus, \( E \)) and tribological properties of the films were conducted using a Nano Indenter XP system with the continuous stiffness measurements (CSM) and lateral-force measurements (LFM) options. The \( H \) and \( E \) of
each of the films were measured with a Berkovich, three-sided pyramid diamond indenter with nominal angle of 65.3° between the tip axis and the faces of the triangular pyramid, which was forced into the specimen surface by using a coil and magnet assembly. Nanoindentation measurements were obtained with both conventional indentation (CI) and CSM. The system has load (displacement) resolution of 50 nN (<0.01 nm). A detailed description of the system has been presented elsewhere [5]. Prior to each indentation test, two indents in 100 nm depth were conducted in fused silica to evaluate the tip condition. When CSM technique [5,6,7] is employed, the stiffness is measured continuously allowing the H and E to be calculated at every displacement point acquired during the indentation experiment. In all CI and CSM depth-sensing tests a total of ten indents were averaged to determine the mean H and E values for statistical purposes, with a spacing of 50 μm.

A different diamond Berkovich indenter was used for scratch testing. Scratches were made with an edge of the indenter (point-on orientation). Prior to each scratch test, three indents were made in aluminum to clean the tip, and then two 100 nm indents were made in fused silica to evaluate the condition of the tip. A precision X-Y table with a resolution of 1 μm was used to slide the film under the tip with a minimum of vibration and electrical noise. Lateral deflection was measured using two separate capacitive displacement gauges to sense the lateral displacement of the indenter column in the X and Y directions. Lateral (friction) forces were then calculated from stiffness of the column determined in calibration experiments. Coefficient of friction (μ) can be calculated afterwards [8]. Since scratch-induced damage of a film, specifically fracture or delamination, was monitored by in-situ friction force measurements there was no need to obtain an image of the scratch event but only to confirm the experimental results. Depths of scratches with increasing scratch length or normal load were measured in-situ by profiling the surface of the film before, during and after the scratch event, resulting in a total length of the test of 700 μm, while the scratch length was 500 μm long. The load for initial and post-scratch scan was 0.02 mN. Data from these regions were used to account for both the slope and curvature of the sample surface so that the entire scratch can be viewed with the surface of the sample as the baseline for deformation [9].

Stress measurements were immediately performed after each layer or thin film was deposited and exposed to air. The stresses were measured using a commercial instrument by Tencor, and calculated by measuring the radius of the curvature of the substrate before and after film deposition by the modified Stoney expression [3]. The films were also studied by Transmission Electron Microscopy in cross-section geometry (XTEM) [10].

3. Results and Discussion

3.1. MECHANICAL PROPERTIES OF a-C FILMS, AND THEIR DEPENDENCE ON V₅₀ AND THICKNESS

Figure 1 shows the plots of hardness and elastic modulus as a function of contact depth obtained from two a-C films, deposited with V₅₀=+10 and -10 V, with the same
thickness 30 nm. For the film deposited with $V_b=-10$ V the maximum H (E) value was $-18$ (185) GPa, whereas that deposited with $V_b=+10$ V was $-8$ (130) GPa. Since the a-C films were deposited on Si, their hardness (elastic modulus) approaches at large contact depths, the value of Si, 12.5 (168) GPa. The above values of H and E for each $V_b$ were estimated from the regime of the shallow data points (Fig.1) as more representative of the film properties. Hardness of hydrogenated carbon films with almost the same thickness was found to be 9.4 GPa [11].
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*Figure 1. Nanoindentation data of H and E vs. indentation contact depth obtained from single a-C films 30 nm thick, deposited with $V_b=+10$ V (circles) and $V_b=-10$ V (squares). The CSM data obtained in contact depth 40 nm.*

The development of a-C films rich in sp$^3$ C-C sites is based on incident energetic species (neutrals or ions) that penetrate the growing surface and induce subsurface growth [12]. A negative $V_b$ achieves the energetic ion bombardment during sputter deposition [3,13,14]. Films produced with positive $V_b$ exhibit low hardness because the mean energy of the deposited neutral species is lower than a critical one to penetrate the film's surface. Thus, in these films the sp$^2$ bonding is dominant, both hardness and density [15] are low and the films exhibit a large amount of voids [16]. We measured in these films a sp$^2$ (sp$^3$) volume fraction $\approx60$ (20)% and density 1.9 g/cm$^3$. When a negative $V_b$ is applied the Ar$^+$ ions are oriented towards the substrate with kinetic energy $E$, which in first approximation is given by the following expression:

$$E = eV_b + E_o,$$

where $E_o$ is the mean energy of the discharge. The transfer of energy from Ar$^+$ ions to deposited C species results in the formation of rich in sp$^3$ C-C bond films [15,16]. The results from SE data analysis [5] have shown that when $V_b=-10$ V promotes the formation of sp$^3$ sites ($\approx50\%$) all over the film (except the initial stages of growth) resulting in a hard material with density, measured with X-ray reflectivity, 2.6 g/cm$^3$ [15]. The above experimental data and the qualitative interpretation suggest that an interrelation exist between the hardness and elastic modulus and the sp$^3$ bonding of a-C films.
The dependence of hardness on the $V_b$ for a-C films, 30 nm thick, is shown in Fig. 2. The elastic modulus exhibits the same dependence on $V_b$ with the hardness. Both of these quantities do not exhibit the same dependence with the sp$^3$ content [17] on $V_b$. There is a sharp increase in going from positive (the film is rich in sp$^2$ content) to negative $V_b$ (rich in sp$^3$ content). In the regime -100 V<$V_b$<0 V (30-130 eV, low energy ion bombardment) there is a near plateau in H and E values that indicates the existence of a subplantation mechanism (probably indirect) during deposition. That is, Ar$^+$ transfer their energy to the surface C atoms which subplant below the surface. In the energy window 30-130 eV the produced a-C films were rich in sp$^3$ sites and hard. For $V_b$<-100 V (ion energy above 130 eV) it was found a reduction in stress (Fig. 3a), which in concurrent with the decrease of the sp$^3$ content but not with density [17].
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*Figure 2. Hardness of sputtered 30 nm thick a-C films versus $V_b$. The data was obtained from indentations at a contact depth of 20 nm using the CSM technique.*

The dependence of compressive stress on the $V_b$ for a-C single films, 30 nm thick, is shown in Fig. 3a. Stress exhibits the same dependence with the sp$^3$ content on $V_b$, as proposed by the densification model [18,19]. There is a sharp increase in going from ground to negative $V_b$ and a broad non-symmetric peak at $V_b$=-40V. The stress behavior can be described successfully by Davis' formula [19]. Stress values measured at films deposited with negative (positive) bias voltage support that stresses in a-C films are an intrinsic property and arise from the deposition mechanism that creates the sp$^3$ (sp$^2$) bonding. The film deposited in sequential layers with alternating $V_b$ leads to the development of stable and highly sp$^3$ bonded material. Figure 3b shows the evolution of stress with the thickness for the nanolayered structure film 280 nm thick. The first deposited soft layer exhibits low stress (1.35 GPa). Consequently, it provides good adhesion of the film to the substrate. The next deposited hard layer increases rapidly the average stress of the film to 4.5 GPa. Further depositions of layers either with positive or negative $V_b$ do not affect much the situation that was established during the deposition of the first two layers. Above the 180 nm film thickness the stress values saturate to ~5.2 GPa.
Figure 3. The variation of compressive stress of single a-C films vs $V_{a}$ (a), the evolution of stress with thickness in an a-C film in sequential layers with alternating $V_{a}$ (b).

What is important about the nanolayer a-C film is that there are large stress gradients in the film between the individual layers. Even the average stress is relatively small (~5.2 GPa, Fig. 3b) within the sp$^{3}$ layers, stresses are larger. The resulting large stress gradients in the film can act as an additional driving force for atomic diffusion at the sp$^{3}$-rich to sp$^{2}$-rich interfaces.

3.2. ENHANCEMENT OF ELASTIC PROPERTIES AND STRESS RELAXATION IN NANOLAYERED a-C FILMS

Figure 4 shows the nanoindentation results for an a-C film 280 nm thick, where H and E are plotted as a function of contact depth.

Figure 4. Hardness and elastic modulus vs. indentation contact depth obtained from a-C films 280 nm thick, deposited in sequential layers with alternating $V_{a}$ using the CSM technique.

Indentation was conducted by applying both the CI, in different contact depths, and the CSM technique for penetration depth 400 nm. At shallow depths, about 20-50 nm,
elastic properties more representative of the films were obtained but still influenced by the substrate. Comparing these values of H and E with those obtained from an a-C:H film (H=17 and E=175 GPa), 300 nm thick prepared by sputter deposition on Si [20], we conclude that hydrogen-free a-C film deposited in sequential layers with alternate positive/negative \( V_b \) of layers are harder by a factor of \( \sim 2 \).

Figure 5 compares the load-displacement curves for 30 nm thick a-C films deposited either with positive or with negative \( V_b \), both tested with identical indentation cycles to a maximum load of 0.11 mN. Low-load indentation experiments have revealed that a-C films deposited with positive \( V_b \) exhibit more plastic deformation than those developed with negative \( V_b \). Figure 6 shows representative CI load-displacement curves for 200 and 280 nm thick a-C films at specific loads to achieve contact depths at the same percentage (\( \sim 12\% \)) of each one thickness.

![Figure 5. Load-displacement curves for 30 nm thick a-C films deposited with positive and negative \( V_b \) at the same maximum load.](image)

![Figure 6. Load-displacement curves for 200 and 280 nm thick a-C films obtained at a penetration depth of about 12% of film thickness.](image)

Figures 5 and 6 display the qualitative differences between the three series of a-C films concerning not only their hardness but their elastic deformation behavior, too. From the maximum penetration depth and the residual depth for each case, we have found that a-C films deposited in sequential layers by altering \( V_b \) exhibit much higher hardness and elastic deformation \( \sim 80\% \) than the films deposited with \( V_b>0 \), \( \sim 50\% \) and higher to those deposited with \( V_b<0 \), \( \sim 70\% \).

The film deposited in sequential layers with alternating \( V_b \) led to the development of stable and rich in sp\(^3\) bonded material, resulting in harder a-C films than the ones developed solely with negative \( V_b \) (Fig. 1). The deposited layers with \( V_b>0 \) seem to be essential for the stress relaxation of the whole film and was made practicable to grow thicker and stable a-C films [1].

In order to study the geometrical characteristics of the nanolayered structure of the a-C films we performed an XTEM study of the a-C specimens [10]. As it is shown in Fig. 7, the film consisted of 10 bilayers with almost the same modulation period \(~26\ nm\) except the first one on the top of the substrate (\(~35\ nm\)) and an ultra-thin layer (\(~1.5\ nm\)), which was deposited with \( V_b=+10\ V \), on top of the film. Since the layers had the same chemical nature (amorphous carbon), the existing contrast difference indicates the different bonding and density in the layers. Thus, the light colored layers are attributed to the sp\(^2\)-rich areas whereas, the dark colored to the sp\(^3\)-rich ones. From the
XTEM [10] and SE and XRR [21] results, modifications in thickness and composition of soft layers were found to occur during the deposition of hard (rich in sp² bonds) layers. Namely, a reduction in the thickness of soft layers was observed when a hard layer was deposited on it.

Figure 7. A TEM cross-section image of nanolayer a-C film made of alternating rich in sp³ / rich in sp³ layers.

3.3. NANOSCRATCH TESTS ON NANOLAYERED a-C FILMS

The objective of the nanoscratch tests was to investigate the elastic and tribological properties of the films developed in layered structure (rich in sp³ content) and their comparison with those of films rich in sp² content. We focused on the adhesion and deformation response of the films using the scratch test as main experimental characterization tool. Film deformation response was studied in order to gain a better understanding on the mechanisms governing the failure of thin films.

In Fig. 8 nanoscratch test results for a-C films, 280 nm thick, at various normal loads are presented. Figure 8 includes plot of the vertical displacements of the diamond during the initial scan (prescan), the load-ramped scratch (scratch scan), and the post scratch scan (post scan) for each film. The scratch proceeds from left to right in the figure. The initial scan profiles the unscratched surface of the film and the post-scratch scan was used to determine the surface damage due to the scratch event. Negative displacements correspond to the scratch tip being pushed into the specimen, and positive displacements that appear in the post-scratch scan, indicate the outward blistering of the surface or the accumulation of debris in the scratch trace. Four scratches were made at each load at different areas of specimen.

In Fig. 8a the scratch can be divided into two regimes based on differences in the appearance of the scratch profile. The first regime was defined by the first 300 µm of the scratch. In this regime, the scratch is extremely smooth and shallow as can be seen both by comparing the post scan to the prescan and by optical microscopy. A closer examination revealed that there are no remnants of the scratch, corresponding to fully recovered elastic contact. The second regime extended from 400 to 600 µm. In this
regime, film recovery was highly elastic (~90%). It is marked by a change in the scratch displacement. In this regime, the film blisters by partial delamination between layers [9]. Examination of the film by optical microscopy revealed an amount of small particle debris surrounding the scratch trace in this regime, suggesting that damage was limited to cracking and small areas of pull-off contained entirely within the scratch track.

Figure 8. Surface profiles of the a-C films rich in sp³ content developed in nanolayered structure, 280 nm thick, scratched with ramping normal loads of 0.02 – 5 mN (a) and 0.02 – 20 mN (b), and a-C films rich in sp² content (200 nm thick) scratched with ramping normal loads of 0.02 – 5 mN (c). Coefficient of friction profiles of a-C films rich in sp³ content, 280 nm thick, as a function of scratching length (ramping normal load) (d).

The behavior of the a-C film, 280 nm thick at load up to 20 mN, was examined to monitor the adhesion and strength of the film. As shown in Fig. 8b, the regime from 100 to 250 μm was characterized by almost fully elastic recovery. In the regime above 250 μm (i.e. load above 5 mN) there was a large change in post scan, failure begun abruptly by brittle fragmentation in the film and substrate. The post scan trace showed that the fragmentation has occurred at a depth near the film thickness, indicating complete failure and removal of the film [22,23] (position A in Fig. 8b). In details, the height measured at position A is ~150 nm, and it was the half of the film thickness, which also implies the absence of a significant portion of the a-C film, at a load ~14 mN.
Deformation response of the a-C film rich in sp² content (Fig. 8c) was mainly plastic all over the scratch length, and at ~400 µm of the scratch length (i.e. load >3 mN) failure began abruptly by brittle fragmentation in the film. The ripple structures (observed in area C in Fig. 8c) pronounced along the track seems to be influenced by the tensile-type cracks. The depth measured in area C is ~150 nm, and it was more than the half of the film thickness, which implies the absence of a-C film at a load >3 mN and possibly is correlated to the delamination of the film. The poor adhesion of the a-C film to the substrate produced cracks and small regions of film pull-off at loads above 1 mN, which resulted in the displacement roughness at scratch track positions between 200 and 300 µm (indicated by arrows in Fig. 8c). The large positive displacements between 300 and 600 µm represent the positions at which the stylus was forced over the delaminated film that was piled up in its path. Friction coefficient values for these films were found to be ~0.35.

Figure 8d is a plot of the friction coefficient (µ) versus scratch length (normal load) for a-C film 280 nm thick. The µ was calculated by taking the ratio of the lateral force and normal load on the indenter [8]. Until the tip begins to slide with respect to the sample, the µ is indeterminate. At the start of the scratch, the lateral force data is noisy indicating a stick-slip phenomenon [24]. Once the normal load reaches about 0.5 mN, the µ settle to nearly constant values. Friction coefficient values for these films were found to be ~0.2, below those for a-C films rich in sp² content. Figures 8a,b and 8d show that both scratch depth and µ, respectively, increase with increasing scratch load. Friction coefficient clearly increased at, or close to, the point at which the film blisters (at ~300 µm of the scratch length, Fig. 8a) or detaches begun (at ~250 µm, Fig 8b). The measured increase in µ could be due to the indenter climbing over small (large) particle debris, for a scratch load 5 (20) mN, as it passes over the surface. The fluctuation in friction coefficient values is promoted by point-on orientation of the tip or the layered structure of the films or it could be due to nanoscale fracture events.

Based on the above findings we will discuss the possible explanations of the stability and the enhancement of the elastic properties of the nanolayered structured, rich in sp²/sp³ content a-C films. The soft (plastic) layers, deposited with Vₐ>0, seem to act as a reservoir of energy transferred to the film. As a result the soft layer sandwiched by the two elastic hard layers may not easily deform even under loading. An explanation for this behavior can be the following. The layered structure of the film with a smooth compositional transition at an interface (the layers have the same chemical nature but different bonding and density), is thought to result in preventing penetration of cracks into the film across an interface due to the difference in mechanical properties of two alternating layers. A compositional smooth interface can prevent the delamination of layered structured films at an interface providing the noticeable stability and adhesion of the layered structured films. The lamination of plastic and elastic layers prevents the energy from dispersing into the deeper layers or the substrate by causing an elastic displacement in the hard layer.

The material removal, with the formation of surface materials on the side of the scratch which were plastically torn away, indicates that scratching on films rich in sp² content took place mainly by plastic deformation typical of soft materials. This type of deformation of soft layers is possibly responsible for delamination and buckling effects observed in nanolayered structure films when the former are subjected to high normal
loads during the scratch test. A detailed examination of the scratch profiles in nanolayered structure films supports the above speculation. For the design of tough nanolayered structure a-C films we have to take into account the following mechanisms: i) the stress relaxation in the hard layer by plastic deformation in the soft layer [1], and ii) the termination of cross-sectional cracks by their deflection at interfaces and braking in a soft layer with energy dissipation by plastic deformation. For a-C nanolayered structure films the important question is whether the termination of plastic deformation in a soft layer is required. From the strengthening mechanisms, (i) and (ii), interlayer plasticity is necessary to blunt cracks and relax stresses in hard a-C bilayers. Thus, a minimum thickness of the soft layer is required to activate strengthening mechanisms (i) and (ii) for a-C layered structure. However, for larger soft layer thicknesses, there is a probability of failure of the total film stack by buckling or crack propagation along the soft layer. In conclusion, an optimal thickness of the individual layers is thought to be critical in the design of layered structure films with good properties. On the other hand, a layered structure film with a high number of interfaces exhibits an increase in toughness and crack propagation resistance [25]. Interfaces in films with layered structure are sites of energy dissipation and crack deflection leading to a toughening of the layer material. Further studies are in progress to determine the minimum thickness of soft layers and the number of interfaces in order to produce films with improved adhesion and toughness under high local loading and to reduce the amount of residual compressive stresses associated with the kinetically forced formation of sp^3 bonds in hard layers.

4. Conclusions

Hardness and elastic deformation enhancement for nanolayered structured films has been thought to occur possibly because of the formation of a compositional smooth interface when a rich in sp^3 sites layer deposited on a rich in sp^2 sites layer. Further work, however, is required to completely unravel the complex phenomena related to structure, processing and properties in this interesting and promising class of a-C films. This will allow us to understand the mechanisms of the elastic properties enhancement.

The results of the systematic investigation of scratch performance of sputtered a-C films in this work confirm the enhanced elastic behavior of the nanolayered films. Nanolayered films exhibit better adhesion strength comparing with those that are rich in sp^2 content, so that they can sustain film cracking without debonding. The direct and in-situ depth measurement can provide the elastic/plastic depth profile along the scratch track. Application of this useful information in scratch process, modeling and understanding of fundamental mechanisms may lead to increased toughness and adhesion of hard a-C films.
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1. Introduction

The methods of concentrated loading (indenting, scratching) have been widely used for a long time to assess the mechanical properties of solids, and to study the mechanisms of deformation. For this reason, the deformation structure around indentations and scratches on different crystals have been studied [1-3]. However, the question of what happens in the material in the direct proximity of the contact with the tip of the indenter, where the maximum stresses (of the order of shear modulus) are generated, has not been well studied. A number of authors have made different suggestions concerning the state of the material under the indenter: from creation of an enormous density of dislocations, forming a strong stationary network [1,2], to the complete absence of dislocations [4] and phase transformations [5].

The investigations of the structure, created directly under the indenter tip have shown [6,7] that less than 10% of the energy dissipation are used on dislocation and cracks formation, and more than 90% evidently are consumed on the structural changes under indenter during deformation. Apparently, it is the inadequate understanding of the processes occurring directly at the point of contact of the indenter with the crystal that prevents the provision of an unequivocal physical meaning to the concept of micro hardness [8]. The aim of this work is to investigate experimentally the character of structural changes taking place under the indenter tip, and also to describe the structural changes in terms of an orbifolds model of deformation.

2. Results and Discussion

Single crystals of different structure and hardness have been investigated. Among these are refractory oxides, alkali halides, and semiconductors. The samples were deformed at room temperature using a Vickers diamond pyramid, sapphire spheres of different radii, and silicon whiskers. The materials were studied by scanning electron microscopy-cathodoluminescence (SEM-CL), X-ray microanalysis (XMA), X-ray-structural analyses, and X-ray photoelectron spectroscopy (XPS).

In our preceding works [9,10] we have shown that the relaxation of the high stresses under an indenter proceeds via the formation and displacement of point defects, and that this process results in a reconstruction of the structure with the formation of the nanocrystalline (NC) state. This reconstruction is accompanied by strong changes in physical properties of the material in regions with NaCl structure. SEM-CL investigation showed that:
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Firstly, the NC regions located in direct contact with the indenter of all of the crystals exhibit enhanced luminescence capability. Figure 1 displays a schematic diagram and a cathodoluminescence image of contact regions (light-colored in CL) on the surface and in the volume under a scratch in NaCl (the surface with a scratch and a perpendicular cleavage surface are visible). The size of this region depends on the load, and the radiation disperses diffusely at depths close in magnitude to the half-diameter of the scratch. The enhancement of the CL in this case is associated with the increase in the intensity of excitonic emission bands [10]. This indicates a relative improvement of the nanocrystalline structure, i.e. a decrease in the number of other defects, which form competing channels for dissipation of the energy of the electron beam.

Fig.1. Schematic (a) and CL image of the scratch on a vertical cleavage plane of a NaCl single crystal. The scratch is 30µm wide.

Fig.2. Changes in stoichiometry (a), CL intensity (b), and microhardness (c) with the depth under the imprint (NC regions).

It should be noted that the CL intensity at the imprint bottom may be higher or lower than that in the undeformed matrix. The increased luminescence in the contact zone between indenter and specimen is observed only at loads below the value P_{im} typical for each crystal studied. Loads above this value cause luminescence quenching [11]. Studies of the degree of perfection of crystal structure using electron channeling microscope [12] have confirmed the above suggestion that the CL quenching at P > P_{im} is connected with the distortion in crystal structure of imprint bottoms, and scratches up to the amorphous structure.

Secondly, the microhardness of the NC regions (light areas in CL image of Fig.1) is tens of percent higher than that of the undeformed matrix and it diminishes with depth (Fig.2c). This fact was established by means of indentation of the bottom of the imprint produced by sapphire of comparatively large diameters (about 3 mm) and of a perpendicular cleavage faces.

Thirdly, it was found by backscattering electron modes in SEM [13] that the density variations in the deformed materials are less compared to that in the undeformed matrix. It is known [14] that the density of NC materials is much lower than that of poly-and single crystals due to the specific structure of the boundaries.

Fourthly, this region has a peculiar chemical composition. The studies carried out by XPS and XMA methods have shown the change of stoichiometry in the NC regions (Table 1), with the remarkable cation-deficiency.
<table>
<thead>
<tr>
<th>Crystals</th>
<th>MgO</th>
<th>LiF</th>
<th>NaCl</th>
<th>KCl</th>
</tr>
</thead>
<tbody>
<tr>
<td>C/A</td>
<td>0.91</td>
<td>0.95</td>
<td>0.96</td>
<td>0.98</td>
</tr>
</tbody>
</table>

TABLE 1. Ratio between numbers of cations (C) and anions (A) in the imprint bottom (NC regions) (the ratio for undeformed regions is 1).

Figure 2a demonstrates the stoichiometric changes with depth in NaCl. It is seen that near the surface the sodium-deficiency is the highest (up to 4%), whereas in the bulk there is a smaller deficiency. Near the boundary of the bright region (in Fig.1) the deficiency is not observed, and farther away an excess of sodium is detected. At great depths (beyond the regions with NC structure), the relation of sodium and chlorine quantity is similar to that in the undeformed single crystalline matrix.

It should be noted that in practically all crystals under investigation (especially the covalent crystals) XPS spectra show a displacement of the maximal energies of the photoelectrons in nanocrystalline regions relative to that in the single crystal matrix (Fig. 3). This indicates a change in the interatomic bonds that occur most likely at grain boundaries.
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Fig.3. XPS (2p, and 2p3/2) spectra from the surface of single and nano (def) crystal of silicon.

We emphasize that nanocrystalline regions under the indenter are metastable. The storage of the deformed specimens (alkali halides) in air or the annealing causes the oriented grain growth. This is accompanied with recovery of the CL intensity, density and hardness of the material in these regions to the original ones, i.e. these regions lose the properties characteristic of the NC state. In the case of unsuccessful attempts to reveal the grains on the imprint bottom by SEM observation with a 10-nm resolution immediately after the indentation, one can resolve the recrystallized grains having size of several tens of nanometers. The analysis of the kinetics of the grain growth [15] and the extrapolation of the observed dependence of the grain size on annealing duration to zero time lead to the conclusion that the mean grain size (D) in alkali halides due to indentation is comprised of several nanometers (for NaCl, D=10nm). In addition to the experimental data concerning the recrystallization process the energetic estimations of microimpressing will be made to evaluate the mean size of the grains formed. The work, W, done by indenter penetration can be measured quite exactly: W=Ph, where P is the load on indenter and h is the depth of recovered imprint. This energy (mainly above 90% of total) is expended largely on the formation of a region with NC structure. Let us assume that the total energy, W, is spent on the formation of the surfaces of grain boundaries in the volume with NC structure, i.e. W= δS, where δ is a specific surface energy and S is the total area of boundaries. Also, S=V/D, where D is the mean grain size and V is the volume of a region with NC structure. Thus, D=Vδ/3W, where V is determined from the CL picture of the imprint profile (Fig.1), V=d^3/4, where d is an imprint diameter, W is measured, and δ is from 100 to 1000 erg/cm². Under the assumption that on formation of the NC structure 0.9W is consumed, the mean size of nanocrystallites, D, in alkali halides crystals should be several nanometers.
Besides the empirical estimations, a theoretical evaluation of the mean size of the nanocrystals formed by indentation is given based on energy assessments of micropressing: \( D = K(\delta/H) \), where \( H \) is the microhardness and \( K \) is the coefficient depending on binding energy and shape of the indenter. Similar dependence can be obtained from the influence of nanocrystal size on CL intensity, density and stoichiometry of NC materials.

In view of the complexity of the concept of hardness, its physical meaning depends on the testing methods employed [8]. In accordance with our investigations it seems natural to return to the definition given by P.A. Rehbinder in 1936 [16]. According to which, the hardness is equal to the work required to form a unit area of a new surface of the solid. Thus, the experiment shows, that the deformation of a material under the indenter tip causes the formation of nanocrystalline structure. It seems that theoretically this process can be connected with so-called orbifold model of deformation of crystals.

3. Orbifold Model of the Deformation of Crystals

The peculiarities of NC materials are in accordance with their defect structures. However, they can be explained also from the point of view of an ideal crystal. The ideal crystal is a community of atoms of the definite Fedorov symmetry group. In the Euclidean space an ideal crystal is infinite. As distinct from an ideal crystal the real one has the finite dimension and contains the volume defects. Any ideal crystal consists of cells that can be considered as independent ranges of the corresponding Fedorov group. The independent range of such Fedorov group is a part of the space without equivalent atoms according to this group. The equivalent atoms can be in the boundaries of independent range. The authentic view of the independent ranges of Fedorov group lies in the fact that the equivalent points in the boundaries are identified. In such a manner the compact local Euclidean ranges (orbifolds) appear in topology [17]. In the case of two-dimensional space the orbifolds have a shape of the tore (Fedorov group Pb), Klein's bottle (Fedorov group Pg), Mehubis ribbon (Fedorov group Cm) etc. Consequently, for every Fedorov group of any dimensionality there is its own orbifold [18].

At present the orbifold concept of crystal growth starts its advancement [19,20]. According to this concept the growth entities can be not only separate atoms but also atomic groups consisting of definite number of atoms present in the independent range of the correspondent Fedorov group. As a result of small dimensions these groups may shrink on themselves the free chemical bounds and become the quasineutral particle. The topology of this particle corresponds to the volume of an ideal crystal. When considering the deformation process of the crystals as opposite to the growth, the relaxation of enormous stresses causing the stability loss can be due to the break up of crystal structure into orbifolds. This permits the consideration of the orbifolds as a mathematical model of nanocrystal - a finite ideal crystal having the compensated bonds. However, in reality it is very difficult to obtain the total bond compensation on account of identifying orbifold. So, one can assume the compensation of only the strongest bonds.

According to the orbifold model the nanocrystals should have the following properties: 1. The nanocrystal is quasineutral, the closed bonds being relatively easy to break. 2. The volume of nanocrystal is a multiple of the integral number of the volumes of elementary cells. 3. The shape of nanocrystals is not rigid and it can be changed. 4. The nanocrystal can break up and unite into any combination of the whole elementary cells. 5. The smaller the nanocrystal size the stronger it compensates its unsaturated bonds, and hence weaker interactions with neighbors. 6. The nanocrystal has a perfect internal structure, the structural defects can only be in the boundaries, which have a fractal character making its contribution to the crystal properties.

These properties of the nanocrystals suggest the following model of crystal deformation. Initially at small stresses the usual dislocation mechanisms are operating. At high stresses and deformations (the action of a concentrated load, explosion deformation, rolling, etc.) the decomposition of blocks (orbifolds) to the smaller ones originates. The result of this should be the increase of the hardness of a material, which depends on particle dimension, i.e. on dispersion work according to A.P. Rehbinder [16]. The rise in hardness will be analogous with the Pitch-Hall effect until the strongest bonds in each orbifold is compensated. Under these conditions each structure has an orbifold of definite size, its shape is determined mainly by the deformation conditions. After further reducing orbifold size the hardness will tend to decrease (anomaly of Pitch-Hall effect) as a consequence of a continued compensation of the weakening of bonds between orbifolds. This facilitates the intergrain sliding. In the limiting case after the total compensation of the bonds inside the orbifolds the superplasticity should be revealed. Thus, the specific
properties of the materials are determined mainly by the orbifold dimensions (nanocrystals), which influence the boundary properties.

4. Conclusion

The high stresses arising under an indenter relax via the formation and migration of interstitial atoms, which result in the structural rearrangement with the formation of the NC state. The orbifold model of the crystal deformation based on new aspects of the peculiarity of the structure and properties of nanocrystalline materials is presented.
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Abstract

The experimental model permitting the detection of coating non-homogeneity is suggested for standard depth sensing indentation tests.

It is assumed that the shear modulus varies arbitrarily with depth in a nanostructured coating. It is defined a notion of the stiffness as a function of radius of a contact zone for nanostructured coating coupled with homogeneous half-space, which makes it possible to classify the non-homogeneity of a coating.

Using numerical examples, the influence of different laws of shear modulus variation in a coating on the stiffness is studied.

1. Introduction

The protection of materials by means of non-homogeneous coatings is now a well-established technology, and is an extremely versatile means of improving component performance [1]. Coating elasticity is a crucial parameter for the performance and reliability of a coated part. The determination of mechanical properties arises when one wants to control the coating quality.

At present nano-indenters are high-precision instruments which allow the performance of non-destructive tests on thin non-homogeneous coatings. But the interpretation of such test results is still under development. In this paper a mathematical simulation of standard nano-indentation tests is presented. The predictions from this simulation for different non-homogeneous coatings are reported.

The elastic contact problem, which plays a key role in the analysis procedure, was originally considered in the late 19th century by Boussinesq [2] and Hertz [3]. Hertz analysed the problem of the elastic contact between two spherical surfaces with different radii and elastic constants. His now classic solutions form the basis of much experimental and theoretical work in the field of contact mechanics.

In the early 1980's, it was realised that load and depth sensing indentation methods could be very useful in the measurement of the mechanical properties of very
thin films and surface layers, and instruments for producing submicron indentations were developed.

Oliver, Hutchings, and Pethica [4,5] suggested a simple method based on measured indentation load-displacement curves and knowledge of the indenter area function (or shape function); that is, the cross-sectional area of the indenter is related as a function of the distance from its tip.

The shortcoming of these methods is that precise evaluation of the elastic modulus is performed only for samples with constant elastic modulus at depth. In the case of a non-homogeneous coating coupled with a homogeneous half-space, the obtained modulus is some mean of both the elastic modulus of a coating and the elastic modulus of a substrate.

Suresh et al. [6] proposed the method based on the finite element simulation for estimation of Young's modulus variations through a compositionally graded layer by recourse to spherical indentation.

The problem of properties investigation of non-homogeneous materials attracts the attention of many researchers by its actuality and complexity, mathematically as well as experimentally [6,7]. Published solutions of a contact problem for non-homogeneous materials were constructed in most cases numerically (using finite element method).

In this work the authors suggest the value of the numerical-analytical method. This method makes it possible to more deeply analyze the cause of problems which arise in investigation of mechanical properties of non-homogeneous nanostructured materials. Derived analytical expressions, which define the solution of the contact problem for a non-homogeneous coating coupled with homogeneous half-space degenerate into the classic Hertzian solution in the case of homogeneous half-space. In numerical examples, the stiffness of a material has been considered and analysed. The relation between the law of shear modulus variation with depth and the stiffness of a material as a function of radius of a contact zone is presented.

For the determination of properties of a non-homogeneous coating the size of contact zone of an indenter with a coating is an essential value in contrast to that of a homogeneous material. In this paper it is shown that the experiment which is performed with a view to investigate the elastic properties of a non-homogeneous coating should at least be carried out for contact zones commensurate with the thickness of a coating (from \(1/4T\) to \(4T\), here \(T\) is the thickness of a coating).

To analyse the non-homogeneous character of a nanostructured coating it is necessary to determine the dependence of the stiffness value from the size of a contact zone for the wide range of its variation. However an experiment should be carried out within the limits of the linearly elastic deformation of a material. Depth sensing indentation tests using the set of spherical indenters with different diameters settle this problem.

2. Formulation of the contact problem simulating an indentation test

A non-deformable spherical indenter of radius \(R\) is impressed into a surface \(\Gamma\), of a non-homogeneous elastic half-space \(\Omega\), by a normal force \(P\) (Fig. 1). Cylindrical \((r, \varphi, z)\)
coordinates are bound to the half-space. It is assumed that all deformations are elastic and that the size of the contact zone, $a$, is small with respect to the radius $R$ of the sphere, and that friction force does not exist between the indenter and the surface of half-space.

The spherical indenter surface is approximated by a quadratic shape $z = \psi(r) = \beta r^2$ in the vicinity of the original point of contact. This approximation is valid for small contact radii, $a < 0.1R$ for homogeneous solids [6], which covers essentially all practical cases of elastic spherical indentations.

![Figure 1. Scheme of indentation test.](image)

The half-space is not loaded outside the indenter. Under the action of the normal force, $P$, the indenter moves a distance $x$ along the $z$ axis.

We assume a Poisson ratio, $\nu$ is a constant, and consider the shear modulus, $G(z)$, in the half-space to exhibit a well defined variation. The shear modulus can thus be arbitrarily continuous or a piece-wise continuous function of the depth $z$, as thus expressed as follows:

\begin{equation}
1. \quad G(z) = G_0(z), \quad -T \leq z \leq 0
\end{equation}

\begin{equation}
2. \quad G(z) = G_0(-T) = G_0, \quad -\infty < z \leq -T
\end{equation}

Let us denote $G_0(0) = G_1$. Under the above assumption, the boundary conditions have the form:

\begin{equation}
\begin{align*}
z=0: & \quad \tau_{xz} = \tau_{zp} = 0, \quad \sigma_z = 0, \quad r > a, \\
\omega = \chi(r) - \nu \psi(r), & \quad r \leq a
\end{align*}
\end{equation}
Here \( w \) is the displacement along the \( z \) axis, while \( \tau_{2r} \), \( \tau_{z\varphi} \), and \( \sigma_z \) are the radial, tangential and normal stresses respectively.

Using the method of works [8,9,10], the solution to the contact problem was constructed and the relation between an impressing force and the size of a contact zone was determined [11].

\[
P = 4 \frac{a^2}{R} \frac{G_1}{1 - \nu} \left( \frac{2}{3} \frac{G_0}{G_1} + \sum_{i=1}^{N} \frac{2}{3} \frac{G_0}{G_i} \left( - \cosh a_i + a_i^{-1} \sinh a_i \right) \right) \]

Here \( C_i \) and \( a_i \) are certain constants defined by non-homogeneity laws.

3. The Stiffness Concept of the Depthwise Non-homogeneous Material

As a result of the penetration of the indenter into the non-homogeneous material we can obtain the relation between the impressing force and the displacement of the indenter. These values by themselves are not very informative, as it is difficult to use these values to determine the existence of the non-homogeneous layer on the surface of the foundation.

We define an expression which is referred to as the stiffness of the material

\[
S = \frac{3}{4} \frac{P}{a \chi (1 - \nu^2)}
\]

where \( a \) is the contact zone radius, \( \chi \) is the displacement of the indenter, \( \nu \) is the Poisson's ratio. For the homogeneous material the stiffness is a constant, equivalent to the shear modulus of the foundation [12].

For the non-homogeneous material, \( S(a) \) is a function dependent upon the size contact zone.

4. Testing method for determination of the non-homogeneity of a material

Our aim is to detect the character of the non-homogeneity of a material by using standard indentation measurements.

The method described here is based on a spherical indenter and aims at investigating the elastic properties of materials. Thus, the test must be carried out under elastic deformation only. This is the basis of the method, and it allows the depth distribution of material properties to be investigated.

Practically all existing materials deform elastically in a narrow range of loading. One of the starting problems is the determination of that range.

The goal of the test is to determine the force-displacement relation for the penetration of a non-deformable spherical indenter into the continuously non-homogeneous coating coupled with a homogeneous half-space. To guarantee the non-
destructive character of the test, it is necessary to fulfil the following condition: the stresses must not exceed the elasticity limits.

5. Numerical Results

The numerical analysis has been carried out for non-homogeneous nanostructured coatings which have applications in magnetic recording systems, printing industries and motor engines. In this case, the value of the ratio of the shear modulus on the coating surface to the shear modulus in any interior point of substrate (denoted $n$) was bounded such as

$$\frac{1}{3.5} < n < 3.5$$

Shear modulus is assumed to vary with depth, according to the relation

$$G(\varphi) = \begin{cases} G_0 f_1(\varphi) & -T < z \leq 0, \\ G_0 & z \leq -T, \quad i = 1, 2, 3, 4 \end{cases}$$

(3)

$$f_1(\varphi) = 3.5,$$

$$f_2(\varphi) = \frac{1}{3.5},$$

$$f_3(\varphi) = 3.5 + 2.5 \frac{x}{T},$$

$$f_4(\varphi) = \frac{1}{3.5} - 2.5 \frac{x}{3.5 T}.$$

Fig. 2 shows the values $f_i(\varphi')$, $\varphi' = \varphi / T$ ($i = 0, 1, 2, 3, 4$) which characterise non-homogeneity laws described above.

Figure 2. Nonhomogeneity laws describing the variation of shear modulus with depth.
Fig. 3 shows graphs $S(\lambda^{-1})/S_0 (\lambda=\lambda/T)$ — the ratio of the stiffness of non-homogeneous coatings, $S$, to the stiffness of substrate — a homogeneous half-space, $S_0$ for the 5 cases given in Fig. 2. To make the graph more descriptive we present them using a logarithmic scale. The curve numbers correspond to the variation laws of elasticity modulus.

![Graph](image)

*Figure 3. Graphs of the ratio $S(\lambda^{-1})/S_0$ for the cases shown in Fig 2.*

Fig. 3 shows that by using the results of non-destructive indentation experiments we can evaluate the variation of elasticity modulus with depth. Moreover, it shows that this kind of test gives the possibility of distinguishing changes in surface layer properties not only in terms of being softer or harder, but also in terms of the variation of elastic properties of coatings with depth (blended or layered). A potential application of interest is the characterisation of compositionally modulated multilayers in microelectronics [13].

The values on the graphs are obtained from calculations in which the contact zone, $a$, is varied from $1/16$ $T$ to $16$ $T$. This is practically impossible to reproduce in one experiment within elastic deformations limits. Hence, the solution of the problem of extrapolation of values obtained for the narrow interval of indenter penetration values and, respectively, of contact zones on the whole domain of definition is of great interest.

It is obvious from Fig. 3, that the middle region of the stiffness change graph is the most informative ($1/4T \leq a \leq 4T$).

6. Conclusion

In this work the estimation of relevant parameters for the non-destructive testing of the mechanical properties of non-homogeneous coatings has been carried out. The method
is based on a depth sensing indentation test performed within the elastic limits of the
tested coated materials.

The method presupposes the mathematical simulation of the testing process that
involves the penetration of spherical indenter into a functional non-homogeneous
coating with an arbitrary variation of the elasticity modulus along its depth.

This method permits the interpretation of indentation test results performed in the
elastic deformation region on non-homogeneous coatings by existing standard
equipment.

From the point of view suggested in this paper regarding the testing method for
determination of non-homogeneity of a coating, we analysed similar experimental data
presented in the paper of Suresh et al. [6]. In this work the authors considered two
kinds of coatings which correspond with above mentioned laws 3 and 4 — linear
increasing and linear decreasing laws. The authors simulated a non-homogeneous
coating by the model of a material with elastic properties varying exponentially with
depth. Presented data correspond to small values of a contact zone in our terms, e.g. \( \lambda_3 > 29.2 \), \( \lambda_2 > 13.3 \) (here \( \lambda = \frac{T}{a} \), \( T_1 = 2.92 \text{ mm} \), \( T_2 = 1.33 \text{ mm} \), \( a < 0.1 \text{ mm} \)). Such values of
\( \lambda \) conform to the very beginning of the stiffness curve and correspond with properties
of practically homogeneous material and reflect properties only of layers attached to
the surface layer. In other words, the experimental data do not give the opportunity to
observe the non-homogeneity variation with depth because of small variation of a
contact zone.

The main conclusion of our work is that in the investigation of non-homogeneous
coatings, the size of a contact zone should vary at least up to the value comparable with
the thickness of coating.

7. References

for Surface Engineering, Blackie, London.

2. Boussinesq, J. (1885) *Applications des Potentiels a l'étude de equilibre et du

3. Hertz, H. (1882) Über die Berührung fester elastischer Körpere (On the contact
elastic solids), *J. reine und angewandte Mathematik* 92, 156-171.

PA., 90-108.


compositionally graded materials: theory and experiments. *Acta mater.* 45, No 4,
1307-1321.

and blended coated solids under normal and sliding contact. *Wear* 185, 23-33.
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1. Introduction

Nanosized materials and their composites have generated enormous interest in recent years.[1-3] The need for high refractive index materials that readily conform to the elaborate structures proposed for photonic band-gap structures,[4,5] have attracted considerable attention in high loading nanocomposites.[6-8] The potential benefits in generating materials that gradually bridge the large refractive index gap between organics and inorganics along with maintaining reduced absorption and scattering, could benefit an array of photonic devices by improving the optical-coupling efficiencies between semiconductors and plastics or glass.[9] For example, the refractive indices of polymers vary between 1.3 and 1.7, while those of inorganic semiconductors vary between 2 and 5.[10] Some specialty polymers can exhibit refractive index greater than 2, such as poly(thiophene) with $n = 2.1$,[11] although this is strongly coupled to optical absorbance in the visible region. Inorganic high band-gap materials, such as TiO$_2$, could reach up to refractive indices of 2.9 in their crystalline state, but above this limit it is necessary to consider composites of inorganic semiconductors such as those presented in Table 1.[10]

<table>
<thead>
<tr>
<th>Material</th>
<th>Refractive Index (n)</th>
<th>Absorption Coefficient (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>400 nm</td>
<td>500 nm</td>
</tr>
<tr>
<td>Crystalline Si</td>
<td>5.57</td>
<td>4.30</td>
</tr>
<tr>
<td>Amorphous Si</td>
<td>4.38</td>
<td>4.47</td>
</tr>
<tr>
<td>Ge</td>
<td>4.14</td>
<td>4.34</td>
</tr>
<tr>
<td>GaP</td>
<td>4.20</td>
<td>3.59</td>
</tr>
<tr>
<td>InP</td>
<td>4.42</td>
<td>3.82</td>
</tr>
<tr>
<td>PbS</td>
<td>3.62</td>
<td>4.35</td>
</tr>
</tbody>
</table>

High refractive index nanocomposites of PbS nanoparticles in gelatin or polyethylene oxide have been thoroughly investigated by Suter et al.[6-8] Their studies indicate that both PbS particle size and loading influence the overall refractive index of the nanocomposite. Very small particles show reduced refractive index as compared to that of particles with diameter equal or greater than 25 nm which approach the refractive index of bulk PbS.[8] The absorption coefficient of PbS nanoparticles showed similar
nanoparticle-size behavior to that of refractive index. Based on their experimental data Suter et. al.[8] have shown that the overall refractive index of the nanocomposite \( n \) is to the first approximation proportional to the volume fractions \( v_i \) and refractive indices \( n_i \) of its components respectively \( n = n_1 v_1 + n_2 v_2 \) for a two component system.

The technological challenges to achieve high refractive index inorganic-organic nanocomposites \( (n > 2.5) \) of increased transparency requires the use of high refractive index nanoparticles with low absorption coefficient in the visible range and diameter between 20 to 40 nm (well below one tenth of the wavelength of light (400-800 nm) in order to suppress Rayleigh scattering). For the same reasons, agglomerates and large sized scatterers, such as voids, should be scrupulously excluded. Based on the absorption coefficient of ultra-high refractive index inorganics listed at Table 1, GaP appears to be the material of choice with second to best crystalline Si[10]. When one incorporates the inherently low density and cost of Si along with various safety reasons of nanofabrication, Si and its nanocomposites outweighed the advantages of GaP.

Several preparation techniques for silicon nanoparticles have been reported such as chemical-vapor pyrolysis or deposition,[12-17] sputtering,[18-20] gas evaporation,[21] anodic etching,[22-26] and high-energy milling.[27] Electrochemical etching followed by electropolishing have been used to prepare porous silicon films of increased transparency with the index of refraction \( n \) calculated to be 2 in the IR.[28] Ultimately, high energy milling was chosen based on its environmental friendliness, low cost, and relative ease of nanoparticle separation. However this techniques introduces some limitation with respect to chemical purity and partial amorphization (which results in increased absorption, see Table 1) as a result of milling. This paper describes our current results on the characterization of these nanoparticles along with our recent attempts to fabricate high refractive index nanocomposites.

2. Results and Discussion

2.1. PREPARATION AND CHARACTERIZATION OF COLLOIDAL SILICON:

The profound technological importance of the silicon-based industry has stimulated considerable investigation into attaining well-controlled nanosized Si.[12-15,17-27,29] Recently, Shen et. al.[27] reported the use of high energy milling for nanosizing silicon in order to attain crystal grain sizes ranging from 3 to 20 nm. This has prompted us to employ this technique in order to produce nanosized Si, in large quantities, for the fabrication of high refractive index nanocomposites. Dispersing the freshly milled Si powder into solvents such as ethanol, water and tetrahydrofuran (THF) has resulted in black suspensions that quickly flocculate to leave a clear supernatant. Mild sonication has resulted in similar suspensions that require considerably longer time to settle down. Figure 1(a) indicates that high-energy nanomilling yields particles with very broad size distributions (3 to 500 nm), clearly unsuitable for use in photonic applications.

Significant effort was put into the extraction of Si nanoparticles with well defined average size (20 - 30 nm) and narrow size distributions. Several different methods were
employed to achieve separation including filtration and centrifugation. A series of trials were performed and parameters such as exposure to oxygen and sonication time and temperature were proven crucial. The formation of an ultra-thin silicon oxide that will be discussed later on in this paper appeared to be instrumental into stabilizing nanosilicon colloids.\textsuperscript{[12,13,17,26]} Filtration of sonicated suspensions proved to be a less effective technique for separation of colloidal nanosilicon, highly likely due to the fact that small particles are attracted and halted during percolation through larger agglomerates. On the other hand, centrifugation quickly separates the large agglomerates from nanosilicon leaving a bright orange, lightly opalescent supernatant of colloidal Si. Optimization of

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figures.png}
\caption{Transmission electron micrograph of Si, (A) as-milled, and (B) after separation by centrifugation.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{distribution.png}
\caption{Number average particle size distribution obtained by dynamic light scattering from centrifuged colloidal Si suspensions as a function of milling time.}
\end{figure}
sonication temperature (c.a. 10 °C) and centrifugation time and speed (90 min. at 3000 rpm) has yielded colloidal Si with the desired average size and size distribution shown in Figure 1(b).

The average size of these nanoparticles, as determined by TEM was corroborated by size distribution analysis obtained by Dynamic Light Scattering (DLS) shown in Figure 2. For five hours milling time, the majority of nanoparticles lies between 20 and 30 nm (see Figure 1(b)). The correlation function obtained by DLS clearly does not obey Gaussian statistics. An alternative fitting procedure (Nicomp) developed especially for lightly agglomerated colloids (less than 1% agglomeration) has shown a near perfect fit based on a bimodal distribution shown in Figure 2. The small fraction of particles in the range between 100 to 150 nm sizes is present in all colloidal nanosilicon suspensions, even at very dilute concentrations. Based on the fact that microfiltration through 100 nm Nylon as well as Teflon filters has failed to remove these agglomerates, it is believed that they originate from a dynamic agglomeration - deagglomeration process slow enough to be measured by DLS. These agglomerates might look like those present in Figure 1(b), although considerable caution has to be exercised based on the markedly different nature of sample preparation (liquid vs. solid).

![Figure 3](image)

Figure 3. Radial X-ray diffraction profiles of (A) bulk Si, (B) as-milled sample Si, and (C) Si after separation by centrifugation.

The X-ray diffraction (XRD) profiles for bulk silicon, as-milled powder (before separation) and separated nanoparticles are presented in Figure 3. Line broadening is clearly the biggest difference between bulk silicon and as milled sample (Figure 3A and 3B respectively). This is in agreement with the thorough investigation of Shen et al.[27], on the high energy ball-milling of Si, where nanocrystalline grains of Si ranging from 3 to 20 nm were obtained, based on high resolution TEM and XRD line broadening analysis.[27] A combination of pressure induced amorphization and crystallite-refinement-induced amorphization was proposed to be responsible for this thermodynamically unfavorable process. The authors also verified that the partial
amorphous (c.a. 15%) character of the milled Si powder was distributed heterogeneously among the nanocrystalline portions while isolated nanocrystals were surrounded by a layer of amorphous silicon, surprisingly enough not oxidized by the adsorbed oxygen.[27] The XRD profile of the isolated nanosilicon in Figure 3C, although attained with significantly lower signal to noise ratio due to instrumentation shortcomings, resembles that of as milled powder with marginally increased line-broadening. Based on the work of Shen et al.[27], and the work presented below, it is currently believed that these nanoparticles consist of nanocrystalline Si interior with an amorphous Si exterior, partially coated with surface oxide which assists formation of colloidal suspensions in polar solvents.[12,13,26]

2.2. HIGH REFRACTIVE INDEX GELATIN NANOCOMPOSITES:

These Si nanoparticles were used to fabricate high refractive index nanocomposites, with refractive indices up to 3.2, when dispersed in gelatin.[30] Gelatin and poly(ethyleneoxide) have been extensively used for the fabrication of high refractive index nanocomposites with PbS.[6-8] The multiple functional sites in gelatin, a denatured protein, and its solubility in polar protic solvents such as water and ethanol makes it a matrix of choice for the fabrication of silicon based nanocomposites. Mixing an aqueous solution of gelatin with the ethanolic suspension of Si nanoparticles and concentrating by bubbling N₂, a viscous brown liquid was obtained. The color of this liquid offers a first indication that gelatin strongly interacts with the silicon nanoparticles and prevents them from agglomerating which would otherwise have resulted in a black, non transparent liquid. Low speed, slow acceleration spin coating results in high quality films (c.a. 30 - 50 nm) that are further densified by vacuum annealing at 150 °C.

2.3. SELF-ASSEMBLED Si/SiOₓ NANOCOMPOSITES:

In an attempt to minimize concentration fluctuation, our research was recently shifted towards spontaneous nanoparticle adsorption on surfaces from dilute solutions. As it will quickly become apparent, this method offers significant advantages over highly filled systems for films below 1,000Å on various substrates such as glass, quartz, silver or gold.

The formation of stable Si colloids in polar solvents has been attributed to the growth of a thin surface oxide layer.[13,26,30,31] The thickness of such layer has been postulated to be particularly important to enable these relatively large particles to remain suspended,[30] although its minimum value is presently undetermined. With this in mind, a number of oxidizing agents were investigated to promote facile oxidation during sonication in EtOH. It was quickly recognized that when the moisture levels in 100% ethanol were kept low (H₂O concentration < 0.15 %), and sonication took place in sealed containers, metastable Si colloids were produced that uniformly coat the inside wall of their glass container upon storage. The high energies achieved during sonication, apart from keeping the nanoparticles suspended in EtOH, also provide the means for performing chemistry, in the presence of oxidizing agents such as benzoyl peroxide or 3-
chloroperbenzoic acid.[32,33] A small amount of benzylo peroxide (1.79 x 10^−4 M) was found to produce the optimum results in terms of concentration of Si nanoparticles.

Scheme 1 illustrates the chemistry performed during sonication as analyzed by GC/MS of the silicon colloid and FTIR spectroscopy. The presence of benzoic acid, benzylethyl ester and tetraethoxysiliane (TEOS), along with unreacted benzylo peroxide indicate that sonication can provide considerable amount of energy not only to perform chemical reactions, such as the cleavage of benzylo peroxide, the formation of benzoic acid and benzylethyl ester but also convert some of the milled Si to TEOS.

![Scheme 1](image)

Scheme 1. Schematic representation of the sonication-assisted oxidation of silicon nanoparticles

Figure 4A illustrates the FTIR spectrum of silicon nanoparticles (II), subjected to three consecutive centrifugation/decantation/resuspension cycles to remove all reactants and products of Scheme I that are non-bonded to nanoparticles. The underlying reactions of Scheme I facilitate the controlled release of H2O which in turns slowly oxidizes the surface of the Si nanoparticles forming Si-OH and Si-O-Si groups.[34] The silanol (SiOH) groups are witnessed with two doublets centered around 3712 and 3612 cm⁻¹ (associated with non-hydrogen bonded Si-O-H stretching) along with a much broader peak, centered around 3300 cm⁻¹, from the hydrogen bonded Si-O-H stretching. At present, the origin of the two clearly resolved Si-O-H doublets is not entirely understood. Parameters such as the degree of association (between the neighbor SiOH and SiOH/SiOEt groups), the number of OH substitutions (single vs. geminal OH groups), variety in fractured crystal planes during nanomilling, and the degree of surface oxidation could affect the spectral signature of the Si-O-H stretching mode.[35-37] The strong absorption envelop between 1170-1050 cm⁻¹, originates from Si—O—Si and Si—O—C stretching modes.[34,38] The shoulders at 1170 and 1055 cm⁻¹ correspond to ethoxysiloxane (SiOEt) groups (1170 cm⁻¹ for the CH₃ rocking absorption and 1055 cm⁻¹
for the Si–O–Si stretching of Si(OEt)ₙ (n = 1, 2, 3) groups.[38] The strong absorptions associated with C–H stretching (between 2975 - 2850 cm⁻¹) and C–H deformation (five peaks between 1700 - 1300 cm⁻¹) are additional evidence for the presence of ethoxysiloxane groups on the surface of these nanoparticles.[37]

![FTIR spectra of silicon nanoparticles](image)

Figure 4. FTIR spectra of silicon nanoparticles II before (A) and after (B) their assembly on a SiO₂ coated (ca. 400 Å) double-polished silicon substrate. (See text for details)

The thermally grown oxide on the double polished silicon substrate allows these nanoparticles to self-assemble on both sides, resulting in highly uniform films. Figure 4B depicts the FTIR spectrum of a 12 hrs. grown film. The relatively strong adhesion of these nanoparticle assemblies to the substrate prevent them from been lifted-off during subsequent washing in fresh ethanol to remove all reactants and products of Scheme I that are non-bonded to these assemblies. The significant reduction of the shoulders at 1170 and 1055 cm⁻¹ indicates the formation of SiO₄ network (1030 and 1070 cm⁻¹) at the expense of the ethoxysiloxane groups.[39] This is also confirmed by the disappearance of both free and hydrogen bonded SiOH groups along with a dramatic reduction in absorbance of the C–H stretching (~2900 cm⁻¹) and C–H deformation (1700 - 1300 cm⁻¹) peaks.[40]

The formation of SiO₄ network is strongly dependent on the pH of the ethanolic suspension.[41-43] The generation of benzoic acid (see Scheme 1) lowers the pH of the nanosilicon suspensions to 5.0 ± 0.5. At this range, the hydrolysis of TEOS and the ethoxysiloxane groups on the nanoparticles tends to be faster than the condensation of silanol groups to silica.[41,42] On the other hand, the surface oxidation of Si nanoparticles keeps the H₂O concentration in these suspensions sufficiently low which corroborates with the presence SiOEt groups at this pH (see Figure 4A). In addition, at pH of 5, the partial protonation of the ethoxysiloxane groups decorates these nanoparticles with a positive surface charge, which contributes to the stability of their suspensions.[42,43] Upon immersion of a fresh silica surface (glass or quartz substrates) in these suspensions, the following mechanisms are set in gear.
(i) The weaker nucleophilicity of SiOH and SiOSi groups (present at the surface of glass or quartz substrates) versus the SiOEt groups (on the nanoparticles) makes these substrates less prone to protonation at pH of 5.[42,43] This offers a plausible mechanism that accounts why nanoparticles of (II) are not repelled away from the surface of these substrates.

(ii) Upon substrate-nanoparticle contact, the slow condensation of silanol groups results in the formation of SiOSi bridges and generation of additional H2O. At pH of 5, this H2O will further promote the fast hydrolysis of SiOEt groups (from nanoparticles as well as TEOS) to SiOH groups, eventually to yield a SiOx matrix around the nanoparticles.[41-43] This is further corroborated by the complete elimination of the Si-O-H stretching in Figure 4B, which creates the slightly negative free Si-O-H absorption (~ 3735 cm⁻¹) as a result of substrate SiOH groups, which participate to this condensation (note that the FTIR spectra of double polished SiOx/Si/SiO2 wafers were included into the spectrometer’s background).[38]

Figure 5. UV-vis absorption spectra of self-assembled Si/SiOx nanocomposites on both sides of glass substrates as a function of immersion time in a colloidal suspension of (II).

Figure 5 illustrates the UV-VIS absorption spectra of the adsorbed Si/SiOx nanocomposite on glass substrates as a function of immersion time in a colloidal suspension of (II). The rapid initial adsorption of this nanocomposite slows beyond 3 hours immersion time, revealing what appears to be a self-limiting deposition process. The optical quality and uniformity of such deposits are impressive, providing a nearly scatter-free coating on glass and quartz substrates. However, after 12 hours of immersion time, this coating begins to exhibit some scattering, which can be witnessed at the red spectral portion of Figure 5.
2.4. RAMAN CHARACTERIZATION OF Si/SiO\textsubscript{x} NANOCOMPOSITES:
Raman spectroscopy has been shown to be suitable technique to study Si morphology.[44-46] Room temperature micro-Raman spectra were recorded on a Renishaw ramanscope system equipped with a microscope attachment, in which the laser spot size could be focused to 1 mm in diameter (x100 objective), and with a power output of 35 mW. The excitation source was a 514.5-nm line of an argon ion laser. Figure 6A illustrates the Raman spectrum of the starting polycrystalline Si powder (325-mesh size) as obtained from Alfa Aesar, with its equivalent XRD-spectrum illustrated in Figure 3A. Table 2 indicates that this is microcrystalline Si sample (c-Si = 511 cm\textsuperscript{-1})

![Raman spectra](image)

*Figure 6. Room temperature Raman spectra of (A) mesh silicon, (B) as-milled Si, and (C) self-assembled Si/SiO\textsubscript{x} nanocomposites on a gold substrate.*

<table>
<thead>
<tr>
<th>Material/Process</th>
<th>c-Si component</th>
<th>a-Si component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>peak center cm\textsuperscript{-1}</td>
<td>FWHM* cm\textsuperscript{-1}</td>
</tr>
<tr>
<td>325-mesh polycrystalline Si powder\textsuperscript{t}</td>
<td>511 ± 2</td>
<td>12 ± 1</td>
</tr>
<tr>
<td>as-milled Si sample (5 hrs in inert atmosphere)</td>
<td>518 ± 2</td>
<td>14 ± 1</td>
</tr>
<tr>
<td>self-assembled Si/SiO\textsubscript{x} nanocomposites on gold</td>
<td>519 ± 2</td>
<td>12 ± 1</td>
</tr>
</tbody>
</table>

|                                  | peak center cm\textsuperscript{-1} | FWHM* cm\textsuperscript{-1} | Relative Area |
|                                  | 475 ± 2 | 67 ± 2 | c.a. 64% |
|                                  | 480 ± 2 | 69 ± 2 | c.a. 70% |

\*FWHM stands as full-width at half maximum.
\textsuperscript{t} Obtained from Alfa-Aesar, (99.5% nominal purity).
with a nearly undetectable amorphous components. Raman shifts between 505 and 513 cm\(^{-1}\) for crystalline Si have been reported by Kamiya et al.[44] A 512 cm\(^{-1}\) centered Raman peak for microcrystalline Si phase is due to TO phonons confined in microcrystals with diameter of several hundred angstroms. Iqbal and Veprek have shown that the peak frequency decreases from the single crystal value of 520 cm\(^{-1}\) to 512 cm\(^{-1}\) for a crystallite size of 35 Å.[45]

Figure 5B depicts the Raman spectrum of the as-milled Si (5 hours in inert atmosphere). Please note that the sample were exposed to air during the collection of its Raman spectrum as well as its equivalent XRD spectrum illustrated in Figure 3B. The broad \textit{a}-Si Raman line, peaking at 475 cm\(^{-1}\) indicates considerable amorphization as a result of high-energy milling as reported by Shen et al.[27] and concurred by the significant line broadening shown in Figure 3. Contrary to the expected, the 518 cm\(^{-1}\) \textit{c}-Si Raman peak indicates a pressure induced crystallite-refinement, also witnessed by Shen et al.[27]. This was explained on the basis of elevated temperatures reached during high energy milling causing a small fraction of the crystals to grow to more perfect crystallites which are responsible for the up-shift of \textit{c}-Si Raman peak to higher frequencies.

Olego et al.[46] proposed a model of the microcrystalline structure of annealed SiO\(_x\) semi-insulating polycrystalline silicon (SIPOS) films grown by low-pressure chemical vapor deposition. Based on Olego’s model and corroborating unreported X-ray Photoelectron Spectroscopy data, these Si/SiO\(_x\) nanoparticles appear to have a nanocrystalline Si interior, coated with an amorphous Si shell, quite amenable for sonication assisted oxidation.
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Abstract
For porous silicon (PS) electroluminescent (EL) devices, metallisation is a key process. The state of the art of the main preparation methods of thin metallic films used in PS EL devices is described. Experimental results concerning the structural and electrical characterisation of the metal/PS/p-Si structures are also presented. Different materials, like Au, In, Au-In, In-Sn, Al, etc., in a variety of preparation conditions were used as a solid-state contact on the PS layers. The luminescent properties of these structures were checked after metallic layer deposition by exciting the samples with an UV lamp. It is known that the transparency of a thin layer of 15 nm thickness is 60% or lower, finally only the luminescent structures were evaluated. Scanning Force Microscopy was used to investigate the film morphology; from the I-V characteristics of the metal/PS/p-Si structures it was determined: n<3, series resistance <500 Ω, low values for contact resistance. The structures with low series resistance values, present the EL properties at lower value of the applied voltage, and are indicated for LED on PS type.

1. Introduction

The porous silicon (PS), composed by Si nanocrystallites, prepared by the electrochemical etching opened the way to Si optoelectronic devices fabrication because it shows strong visible photoluminescence (PL) at room temperature [1]. Since 1991 many EL devices have been realised [2-5]. Most of them are made in a two step process: anodisation and deposition of a contact layer. Very thin metallic layers are often used as a solid contact on PS electroluminescent devices.

Metallisation is a key process with several requirements as follows: (i) it must ensure a good electrical contact between the metal layer and PS; (ii) the metal layer must be thin, to transmit as much light as possible from the PS beneath; (iii) there must be good control over the penetration depth of the metal into the pores.

The aim of this paper is to investigate the properties of different metallic contacts on porous silicon layers related to the preparation methods.

2. State of the art regarding the metallic thin films contacts for PS electroluminescent devices

EL devices with different structures and characteristics have been reported. A very comprehensive study regarding different PS EL device structures was made by T.I. Cox [6]. So, there are described the following types of PS EL devices: (i) with top
contact on PS single layer (ii) p-n porosified junction, (iii) PS layer impregnated with another material, (iv) PS oxidised layer, (v) PS layer contacted by a non-porous semiconductor, (vi) PS layer in a microcavity, (vii) PS formed by stain etching. These varieties in EL device technologies make the comparison between the device characteristics more difficult. One of the major problems in the implementation of PS layers as solid-state light-emitting elements is the formation of a top electrode on the PS surface. Until now, different preparation methods for solid contact on PS EL device have been reported. An important drawback of the existing methods is related to the high electrical resistance of the contacts that require working voltages as high as 10-30 V, and result in a low quantum efficiency of the light emitting structures. The high value of the contact resistance is due to poor penetration of the deposited material into the PS pores. Additional problems of this poor contact are related to the insufficient adhesion of the deposited material.

The first EL devices were made by porosification of n-[2] or p-[3, 7] type Si with a top contact of either gold or indium tin oxide. The reported device [2] emitted red light at 200 V with a low efficiency. Later variants have threshold voltages as low as 1.35 V [8] and efficiency up to 0.05 % [9]. In any case, there are many factors which depend on the EL device properties. The efficiency of the PS EL devices is usually low (10^-3 %), although some groups have reported lower values. The effect of using different metals [10] to contact PS layer produced by anodising under UV light has been studied. The peak wavelengths depend on the metal contact, and can be varied in the range 455 nm (indium) to 700 nm (antimony). One group has obtained a structure in which optically transmitting windows are produced in an opaque aluminium contact layer by anodically oxidising the aluminium to form transparent aluminium oxide [11-15]. The synthesis of the main PS solid contact preparation methods is presented below.

2.1. Physical vapour deposition (PVD) methods: thermal heating/electron beam evaporation and sputtering

The most usual methods for PS EL devices contact fabrication are evaporation and electron beam sputtering. In order to obtain a better penetration of the metallic layer in PS pores, the dynamic deposition regime at an angle of 30° is usually used for PS solid contacts.

It is generally known that PS fabricated by low-current density (1-100 mA/cm²) anodisation has a spongelike structure with low carrier mobility [16]. For electroluminescent device applications, a sufficient electrode contact over the inside of PS, such as aqueous electrolyte contact [17], is necessary. However, these contacts are difficult to achieve by normal evaporation techniques, so that, the electrodeposit area is limited to the top of the surface, and the rest of the PS layer acts only as a resistor in such kind of diodes. Moreover, the large inner surface of the PS layer interacts with the air, and the oxidised PS causes the increase of the series resistance and the instability of the devices. The PS solid contact can be a single metal such as Au, Cr, Al, or can be formed by successive layers In/Au, In/Sn, Sn/Au or by the respective alloys. In the case of In-Au contact on PS, the device EL increase 150 times, and the emission light peak shifts towards lower wave numbers. In addition, the efficiency increases twice [10,18-19].
2.2. Electroplating method

In order to avoid the PS deterioration of luminescence properties, it is indicated to use a method to fill the pores with some material, such as the electrochemical processing. Metals such as gold, indium, or polymers such as polyaniline, polypyrrole, polyfuran and polythiophene have been deposited on PS as solid contacts.

This process is conducted in a liquid solution which penetrates over the entire depth of the pores and is stimulated by an electric field, thus making it possible to form a contact layer at the pore bottoms where the maximum electric field is localized. The conducting material is not required to completely fill the inner pore because this could short circuit the active layer. The best solution to increase the light device efficiency is to cover the Si skeleton walls with a very thin conductive layer in order to ensure the contact transparency. There are only a few published papers [20] on this subject because it is very difficult to approximate the PS area and the cathode/anode current density, in order to cover the Si skeleton walls and not to fill the pores.

2.3. Chemical vapour infiltration and deposition (CVID)

In this process a PS substrate is placed in a vacuum and is warmed. The process is monitored in such a way that the vapour precursor molecules have enough time to penetrate and decompose inside the PS pores. The vapour which has not penetrated into the pores will decompose above the warmed PS, resulting in a metal cap over the PS substrate surface. By this method, Co was deposited on and in a porous silicon layer using deuterated cobalt carbonyl hydride DCo(CO)₅ [21].

This precursor is unstable, and below 22°C decomposes and reacts with Si-H bonds on the pore walls to give Si-Co bonds.

3. Experimental data

Different materials such as Au, In, Au-In, Sn-Au, In-Sn, Al Cr, Ni, Mo, Ti, doped and undoped polypyrrole, obtained in a variety of preparation conditions have been used as solid-state contact on the PS layers for EL device applications (Table 1).

The luminescence from the metal/PS structures was observed by exciting the samples with an UV lamp. Only the properties of the luminescent structures were determined. Metal/PS morphology was investigated by scanning force microscopy (SFM) [22]. UV-visible spectra of the metals used as solid contact on PS were determined. The electrical characterisation of the metal/PS/p-Si structures was performed by current-voltage (I-V) measuring using a computer-interfaced Keithley apparatus. The structures were measured under forward (positive bias applied to p-Si) and reverse bias conditions, at room temperature.

3.1. Solid contacts preparation

The starting material was crystalline p-Si wafers (100) oriented and with 6-10 Ωcm resistivity. The PS layers formation was performed in an electrochemical process. The concentrations of the ethanoic HF solutions were 12% and the current densities 10 mA/cm², in order to obtain 80% porous silicon porosity [23].
<table>
<thead>
<tr>
<th>No.</th>
<th>Preparation</th>
<th>Thickness (nm)</th>
<th>Transmission (%) $\lambda = 660$ nm</th>
<th>Luminescent properties of the contact/PS/Si structures</th>
<th>Electrical properties of the contact/PS/Si structures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Al, electron beam sputtering</td>
<td>10</td>
<td>18</td>
<td>weak</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>10$^5$ torr, 1-2 A/sec</td>
<td>20</td>
<td>12</td>
<td>very weak</td>
<td>-</td>
</tr>
<tr>
<td>2.</td>
<td>Au, electron beam sputtering, 10$^5$ torr</td>
<td>10</td>
<td>47</td>
<td>very good</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>5x10$^4$ Torr, 10 A/sec</td>
<td>20</td>
<td>14.8</td>
<td>weak</td>
<td>-</td>
</tr>
<tr>
<td>3.</td>
<td>Cr, electron beam sputtering</td>
<td>6</td>
<td>43.5</td>
<td>very good</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10$^5$ torr</td>
<td>10</td>
<td>30.5</td>
<td>good</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5x10$^4$ Torr, 10 A/sec</td>
<td>20</td>
<td>14.8</td>
<td>weak</td>
<td>-</td>
</tr>
<tr>
<td>4.</td>
<td>Ti vacuum evaporation</td>
<td>10</td>
<td>38</td>
<td>good</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5x10$^4$ Torr, 10 A/sec</td>
<td>20</td>
<td>14.8</td>
<td>weak</td>
<td>-</td>
</tr>
<tr>
<td>5.</td>
<td>Ni vacuum evaporation</td>
<td>10</td>
<td>32</td>
<td>good</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5x10$^4$ Torr, 10 A/sec</td>
<td>20</td>
<td>14.8</td>
<td>weak</td>
<td>-</td>
</tr>
<tr>
<td>6.</td>
<td>Au vacuum evaporation</td>
<td>10</td>
<td>46</td>
<td>very good</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5x10$^4$ Torr, 10 A/sec</td>
<td>20</td>
<td>14.8</td>
<td>weak</td>
<td>-</td>
</tr>
<tr>
<td>7.</td>
<td>Cr vacuum evaporation</td>
<td>10</td>
<td>31</td>
<td>good</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5x10$^4$ Torr, 10 A/sec</td>
<td>20</td>
<td>14.8</td>
<td>weak</td>
<td>-</td>
</tr>
<tr>
<td>8.</td>
<td>Mo vacuum evaporation</td>
<td>10</td>
<td>30</td>
<td>good</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5x10$^4$ Torr, 10 A/sec</td>
<td>20</td>
<td>14.8</td>
<td>weak</td>
<td>-</td>
</tr>
<tr>
<td>9.</td>
<td>In-Sn (9:1) vacuum evaporation, 10$^5$ Torr, air annealing at 120$^\circ$C</td>
<td>100</td>
<td>35</td>
<td>good</td>
<td>0.38</td>
</tr>
<tr>
<td>10.</td>
<td>In-Au (1:1) vacuum evaporation, 10$^5$ Torr, air annealing at 120$^\circ$C</td>
<td>20</td>
<td>18</td>
<td>weak</td>
<td>25</td>
</tr>
<tr>
<td>11.</td>
<td>In electrochemical deposition, 0.025M InCl$_3$, 0.25 mA/cm$^2$, 2 min, air annealing at 120$^\circ$C</td>
<td>undetermined</td>
<td>undetermined</td>
<td>very good</td>
<td>-</td>
</tr>
<tr>
<td>12.</td>
<td>Au electrochemical deposition, I=1 mA/cm$^2$, $t=2$ min, air annealing at 120$^\circ$C</td>
<td>undetermined</td>
<td>undetermined</td>
<td>very good</td>
<td>-</td>
</tr>
<tr>
<td>13.</td>
<td>Au chemical deposition $T=2$ min, air annealing at 120$^\circ$C</td>
<td>undetermined</td>
<td>undetermined</td>
<td>very good</td>
<td>-</td>
</tr>
</tbody>
</table>
For the solid-state contact, after anodisation, conducting materials were formed on PS by (i) vacuum evaporation: Au, In, Au-In, In-Sn, Sn-Au, ITO, Al, Ti, Mo, Cr, Ni (2-3 A/sec and 25-30 A/sec), (ii) electrochemical deposition: Au, In, doped/undoped polypyrrole. The technological conditions were chosen in order to obtain thin, 10-20 nm metallic layers. The current densities for the electrochemical deposition processes were calculated for geometric surfaces of the samples: if the deposition takes place at the pore bottom only, current densities are the same, if the reaction takes place at the entire surface, real current densities are much lower.

3.2. Thin metallic films optical characterisation

The extinction coefficient changes with wavelength for each compound due to the changes in absorption (raising of energy states of the electrons) of the compound at different wavelengths (energy levels). A plot of the molar extinction coefficient versus wavelength will thus give a continuous curve of the wavelengths of absorption of a given compound. The extinction index values for different metals, after Johnson and Christy [24], indicate a better transmission in high energy zone, E=2-2.75 eV, (450-550 nm). It can be observed that gold is the best metal to be used as contact for the electroluminescent devices emitting in the blue zone, while chromium, and after that gold, cooper, and titanium are more suitable for the red light zone.

Fig. 1. The extinction index of some usual metals used as contacts on PS (after Johnson and Christy [24]).

The UV-visible transmission light of the metallic thin layer used as PS contact was determined (Fig.2). The transmission light through the investigated materials was in good agreement with the literature data [24]. It can be seen that the light transmission decreases dramatically with the film thickness; practically only very thin film, d≤10-12 nm can be used as solid contacts on PS. The In, In-Au, and In-Sn light transmission was not determined, but all these layers have good light transmission properties, even though they are thicker than 20 nm, due to their partial oxidation in air atmosphere.
3.3. Metal/PS structures morphology

Metal layers cover the PS layers. 80% PS layers without metallic contact (Fig. 3a) and with Au contacts on it surface (Fig. 3b) was investigated by SFM.

Due to the small dimensions of PS fibrils (3-5 nm), the thin metallic film does not follow the shape of the PS surface, it is only applied on the top of the Si fibrils. However, from the SIMS spectra indicated a penetration of the metallic layer into the PS pores of about 20 nm (Fig. 4) [23].
3.4. Electrical characterisation

To explore the mechanism of room-temperature visible EL from LED/PS, it is very important to characterize the electrical properties of the conducting material/PS interface. From the current-voltage measurements, the characteristics of the different metallic contacts / 80%PS / Si-p structures show a rectifying behavior (Fig. 5). These curves were analyzed using the thermionic emission equation.

At low injection levels (< 0.2V) the I-V characteristics are different for Al contacts and InSn, Au, and In contacts. An explanation is that the better contact metal / PS was electrochemically obtained for InSn, Au, and In compared to vacuum deposited Al. This is due to the better penetration of the pores by the electrolyte solution. The lower n values at low injection levels are due to the reduction of the interface states, as a result of the good stabilization of the PS surface. ϕ is in the same range of values: 0.83 eV (Al), 0.72 eV (InSn), 0.75 eV (Au). The best contact with lower series resistance and lower ideality factor is realized by electrochemically deposited In. These type of structures are indicated for LED on PS.

![Graph](image)

Fig. 5. I-V forward characteristics for some metallic layers used as LED solid contacts

4. Conclusions

Different thin films were investigated as the solid contact for PS electroluminescent devices. The electrical measurements demonstrated that the electrochemical processes are suitable for preparing metallic contacts on PS electroluminescent devices. The gold represents the best choice due to its high light emission transmission, on the whole wavelength light emission domain of the PS. Also, good results were obtained using electrochemical In and vacuum deposited In-Sn contacts, annealed in air at 120°C.
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Abstract

The photoelectrochemical behavior of chlorophyll \textit{a} species P740 (polymerized water adduct of chlorophyll \textit{a}, absorbing at 740nm) was investigated using chlorophyll \textit{a} thin films, electrodeposited on both SnO\textsubscript{2} and SnO\textsubscript{2}/TiO\textsubscript{2} electrodes. The photocurrent action spectra of chlorophyll \textit{a} in electrochemical devices are used to explain the chlorophyll \textit{a} behavior in the process of charge generation under illumination and in the transfer of electrons. The use of nanoparticle-coated electrodes is promising for the building of efficient devices for light conversion, based on chlorophyll \textit{a}.
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1. Introduction

Chlorophyll \textit{a} is the major pigment in plant photosynthesis, being responsible for both light absorption and light induced charge separation. There has been much interest in photovoltaic and photoelectrochemical investigation of chlorophyll \textit{a} and related pigments. Different types of photovoltaic devices have been studied; most of them using chlorophyll \textit{a} in the form of solid layers coated on metal or semiconductor electrodes [1, 2]. In some photovoltaic experiments the chlorophyll \textit{a} film sandwiched between two electrodes is sensitizing large bandgap semiconductors and extending their photoresponse in the visible domain [3, 4]. In photoelectrochemical measurements chlorophyll \textit{a} was deposited on metal electrodes [5], but higher efficiencies for light photoconversion have been reported when chlorophyll \textit{a} was adsorbed on nanostructured semiconductor electrodes [6, 7]. As an extension of our previous work, done on photovoltaic devices with chlorophyll \textit{a} [4, 8], we developed photoelectrochemical devices using chlorophyll \textit{a} species absorbing at 740 nm. The experiments performed

on electrochemical devices using P740 chlorophyll a in thin films, electrodeposited on both SnO\textsubscript{2} and SnO\textsubscript{2}/TiO\textsubscript{2} electrodes lead to a comparative study, and to the explanation of chlorophyll a behavior in the process of charge separation under illumination and of transfer of electrons.

2. Experimental section

2.1. MATERIALS

Chlorophyll a (Chla) was prepared from fresh spinach leaves by the Strain & Svec method and checked for purity (absorption and fluorescence in VIS). The chlorophyll a species P740 (polymerized water adduct of chlorophyll a, absorbing at 740nm) was obtained by dissolving the freshly prepared chlorophyll a in n-pentane (Merck), and maintaining the solution/suspension at temperatures below -10°C. Analytical grade solvents were used without further purification. The SnO\textsubscript{2} coated electrode was cut from a commercial transparent conducting glass plate, having the dimension 3x3cm\textsuperscript{2} and sheet resistance 20 Ω/sq. The optical transparency of the electrode was 85% in the visible wavelengths. The transparent conducting glass was chemically cleaned before use to remove any residual grease. The SnO\textsubscript{2}/TiO\textsubscript{2} electrode was cut from a coated glass plate prepared at University of Uppsala. The Lindquist's procedure [9] for nanocrystalline TiO\textsubscript{2} film electrodes preparation yields films of 4 μm thickness, porous from the outer layer to the transparent conducting glass (SnO\textsubscript{2}), with relatively uniform particle size of 15 nm in diameter [9]. The SnO\textsubscript{2}/TiO\textsubscript{2} glass electrode (3x3cm\textsuperscript{2}) was heated for 10 min at 500°C, and then immersed in n-pentane. The chlorophyll a film was subsequently formed on the glass electrode.

2.2. FILM PREPARATION

Thin films of chlorophyll a were prepared by electrodeposition. On both types of electrodes, SnO\textsubscript{2} and SnO\textsubscript{2}/TiO\textsubscript{2}, a thin layer of chlorophyll a (of various thickness) was electrodeposited from the suspension/solution of chlorophyll a in n-pentane. The suspension/solution of chlorophyll a was sonicated before use, in order to get uniform size for suspended chlorophyll a molecular aggregates. The SnO\textsubscript{2} or SnO\textsubscript{2}/TiO\textsubscript{2} coated glass electrode was the cathode, and the applied electric field had an intensity of 1000V/cm. The film thickness was controlled by varying the molar concentration of Chla solution and/or by varying the electrodeposition time. The film thickness was estimated from the absorption spectra, using the O.D. at 740 nm. The optical absorption spectra of the films were obtained on a double beam UV - VIS spectrophotometer Lambda 2S Perkin Elmer & PECS software.

2.3. PHOTOELECTROCHEMICAL MEASUREMENTS

The SnO\textsubscript{2} and SnO\textsubscript{2}/TiO\textsubscript{2} electrodes coated with a thin film of P740 chlorophyll a represented the working electrode in a three-electrode electrochemical cell. A Pt foil was used as the counter electrode and a standard Ag/AgCl (saturated KCl in water) electrode as the reference. Solutions of Na\textsubscript{2}SO\textsubscript{4} of different ionic strengths in phosphate
buffers (pH range: 6.9 - 8) were used as electrolytes. μAUTOLAB (Eco-Chemie) electrochemical analyzer and GPES software were used to perform the experiments on the electrochemical cell. The working electrode (on area of about 0.4 cm²) was illuminated by monochromatic light (in the spectral range 350 - 800 nm) using a halogen lamp of 650 W. The amperometric mode was used and the photocurrents represented the difference between the currents under illumination (different wavelengths) and dark currents. All measurements were performed in air and at room temperature. Photocurrent action spectra were obtained by plotting the photocurrents, measured for a given electrode voltage at different wavelengths. The action spectra were corrected to equal photon density at each wavelengths and normalized (the peak at 800 nm is unity).

3. Results and discussions

3.1. PHOTOELECTROCHEMICAL STUDIES

The spectral behavior of the photoelectrochemical cells was investigated and compared with the absorption spectrum of chlorophyll a films. Anodic photocurrents have been observed at both SnO₂ and SnO₂/TiO₂ electrodes with electrodeposited chlorophyll a film under potential-controlled conditions, in the range more anodic than −0.17 V vs. Ag/AgCl. Typical photocurrent spectra are illustrated in Figures 1 and 2 together with the corresponding absorption spectra of chlorophyll a films.

![Figure 1. Photocurrent spectrum of Chl a on SnO₂/TiO₂ electrode (dotted line) and absorption spectrum of the chlorophyll a film](image)
As is evident from Figure 1, the action and absorption spectra coincide fairly well when chlorophyll a was electrodeposited on the SnO₂/TiO₂ electrode. This means that chlorophyll a is sensitizing the SnO₂/TiO₂ composite system. The absorption spectrum of the chlorophyll a film shows the Soret band and the red (Qₐ) band shifts to 740 nm. This indicates that the polymerized water adduct of chlorophyll a, absorbing at 740 nm, determines the photoresponse of the composite system. This special molecular aggregate of chlorophyll a is known as “microcrystalline chlorophyll a” [10] or as “micelle chlorophyll a”[11]. The size of these molecular aggregates (P740), either crystalline or micelle, having a specific absorption at 740 nm, is in the range of tens to hundred of nm. The chlorophyll a film thickness was in the range of 100 nm, as estimated from optical density at 740 nm.

![Figure 2. Photocurrent spectrum of Chl a on SnO₂ electrode (dotted line) and absorption spectrum of the chlorophyll a film](image)

The same chlorophyll a species, as resulting from the absorption spectrum presented in Figure 2, but electrodeposited on SnO₂ electrode, is responsible for the photoeffects represented by the action spectrum in the same figure. The red band in the action spectrum presents a small shift of about 20 nm, as compared with the Qₐ band of chlorophyll a film absorption. All investigated photoelectrochemical cells, prepared by electrodeposition of chlorophyll a on SnO₂ electrodes, presented the same type of behavior, regardless of chlorophyll a film thickness or electrolyte characteristics.

Generation of anodic photocurrents was interpreted schematically in terms of the electron donation from excited P740-chlorophyll a to SnO₂ or SnO₂/TiO₂ electrode, followed by the reduction of Chl a cation by the free electrons from the electrolyte solution:

\[
P^\text{740}-\text{Chl}a \xrightarrow{h\nu} P^\text{740}+\text{Chl}a^+ \\
P^\text{740}+\text{Chl}a^+ + S \rightarrow P^\text{740}+\text{Chl}a^++S^- \\
P^\text{740}+\text{Chl}a^+ + e^- \rightarrow P^\text{740}-\text{Chl}a
\]
S being the semiconductor electrode (SnO$_2$ or SnO$_2$/TiO$_2$) of the electrochemical cell.

The energy diagram (Figure 3) depicts the band energies of electrodes and oxidation potential of chlorophyll a. In both cases, the more negative value of the excited state of chlorophyll a facilitates the photoinduced electron transfer from chlorophyll a to the semiconductor electrode. In case A, there is a close interaction between the large molecular aggregates of P740 chlorophyll a and the polar surface of SnO$_2$. As a consequence, the electric field at the interface chlorophyll a/SnO$_2$ electrode affects the energy levels of the photoactive P740-chlorophyll a. This explains the difference between photocurrent action spectrum and film absorption in the case of photoelectrochemical cells with P740-chlorophyll a electrodeposited on SnO$_2$ electrodes.

**Figure 3.** Schematic energy diagrams at the interface:
chlorophyll a/SnO$_2$ electrode (A), chlorophyll a/SnO$_2$/TiO$_2$ electrode (B)

In case B, the electrolyte ions permeate the nanocrystalline TiO$_2$ film and, as in normal solution electrochemistry, the mobile ions neutralize any electric field. At normal concentrations (0.1-0.5 M), the electrolyte prevents the extension of an electric field of over more than 20-50 nm [12]. As a consequence, a coincidence between the action spectrum and the absorption spectrum of P740 chlorophyll a is expected. This coincidence is illustrated in Figure 1. This also means that in the case of nanostructured electrode SnO$_2$/TiO$_2$, the photoinduced electron transfer from chlorophyll a to electrode is not field-assisted. Under illumination chlorophyll a, excited to a higher electronic state, injects electrons into TiO$_2$ particles. These electrons are then collected at the interface SnO$_2$/TiO$_2$ to produce anodic photocurrents.

A further conclusion is that the large chlorophyll a molecular aggregates, electrodeposited on porous film of TiO$_2$ nanoparticles, are closer outside the ionic double layer at the solid/solution interface. This is also supported by the observed dependence of the electrochemical cell photoresponse on the pH value of the electrolyte solution.
Figure 4 presents the pH dependence of the photoresponse when using electrochemical cells with the same thickness of chlorophyll a film, and electrolyte solutions with the same ionic strength. The value of 7.5 was found to be the optimum pH. Chlorophyll a loses the central Mg through chemical reaction with protons; at acidic pH, chlorophyll undergoes a decomposition resulting in the formation of pheophytin a. This known instability of chlorophyll a species could be the explanation for the observed behavior of photoresponse in electrochemical cells using more acidic electrolytes.

![Graph showing photocurrent spectra of Chl a on SnO2/TiO2 electrode at different pH values of the electrolyte](image)

Figure 4. Photocurrent spectra of Chl a on SnO2/TiO2 electrode at different pH values of the electrolyte

A change in the pH of the electrolyte solution causes, in many situations, a shift of the semiconductor electrode potential, induced by the dissociation equilibrium of protons at the electrode surface [13]. In the studied electrochemical cells, the electrode potential can exhibit cathodic shift by increasing pH. A shift of the electrode potential to more negative values affects the driving force for the photoinduced electron transfer from chlorophyll a to the electrode. The energy difference between the excited dye and the semiconductor is critical in controlling the electron transfer. This explains the situation illustrated in Figure 4: a photoresponse is only present when illuminating with the wavelengths corresponding to the Soret band of chlorophyll a absorption spectrum, i.e. exciting chlorophyll species to the second (higher) singlet state.

3.2. EFFICIENCY OF PHOTOCURRENT GENERATION

As already shown, P740 chlorophyll a manifests the ability to sensitize large bandgap semiconductors like SnO2 and TiO2. The electron transfer is taking place from the excited state of chlorophyll a to the semiconductor. Photoelectrochemical solar cells based on chlorophyll a could be easily obtained. The incident photon to current
conversion efficiency (IPCE), is obtained from the measurements of short circuit photocurrents at various wavelengths and using the following equation [14]:

\[
IPCE(\%) = \frac{I_{sc}}{I_{inc}} \frac{1240}{\lambda} \times 100
\]

where \(I_{sc}\) is the short circuit photocurrent, \(\lambda\) is the wavelength and \(I_{inc}\) is the light intensity incident on chlorophyll a. A maximum IPCE of 1.2%, at 740 nm incident light, was obtained for the photoelectrochemical cell, with photocurrent action spectrum presented in Figure 5. The chlorophyll a film thickness is less than 100 nm. Making the corrections for absorption, a value of about 2% can be considered.

![Figure 5. Photocurrent spectrum of Chl a on SnO2 electrode (dotted line) and absorption spectrum of the chlorophyll a film](image)

Optimization of the photoelectrochemical cell, with respect to the efficient charge photogeneration and reduction of recombination losses, can be achieved by controlling the parameters of both chlorophyll a sensitized electrode and electrolyte solution.

4. Conclusion

The present study of photoelectrochemical devices based on P740 chlorophyll a, electrodeposited as thin films on large band gap semiconductors, leads to the conclusion that chlorophyll a is the photoactive component. The nature of the semiconductor electrode (i.e. nanoparticulate, porous or uniform film) at the interface with P740 chlorophyll a thin film proved to be the dominant factor in controlling the photoinduced electron transfer.
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Abstract

We have developed nanocrystalline catalytic systems with excellent thermal stability that reduce NOx, CH4 and CO emissions from exhaust streams containing excess oxygen. Magnesium oxide, yttrium oxide and samarium oxide catalysts were synthesized using a controlled wet-chemical precipitation technique. This process produces nanocrystalline, high surface area metal oxide powders that can be easily coated onto monoliths and substrates. Greater than 50% conversion of NO to N2 was achieved in excess O2 at high space velocities with the nanocrystalline oxide catalysts. Nanostructured barium hexaaluminate coated with manganese oxide was used to aid in the complete oxidation of CO and CH4. The nanocrystalline oxide systems have superior hydrothermal stability compared to noble metal and zeolitic catalysts. Presence of water vapor in the feed stream resulted in only a slight loss of activity for the nanocrystalline Y2O3 system, the full activity of which was restored upon removal of water from the feed stream.

Introduction

The development of catalytic materials that can simultaneously reduce NOx, and oxidize CO and hydrocarbons has been pursued for decades. So-called three-way catalysts are successfully used in automotive exhaust treatment, but are only effective at reducing NOx to N2 at stoichiometric (λ=1) or fuel-rich (λ<1) conditions. New challenges for automotive catalytic systems have arisen in the past few years in response to new technologies that aim to increase automobile fuel efficiency and decrease exhaust emissions.

The use of natural gas (>90% methane) as a fuel source has actively been investigated because of the lower global warming impact of methane combustion compared to gasoline combustion. The combustion of natural gas produces 54 g of CO2 per MJ, whereas the combustion of gasoline releases 74 g CO2/MJ [1]. The use of natural gas also allows engine operation at a higher compression ratio (due to the higher
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octane number of methane) and this increases the thermal efficiency of the engine [2].
Unfortunately, current noble metal-based catalytic converters are not as efficient at oxidizing unburnt methane in the exhaust stream as they are at converting longer chain hydrocarbons that are typically found in the exhaust of conventional gasoline engines. Natural gas vehicles equipped with such conventional catalysts are thus only able to meet non-methane hydrocarbon (NMHC) emission standards, but not the total hydrocarbon (THC) emission standards [3].

The application of lean-burn technology has been touted as the most efficient approach to minimizing exhaust emissions from small and medium engines [1]. This technology involves engine operation under fuel-lean conditions. The presence of excess air results in more complete combustion at a lower combustion temperature, which also reduces NOx formation during combustion. Although this technique significantly lowers engine-out NOx emissions, further removal of NOx from the exhaust gas is required in order to reach regulated ultra-low emissions levels. However, conventional three-way catalysts are unable to effectively reduce exhaust levels of NOx in the presence of even small amounts of excess oxygen (λ>1.01) [4,5].

Thus, there is a need for developing catalytic systems that are able to oxidize CH₄ and CO and reduce NOx to N₂ under oxidizing conditions. While several zeolitic materials have been found to catalyze these reactions, high-temperature hydrothermal stability is a problem for these catalysts [6-8]. Thermal stability for automotive catalysts is required well beyond their usual operating temperatures of 400 to 500°C, due to temperature excursions that may occur during heavy acceleration or engine misfiring. One of the major issues with three-way catalyst durability is the thermal deactivation that takes place at temperatures of 900°C and higher [4,9].

Group IIIB metal oxides [10] and lanthanide oxides [11] have been reported to be very active for the catalytic reduction of nitrogen oxides under oxidizing conditions. They have good activity for the oxidation of carbon monoxide and hydrocarbons, and possess good hydrothermal stability when prepared in a nanocrystalline form [10]. We have focussed our work on nanocrystalline magnesium oxide, yttrium oxide and samarium oxide as catalysts for the reduction of NOx to N₂ in excess O₂. A second component has been examined as a catalyst to promote the complete oxidation of CO and CH₄. Noble metal oxidation catalysts lack the high-temperature stability required for this application, so we have chosen to employ nanostructured barium hexaaluminate (BHA) coated with transition metal oxide as the oxidation catalyst.

**Experimental**

Magnesium oxide, yttrium oxide and samarium oxide catalysts were synthesized using a wet-chemical precipitation technique. This consisted of mixing aqueous solutions (0.25 M) of metal nitrate (Mg(NO₃)₂ – 99%, Aldrich; Y(NO₃)₃ – 99.99%, Alfa Aesar; Sm(NO₃)₃ – 99.9%, Alfa Aesar) and tetraethylammonium hydroxide (35 wt%, Aldrich) at a pH between 12 and 13. The precipitate was then aged for 24 hours. After thoroughly washing the precipitate with ethanol, the material was air-dried, ground in a mortar and pestle, and then oven-dried at 120°C to remove any residual alcohol. The powder was calcined in flowing oxygen for 4 hours at 900°C to
convert the hydroxide or hydroxynitrate precipitate to a pure oxide phase that is stable at the high reaction temperatures.

The barium hexaaluminate support was prepared using a reverse emulsion-assisted sol-gel technique [12,13]. Barium isopropoxide was prepared by reacting metallic barium (99.8%, Aldrich) with isopropanol (99.99%, Mallinckrodt) by refluxing under air-free conditions at 70°C for 24 hours. Aluminum isopropoxide (99%, Aldrich) was dissolved in hot isopropanol by refluxing at 70°C for 24 hours. Stoichiometric amounts of the solutions containing barium and aluminum isopropoxides were mixed, prior to hydrolysis, in degassed 2,2,4-trimethylpentane (99.9%, Aldrich). A reverse microemulsion with a water:oil weight ratio of 15:85 was prepared by mixing doubly-deionized H₂O, 2,2,4-trimethylpentane and a surfactant mixture. The surfactant mixture contained 67 wt% polyethoxylated linear alcohols (Neodol 91-6, Shell) and 33 wt% 1-pentanol (99.9%, Aldrich). The amount of surfactant added was calculated taking into account the amount of isopropanol and water liberated by the hydrolysis and polycondensation reactions of the alkoxide precursors. The final composition of the emulsion was 12.8 wt% H₂O, 72.5 wt% 2,2,4-trimethylpentane, and 14.7 wt% surfactants.

The solution containing the alkoxide precursors was added drop-wise to the reverse emulsion with slow stirring. The hydrolyzed mixture was allowed to age for 24 hours before recovery by freeze drying. The BHA nanoparticles recovered were washed with isopropanol, supercritically dried, and then calcined at 800°C for 4 hours.

The active MnO₂ coatings were applied onto the surface of the BHA nanoparticles by impregnation. The BHA powders were suspended in H₂O, and then manganese nitrate (99%, Aldrich) was added to the suspension and stirred for 30 minutes. Air was then bubbled through the suspension to promote oxidation of the manganese nitrate on the surface of the BHA nanoparticles. The MnO₂/BHA sample was then air-dried and calcined to 900°C.

Dip-coating was employed to coat the nanocrystalline yttrium oxide catalyst onto a commercially available magnesia-stabilized zirconia monolith. By dip-coating from an aqueous suspension containing 25 wt% nanocrystalline yttrium oxide and 1 wt% polyethylene oxide, a loading of 11 wt% yttrium oxide on the magnesia-stabilized zirconia monolith was achieved. The composite was calcined to 800°C.

Catalyst surface area was determined by N₂ adsorption using a 5-point BET (Brunauer-Emmett-Teller) method on a Micromeritics ASAP 2000 instrument. Phase identification was performed by powder X-ray diffraction (XRD) using a Siemens D5000 diffractometer (45 kV, 40 mA, Cu-Kα). Scherrer’s analysis of the X-ray peak broadening was employed to determine crystallite size. Transmission electron microscopy (TEM) was performed on a JEOL 2010 microscope. Scanning electron microscopy (SEM) was performed on a JEOL 6320 microscope.

Catalytic activity measurements were obtained at atmospheric pressure under steady-state reaction conditions in a 1/4"-O.D. quartz tube reactor with the catalyst supported on a porous quartz frit. Type K thermocouples were located above and below the catalyst bed, and were used in conjunction with an Omega temperature controller and a Lindberg tube furnace to maintain the catalyst within 2°C of the desired operating temperature. High-purity gases (He, 10.0% O₂-He, 1.48% NO-He, 2.01% CH₄-He and 2.06% CO-He) were metered into the top of the quartz reactor with five
independent MKS mass flow controllers. The reactor effluent was analyzed with a Perkin Elmer Autosystem gas chromatograph equipped with a 10' x 1/8"-O.D. molecular sieve 5A column and a 12' x 1/8"-O.D. Porapak Q chromatographic column. This allowed oxygen, nitrogen, nitrous oxide, methane, carbon dioxide, carbon monoxide and hydrogen in the reactor effluent to be separated and quantified. Carbon balances to within 2.5% were achieved in all runs.

Results and Discussion

The BET surface areas and XRD crystallite sizes of the catalysts, following calcination to 900°C and catalytic testing, are presented in Table 1. The BHA material had a surface area of 248 m²/g and a TEM particle size of approximately 5 nm prior to MnO₂ loading. The crystallite size of the manganese oxide in the 14.7 wt% MnO₂/BHA composite was too small to be determined through XRD. The Y₂O₃-coated magnesia-stabilized zirconia monolith had a specific surface area of approximately 3 m²/g, and a yttrium oxide crystallite size of 29 nm. The low surface area is not unexpected, given the 11 wt% loading of nanocrystalline Y₂O₃, the original 38 m²/g surface area of the unsupported Y₂O₃, and the negligible surface area of the uncoated ceramic monolith.

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>Surface Area, m²/g</th>
<th>Crystallite Size, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO</td>
<td>71</td>
<td>20</td>
</tr>
<tr>
<td>Y₂O₃</td>
<td>38</td>
<td>22</td>
</tr>
<tr>
<td>Sm₂O₃</td>
<td>16</td>
<td>31</td>
</tr>
<tr>
<td>MnO₂/BHA</td>
<td>167</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Transmission electron micrographs of the Y₂O₃ and MnO₂/BHA catalysts are presented in Figures 1 and 2, respectively. The Y₂O₃ catalyst is composed of submicron-sized aggregates containing primary particles with dimensions on the order of 25 nm. This is in good agreement with the XRD crystallite size of 22 nm. The MnO₂/BHA nanocomposite has a similar aggregate size, but the primary BHA particles are on the order of 5 nm. High-resolution TEM reveals the presence of a crystalline manganese oxide phase on the surface of the amorphous BHA particles (Figure 2b).

Figure 3 shows the microstructure of the Y₂O₃-coated magnesia-stabilized zirconia monolith. The morphology of a heavily coated area of the monolith is shown in Figure 3a. Submicron-sized particles of Y₂O₃ completely cover the magnesia-stabilized zirconia surface. Figure 3b shows a region of slightly lower Y₂O₃ loading, where the highly dense ceramic monolith support of micron-sized grains can be observed through a patchy coating of Y₂O₃ particles.
Figure 1. TEM images of nanocrystalline $\text{Y}_2\text{O}_3$.

Figure 2. TEM images of $\text{MnO}_2$/BHA nanocomposite.
The activities of the magnesium oxide, yttrium oxide and samarium oxide catalysts in a gas stream containing 5000 ppm NO, 5000 ppm CO, 5000 ppm CH₄ and 1.67% O₂ at a space velocity of 30 000 h⁻¹ are shown in Figures 4 and 5. High removal rates of all undesirable gases can be achieved at temperatures as low as 450°C and are maintained to temperatures above 800°C. For NO removal, samarium oxide is the most active catalyst below 550°C, yttrium oxide is the most active system between 550 and 750°C, and magnesium oxide exhibits the highest activity above 750°C. Hydrocarbon and CO oxidation is best achieved by samarium and yttrium oxides, with magnesium oxide exhibiting significantly lower activity. Yttrium oxide appears to be the most effective overall catalyst, with a large temperature window for NO reduction and relatively low light-off temperatures for oxidation of CO and CH₄.

The temperature range for which these catalysts are most active exceeds the temperatures typically encountered in conventional catalytic converter systems (400-500°C). The high thermal stability of these materials would, however, allow them to be employed in a close-coupled engine exhaust configuration, where the exhaust catalyst is placed near the engine. The higher exhaust temperature in this configuration would allow the operation of the catalyst within its optimal temperature range. An additional benefit of the close-coupled system is decreased cold-start emissions in comparison to the conventional downstream catalytic converter.

The stoichiometric air-to-fuel ratio for methane combustion is 17.1 [3]. Lean-burn natural gas engines typically operate at air-to-fuel ratios of 20 to 27 (λ=1.2-1.6), with corresponding exhaust redox ratios (molar ratio of oxidizing species to reducing species = CO₂/(2C₁H₄ + 0.5C₀₂)) of 5 to 50 [3]. We have examined the catalytic activity of nanocrystalline yttrium oxide at higher partial pressures of oxygen, and lower partial pressures of NO, CO and CH₄ to determine how the catalyst behaves at redox ratios more representative of actual lean-burn engine exhaust. Figure 6 shows the activity of nanocrystalline Y₂O₃ for NOX reduction, CH₄ oxidation and CO oxidation in a gas mixture containing 1000 ppm NO, 1000 ppm CH₄, 1000 ppm CO and 0.5-7.5% O₂ (redox ratios of 2-30) at 600°C and a space velocity of 30 000 h⁻¹.
Figure 4. NO reduction activity of nanocrystalline oxide catalysts.

Figure 5. Activity of nanocrystalline oxide catalysts for oxidation of CO or CH₄.
Clearly, oxygen has an inhibitory effect on the NO reduction activity, while it enhances the oxidation activity of the yttrium oxide catalyst. The lowered NO reduction activity is due to the increased competition between NO and O$_2$ for reaction with the reducing agent, CH$_4$. As the partial pressure of oxygen in the exhaust increases, a larger proportion of the CH$_4$ reacts nonselectively with O$_2$ to produce CO$_2$ and H$_2$O, and a smaller fraction of the CH$_4$ reacts with NO through a pathway that ultimately produces N$_2$. However, even at a redox ratio of 30, substantial NOx reduction is achieved with the nanocrystalline Y$_2$O$_3$ catalyst.

At temperatures below 700°C or redox ratios below 10, significant amounts of CH$_4$ and CO remain unconverted after passing through the Y$_2$O$_3$ catalyst bed. Barium hexaaluminate coated with manganese oxide was added to the catalyst system in order to fully oxidize these unwanted exhaust components. The key to improving oxidation capacity without significantly affecting the reduction activity was to place the additional oxidation catalyst downstream of the nanocrystalline Y$_2$O$_3$ catalyst. Through this configuration, the concentration of reducing agents was maximized throughout the Y$_2$O$_3$ catalyst bed to promote the reduction of NOx to N$_2$. Any unreacted CH$_4$ or CO exiting the Y$_2$O$_3$ catalyst bed was then oxidized downstream over the MnO$_2$/BHA catalyst bed.

By employing a catalyst system containing 75% Y$_2$O$_3$ and 25% MnO$_2$/BHA by volume, CO conversion was increased from 95% to 100%, while CH$_4$ conversion
was increased from 83% to 92% at 600°C and a redox ratio of 5. The NOx reduction activity of the system under these conditions was only lowered slightly from 31% to 26%. The same system was used to remediate a gas stream containing 5000 ppm NO, 5000 ppm CO, 5000 ppm CH₄ and 1.67% O₂ (redox ratio = 1.34) at a space velocity of 30 000 h⁻¹ (Figure 7). At these conditions, the NOx reduction activity was essentially unchanged, while the CH₄ and CO conversions were significantly enhanced. The MnO2/BHA component of the catalyst system was particularly helpful towards improving CO oxidation at low temperatures.

![Graph](image)

**Figure 7.** Catalytic activity of (i) the nanocrystalline Y₂O₃ system and (ii) the nanocrystalline Y₂O₃ + MnO2/BHA system for CO oxidation, CH₄ oxidation and NO reduction.

The successful implementation of a new catalyst for automotive applications requires that the catalytic converter remains active for an exceptionally long time period. The presence of water vapor in the exhaust gas is a major source of problems for many materials that are possible alternatives to the existing three-way catalyst. Steam may induce lattice dealumination and irreversible deactivation in many zeolitic systems at temperatures ranging from 500 to 800°C [8,14]. The catalytic activity of nanocrystalline yttrium oxide was examined in the presence of 1000 ppm NO, 1000 ppm CH₄, 1000 ppm CO, 1.25% O₂ and 3.5% water vapor to characterize the hydrothermal stability of this catalyst. At 650°C, a decrease in NO conversion to N₂ from 25 to 20% was observed upon addition of water vapor to the reactant stream for 12 hours. However, upon removal of the water vapor from the feed stream, the initial
NO reduction activity (25% conversion) was fully restored. Furthermore, no loss of surface area from steaming of the catalyst was observed under these conditions.

The practical application of this multifunctional catalyst system requires that the active catalyst be dispersed on a mechanically and thermally stable support. A ceramic monolith was selected for this purpose because of the high-temperature stability needed for this system. Specifically, a magnesia-stabilized zirconia monolith was employed because it has similar thermal expansion coefficient and crystal structure as yttrium oxide, and will not react with yttrium oxide to form inactive phases. The catalytic activity of the Y₂O₃-coated reticulated monolith in the presence of 5000 ppm NO, 5000 ppm CH₄, 5000 ppm CO and 1.67% O₂ at a space velocity of 6000 h⁻¹ is presented in Figure 8. The activity of 11 wt% Y₂O₃-coated monolith is lower than that of the unsupported Y₂O₃ powder catalyst, with complete oxidation of CO and CH₄ requiring temperatures of ~800°C in the former. Improvements in catalytic activity can be realized by an increased loading of the active Y₂O₃ nanocrystals onto the ceramic monolith.

![Diagram](image_url)

*Figure 8.* Catalytic activity of 11 wt% Y₂O₃-coated magnesia-stabilized zirconia monolith.
Conclusions

We have found that nanocrystalline yttrium oxide, samarium oxide and magnesium oxide are promising catalysts for the remediation of exhaust streams from lean-burn natural gas engines. 95% conversion of CO, 83% conversion of CH₄ and 31% conversion of NO to N₂ can be achieved by nanocrystalline Y₂O₃ at a redox ratio of 5 at 600°C. Introduction of an additional oxidation catalyst (MnO₂/BHA) downstream of the nanocrystalline Y₂O₃ catalyst significantly improves the oxidation capability of the catalytic system with only a slight decrease in NOₓ reduction capability. These nanocrystalline oxide catalysts are thermally stable to at least 900°C, allowing for application in close-coupled exhaust systems. They can be easily applied onto dense ceramic monoliths as nanostructured coatings for practical applications.
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POLYMER-LAYERED SILICATE NANOCOMPOSITES: 
EMERGING SCIENTIFIC AND COMMERCIAL OPPORTUNITIES

Emmanuel P. Giannelis
Department of Materials Science and Engineering
Cornell University, Ithaca, NY 14853, USA

ABSTRACT: Polymer nanocomposites represent a radical alternative to conventionally (macroscopically) filled polymers. Because of their nanometer-size dispersion the nanocomposites exhibit markedly improved properties when compared to the pure polymers or conventional composites. These include increased modulus and strength, outstanding barrier properties, increased solvent and heat resistance and decreased flammability. In this paper the physical and mechanical properties of nanocomposites are reviewed and discussed in terms of their static and dynamic properties.

1. Introduction

Polymer nanocomposites represent a radical alternative to conventionally filled polymers. Because of their nanometer-size dispersion the nanocomposites exhibit markedly improved properties when compared to the pure polymers or conventional composites [1]. These include increased modulus and strength, decreased gas permeability, increased solvent and heat resistance and decreased flammability [2-11]. For example, a doubling of the tensile modulus and strength without sacrificing impact resistance is achieved for nylon-layered silicate nanocomposites containing as little as 2 vol.% inorganics. In addition, the heat distortion temperature of the nanocomposites increases by up to 100 °C extending the use of the composite to higher temperature environments, such as automotive under-the-hood parts. Furthermore, the heat release rate in the nanocomposites is reduced by up to 63 % at heat fluxes of 50 kW/m² without an increase in the CO and soot produced during combustion. Applications include low-cost alternatives of high performance composites, food packaging, microelectronics and biotechnology.

2. Synthesis of Nanocomposites

Melt intercalation of high polymers is a powerful new approach to synthesize polymer-layered silicate nanocomposites [12]. This method is quite general and is broadly applicable to a range of commodity polymers from essentially non-polar polystyrene, to weakly polar poly(ethylene terephthalate) to strongly polar nylon. The nanocomposites are, thus, processable using current technologies and easily scaled to manufacturing quantities.
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In general, two types of hybrids are possible: *intercalated*, in which a single, extended polymer chain is intercalated between the silicate layers resulting in well ordered polymer/inorganic multilayers, and *dispersed* or *disordered*, in which the silicate layers (1 nm thick) are exfoliated and dispersed in a continuous polymer matrix (Fig 1).

The silicates used belong to the general family of so-called 2:1 layered silicates. Their crystal structure consists of layers made up of two silica tetrahedra fused to an edge-shared octahedral sheet of either alumina or magnesia. Stacking of the layers leads to a regular van der Waals gap between the layers called the interlayer or gallery. Isomorphic substitution within the layers generates negative charges that are normally counterbalanced by cations residing in the interlayer.

![Figure 1. Schematic of composite structures obtained using layered silicates. The rectangular bars represent the silicate layers. (a) single polymer layers intercalated in the silicate galleries (intercalated), (b) composites obtained by delamination of the silicate particles and Pristine layered silicates usually contain hydrated Na⁺ or K⁺ ions. Ion exchange reactions with cationic surfactants including primary, tertiary and quaternary ammonium ions render the normally hydrophilic silicate surface organophilic, which makes intercalation of many engineering polymers possible. The role of the alkyl ammonium cations in the organosilicates is to lower the surface energy of the inorganic and improve the wettability characteristics with the polymer. Additionally, the alkyl ammonium cations can provide functional groups that can react with the polymer or initiate a polymerization of monomers to improve the strength of the interface between the inorganic and the polymer.

Similarly to polymer blends any mixture of polymer and layered silicate does not necessarily lead to a nanocomposite [13]. In most cases the incompatibility of the hydrophobic polymer and the hydrophilic silicate leads to phase separation resulting in macroscopically filled systems. In contrast, by using surface modified silicates as noted earlier one can fine tune their surface energy and render them miscible (or compatible) with different polymers. The approach is based on a chemical (rather than a mechanical) driving force, which leads to nanoscopic dispersion.

3. Structure and Dynamics of Polymer Nanocomposites

The combination of enhanced modulus, strength and toughness is a unique feature of the nanocomposites. In conventionally-filled polymer systems increases in modulus typically compromise toughness. Additionally, the decrease in barrier properties of the
nanocomposites cannot be explained only on the high aspect ratio afforded by the exfoliation of the inorganic nanolayers. Alternatively we suggest that the polymer chains at the interface adopt a different structure and exhibit very different dynamics compared to the chains in the bulk. Due to the nanodispersion a very large fraction of the polymer is at the interface (close to 60%) even for a few percent inorganic. As a result these nanoscopically “confined” polymer chains contribute significantly and to a large extend control the properties of the hybrid.

Even simple notions regarding the conformations of polymers confined in two dimensions are not yet fully understood. In three dimensions, it is well known that the individual molecules in long chain polymers overlap significantly. In two dimensions, it has been suggested that the different chains overlap only slightly. Therefore, the local and global conformations of polymers in the nanocomposites are expected to be dramatically different from those observed in the bulk, not only due to the confinement of the polymer chains but also due to specific polymer-inorganic surface interactions not normally present in the bulk.

From our current theoretical and experimental studies on nanocomposites a new and quite unexpected picture is emerging [14]. Despite the presence of the “confining” inorganic layers, intercalated polymer chains exhibit substantial segmental motion even at temperatures where the polymer is normally in the glassy state. Thus, in contrast to the bulk polymers where chain mobility slows precipitously around $T_g$, in the nanocomposites chain mobility persists well below the bulk $T_g$. This behavior is counterintuitive as “confinement” of the polymer chains within $\sim$2 nm is expected to increase their solid-like character and decrease their mobility.

We start with non-equilibrium dynamics present during polymer intercalation from the melt. The observation that polymer chains can undergo center of mass transport in essentially two dimensions is rather surprising because the unperturbed radius of gyration of the polymer is roughly an order of magnitude greater than the interlayer distance between the silicate layers. The ability of the polymer chains to undergo center of mass transport during intercalation is further evidence that the silicate layers do not completely restrict segmental motions, otherwise large-scale chain motion would not be possible.

Using X-ray diffraction (which monitors the angular shift and integrated intensity of the silicate reflections) we have studied the intercalation kinetics of polystyrene into organically modified silicates (Fig. 2) [15]. The effective diffusion coefficient, $D_{\text{eff}}$, is much faster than the tracer diffusion coefficient of the bulk polymer or the diffusion coefficient of the polymer in a thin film. This is because during intercalation polymer chains are moving down a concentration gradient, whereas in the other two cases polymer motion is entropic in origin. Furthermore, the diffusion coefficient exhibits an inverse dependence on molecular weight. Although the diffusion coefficient of polymers near surfaces has been predicted to have an inverse molecular weight dependence (and not scaled as $1/N^2$, $N$ is the chain length, characteristic of repetition) this represents the first experimental measurement of the diffusion of high molecular weight polymer melts in two dimensions.

As the length of the surfactant molecules increases from twelve to eighteen carbon atoms, C12 to C18, respectively, the effective diffusion coefficient increases. This is because increasing the length of the surfactant chains effectively reduces the interaction with the silicate surfaces and thus decreases the stickiness to the surface.
We now turn our attention to equilibrium dynamics for the polymer chains after they have been intercalated. Local dynamics of chains "confined" between the silicate layers were probed by spin-echo NMR. In a spin-echo experiment complete refocusing of the signal is expected as long as there is no change in resonance frequency before and after the second pulse. Large intensity losses therefore take place when large amplitude dynamics commence as for example those associated with the liquid state (i.e. above the glass transition temperature, Tg).

Figure 3 shows the results of the spin-echo experiment for polystyrene and polystyrene nanocomposites [16]. To follow the respective dynamics, polystyrene deuterated at the backbone, d3, and the ring, d5, was used. When d3 polystyrene is used, the intensity of the NMR signal (multiplied by temperature) remains constant in the glassy regime followed by a large decrease above Tg. This is expected as backbone dynamics are absent below Tg and commence at Tg. There is some mobility for the d5 polystyrene below Tg, since the rings can independently flip 180° but a substantial drop in intensity is found only above the Tg. In contrast, the nanocomposites show significant amount of mobility at least for part of the polymer even at temperatures well below the Tg. Additionally, there is no distinct change from solid-like to liquid-like behavior as in the bulk polymer.
Computer simulations offer an explanation for this behavior [15,16]. When confined between the inorganic surfaces the polymer chains order into discrete subnanometer layers (Fig. 4). This layering, clearly seen in the density profiles, imparts strong density inhomogeneity in the direction normal to the surface. The fast dynamics arise from areas of low-density or high free volume, which compensates for the confinement between the inorganic layers. Neutron scattering measurements support the above structure. The polymer chains adopt a 2D random-walk structure. Additionally, in contrast to the bulk polymer the intercalated chains do not show a single characteristic length.

4. Conclusions

Mass transport of polymer chains into the silicate layers is faster than the corresponding self-diffusion. Thus hybrid formation requires no additional processing time than currently required for conventional polymer processing techniques such as extrusion.

Despite the presence of the “confining” inorganic layers, intercalated polymer chains exhibit substantial segmental motion even at temperatures where the polymer is normally in the glassy state. Thus, in contrast to the bulk polymers where chain mobility slows precipitously around $T_g$, in the nanocomposites chain mobility persists well below the bulk $T_g$. This behavior is rationalized in terms of the new structure the polymer chains adopt at the interface. When confined between the inorganic surfaces the polymer chains order into discrete subnanometer layers. The fast dynamics arise from areas of low-density or high free volume, which compensates for the confinement between the inorganic layers. Neutron scattering measurements support the above structure.
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1. Introduction

Every year, the U. S. Navy spends many billions of dollars in the repair and maintenance of ships, aircraft and land-based vehicles. A significant portion of this money goes to the repair or replacement of worn or eroded components such as shafts, seals, hydraulic cylinders and bearings. Because of continuing budget cuts over the last several years, it has become imperative for the Navy to find ways to reduce this maintenance burden. This need is complicated by the fact that many of the wear surfaces in question are chrome plated, which, due to increasingly stringent environmental regulations, must now be replaced by some other coating technology. As a result, the Office of Naval Research has instituted an initiative to develop and implement new coating technology that takes advantage of the outstanding properties of newly emerging nanostructured materials. Moreover, the coatings are fabricated by thermal spray processing, a mature and widely available technique, and one that is already used for refurbishing worn or otherwise damaged ship and aircraft components. The objective of the program is to establish a coatings capability which can reduce life cycle cost of navy assets either by extending the service life of components or making possible the repair, rather than replacement, of the component. The extraordinary properties of these materials make both strategies possible.

2. Thermal Spray Processing

Generally speaking, thermal spray consists of the heating and accelerating of solid particles by injecting them into a hot gas stream, then impacting them onto a substrate to form a coating. There are a wide variety of techniques for carrying this out. The heated gas stream can be produced by a DC arc (plasma arc spraying), by combustion of a fuel such as kerosene (high velocity oxygen fuel, or HVOF), or even simple heating of compressed air (cold dynamic gas spray, or CDGS). Each method has a characteristic range of gas velocities and temperatures. For example, plasma arc spray can produce extremely high temperature (in excess of 10,000 °C) but velocities below 1,000 ft/sec. On the other hand, HVOF produces much higher velocities, but temperatures in the 2,000 –
3,000 °C range. CDGS can produce up to Mach 4 gas velocities, but at a temperature of only about 300 °C. The choice of method depends on the material to be sprayed, the substrate, and the required quality of the coating (adhesion, porosity, etc.).

Thermal spray of nanostructured materials presents challenges not usually present when spraying conventional materials. For example, the ideal size and morphology of a particle for thermal spray is a 15–30 μm dense spherical particle. Nanostructured ceramic powder is most frequently produced in the form of individual nanoscale particles. Such particles cannot easily be fed into an thermal spray system. Moreover, it is very difficult to entrain such particles or to bring about impact on a substrate. Such particles must be agglomerated into larger, “snowball” like structures, which can be injected into and carried by the gas stream. Another important class of nanostructured materials, cemented carbides (or cermets), is produced in the form of fragile, hollow shells. Beside the low density, such shells break apart in storage and handling, resulting in fine particles that clog the powder feeders. For these materials, it is necessary to either modify the production process to create dense spheres, or to re-agglomerate the material into a more favorable structure. Another issue when spraying nanostructured materials is the degree to which the particles melt. There are two ways to form a nanoscale microstructure in a thermal sprayed coating. Either the individual particles (or one or more phases within the particle) remain solid during the spray process (since melting destroys the nanoscale nature of the material), or a nanoscale structure is recovered during solidification at the substrate. In thermal spray of conventional materials, particles are almost always allowed to melt. Finally, the extremely high surface area of nanostructured materials can lead to excessive surface reactivity which, in turn, can degrade coating quality.

3. **Program Summary**

Studies have been carried out in three general areas: cermet, ceramics, and metals.

3.1 **CERMETS**

Two classes of cermets were investigated, WC-Co and Cr₃C₂-NiCr. WC-Co was manufactured in the form of hollow shells by Nanodyne with nominal compositions of 8, 12, and 15% Co. Initially, the shells were too fragile for use as thermal spray feed stock due to the presence of very fine particles (which clogged powder feeders). Three approaches were taken to solve this problem. The first involved the milling of the Nanodyne material to form micron sized particles followed by dispersal in a binder and spray drying. Further processing by a heat treatment can also be applied. Several companies are capable of this kind of processing. Under the ONR program, this work was carried out by InfraMat. A second approach was to modify the parameters of the spray conversion process used by Nanodyne to manufacture the original hollow shells in order to produce shells with much thicker walls. This has been done successfully by Nanodyne, which can now produce nearly solid spheres. The third approach was to fabricate a cored wire consisting of a WC-Co core wrapped in a thin metal sheath. Thermal spray was
carried out by twin wire arc spray. Sprayable nanostructured Cr$_4$C$_3$-NiCr powder was fabricated by attritor milling of conventional powder followed by dispersal in a binder. In this case, rather than spray drying, the binder was allowed to harden. The resulting material was then ground to form a sprayable powder.

A very large number of cermet coatings were fabricated by several thermal spray techniques. Most were done by HVOF, with some coatings produced by plasma spray and twin wire arc. In all cases, the adhesion was outstanding, typically a factor of two better than conventional coatings of similar composition. It was also found that residual stress was very low, resulting in a capability for producing very thick coatings. In a conventional coating, stress buildup limits coating thickness to typically 500 – 800μm. Nanostructured coatings were made up to 0.65 cm thick and could probably be made with arbitrary thickness. It was also found that the WC-15%Co coatings were remarkably tough and could be struck hard with a hammer without cracking or spalling. The hardness and wear resistance of the coatings varied widely depending on spray techniques and parameters used. Moreover, wear resistance did not correlate to hardness. Studies show that, while bulk sintered nanostructured WC-Co is much more wear resistant than the conventional analogue, the wear resistance of the nanostructured coatings is limited by the quality of the splat boundaries and that coating quality is not yet high enough to allow the nanostructured nature of the material come into play. Development efforts are continuing. Wear data on Cr$_4$C$_3$-NiCr is not yet available. However, the hardness of the nanostructured coatings is somewhat higher that that of the conventional coating.

3.2 CERAMICS

Two types of ceramic coatings were considered: hard coatings and thermal barrier coatings. The composition for the hard coatings was Al$_2$O$_3$ – 18%TiO$_2$ while that of the thermal barrier coating was YSZ (7% yttria stabilized zirconia). Sprayable powder was produced by reagglomerating individual nanoscale particles which were dispersed in a binder and spray dried, followed either by calcining or plasma densification. The resulting powders consisted of round dense particles of a size and flowability ideal for thermal spray powder feeders. Coatings were fabricated by plasma spray. Examination of the microstructure showed that partial melting had occurred and that the coatings consisted of a mixed nano/micro-scale structure. The nanoscale component varied from zero to over 60%. In the case of the hard coatings, adding proprietary dopants could increase the percentage of retained nanostructured material. The wear resistance of the hard coatings was found to be superior to that of the conventional material, being four times better in the best samples. The wear resistance correlated strongly with retained nanostructure. Adhesion was found to be much higher for the nanostructured coatings (more than twice the conventional value). It was observed that toughness was much higher, but quantitative measure of this has not yet been accomplished. It was also observed that post deposition grinding and polishing of the nanostructured coatings could be accomplished in about half the usual time and a much better final surface smoothness could be achieved.
In a recent effort, InfraMat has succeeded in fabricating oxide ceramic coatings by injecting an aqueous solution of salts directly into a plasma flame, thus carrying out particle synthesis and deposition in the same operation. The resulting coatings were remarkably smooth, and porosity could be controlled by controlling process parameters. The mechanical and thermal properties of the coatings are now being characterized at InfraMat and at UCONN. NEI and A&A company have also succeeded in producing coatings using a liquid, in this case using metal-organic precursors.

3.3 METALS

Sprayable powders of reasonably ductile alloys and metal matrix composites can most easily be obtained by attritor milling of conventional metal powders, which produces relatively large metal particles which exhibit a grain size typically 20 – 40 nm. However, these powders will almost certainly melt during deposition using most thermal spray techniques (an exception is CDGS). The nanoscale structure can be recovered upon solidification provided the material is rich in nucleation sites and solidification is rapid. These nucleation sites can be obtained by performing the milling under liquid nitrogen. This results in the creation of a fine dispersion of oxide/nitrde particles which tend to collect at grain boundaries. Studies have been carried out on thermal spray of aluminum (with and without addition of micron scale SiC particles) and on a Ni-based alloy, 718. In each case, nanostructured coatings were successfully fabricated either by plasma spray in an inert atmosphere (Al, Al/SiC) or HVOF (718). These coatings have not yet been characterized. However, preliminary data indicate that the hardness of such coatings is significantly higher than that found in conventional coatings with the same composition.

4. Recent Publications

Much of the work described above has not been published, partly because of insufficient time, and partly because some of it is being carried out in industrial laboratories where the details are considered to be proprietary. Some of the work is presented elsewhere in these proceedings. A list of recent publications is presented below. It is suggested that interested persons contact the performers directly to obtain information.
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5. Performers

The initiative is being carried out by a large group of performers representing industry, universities, and Navy R&D centers and repair facilities. A list is given in Table 1, along with point of contact (sometimes arbitrarily chosen) and e-mail address.

TABLE 1. Performers, points of contact and e-mail addresses of participants.

<table>
<thead>
<tr>
<th>Performer</th>
<th>Point of Contact</th>
<th>e-mail Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rutgers University</td>
<td>Bernard Kear</td>
<td><a href="mailto:Bkear@rci.rutgers.edu">Bkear@rci.rutgers.edu</a></td>
</tr>
<tr>
<td>University of Connecticut</td>
<td>Maurice Gell</td>
<td><a href="mailto:Mgiehl@mail.imsc.uci.edu">Mgiehl@mail.imsc.uci.edu</a></td>
</tr>
<tr>
<td>UC-Irvine</td>
<td>Enrico Lavernia</td>
<td><a href="mailto:Lavernia@uci.edu">Lavernia@uci.edu</a></td>
</tr>
<tr>
<td>SUNY Stony Brook</td>
<td>Sanjay Sampath</td>
<td><a href="mailto:Ssampath@ms.cc.sunysb.edu">Ssampath@ms.cc.sunysb.edu</a></td>
</tr>
<tr>
<td>Stevens Inst. Of Technology</td>
<td>Traugott Fischer</td>
<td><a href="mailto:Tfscher@stevens-tech.edu">Tfscher@stevens-tech.edu</a></td>
</tr>
<tr>
<td>Oregon Graduate Institute</td>
<td>David Attridge</td>
<td><a href="mailto:Aridges@moe.opt.us">Aridges@moe.opt.us</a></td>
</tr>
<tr>
<td>Nanodyne Inc</td>
<td>Purnesh Seegopaul</td>
<td><a href="mailto:Pseegopaul@aol.com">Pseegopaul@aol.com</a></td>
</tr>
<tr>
<td>Inframat Materials Inc.</td>
<td>Peter Strutt</td>
<td><a href="mailto:Inframat@aol.com">Inframat@aol.com</a></td>
</tr>
<tr>
<td>A&amp;A Company</td>
<td>Stewart Brunhouse</td>
<td><a href="mailto:Info@aacoins.com">Info@aacoins.com</a></td>
</tr>
<tr>
<td>PyroGenesis</td>
<td>George Kim</td>
<td><a href="mailto:Perma@citernet.net">Perma@citernet.net</a></td>
</tr>
<tr>
<td>Praxair</td>
<td>Robert Hilgenberg</td>
<td><a href="mailto:Rhilgenb@ptsi.praxair.com">Rhilgenb@ptsi.praxair.com</a></td>
</tr>
<tr>
<td>Sermatech</td>
<td>David Bucci</td>
<td><a href="mailto:Dhucci@sermatech.com">Dhucci@sermatech.com</a></td>
</tr>
<tr>
<td>nanopowder Enterprises, Inc.</td>
<td>Ganesh SKandan</td>
<td><a href="mailto:Skandan@aol.com">Skandan@aol.com</a></td>
</tr>
<tr>
<td>Puget Sound Naval Shipyard</td>
<td>Nick Pizzi</td>
<td><a href="mailto:Eutizzz@psns.navy.mil">Eutizzz@psns.navy.mil</a></td>
</tr>
<tr>
<td>Naval Surface Weapons Center</td>
<td>Ken Scandell</td>
<td><a href="mailto:Scandell@newc975.com">Scandell@newc975.com</a></td>
</tr>
<tr>
<td>Naval Research Laboratory</td>
<td>K. Sadananda</td>
<td><a href="mailto:Sadananda@anvil.nrl.navy.mil">Sadananda@anvil.nrl.navy.mil</a></td>
</tr>
</tbody>
</table>
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