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Introduction

The Tenth International Conference on Nonresonant Laser-Matter Interaction (NLMI-10) was held in St. Petersburg (Pushkin) on 21–23 August 2000. Together with the previous International Conference NLMI-9, which was held at the same location in 1996, this jubilee conference carries on at the international level the traditions of the former All-Union conferences on Nonresonant Interaction of Optical Radiation with Matter, which had been held every three years since 1969 in Leningrad. These forums brought together more than 500 participants and always distinguished themselves by their high scientific level, were quite popular in the scientific community of the former USSR, and were well known abroad. They were organized in parallel with the well-known annual Boulder Damage symposia in the U.S. These forums have remarkably complemented each other for the last 30 years. The Eighth All-Union Conference on Nonresonant Interaction of Optical Radiation with Matter (1990) and all the following NLMI conferences were supported by SPIE and its Russia Chapter, including publication of the conferences proceedings in English (Proceedings of SPIE Vols. 1440 and 3093).

More than 100 scientists from 15 countries participated in the NLMI-10 conference. It covered various traditional aspects of the physics of laser heating and destruction of materials, optical damage, laser-induced thermal- and photochemical processes, (including ones at the surface), instabilities, and self-organization during laser-matter interaction. The conference also considered state-of-the-art of experimental and theoretical investigations of the ultrafast processes induced by ultrashort laser pulses in transparent and absorbing condensed media.

The most interest was evoked by the contributions of the leading scientists in laser ablation, especially with short and ultrashort laser pulses. Participants were particularly interested in presentations devoted to the investigation of fundamental mechanisms of laser damage in highly transparent dielectrics, including coupled effects of nonlinear optics and high-power optics.

As it was four years ago, the conference was organized jointly with the Ninth International Conference on Laser-Assisted Microtechnology (LAM-2000), as part of the Second International Symposium on Intensive Laser Actions and their Applications. This combination has proven successful and has allowed us to discuss both fundamental and application problems of laser-matter interaction. It has been decided to hold the next NLMI conference jointly with the LAM conference in St. Petersburg in 2003.

Organization of the conference during such a difficult time for Russian science would have been impossible without financial support from Russian and foreign sponsors. We are grateful to the Russian Foundation for Basic Research for its great support, which allowed many Russian scientists to attend the conference. We are grateful to the Russian Ministry of Education, SPIE and its Russia Chapter, and the European Optical Society (EOS) for their help in the preparation and publication of the conference materials and proceedings. We also thank the U.S. Air Force European Office of Aerospace Research and Development for its contribution to the success of the conference.

Mikhail N. Libenson
Non-equilibrium heating and cooling of metals under action of super-short laser pulse

Mikhail N. Libenson

State Research Center “S.I.Vavilov State Optical Institute”

Birzhevaya Liniya 12, St.Petersburg, 199034 Russia

ABSTRACT
It is considered photo-excitation, non-equilibrium heating and thermal after-action induced by super-short laser pulses interacting with metals. It is shown that classical model of thermal laser-induced destruction of metals should be corrected in the case when pulse duration is much less than characteristic time of energy transfer from electrons to the lattice. In particular, possible important role of laser-induced electric-physical processes should be taken into account.

Key words: photo-excitation, non-equilibrium heating, thermalization, laser-induced destruction.

1. INTRODUCTION
Increased attention to laser physics and laser technology connected with femtosecond laser pulses has excited interest to investigation of regulations of action of femtosecond laser pulses on condensed materials. Significant difference of laser action in the case of femtosecond pulses from the case of longer pulses is connected with that pulse duration $\tau_p$ is smaller (often much smaller) than characteristic time $\tau$ of energy transfer from absorbed laser quantum to heat. That means that only intensive photo-excitation of electron sub-system takes place within pulse duration.

This paper is devoted to consideration of non-equilibrium photo-excitation and thermal after-action of super-short laser pulses ($\tau_p << \tau$). Some unusual regularities of those processes are considered for particular case of laser interaction with a metal. Obtained results allow to estimate boundaries of applicability range of well-known two-temperature model of metal heating and damage by short laser pulses$^{1,2}$. Attention is also paid to possible important role of laser-induced electro-physical processes in laser destruction of metals.

2. PHOTO-EXCITATION AND THERMALIZATION OF NON-EQUILIBRIUM ELECTRONS
Absorption of laser quanta by free electrons in metal results in growth of kinetic energy of the electrons and transition of their energy distribution from equilibrium one to non-equilibrium one. That well-known feature determines interaction of laser radiation with metals in wide spectral range where there are no inter-band laser-induced transitions. That feature is also a non-evident base for two-temperature model of metal heating by short laser pulses. Together with that it is often assumed that energy thermalization within sub-system of non-equilibrium electrons is so fast that it allows introducing of local electron temperature $T_e(x,t)$ depending on space coordinates and time right from the beginning of absorption of laser radiation. In fact, energy thermalization takes certain time that depends on frequency of electron-electron collision $\nu_{ee}$. Classical value of the frequency is given by expression

$$\nu_{ee}^{cl} = \nu_0 \left( \frac{k_0 T_e}{\varepsilon_F} \right)^2 .$$

Correct consideration$^3$ shows that real value of collision frequency depends on quantum energy $h\omega$ together with dependence on electron temperature:

---

$^1$ Phone: (812) 328-0231, e-mail: mlibenson@mail.ru
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\[ \nu_{ee} = \nu_{ee}^c T_e \left[ 1 + \left( \frac{\hbar \omega}{2 \pi k_0 T_e} \right)^2 \right]. \]  

(2)

Here \( \nu_0 \) is certain constant, \( k_0 \) is Boltzmann’s constant, \( \varepsilon_F \) is Fermi energy. Simple calculation shows that value of \( \nu_{ee} \) is at least 10-30 times more than classical value ~ \( 10^{12} \) s\(^{-1}\) given by (1) for room temperature in the case when laser quantum is more than 1 eV.

Strictly speaking, analysis of dynamical processes should be based on solution to kinetic equation for time-dependent energy-distribution function for electrons subjected to action of laser radiation. Field distribution for those calculations should be obtained in the approximation of weakly anomalous skin-effect because in case of super short laser pulses contribution of surface absorption \( (A_s) \) can dominate contribution of bulk absorption \( (A_b) \). Bearing that in mind, we can say that obtaining of qualitative description and estimations can be based on diffusion approximation to considered problem. In the framework of that approximation non-equilibrium electrons (with no respect to their energy) are described by integral value of density \( n(x,t) \) that varies as a function of time and space (along x-axis for 1D geometry) due to absorption of laser radiation, diffusion and gradual energy thermalization resulting from electron-electron collisions:

\[ \frac{\partial n}{\partial t} - D \frac{\partial^2 n}{\partial x^2} = J \frac{\varepsilon}{\delta} \exp \left( -\frac{x}{\delta} \right) - \frac{n}{\tau_{ee}}. \]  

(3)

Here \( D \approx 100 \text{ cm}^2 \text{ s}^{-1} \) is diffusion constant for electrons in the metal, \( \delta \) is radiation penetration depth determined only by plasma frequency of free electrons \( \omega_0 \), in the approximation of weak anomalous skin-effect: \( \delta = c_0/\omega_0 \), \( c_0 \) is light speed in vacuum, \( J \) is intensity of flux of absorbed laser photons connected with intensity of incident radiation \( q_0 \), absorption coefficient of the metal \( A \) and photon energy by the following relation:

\[ J = J_0 A = \frac{q_0 A}{\hbar \omega}. \]  

(4)

What about value \( \langle \tau_{ee} \rangle \) (characteristic time of electron-electron collisions averaged over electron energy) – it can be estimated from relation (2) in the first approximation as follows: \( \langle \tau_{ee} \rangle \approx 1/\nu_{ee} \).

According to results from theory of skin-effect, there are satisfied the following conditions in considered frequency range \( \gamma \leq \omega_p \frac{v_F}{c_0} \leq \omega_0 \ll \omega_p \) (see, for example, (5))

\[ A = A_Y + A_S = \frac{2\gamma}{\omega_p} + \frac{3}{4} \frac{v_F}{c_0}, \]  

(5)

where \( \gamma \) is full frequency of electron collisions, \( 0 \leq p \leq 1 \) is coefficient of diffusion electron scattering at metal surface, \( v_Y \) is Fermi speed of electrons. It is well known that main additive contribution into \( \gamma \) results from electron-electron (\( \nu_{ee} \)) and electron-phonon or electron-ion (\( \nu_{ed} \)) collisions as well as from electron scattering by defects and impurities (\( \nu_{ed} \)).

\[ \gamma = \nu_{ee}(T_e) + \nu_{ed}(T) + \nu_{ed}. \]  

(6)

Efficiency of the collisions depends on electron \( T_e \) and lattice \( T \) temperatures.

Bearing in mind presented above consideration, value of \( A \) in (4) should be set to be equal to \( A_S \), while contribution of surface absorption should be included into boundary condition for the problem:

\[ -\frac{\partial n}{\partial x}(0,t) = J_0 A_S - j_e, \]  

(7)

where \( j_e \) is “leakage” of electrons connected with external electron emission from metal surface. Coupling of (7) with zero initial condition and condition of solution bounded in bulk metal at large distance from metal surface allows to find space distribution of electron concentration \( n(x,t) \). Assuming \( J_0 = \text{const} \), one can obtain that \( n(x,t) \) grows monotonously in time till it reaches stable distribution with constant value \( n(x,\omega) = n(x) \). That constant value is reached really at time \( t > 3/\nu_{ee} \approx 10^{-14} - 10^{-13} \text{ s} \). Space distribution \( n(x) \) of that steady electron density depends on value of emission current from metal surface. In particular, it can be a curve with maximum of \( n \) beneath the metal surface. In the case, when electron emission current from metal surface can be neglected because of any reason, space distribution of electron density is described by function \( n(x) \) monotonously decreasing with increasing of coordinate \( x \). Then maximum value of density of non-equilibrium electrons \( n_0 \) is reached at metal surface and is given by the following expression:
\[ n_0 = J_0 A_v \frac{\tau_{ee}}{\delta + \sqrt{D \tau_{ee}}} + J_0 A_s \sqrt{\frac{\tau_{ee}}{D}}. \]  

(8)

For example, for \( J_0 = 2 \times 10^{10} \text{ cm}^{-2} \text{s}^{-1} \) (\( q_0 \sim 10^{11} \text{ W cm}^{-2} \) for Nd:YAG laser), \( A_v = 5 A_s, A_s = 0.01, \tau_{ee} = 10 \text{ fs}, \delta = 0.01 \mu\text{m}, D = 100 \text{ cm}^2 \text{s}^{-1} \) one obtains from (8) the following value of electron concentration: \( n_0 \sim 7 \times 10^{20} \text{ cm}^{-3} \). Such large density of non-equilibrium electrons points at that high level of photo-excitation of the metal can be easily reached at laser intensity typical of femtosecond laser-matter interaction. At the same time, it points at possibility of significant increasing of electronic pressure in irradiated metal.

Thermalization of energy of non-equilibrium electrons results also in gradual growth of electron temperature in time during action of laser pulse while crystal lattice stays practically cold if \( t_p << \tau \). In the case of 1D geometry, heat conductivity equations for electron and phonon systems, coupled with equation (3), can be written in the following form with taking into account well-known simplifications\(^1\),\(^2\):

\[ c_e \frac{\partial T_e}{\partial t} - \frac{\partial}{\partial x} \left[ k_e \frac{\partial T_e}{\partial x} \right] < \frac{\hbar \omega}{\tau_{ee}} - g(T_e - T) \]  

(9)

\[ \frac{\partial T}{\partial t} = \frac{T_e - T}{\tau} \, , \, \tau = \frac{c_i}{g} \]  

(10)

There are denoted specific heats of electron and phonon systems of the metal as \( c_e \) and \( c_i \), correspondingly, electron thermal conductivity as \( k_e \), electron-phonon coupling constant is denoted as \( g \) (it determines rate of energy transfer from electron system to the lattice and value of characteristic time \( \tau \)).

Equations (3), (9) and (10) coupled with corresponding initial and boundary conditions allow more rigorous consideration of regularities of metal heating by laser super-short laser pulse and specific features of energy “accumulation” in the metal required for subsequent destruction (for example, evaporation) of the metal. It is obvious, that such energy “accumulation” during pulse action can take place only within electron sub-system of the metal (of semiconductor). Leaving detailed analysis of the whole problem (it will be done in other paper), we should point at important feature: if pulse duration satisfies condition \( t_p >> \tau_{ee} \), then laser excitation of electron sub-system becomes mainly thermal, and its adequate description can be based on well-known approximation of electron thermal conductivity. Really, tending of \( \tau_{ee} \) and \( D \) to zero results in merging of equations (3) and (9) into one thermal conductivity equation that takes the following form:

\[ c_e (T_e) \frac{\partial T_e}{\partial t} - \frac{\partial}{\partial x} \left[ k_e (T_e, T) \frac{\partial T_e}{\partial x} \right] = \frac{q_0 A}{\delta} \exp \left( -\frac{x}{\delta} \right) - g(T_e - T). \]  

(11)

Together with (10), equation (11) corresponds to two-temperature model of laser heating of a metal\(^1\),\(^2\). In the case of pulse duration below 1 ps (\( t_p < 1 \text{ ps} \)) energy transfer to the lattice can be neglected. Then electron sub-system can be considered as thermally isolated.

Starting with paper\(^1\), solution to equation (11) has been analyzed many times (often it is considered as coupled with equation (10)). One of the most detailed analyses of equation (11) can be found in one of recent papers\(^2\) where solution to (11) is considered with taking into account temperature dependence of \( c_e (T_e) \) and \( k_e (T_e, T) \) Each dependence is linear function of \( T_e \) for the case when \( T_e < c_i / k_0 \) and \( T_e >> T = \text{const} \). Below there are presented two variants of analytical solution to (11) for the case of laser heating of thermally isolated electron sub-system at constant laser intensity \( q_0 A = \text{const} \) (see also\(^4\)). The formulae below present electron temperature \( T_e \) at metal surface:

\[ f = \frac{2 q_0 A \delta}{k_e T_e^0} \left[ 2 a_0 \sqrt{\frac{a_0}{\delta}} + \exp \left( \frac{a_0}{\delta^2} \right) \Phi \left( \frac{\sqrt{a_0}}{\sigma} \right) - 1 \right]. \]  

(12)

where

\[ f = \left( \frac{T_e^0}{T_e} \right)^2 - 1, \text{ for } T_e < \frac{c_e T_0}{2 k_0}, \]  

(13–a)

\[ f = \left( \frac{T_e^0}{T_e} \right)^2 - 1, \text{ for constant values of } a_e, c_e, k_e, \]  

(13–b)
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where $a_e$, $k_e$ are respectively “high-frequency” temperature conductivity and thermal conductivity of electron gas at initial (room) temperature $T_e^0$, $\Phi^*(\xi)$ is complementary error function. Temperature dependence of thermo-kinetic constants was not taken into account when obtaining (13-b). It does not result in rough errors as it was shown. Heat deposition in metal can be treated formally as pure surface effect for optical spectrum range starting with pulse duration $t > 10^{-13}$ s, when depth of skin layer is $\delta < (a_e t)^{1/2}$. Then, for $T_{e0} << T_e^0$ one can derive from (13-a, b) correspondingly the following asymptotic relations:

\[
T_{e0} \approx \left[ \frac{2 q_0 A t}{c_e (T_e^0)} \delta \right]^{1/2} \sim t^{1/2}, \quad t << \delta^2 / a_e^*, T_{e0} < \frac{e^F}{2 k_0},
\]

(14-a)

\[
T_{e0} \approx \frac{4 q_0 A \sqrt{a_e t}}{\sqrt{\pi k_e}} T_e^0 \sim t^{1/4}, \quad t >> \delta^2 / a_e^*, T_{e0} < \frac{e^F}{2 k_0},
\]

(15-a)

\[
T_{e0} \approx \frac{q_0 A t}{c_e \delta} \sim t, \quad t << \delta^2 / a_e^*,
\]

(14-b)

\[
T_{e0} \approx \frac{2 q_0 A \sqrt{a_e t}}{\sqrt{\pi k_e^*}} \sim t^{1/2}, \quad t >> \delta^2 / a_e^*,
\]

(15-b)

where $c_e = c_e^*$, $k_e = k_e^*$, $a_e = a_e^*$ are constants.

Variations of lattice temperature $T$ can be described by simple relaxation equation (10) in the case when lattice thermal conductivity is much smaller than that of electron sub-system. Then space distribution of $T(x,t)$ corresponds to space distribution of electron temperature $T_e(x,t)$ and relation between them can be derived in the following form in the most general case:

\[
T(x,t) = \frac{1}{\tau} \exp \left[ -\frac{t}{\tau} \int_0^t T_e(x,t) e^{-\frac{t}{\tau}} dt \right].
\]

(16)

There are several simplified expressions for variations of lattice temperature (16) corresponding to certain particular cases. To come to particular case, the consideration below is limited by analysis of surface temperature $T(0,t) = T_0(t)$. For example, one can derive the following relation from (16) for early moments $t << \tau$:

\[
T_0(t) = \frac{1}{\tau} \int_0^t T_{e0}(t) dt.
\]

(17)

If electron temperature grows according to sub-linear or linear dependence (as it follows from relations (14) and (15), for example) within considered time interval $t > 0$ at the stage of laser-induced heating

\[
T_{e0}(t) = \mu t^\nu
\]

(18)

where $\mu$ and $0 \leq \nu \leq 1$ are parameters. Then it follows from (18) that by the end of laser pulse $(t = t_p)$ electron temperature reaches the following value:

\[
T_{e0}^h(t_p) = \frac{t_p}{(\nu + 1)} T_{e0}(t_p), \quad T_{e0}^h(t_p) = \mu t_p^\nu.
\]

(19)

Here and below there is introduced superscript "h" at symbol $T$ denoting temperature at the stage of laser-induced heating of the metal in order to distinguish that stage and the stage of laser after-action. It is absolutely clear from (19) that lattice temperature is 100-200 times smaller than electron temperature by the end of laser pulse for typical values of pulse duration $t_p$, $\sim 0.1$ ps and characteristic time of electron-phonon relaxation $\tau \sim 10$ ps. That means that significant thermal effect of laser
action in lattice should be expected after the end of laser pulse. Otherwise, heating of metal surface up to temperature of \( T_0^h(t_p) \sim 1000 \text{ K} \) requires overheating of electron sub-system up to \( T_{e0}^h(t_p) \sim 100-200 \text{ kK} \).

### 3. THERMAL AFTER-ACTION OF LASER PULSE

Now the question is if it is possible growth of lattice temperature at metal surface after end of laser pulse. It may seem like the answer to this question is not difficult: heating after end of laser pulse (referred to as after-heating) is impossible if heat is deposited in metal lattice only during pulse action, and after-heating is possible if heat is deposited even after the end of laser pulse. In fact, there is more complicated but very certain condition determining principal change of character of laser after-action. That condition can be derived rigorously, if one limits consideration only within the case, when the only mechanism of heating (and cooling) is thermal conductivity and all material parameters stay constant with no dependence on temperature. The latter corresponds to linear problem of heat conductivity. Then, under action of “rectangular” laser pulse, after-heating of metal surface takes place within certain time interval after some decreasing of temperature after laser pulse is over if there is at least one point of inflection, on the curve describing metal heating (i.e., temperature growth in time) \(^3\).

Considering behavior of \( T_0(t) \) at large time after the end of laser pulse \( (t \gg t_p) \), one can derive the following relation from (16):

\[
T_0^c(t) = \frac{dT_0^h(t)}{dt} t_p, \quad T_{e0}^h(t) - T_0^h(t)
\]

Here and below superscript “c” point at that considered variations of temperature take place after end of “rectangular” laser pulse. It follows from (20) that the curve, describing metal cooling, has extreme if \( T_e^h = 0 \) at least at one point at the stage of laser heating. Substituting (16) into (20), one can obtain the following final result:

\[
T_0^c(t) = t_p \left[ \frac{T_{e0}^h(t) - T_0^h(t)}{t_e^0(t_e^0(t))} - \frac{t}{e^t} \right]
\]

where lattice temperature at the stage of after-action is expressed through electron temperature that could be reached by the end of time interval \( t \) during laser action. There is one particular, but very important case when electron temperature grows in time according to sub-linear dependence (18) with power \( v = 1/2 \) (see formula 15-b). In that case one can derive the following relation

\[
T_0^c(t) = \frac{e^{t/\tau}}{\tau^2} \int_0^t e^{x/\tau} \sqrt{t - x} \sqrt{\frac{t - x}{x}} \, dx
\]

where \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-\xi^2} \, d\xi \) is table function.

According to (22), lattice temperature at metal surface reaches maximum value for \( t = t_0 \approx 0.9 \tau \). The value is given by the following formula:

\[
T_{0\max}^c = 0.48 \left( \frac{t_p}{\tau} \right)\sqrt{T_{e0}^h(t_p)}
\]

Assuming \( \tau/t_p = 100 \) as it was done above, one comes to the following estimations:

\[
\frac{T_{0\max}^c}{T_{e0\max}^c} \approx 0.048 \quad \text{and} \quad \frac{T_{0\max}^c}{T_0^h(t_p)} \approx 7.2.
\]

Lattice temperature grows up even after end of very short laser pulse in considered example. That corresponds completely to the mentioned above general principle because in the case, when electron temperature grows as \( T_{e0}^h(t) \sim t^{1/2} \), then lattice temperature grows as \( T_0^h(t) \sim t^{3/2} \) according to (17). At limiting case of large time \( (t \gg \tau) \) it follows from (16) that lattice
temperature varies as \( T_0(t) \sim t^{1/2} \) because electron and lattice temperatures become very similar in that case. It means, that dependence \( T_0(t) \) has at least one point of inflection.

It should be mentioned well-known example in connection with considered problems. According to it, lattice temperature cannot formally grow up (at least, at metal surface) after end of laser pulse even in spite of intensive heat transfer to the lattice. That can be obtained from considered above equations of thermal conductivity for electron sub-system and the lattice in the case when thermal capacity of electrons is neglected. That corresponds to approximation when fast initial heating of electrons is substituted by sharp step of temperature at initial time moment. Then equation (10), describing mutual variations of two temperatures, has a solution according to which the difference between electron and lattice temperatures \( \theta \) is maximum at \( t = 0 \), and all the three functions \( T_0(t) \), \( T(t) \) and \( \theta(t) \) are monotonous. In other words, a maximum of lattice temperature at metal surface is reached by the end of laser pulse and \( T(t) \) decreases after the end of laser pulse. Physical reason of such behavior is connected with specific structure of temperature fields within electron and lattice sub-systems. The temperature fields are such that electron thermal conductivity cools metal surface so fast that electron-phonon relaxation can only slow down the process of metal-surface cooling in the case when there is no energy source (laser pulse is over).

4 DISCUSSION AND CONCLUSIONS

Presented consideration allows to obtain several estimations and to come to certain conclusions. First, growth of lattice temperature after end of laser pulse is not very large to provide effective destruction of metal surface. Really, assuming evaporation to be dominating destruction mechanism, one can estimate total thickness \( h \) of evaporated surface layer as follows:

\[
h = \int_0^s V(T_0(t)) \, dt = s \int_0^s \exp \left( -\frac{T_e}{T_0(t)} \right) \, dt
\]

(25)

Here it is assumed that speed of evaporation \( (V) \) is below sound speed in produced metal vapor \( (U) \) and because of that the evaporation speed depends on temperature strongly due to Arrhenius type of the dependence \( V(T_0) \). The simplest but quite adequate evaporation model of Frenkel is utilized in (25) \(^1\). The following values are denoted in (25): \( s \) is sound speed in the metal, \( T_a \) is barrier energy of phase transition liquid-vapor expressed in temperature degrees \( (T_a \gg T_0,T_0 > T_m,T_m \) is melting point). In the framework of this model the most contributions in (25) result from time interval corresponding to temperature close to its maximum value \( (t \sim t_0) \). Integrating (25) by applying method of saddle points, one comes to the following result:

\[
h \approx V(T_0_{\max}) \tau \left( \frac{2\pi}{T_{0_{\max}} T_a} \right)^{1/2}.
\]

(26)

Assuming lattice temperature \( T_{0_{\max}} \) to be close to its upper limit \( (T_0 \approx T_0/3 \sim 10–20 \text{ K}) \), \( V \approx 0.05 \text{ s} \), one can obtain relation \( h \approx 0.07 s \tau \) from (26). Thus, thickness of evaporated metal layer is about \( h \sim 1 \text{ nm} \) for very typical values of sound speed \( s \approx (2–3) \text{ km·s}^{-1} \) and characteristic time of electron-phonon collisions \( \tau \sim 10 \text{ ps} \). Total heat spent for evaporation (with taking into account heat of phase transition \( L \)) is about \( Q \approx h(L + c_i T_{0_{\max}}) \sim 10 \text{ mJ·cm}^{-2} \), while required laser intensity of incident radiation is about \( q_0 \sim (0.1–1) \text{ TW·cm}^{-2} \) for pulse duration \( 0.1 \text{ ps} \).

Second, in order to provide such high values of lattice temperature \( (\sim 10 \text{ K}) \), electron temperature at metal surface must reach the value of \( \sim 200 \text{ K} \) (see, for example, relation (24)). Real value of electron temperature must be at least two times more than obtained estimation because of heat spent for phase transition liquid-vapor. Moreover, attention should be paid to strong positive feedback between heating of electron sub-system and absorption of light resulting from temperature dependence of electron-phonon collisions. That effect can give rise to fast thermal instability of the metal and appearing of nonlinear thermal-optical effect in a way similar to that considered in \(^6\).

To our mind, important conclusion from presented consideration is that existing thermal model of metal heating and destruction by evaporation by super-short laser pulses is insufficient for correct description. Presented estimations have shown that electron thermal conductivity is very efficient cooling mechanism. It works so effectively and cools metal surface so fast that slowly increasing (within time interval of an order of \( \sim \tau \)) lattice temperature allows to provide evaporation of metal layer with thickness \( a_f \) smaller than \( h \sim s \tau \sim 10 \text{ nm} \) even at large intensity of laser pulse. Taking into account of possible increasing of thickness of evaporated layer due to removal of melted metal by excessive vapor pressure results in no more than 2-3 time increasing of estimated thickness of evaporated metal layer. On the other hand, experimental data \(^7\) show that 500-fs laser pulse can remove a layer of copper with thickness of several micrometers at laser intensity \( q_0 \sim 0.1 \text{ TW·cm}^{-2} \).

---
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Some new factors allowing to improve agreement between experimental data and theoretical models can be pointed, after presented above our consideration. The factors are intensive electron emission from metal surface and formation of double electric layer near the surface and appearing of self-consistent quasi-static electric field resulting from electron emission. It has already been pointed at possible important role of electron emission in early paper\(^8\). Really, at electron temperature \(T_e \sim 100\) kK and more, electron emission can result in practically complete dynamical ionization of metal surface leading to change of its structure and, as a consequence, change of destruction mechanism. The role of emission-induced quasi-static electric field cannot be reduced to decreasing of potential barrier for metal evaporation only as it was discussed for a bit different conditions of interaction\(^9\). Transition from evaporation to surface ionization of the metal can become more important factor for metal destruction. Electrostatic repulsion of ionized atoms at metal surface can be a mechanism of ionization including appearing of specific instabilities of plane ionization front.
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Abstract
We ablated Si, SiO and ITO targets in low-pressure O₂ (0.1-5 Pa) with XeCl and KrF laser pulses at fluences of 5-8 J/cm². The films were deposited on Si <100> and glass (BK7) substrates at temperatures of 20-600°C. The substrates were generally set parallel to the target. To reduce droplet deposition, some films were deposited in off-axis configuration or using the so-called “eclipse method”, characterized by a shadow mask between target and substrate. Dense, continuous ITO films with resistivity as low as 1.6x10⁻⁵ Ωcm and a high transparency (80-90%) in the visible region were deposited. Ultra-thin (~6 nm) films were deposited and successfully used as electrodes in optoelectronic devices. Dense, stoichiometric, thick (>2 µm) SiO₂ films were deposited on substrates either at room temperature or heated at moderate temperatures (100-600 °C). Droplet density and surface roughness are kept quite low (~5 nm) by using special deposition configurations. It results that multi-component films like ITO (indium tin oxide) and silica (SiO₂) can be efficiently deposited by using the reactive pulsed laser deposition technique.

1. Introduction
Thin films formed by indium and tin oxide (In₂O₃,~90%; SnO₂, ~10%), called ITO films, can find applications as transparent conducting electrodes in solar cells, flat-panel displays and for realizing optoelectronic devices, since they present a high electrical conductivity and a high optical transparency in the visible and near-infrared range. Silica (SiO₂) films are among the most used components in microelectronics and optoelectronics, due to their excellent optical and dielectric properties.

The pulsed laser deposition (PLD) method is emerging as a versatile technique. It has been successfully applied to the deposition of thin films of an extremely wide range of materials. The ability to deposit films with complex compositional profiles at low substrate temperature is a significant advantage of this technique with respect to the traditional ones. When PLD is performed in a low-pressure atmosphere to promote chemical reactions among the ablated species and the ambient gas or vapor, it is called reactive pulsed laser deposition (RPLD). ITO and silicon oxide (SiOₓ, 1<x<2) films were already deposited by using the RPLD technique. Our aim was to deposit very thin ITO films and very thick SiO₂ films, to be used in optoelectronic devices. Very thin (a few nm) ITO films are needed in optical commutators. Otherwise the applied electric field could not cross the electrode. In contrast, relatively thick (~2 µm) silica films are needed in integrated optics as buffer layers between a low refractive index optical waveguide and the underlying high refractive index silicon substrate.

In this paper, we present a study of the characteristics of ITO and SiO₂ films deposited by RPLD without a post-deposition anneal. Film properties were measured as a function of the oxygen ambient pressure, of the laser fluence, of the target-to-substrate distance and configuration.

2. Experimental apparatus
Depositions of films were performed in stainless steel vacuum chambers, which were evacuated down to 2x10⁻⁵ Pa before the introduction of high purity molecular oxygen. The targets were an ITO disc for ITO film deposition, and a Si wafer or a SiO disc for SiO₂ film deposition. They were ablated by using either a XeCl (λ=308 nm) or a KrF (λ=248 nm) excimer laser. The laser pulse length was 30 ns. The laser fluence at the target was 5-8 J/cm². The pulse repetition rates were 10 and 25 Hz, for the XeCl and the KrF laser, respectively. The films were deposited on Si wafers or glass (BK7) plates at temperatures of 20-600 °C.
Fig. 1. Deposition system in the on-axis configuration

Fig. 2. Deposition system in the off-axis configuration
Fig. 3. Deposition system in the eclipse configuration

Besides the traditional on-axis configuration (Fig. 1), where the target and substrate are placed parallel at a certain distance $d$, some SiO$_2$ films were deposited in the off-axis configuration$^5$ (Fig. 2) or using the "eclipse method"$^6$ (Fig. 3), characterized by a shadow mask between target and substrate. Our aim was to reduce droplet deposition, which is the well-known drawback of the PLD technique.

After deposition, the films were analyzed by several diagnostic techniques: atomic force (AFM) and scanning electron microscopy (SEM) were used to evaluate roughness and surface morphology, Rutherford backscattering spectrometry (RBS) with 2 MeV He$^+$ ions and optical profilometry to evaluate the film thickness, Fourier-transform infrared spectroscopy (FT-IR) to study the chemical structure of the deposited materials. The electrical resistivity of the ITO films was measured with a 4-point resistive probe.

3. Results

3.1 ITO film deposition

ITO films were deposited by using the XeCl laser only. In fact, XeCl laser pulses efficiently ablate the ITO targets. After some tests, it was found that the best set of parameters was: oxygen ambient pressure $p=1$ Pa, laser fluence $F=6$ J/cm$^2$, substrate temperature $T=200$ °C. By using these values, ITO films were deposited on BK7 substrates placed at $d=6.3$ cm from the target. Table 1 shows the thickness of the deposited films, as measured with a Sentech FTP 500 optical profilometer.

Table 1: parameters of ITO films deposited by using the XeCl laser

<table>
<thead>
<tr>
<th>Pulse number</th>
<th>Thickness (nm)</th>
<th>Deposition rate (nm/pulse)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>35</td>
<td>0.012</td>
</tr>
<tr>
<td>3500</td>
<td>38</td>
<td>0.011</td>
</tr>
<tr>
<td>10000</td>
<td>78</td>
<td>0.008</td>
</tr>
<tr>
<td>15000</td>
<td>125</td>
<td>0.008</td>
</tr>
</tbody>
</table>
The slow decrease of the ablation rate with increasing successive pulse number is a typical feature of the laser ablation process, due to the slow erosion of the target. The thickness uniformity across the film was found to be within 2-3 nm.

The Transmissivity curve of a typical sample is shown in Fig. 4. The transmissivity in the visible and near infrared range is within 80-90%.

![Graph of Transmissivity vs. Wavelength](image)

Fig. 4. Transmissivity vs. wavelength of an ITO film, as measured with a single-beam spectrophotometer.

The electrical resistivity of the films was found as low as $1.6 \times 10^{-4} \ \Omega \cdot \text{cm}$, among the best ones in literature. It increases to $2.4 \times 10^{-4} \ \Omega \cdot \text{cm}$ for samples deposited on substrates at room temperature, in otherwise identical experimental conditions. The decrease of the resistivity with increasing substrate temperature can be due to the increasing of the grain size with temperature, thus reducing the grain boundary scattering. Resistivity variation across the samples is within ±2%, confirming good thickness uniformity of the deposited films.

Once known the deposition rate, very thin ITO films (nominally 6 nm) were deposited with 500 laser pulses. They were successfully used as electrodes in a liquid crystal electro-optic commutator.

3.2 SiO$_2$ film deposition

The parameters of some SiO$_2$ films deposited on substrates at room temperature by using a XeCl excimer laser in the traditional on-axis configuration are given in Table 2.

Table 2: parameters of SiO$_2$ films deposited by using the XeCl excimer laser and the on-axis configuration

<table>
<thead>
<tr>
<th>Target</th>
<th>Fluence (J/cm$^2$)</th>
<th>$p$ O$_2$ (Pa)</th>
<th>d (mm)</th>
<th>Number of pulses</th>
<th>Thickn. (nm)</th>
<th>Comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>5</td>
<td>0.1</td>
<td>50</td>
<td>20 000</td>
<td>200</td>
<td>Si$_3$O$_8$</td>
</tr>
<tr>
<td>SiO</td>
<td>6</td>
<td>0.1</td>
<td>50</td>
<td>20 000</td>
<td>1600</td>
<td>SiO$_2$</td>
</tr>
<tr>
<td>SiO</td>
<td>6</td>
<td>1</td>
<td>50</td>
<td>80 000</td>
<td>&gt;2000</td>
<td>SiO$_2$</td>
</tr>
</tbody>
</table>
As inferred from RBS spectra, stoichiometric SiO$_2$ films were deposited by ablating SiO targets already at the O$_2$ ambient pressure of 0.1 Pa. At the same pressure, sub-stoichiometric films (Si$_3$O$_8$) were deposited when ablating Si targets.

SEM micrographs show that the film deposited by ablating the Si target contains a high density of droplets with characteristic sizes of a few microns (Fig. 5).

![Fig. 5. SEM micrograph of the films deposited by ablating a Si target with XeCl laser pulses in the on-axis configuration](image)

Fig. 5. SEM micrograph of the films deposited by ablating a Si target with XeCl laser pulses in the on-axis configuration

![Fig. 6. SEM micrograph of the films deposited by ablating a SiO target with XeCl laser pulses in the on-axis configuration](image)

Fig. 6. SEM micrograph of the films deposited by ablating a SiO target with XeCl laser pulses in the on-axis configuration
The deposition rate resulted much higher when SiO targets were ablated, with respect to Si targets. However the surface is still rough and the droplet density is high (Fig. 6).

To try to avoid droplet deposition, we deposited some samples by using the off-axis configuration. The parameters of some SiO$_2$ films deposited on substrates at room temperature by using a XeCl excimer laser in the off-axis configuration are given in Table 3.

Table 3: parameters of SiO$_2$ films deposited by using the XeCl excimer laser and the off-axis configuration

<table>
<thead>
<tr>
<th>Target</th>
<th>Fluence (J/cm$^2$)</th>
<th>$p$ O$_2$ (Pa)</th>
<th>d (mm)</th>
<th>Number of pulses</th>
<th>Thickn. (nm)</th>
<th>Comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>8</td>
<td>35</td>
<td>20</td>
<td>40,000</td>
<td>1000</td>
<td>SiO$_2$</td>
</tr>
<tr>
<td>SiO</td>
<td>8</td>
<td>2</td>
<td>20</td>
<td>80,000</td>
<td>&gt;2000</td>
<td>SiO$_2$</td>
</tr>
</tbody>
</table>

As inferred from RBS spectra, stoichiometric SiO$_2$ films were deposited. SEM micrographs show that samples deposited in the off-axis configuration are generally smoother and with a much lower density of droplets with respect to the ones deposited in the on-axis configuration (Fig. 7).

![SEM micrograph of the films deposited by ablating a SiO target with XeCl laser pulses in the off-axis configuration](image)

Fig. 7. SEM micrograph of the films deposited by ablating a SiO target with XeCl laser pulses in the off-axis configuration

Some samples seem effectively droplet-free, but it appears that their thickness is not uniform, since it decreases with distance from the target.

Also the samples deposited with the eclipse method are very smooth, but they are uniform in thickness across their whole surface and almost droplet-free, as seen from SEM inspection (Fig. 8).

From AFM inspections, it emerges that the average roughness of the films is higher in the conventional on-axis configuration with respect to the eclipse method (~200 nm against ~50 nm, respectively, in average samples). However, the deposition rate in eclipse configuration is much lower than the one in the traditional on-axis configuration (Table 4).
Table 4: parameters of SiO\(_2\) films deposited by using the XeCl excimer laser and the eclipse configuration

<table>
<thead>
<tr>
<th>Target</th>
<th>Fluence (J/cm(^2))</th>
<th>Press. O(_2) (Pa)</th>
<th>d (mm)</th>
<th>Number of pulses</th>
<th>Thickn. (nm)</th>
<th>Comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>6</td>
<td>10</td>
<td>50</td>
<td>30 000</td>
<td>350</td>
<td>SiO(_2)</td>
</tr>
<tr>
<td>Si</td>
<td>6</td>
<td>1</td>
<td>50</td>
<td>40 000</td>
<td>570</td>
<td>SiO(_2)</td>
</tr>
</tbody>
</table>

![SEM micrograph of the films deposited by ablating a Si target with XeCl laser pulses in the eclipse configuration](image)

Fig. 8. SEM micrograph of the films deposited by ablating a Si target with XeCl laser pulses in the eclipse configuration

A good compromise between a low smoothness and a reasonable deposition rate is obtained when depositions are performed in a large vacuum chamber, which allows a quite large target-to-substrate distance, in the on-axis configuration. We deposited SiO\(_2\) films by using such an apparatus and a KrF laser (Table 5).

Table 5: parameters of SiO\(_2\) films deposited by using the KrF excimer laser and the on-axis configuration

<table>
<thead>
<tr>
<th>Target</th>
<th>Temp. (°C)</th>
<th>Fluence (J/cm(^2))</th>
<th>Press. O(_2) (Pa)</th>
<th>Tar.-Subs. dist. (mm)</th>
<th>Number of pulses</th>
<th>Thickn. (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>20</td>
<td>7</td>
<td>5</td>
<td>80</td>
<td>75 000</td>
<td>1500</td>
</tr>
<tr>
<td>Si</td>
<td>20</td>
<td>7</td>
<td>5</td>
<td>120</td>
<td>75 000</td>
<td>700</td>
</tr>
<tr>
<td>Si</td>
<td>150</td>
<td>6</td>
<td>5</td>
<td>80</td>
<td>75 000</td>
<td>1900</td>
</tr>
<tr>
<td>Si</td>
<td>300</td>
<td>7</td>
<td>5</td>
<td>80</td>
<td>75 000</td>
<td>1800</td>
</tr>
<tr>
<td>Si</td>
<td>450</td>
<td>8</td>
<td>5</td>
<td>80</td>
<td>75 000</td>
<td>1800</td>
</tr>
<tr>
<td>Si</td>
<td>600</td>
<td>7</td>
<td>5</td>
<td>80</td>
<td>75 000</td>
<td>1850</td>
</tr>
<tr>
<td>SiO</td>
<td>150</td>
<td>8.5</td>
<td>1</td>
<td>80</td>
<td>420 000</td>
<td>&gt;2000</td>
</tr>
</tbody>
</table>

SiO\(_2\) films deposited by using the KrF laser beam in a deposition chamber, which allows larger target to substrate distances (80-120 mm), generally show a much lower average roughness (5 to 30 nm) and droplet density with respect to the
samples deposited by using the XeCl laser (Fig. 9). This effect could also be partly due to the moderate (150-600 °C) heating of the substrates.

Fig. 9. SEM micrograph of the films deposited by ablating a Si target with KrF laser pulses in the on-line configuration at the O₂ pressure of 5 Pa and at the substrate temperature of 150 °C.

It has to be underlined that RBS spectra always show a good stoichiometry of the deposited films. An example of a RBS spectrum can be seen in Fig. 10.

Fig. 10. A typical RBS spectrum of a laser deposited SiO₂ film
However, RBS spectra, while showing the correct ratio between the Si and O atoms in the films, cannot give any information about the chemical links among atoms in the films, due to the high energy (2.2 MeV) of the probing particles (He⁺).

Chemical bonds were studied by FT-IR spectroscopy. In the range 400-4000 cm⁻¹ there exist three infrared vibration modes of amorphous or crystalline silicon oxide.⁷ The IR mode at ~450 cm⁻¹ is a rocking vibration, in which the oxygen atom motion is out of the Si-O-Si bonding plane; the mode at ~800 cm⁻¹ is a bending vibration, with the oxygen atom motion in the Si-O-Si bonding plane; the vibration at ~1075 cm⁻¹ is an asymmetric stretching mode, in which the oxygen atom motion is in the Si-O-Si plane and parallel to the line joining two Si atoms.

Figure 11 shows a typical FR-IR spectrum of a laser deposited SiO₂ film, in which the silicon dioxide absorption modes are clearly evident. In the figure, besides the SiO₂ modes, other peaks are clearly apparent. The broad absorption bands around 3350 and 3600 cm⁻¹ are usually attributed to O-H stretching modes (from loosely bonded SiOH or adsorbed water).⁸ The small absorption band around 1630 cm⁻¹ is attributed to water absorbed in the film.⁹ The absorption band at ~940 cm⁻¹ is attributed to a Si-OH bending mode with nonbridging oxygen atoms.⁹ The peaks around 670, 2325 and 2350 cm⁻¹ can be attributed to atmospheric CO₂. Finally, the absorption band around 1075 cm⁻¹, attributed to the asymmetric stretching mode, shows a pronounced shoulder on the high-wavenumber side, which could be attributed to disorder and/or defects in the silicon dioxide film.¹⁰

![FT-IR spectrum of the films deposited by ablating a Si target with KrF laser pulses in the on-line configuration at the O₂ pressure of 5 Pa and at the substrate temperature of 150 °C.]

The FT-IR spectra of the laser deposited films, which clearly show the SiO₂ characteristic absorption features at ~450, 800 and 1075 cm⁻¹, ensure that films are not a mixture of silicon and oxygen, but that the elements are chemically bonded to form silicon dioxide.

4. Conclusions

ITO films were deposited whose quality was found good for optoelectronic applications. We successfully deposited also thick stoichiometric SiO₂ films. It was shown that by using a XeCl excimer laser and the eclipse method it is possible to deposit smooth, almost droplet free SiO₂ films, but at a very low deposition rate (~10⁻² nm/pulse). Relatively thick films (>2 μm), with a quite low density of droplets, can be more rapidly obtained by using the KrF excimer laser, a moderate substrate temperature and a relatively large (80-120 mm) substrate-to-target distance.
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ABSTRACT

Photoelectrical properties of nonuniform semiconductor under infrared laser radiation has been investigated theoretically and experimentally. It is shown that photoemission of hot carriers across the potential barrier and the crystal lattice heating are dominant mechanisms of the photovoltage formation in p-n and l-h junction when laser photon energy less than the semiconductor energy gap. Influence of aluminum arsenide mole fraction in GaAs/AlxGa1-xAs p-n heterojunction on CO2 laser radiation detection has been studied. It has been established that the photoresponse originating from the free carrier heating depends on the energy band discontinuities in heterojunction. GaAs/AlxGa1-xAs heterojunction with x≤0.2 is found to be more suitable for infrared detection compared to GaAs homojunction. In metal-semiconductor Schottky contact, photoresponse demonstrates strongly nonlinear (superlinear) dependence on excitation intensity when photon energy is less than Schottky barrier height. We suppose that in this case the photosignal is caused by the multiphoton and multistep electron photoemission across the Schottky barrier.

Key words: infrared detectors, hot carriers, p-n junction, l-h junction, infrared laser, nonlinear photoresponse, photoelectromotive force

1. INTRODUCTION

When nonuniform semiconductor is illuminated with infrared laser radiation the photovoltaic effect is observed. It is known that two mechanisms are dominant in the photovoltage formation. When photon energy ℏν is larger than the forbidden energy gap E_g of semiconductor, the photovoltaic formation is due to electron-hole pair generation. In the case of nonuniform semiconductor, an ordinary photovoltaic effect occurs due to separation of electrons and holes by internal electric field of inhomogeneity. When light photon energy is smaller than the forbidden energy gap intraband absorption of light by free carriers leads to free carrier heating. The photovoltaic effect is due to thermoelectromotive force of optically excited hot carriers. The photovoltaic effect observed in germanium junctions under CO2 laser radiation. Later the hot carrier photovoltage in Si, GaAs, InSb p-n and l-h junctions has been investigated. Since the hot-carrier energy relaxation time is of the order 10^{-11} - 10^{-12} s devices based on the free carrier heating can be used as fast infrared detectors. In present paper we survey research of the photovoltaic effect arising in nonuniform semiconductor under infrared laser radiation when photon energy is smaller than the energy gap E_g.

2. EXPERIMENTAL DETAILS

The investigated GaAs junctions were made by melting of metal into GaAs substrate or by liquid-phase epitaxial growing of 3+5 μm layers followed by etching of square mesas (400×400 μm²). Diameter of the melted contact was around 0.5 mm. Contact size was adjusted to be approximately equal to the laser beam diameter (200×400 μm). GaAs/AlxGa1-xAs p-n heterojunctions with different Al concentration x were fabricated using liquid-phase epitaxy. Four types of structures (x=0, 0.1, 0.2, and 0.3) have been investigated.

Schottky barrier structures were prepared on n-type monocrystalline silicon wafers of resistivity 1 Ohm-cm. Schottky contacts of 400 μm diameter were formed by deposition of titanium using dc magnetron sputtering followed by thermal

* Correspondence: Email: asmontas@ui.pfi.lt; Telephone: 370-2 – 627124; Fax: 370-2–627123
annealing in argon atmosphere. Schottky barrier height \( q_B \) determined from the current-voltage (I-V) characteristic was found within the range 0.5±0.6 eV.

Excitation at wavelength 10.6 \( \mu \text{m} \) was obtained from passively Q-switched \( \text{CO}_2 \) laser producing 200 ns pulses at repetition rate about 30 Hz. Experiments at wavelengths 2.79 \( \mu \text{m} \) and 3±7 \( \mu \text{m} \) were performed using nanosecond pulses of erbium (Er:YSAG) laser (\( \tau \)=60 ns) and picosecond pulses of optical parametrical oscillator PG401DFG (\( \tau \)=15 ps), respectively. Both of them operated at repetition rate 1±2 Hz. Incident power of the laser beam routinely was varied with neutral Teflon filters. For precise measurements gaseous absorber cell was used. The peak-pulse intensity was measured with germanium photon-drag or pyroelectric photodetector. Epitaxial structures were illuminated from the epi-layer side and the melted junctions and Schottky contacts – from the substrate side. In order to increase excitation intensity the incident light beam was focused on sample surface. Maximum power density was around 10 MW/cm\(^2\). Temporal behavior of the photosignal and the laser pulse in nanosecond time scale was recorded with digital storage oscilloscope LE' CROY 9360 with sampling rate 5\( \cdot \)10\(^6\) s\(^{-1}\).

3. RESULTS AND DISCUSSION

3.1 Photoresponse of p-n Junction

When p-n junction is illuminated with \( \text{CO}_2 \) laser radiation forward current increases due to the free carrier heating. Figure 1 depicts dependence of the photocurrent \( I_{ph} \) on bias voltage applied to GaAs p-n junction. It is seen that abrupt increase of the photocurrent takes place when bias voltage “opens” the junction. In reverse bias region magnitude of the photocurrent varies negligibly with external voltage. It has been shown\(^5\) that the negligible variation of the photocurrent at reverse and low forward voltage is caused by recharging of the junction capacitance when it is affected by a short laser pulse (displacement current or capacitive current). Direction of the photocurrent at reverse bias voltage indicates that there is no appreciable change of carrier concentration in GaAs p-n junction under \( \text{CO}_2 \) laser radiation.

![Fig. 1. Photocurrent in GaAs p-n junction versus bias voltage. \( T_0=300 \text{ K} \)](image)

With increasing forward bias p-n junction barrier height is decreased. This results in increase of the hot carrier diffusion across the potential barrier. When the hot-carrier injection current becomes larger than the capacitive current exponential increase of \( I_{ph} \) with \( U_0 \) is observed. At higher \( U_0 \) values the photocurrent reaches maximum and starts to decrease (Fig. 1). It should be noted that the photocurrent reaches maximum at bias value \( U_{in} \) which is close to the p-n junction diffusion potential \( V_i \). In asymmetrical p-n junction, when p-region of the junction in doped much more heavily than n-region:

\[
P_n \gg n_p.
\]

the hot-hole photocurrent is given by\(^6\):
where \( j_{ps0} = eD_p p_o/L_p \) is the saturation current in the dark, \( j_{ps} \) is the saturation current under illumination, \( e \) is electron charge, \( D_p \) and \( L_p \) are the diffusion coefficient and the diffusion length of holes, respectively, \( T_0 \) is the lattice temperature and \( T_p \) is the hot-hole temperature. Value of bias voltage corresponding to the photocurrent maximum \( U_m \) can be obtained by differentiating Eq. (2) with respect to \( U_0 \):

\[
U_m = V_K - \frac{k T_0 T_p}{e (T_p - T_0)} \ln \frac{T_p}{T_0} \frac{j_{ps0}}{j_{ps}}.
\]

At higher values of forward bias \( U_0 > U_m \) the photocurrent starts to decrease in agreement with previous experiments. With further increase of forward bias the potential barrier of p-n junction becomes negligible and the hot-carrier photocurrent disappears. It follows from Eq. (2) that in case when the saturation current of p-n junction does not depend on carrier temperature the photocurrent equals zero at \( U_0 = V_K \). Usually small photosignal is observed even at \( U_0 = V_K \) because of dependence of the carrier mobility, diffusion coefficient and lifetime on temperature.

Measurements of the photocurrent in GaAs/Al\(_x\)Ga\(_{1-x}\)As p-n heterojunctions with different aluminum mole fraction \( x \) have shown that increase in \( x \) causes shift of the maximum photocurrent voltage \( U_m \) towards higher values of forward bias (Fig. 2). The shift originates from increased diffusion potential \( V_K \) in heterojunction with respect to homojunction due to energy band discontinuities \( \Delta E_C \) and \( \Delta E_V \) (Fig. 3). One should note that potential barriers for electrons and holes are different and increase of \( U_m \) in heterostructure is determined by both \( \Delta E_C \) and \( \Delta E_V \). Besides, the shift also depends on electron and hole concentration in p-n heterojunction. We found experimentally that the shift of the maximum voltage \( U_m \) is approximately equal to average of quantities \( \Delta E_C \) and \( \Delta E_V \) (60 mV for AlAs fraction 0.1).

\[
I_{ph}, \text{ mA}
\]

![Graph](image-url)

**Fig. 2.** Photocurrent in GaAs/Al\(_x\)Ga\(_{1-x}\)As p-n heterojunction versus bias voltage. \( T_0 = 300 \text{ K} \). Aluminum concentration \( x \): 1-0, 2-0.1, 3-0.2, 4-0.3.

It is seen from Fig. 2 that magnitude of the photocurrent originating from the free carrier heating depends on the energy band discontinuities to photon energy ratio. When \( x \leq 0.2 \) maximum value of the photocurrent increases with increasing \( x \). For higher AlAs fraction (\( x \approx 0.2 \)) the effect is opposite: photocurrent starts to decrease with increasing \( x \). To explain such a behavior of the photocurrent one has to analyze how the energy band discontinuities vary with \( x \). If \( x \leq 0.2 \) the valence band discontinuity \( \Delta E_V \) is less than photon energy and the photoexcited holes can overcome the potential barrier. (Note that due to strong asymmetry of doping the hot-electron photocurrent may not be taken into account). When \( x = 0.3 \) \( \Delta E_V \) becomes greater than hv and major part of hot holes can not overcome the valence band barrier. Therefore, for \( x > 0.2 \) the photocurrent maximum value decreases with increase in AlAs mole concentration.
3.2 Photoresponse of 1-h Junction

It has been shown in previous section that maximum photocurrent is observed when forward bias voltage is close to $V_c$ and the potential barrier height is much less than that at zero bias. Therefore, for many practical cases in development of infrared detectors and sensors it is more convenient to use 1-h (low-high doping) junctions characterised by small potential barrier. Dependence of the photoemf (photovoltage without external bias voltage) in GaAs n-n$^+$ and p-p$^+$ junctions upon laser intensity is shown in Fig. 4. It should be noted that the photoemf linearly depends on laser intensity. The same dependence has been observed in germanium and silicon 1-h junctions\textsuperscript{18}. It is also seen from Fig. 4 that the photoresponse in n-n$^+$ junction is of the same order of magnitude as that in p-p$^+$ junction. It implies that at given excitation intensity the hot-electron temperature is close to the hot-hole temperature.

![Fig. 4. Photoemf in GaAs 1-h junctions versus laser intensity at room temperature. 1 - n-n$^+$ junction, 2 - p-p$^+$ junction.](image)

It has to be noted that in case of long excitation pulse (duration of hundreds of nanoseconds) the observed photoresponse consists of two components:

$$U_{ph} = U_f + U_T.$$

(4)

where $U_f$ is the fast component caused by the free carrier heating and $U_T$ is the slow component caused by the crystal lattice heating.

In order to evaluate $U_f$ and $U_T$ temporal behavior of CO$_2$ laser intensity has been approximated as:
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\[ P(t) = P_m \left( \frac{1}{\tau} \right)^4 \exp \left[ -4 \left( \frac{1}{\tau} - 1 \right) \right] \],

where \( I_m \) is the peak intensity at \( t=\tau \), \( \tau \) is the laser pulse rise time. When the rise time \( \tau \) is long compared to the hot-carrier energy relaxation time the fast component of the photoemf can be given as:

\[ U_f(t) = k_f P(t) \]  \hspace{1cm} (6)

The slow component of the photosignal \( U_T(t) \) is obtained from relation:

\[ \frac{dU_T(t)}{dt} = \frac{U_T - U_T(t)}{\tau_T} \]  \hspace{1cm} (7)

where \( \tau_T = k_T P(t) \), \( \tau_T \) is a characteristic decay time of the photoemf.

Solution of Eq. 7 is:

\[ U_T = \frac{24 k_T P_m e^4}{\tau_T^4 a^3} \left[ 1 - ta + \frac{(ta)^2}{2} - \frac{(ta)^3}{6} + \frac{(ta)^4}{24} \right] \times \exp \left[ -\frac{4t}{\tau} \right] - \exp \left[ -\frac{t}{\tau_T} \right] \]  \hspace{1cm} (8)

where \( a=1/\tau_T^4/\tau \). The coefficients \( k_f \) and \( k_T \) can be found from the experimental values of the photoemf at \( t=\tau \) and \( t=t_m \), respectively; \( t_m \) is defined by \( dU_T/dt=0 \) at the moment \( t=t_m \).

Oscilloscope traces of the laser pulse and the photoresponse pulse in melted GaAs n-n⁺ junction are shown in Fig. 5. It is seen that calculated curves are in agreement with experimental traces. Thus, the above approximation allows us to separate and determine both the hot-carrier photovoltage and the thermoelectric effect caused by the crystal lattice heating.

![Fig. 5. Experimental traces of CO₂ laser pulse (1) and photoemf pulse in GaAs n-n⁺ junction (2). Calculated traces of the fast component \( U_f \) (3) and the thermal component \( U_T \) (4).]

### 3.3 Photoresponse of Metal-Semiconductor Schottky Contact

In Schottky contact the photovoltage caused by the electron-hole pair generation and the free-carrier heating may also be observed. However, in metal-semiconductor contact there is an additional photoresponse mechanism - emission of the hot carriers across the Schottky barrier. The latter effect is significant when photon energy is greater than Schottky barrier height and less than the forbidden energy gap.

It is known that linear photoresponse of metal-semiconductor contact rapidly drops down as light wavelength is increased and vanishes when the barrier height exceeds photon energy. The same happens at metal-vacuum boundary: photovoltage disappears when photon energy becomes less than the metal work function. However, it has been found that nonlinear photoeffect may be observed even if the photon energy is several times smaller than the metal work function. Using short powerful laser pulses three-photon⁹, four-photon¹⁰ and five-photon¹¹ photoeffect has been obtained in visible spectral region. In infrared spectral region, Schottky barrier height \( \varphi_B \) several times exceeds photon energy, therefore, multiphoton
phoeeffect may also be expected. In this research samples have been irradiated at five different excitation wavelengths: 2.79, 3, 5, 7 and 10.6 \mu m corresponding to ratio of the barrier height over photon energy within the range 2-6. We demonstrate that intense infrared laser excitation gives rise to the photoresponse in Schottky contact even if the photon energy is considerably less than the barrier height.

Current-voltage characteristic of Ti-n-Si Schottky contact (Fig. 6) demonstrates that irradiation gives rise to increase of reverse current which is strongly dependent on light intensity. This means that the photovoltage in Schottky contact appears due to emission of electrons from metal to semiconductor across the potential barrier. In this case polarity of the photosignal is the same as that of the ordinary photovoltaic effect and opposite to that of the hot-carrier photovoltaic in p-n and l-h junctions (described above).

![Graph of current-voltage characteristic](image)

**Fig. 6.** Current-voltage characteristic of metal-semiconductor contact. Excitation wavelength 10.6 \mu m. Laser power density, MW/cm²: 1 - 10, 2 - 5, 3 - 2.4, solid line - 0.

CO₂ laser radiation at wavelength 10.6 \mu m corresponds to the maximum value of the ratio (\epsilon_p/hv = 6). We found that the photovoltage \( U_{ph} \) as a function of laser intensity demonstrates steep superlinear growth followed by decrease in slope and saturation at high light intensities (Fig. 7, a). The photosignal saturation is observed because maximum value of the photovoltage is limited by the junction diffusion potential \( \varphi_0 \). It is seen that magnitude of the photosignal is strongly affected by external bias voltage. Bias dependence of the saturated value of \( U_{ph} \) we attribute to \( \varphi_0 \) variation with external voltage. One should note that dependence of the emitted charge upon light intensity in log-log scale is linear with the same slope as \( U_{ph}(P) \) plot. Besides, the emitted charge is not affected by internal electric field of the junction and dependence \( Q(P) \) does not show any saturation at high laser intensities.

More precise measurements of the superlinear part of the characteristic \( U_{ph}(P) \) (using gas absorber cell) demonstrate that \( U_{ph}(P) \) plot in log-log scale consists of two linear regions with two different slopes (Fig. 7, b). It means that relation between \( U_{ph} \) and \( P \) is governed by power-law dependence \( U_{ph} \propto P^n \) with two different values of \( n \). First region (A) at low values of \( P \) is characterised by lower value of \( n \), while at higher intensity values (region B) tendency of increase in slope is observed indicating increased nonlinearity of the photovoltaic effect.

It has been found that at low light intensities (region A) any delay in time between the photosignal pulse and the laser pulse is not observed and the photosignal pulse is narrowed with respect to the laser pulse (Fig. 8). This is related with the nonlinear relation between the photoresponse and the laser intensity. At high light intensities (region B) the photosignal pulse starts to delay with respect to the laser pulse and its width becomes greater than that of the laser pulse. This fact as well as increased value of \( n \) in this intensity region suggest thermal origin of the effect. It implies an excessive heating of metal surface followed by thermal generation of electron-hole pairs. Therefore, increase of \( n \) in region B is caused by strong (exponential) dependence of the emission current on the metal surface temperature. This is in some agreement with

---
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Fig. 7. (a) the photovoltage versus CO₂ laser intensity for different bias values: 1 - -0.5 V, 2 - 0 V, 3 - +0.2 V. (b) fragment of the plot in Fig. 2(a) at zero bias voltage. A - low intensity region (photoeffect dominates); B - high intensity region (thermal effect dominates).

Fig. 8. CO₂ laser pulse trace (1) and the photovoltage pulse trace (2). Vertical axis - in arbitrary units; time scale - 100 ns/div.

nonlinear electron photoemission data obtained for the metal-vacuum interface at high light intensities. In the following we shall consider only the fast photoeffect observed in region A.

The discussed results were obtained at room temperature. At liquid nitrogen temperature we observed nearly twofold increase in magnitude of the signal, however, any variation in slope of the characteristic $U_{ph}(P)$ did not occur.

It is known that the multiphoton effect order is determined by:

$$n = \left[ \frac{\omega \mu \phi B}{h \nu} + 1 \right].$$

where angle brackets mean integral part of expression.
In the case of CO$_2$ laser excitation value of the power $n$ obtained from Eq. 9 $(n = 6)$ was found to be in agreement with that deduced from the slope of $U_{th}(P)$ plot in Fig. 7(b), region A. It means that total energy of six quanta is necessary for electron to overcome the potential barrier of metal semiconductor contact but it does not mean that six-photon photoeffect is observed. Experimental data of four-photon and five-photon electron photoemission at metal-vacuum boundary$^{9,11}$ as well as theoretical estimation of the multiphoton excitation rate$^{12}$ suggest that probability of pure six-photon effect is extremely small. Therefore, in the investigated range of light intensities the photovoltage value should be by many orders of magnitude less than that observed in our experiments.

Yet it is known that metal-semiconductor interface contains a considerable number of electron energy states distributed within the forbidden energy gap. Therefore, there appears an additional channel of multistep electron excitation via real intermediate states. Let us consider a simplest (second-order) nonlinear process of electron-hole pair generation in semiconductor. In general, the generation rate is given by$^{13}$:

$$g = \frac{N\sigma_1\sigma_2 P^2}{\tau + (\sigma_1 + \sigma_2)P} + \alpha_2 P^2,$$

where the first term represents the two-step generation rate and the second term stands for the two-photon generation rate: $N$ is the number of intermediate energy states per unit volume, $\tau$ is the intermediate state life time, $\sigma_{1,2}$ is the light absorption cross-section and $\alpha_2$ is the two-photon absorption coefficient. It is assumed that electron transition probabilities (valence band - intermediate state and intermediate state - conduction band) are proportional to light intensity with coefficients of proportionality $\sigma_1$ and $\sigma_2$, respectively.

It follows from Eq. 10 that at low laser intensities when $\tau \gg (\sigma_1 + \sigma_2)P$ both the two-step and the two-photon generation rate are proportional to $P^2$. Therefore, the second-power law dependence of the photosignal upon light intensity alone does not identify the physical process. Furthermore, one can show that in the case of $n$-th order photoeffect the multistep as well as the multiphoton excitation rate (at low intensity levels) are proportional to $P^n$. Since electron life time in real intermediate state considerably exceeds the one in virtual state probability of the multistep process is much more intense than the multiphoton effect$^{14}$ and the difference rapidly grows up as the coefficient of nonlinearity $n$ is increased. Therefore, theoretical value of the photocurrent originating from six-step light absorption$^{12,14}$ is close to that obtained experimentally.

We found that the fast sixth-order photoresponse is not observed in as-fabricated metal-semiconductor contacts and some thermal treatment of samples using powerful laser radiation is necessary in order to obtain the photosignal. To explain these results one should recall that crystal lattice defects at the surface usually create electron energy states. That is why surface state density and distribution are strongly dependent on sample fabrication parameters$^{15}$. We assume that initial number of surface energy states is not sufficient for the multistep photoeffect to be measurable. Therefore, heating of metal-semiconductor interface with CO$_2$ laser pulses at high power density (about 10 MW/cm$^2$) generates additional electronic states and considerably increases the multistep excitation rate. Energy distribution of the interface states in our samples is not known, however, we suppose that the electronic states are distributed quasicontinuously$^{15}$ and every virtual state is supported by sufficient number of real interface states. From this we conclude that in case of $\lambda=10.6$ $\mu$m the six-step electron photoemission is responsible for the observed photovoltage in Ti/n-Si Schottky contact.

Using laser light sources at shorter wavelengths we were able to explore lower-order nonlinear photoeffects. For example, second-order photoeffect was observed for erbium laser excitation $(\lambda=2.79$ $\mu$m) and for parametrical oscillator radiation at wavelength 3 $\mu$m (Fig. 9). This is in agreement with relation between photon energy and the barrier height: $h\nu<\varepsilon_{ph}<2h\nu$. One should note that photosignal pulse duration is less than that of erbium laser pulse and any delay in time between them is not observed. Moreover, similar behavior of $U_{th}$ versus $P$ (Fig. 9, a and b) is observed despite the difference in laser pulse duration more than three orders of magnitude. It means that in this intensity region thermal effects are not significant.

Third-order photoeffect was observed using pulses of the parametrical oscillator at wavelengths 5 and 7 $\mu$m. In this case relation between the Schottky barrier height and photon energy is $2h\nu<\varepsilon_{ph}<3h\nu$ and dependence of the photovoltage on laser intensity is close to third-power law (Fig. 10).

To interpret the experimental results in mid-infrared spectral region $(\lambda=2.79-7\mu$m) one has to solve the problem: which process – multistep or multiphoton – is responsible for the observed photovoltage. One should note that, firstly, any thermal treatment of samples is not necessary in this spectral range what speaks in favour of the multiphoton effect. In addition, probability of the two-photon and the three-photon absorption is by many orders of magnitude greater than the six-photon
**Fig. 9.** The photovoltage versus light intensity. Excitation wavelength: (a) - 2.79 μm, (b) - 3 μm.

**Fig. 10.** The photovoltage versus light intensity. Excitation wavelength: (a) - 5 μm, (b) - 7 μm.

effect and, thus, two-photon and three-photon electron photoemission may well be expected within the investigated intensity range. Therefore, we suppose that multi-photon electron photoemission dominates at excitation wavelengths λ=2.79–7μm.
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Dynamics of 3D representation of interfaces in UV-induced chemical vapor deposition: experiments, modeling and simulation for silicon nitride thin layers
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ABSTRACT

We study the surface dynamics of silicon nitride films deposited by UV-induced low pressure chemical vapor pressure. Atomic force microscopy measurements show that the surface reaches a scale invariant stationary state coherent with the Kardar-Parisi-Zhang (KPZ) equation. Discrete geometry techniques are oriented to extract morphological characteristics of surface (e.g. roughness) and bulk (e.g. porosity) which corresponds to computer simulated photodeposits. This allows to determine the physical origin of KPZ scaling to be a low value of the surface sticking probability, and connected to the surface concentration of activate charged centers (ACCs), which permits to start the evaluation of the Monte Carlo-molecular dynamics simulator.

Keywords: Thin film deposition; UV-induced chemical vapor deposition; Atomic force microscopy; Heterogeneous photolysis; Monte Carlo-molecular dynamics simulator; surface sticking probability; Heterogeneous nucleation; Surface morphology

1. INTRODUCTION

The dynamics of growing interfaces has become of interest in order to understand the physical processes that determine film quality. Surfaces evolving out of equilibrium, in the absence of instabilities, display time scale invariance i.e. such surfaces are rough. Atomistic simulations of a realistic solid on solid (SOS) model is not only of fundamental interest but also of industrial importance with regard to the control of deposit structure and of film properties. In this respect the dependence with substrate temperature (T) of the roughness and topology of deposited layer is one interesting characteristic to analyze in a 3D representation. Two observations have guided conventional expectations regarding temperature variation. As the processing temperature is usually low in Ultra Violet–induced chemical vapor deposition (UV CVD), this technique has also the advantage to work usually bellow the thermal roughening transition [1,2].

A framework for the study of rough interface dynamics has been the formulation for the surface height \( h(\mathbf{r},t) \), where \( \mathbf{r} \) denotes a site of 2D substrate, and \( t \) is time. Kardar-Parisi-Zhang equation is expected to provide the large scale length dynamics of any surface deposited in an open system [2c]

\[
\dot{h} = v \nabla^2 h + (\lambda/2)(\nabla h)^2 + \eta(\mathbf{r},t) \\
\text{term I} \quad \text{term II} \quad \text{term III}
\]

* Corresponding author: jean.flicstein@rd.francetelecom.fr
In Eq.(1), y and λ are constants. Term I denotes the surface tension. Term II accounts for deposition along normal direction, and term III. accounts for fluctuations in system. Consequently, the root-mean-square (rms) roughness of the deposited layer provides a measure of the deviation from the equilibrium. Analysis of random deposition on face-centered-cubic (fcc) with on top adsorption sites reveals rough deposition at low processing temperature. These observations have led to the concept that the roughness of a deposited film of a given thickness should increase monotonically with decreasing processing temperature. Film structure at higher temperature would then reflect smoothing, and structure at lower temperatures would reflect roughening. But it is possible that behavior in photochemical systems can actually be more complicated.

In this paper, we provide a validation of the simulator for the temperature dependence of layer deposition features (for roughness and porosity) as compared with the atomistic model predictions. The contribution herewith is for silicon nitride photodeposition. In the literature, the lateral growth was described as controlled by the diffusion of the material in the gas phase[2]. On the other hand, so far, it has been understood that the vertical growth is mainly governed by the gas phase photolysis [3]. This could be, because all photoproducts arriving on rough side-surfaces are incorporated immediately and it was believed that the surface kinetics does not play an important role in the transport process. However, these observed smooth layers cannot be accounted by the ordinary homogeneous photonucleation. In our present model, for the simulation of photodeposition, we included the heterogeneous photonucleation stage on co-existing UV-induced sites for nucleation (activate charged centers, ACCs).

2. EXPERIMENTAL

A UV light source, in perpendicular configuration, produces a large illuminated substrate area [3]. Precursor molecules (NH₃, SiH₄) incident on the irradiated photoreaction zone are subjected to localized heterogeneous photolysis. As a consequence, adsorbed photoproducts (adspecies ) and volatile photoproducts are obtained. In turn, the adspecies migrate toward centers of nucleation. Amorphous SiNH films were grown in UV CVD reactor in a range of temperature : 400-650 K. The chamber pressure was in the range : 0.4-3 Torrs. The surface morphology was characterized by AFM (Nanoscope III from Digital Instruments, CA) operating in tapping mode at ambient conditions up to 25 °C, with a scale of 10 μm, using silicon nitride cantilevers.

AFM imaging of our silicon nitride shows a deposit. It was observed initially a deposit of small rounded grains 40-60 nm in size (Fig. 1). The grain shape attains a curvature dictated by the boundary energies. The resulted grains morphology is hemiellipsoid. Following the grain to grain competition and coalescence, film deposition was observed. As deposition proceeds, structures resembling mountains and valleys appears increasing in size. A similar morphology has been reported on silicon oxynitride on films photodeposited by VUV flash lamps [4b].

3. PHYSICO-CHEMICAL MODEL DETAILS AND PARAMETERS

We provide a brief description of our model for silicon nitride deposition on (100) InP to describe irreversible 2D island nucleation and deposition process in UV CVD. The model includes the adsorption site geometry and a referential structure for fcc (100) III-V semiconductors. It is considered concomitant UV photon interaction with the semiconductor surface and precursors. The schematic of our three-dimensional model indicates nine juxtaposed key sequences which can describe the photodeposition process [1,4-5]:

1. arrival of precursor(s) flux into the photoreaction volume,
2. precursors are deposited randomly at rate F (monolayers / time) with subsequent adsorption of the precursor(s) onto the substrate,
3. heterogeneous photolysis of precursor(s) to produce adspecies and volatile photoproducts.
4. isolated adspecies relax to nearest empty nucleation active site and adsorb there ; the encounter of two migrating adspecies irreversibly nucleates a new island ; adspecies impinging on top of layers are stepping down by migration and stabilized incorporation, or desorbing as volatile photoproducts,
5. transport of volatile photoproducts out of photoreaction volume,
6. formation of clusters of *adspecies photoproducts* on co-existing photo-induced sites for nucleation (activate charged centers, ACC) and conventional nucleation centers,

7. coalescence of clusters,

8. competition of clusters to produce deposit, and

9. continuous photodeposition, which includes *the stabilized incorporation stage* [12-13].

### 1. Computational method

A real time Potts-Monte Carlo-Metropolis method is employed here for determination of the events on the substrate surface [6,7]. Time in the Potts model is measured in units of Monte Carlo step (MCS). 1 MCS corresponds to N attempted changes. N is the total number of sites in the system.

The kinetic processes are simulated using an entropic barrier for the adspecies, in which the activation energy depends on the configuration of neighboring species. The interaction forces are assumed to be van de Waals–London, with the primary attractive interaction energy falling off as the sixth power of the distance between adsorbates (a). For the fcc lattice, the ratio between distances which separates nn and third-nearest neighbors (nnn) is 2^{1/6}. So, n and nn interaction energies are among the most conducive parameters in the simulation. Also the sites normalized frequencies (see “Results and Discussions”), were checked for Gaussian energy distribution and the results are published elsewhere [4,7c]. Therefore the model includes lattice coordination of SiN-H, species-species interactions out to third-nearest neighbors (nnn), and adspecies-adspecies interaction. According to the Monte Carlo algorithm used, the type, site and time of each of the events are chosen with a probability of occurrence that depends on the kinetic rates at each site. For a semi-quantitative analysis of the quality of the depositing layer, we introduced the root mean square (rms) roughness calculated in a square box over all surface sites: \( \Delta (\text{roughness}) = \sqrt{\sum (h_i - \langle h \rangle)^2 \cdot 10^2} \), expressed in monolayers units, ML. Here \( h_i \) is the height of the \( i \)th column of the structure. The \( \langle > \) denotes an average over all surface sites.

### 2. Brief description of photolysis reactions.

Heterogeneous photolysis reactions occur on the substrate surface and a global quantum yield is assigned. The flow of precursor is taken to have the photoproduct incorporated in the film. The time increment between incident flow of precursor species onto the substrate surface is \( \Delta t = \phi L^4 \) where \( \phi \) is the total flow and \( L \) the film length, expressed in terms of the number of atomic lattice sites. Adspecies migrate from surface site to surface site. Each lattice point may be occupied by a species or a void. The lattice point signifies the position of a particular species in the film below a given site. The lattice sites position is defined by its (x, y, z) coordinates. Adspecies are moved from their current surface site with each increment of time. For a specified temperature, adspecies are allowed to a specified number of relaxations. Then the number of relaxations is an input parameter. ACCs are continuously created, prior to and during the photolysis and the nucleation, on a III-V substrate. At low luminance, the fractional density of ACCs is small. The fractional density is important in determining the surface morphology. All active nucleation centers have equal probability of photoneucleation and equal radial nucleation rate. What is important here is the product of relative generation rate, photolysis and ACCs generation, to surface migration rate. Conversely, in absence of VUV irradiation, a defect free semiconductor surface has a low probability of adspecies attachment, which would impose an increase in the critical local supersaturation level, otherwise required to promote photoneucleation at the photoneucleation threshold. At higher luminance, than this photoneucleation rate, the onset of nucleation occurs, even when the adspecies surface density attains a vanishingly small local supersaturation [8]. The statistical probability of the formation of a photolysis end-product is directly related to its co-ordination number. Based on bond energy of dissociation, within the energy minimization calculations [12], we can predict the quality of the deposit.

### 3. Discrete representation in 3D and topological analysis of simulated depositions.

The information of void and occupied sites in the fcc lattice provided by Monte Carlo-molecular dynamics simulation is organized in function of simulation parameters. Occupied sites are clustered to constitute the bulk, exhibiting rough features at the surface. Voids may be isolated or clustered together forming interconnected pores. In order to count pores, and measure their individual characteristics (size, shape orientation and distribution), they must be isolated in their 3D
representation. An efficient way to do this consist in tracking their discrete 3D boundaries, as first reported by [17] in their cuberille representation, which is the mathematical representation of an fcc grid in terms of points, edges, square faces (facets) and cubes of [19]. Such boundary, or surface extraction, is based on a connectivity analysis of each void site and their void neighbors, when considering the void sites as the foreground and the bulk as background. Connectivity analysis at the site level is the basis for representing topological information at the pore level. Connectivity in the fcc grid is related to neighboring relationships. In 3D image analysis, the equivalent of each site is a voxel (see in Fig. 4, the volume element), considered as a parallelepiped [18]. The nearest neighbor corresponds to the 6-connected neighbors (n), in 3D image processing, the next-nearest neighbor (nn) to the 18-connected neighbors, and the next-to-next nearest neighbor (nnn) to 26-connected neighbors. Each case is characterized, voxels sharing a face, only an edge, or only a vertex, respectively. Fig. 5 is a synoptic diagram of the main elements of these representations, in terms of points, voxels and facets (voxel oriented faces). Our analytic approach consists in taking advantage of two complementary discrete representations of connected components inside the bulk, V (individual pores); one consists in a facet-based boundary $B_f(V)$, and the other consists in a voxel-based boundary $B_v(V)$. Occupancy is expressed as a binary code associated with each voxel. Each voxel after segmentation bears a unique label corresponding to one identified pore, or to the bulk. This allows for very selective visualization and quantification of structural features. Details of boundary extraction, and morphometrical analysis and visualization using these representations are given in [19, 20].

4. RESULTS AND DISCUSSIONS

![Comparison between experimental UV photonucleation for SiN·H and simulated nucleation step](image)

*Fig. 1* Comparison between experimental UV photonucleation for SiN·H and simulated nucleation step: *(Left)* AFM 10x10 μm² image of amorphous SiN:H films deposited at T= 550K. The vertical bar represents 20 nm. *(Right)* Plot of a three-dimensional Monte Carlo-molecular dynamics simulation of roughness in a box. The three axis are, respectively, atomic sites. Various colours are used to distinguish surface atoms at different x, y, z co-ordinates.

![Plot of RMS curves (., left axis) and surface coverage (+, right axis) by Monte-Carlo molecular dynamics simulation at different deposition times](image)

*Fig. 2* Plot of Root-Mean-Square (RMS) curves (left axis) and surface coverage (right axis) obtained by Monte Carlo-molecular dynamics simulation at different number of simulated cycles *(Left)* Three-dimensional temporal evolution of RMS roughness vs number of cycles during UV photonucleation *(Right)* Temporal evolution of expected surface coverage.
Fig. 3. Relative comparison between simulated and experimental roughness values now for larger-scale deposition vs deposition temperature for SiN:H in the validation range of temperature: for 500 Å and, respectively, 1200 Å thick (solid line). The dashed lines are only presenting the expected RMS values.

cycles = 187000, relaxations = 45
$E_{\text{ex}} = 4.90$ eV, $E_{\text{in}} = 3.18$ eV, $T = 550$ K
ACC = 0.01, flux = 150.00 sccm
system of particles = $2 \times 10^3$

cycles = 187000, relaxations = 45
$E_{\text{ex}} = 4.90$ eV, $E_{\text{in}} = 3.18$ eV, $T = 550$ K
ACC = 0.50, flux = 150.00 sccm
system of particles = $2 \times 10^3$

Fig. 4. Large-scale three-dimensional snapshot showing the silicon nitride surface morphology of $1.85 \times 10^5$-particle system deposited at 550 K. Nucleation fractional density occurs at a) 1%, b) 50%. Various colors are used to distinguish surface atoms at different $z$-coordinates.

In order to compare MC-molecular dynamics simulations and experimental results (see Fig. 1), we have first established the equivalence between the parameters. To this end we have, first, constructed by three-atom adspecies for silicon nitride SiN:H, a box of 50x50x200 atomic sites, deposited onto the (001) InP substrate. In this box, with constant height, simulation results were obtained. Therefore the validation is restricted to SiN:H$_n$ (1 ≤ n ≤ 0)[11]. An average lattice constant of 6.6 Å is computed from the silicon nitride unit-cell dimensions. In the substrate temperature range, from 400 K to 650 K, the number of cycles of adspecies moves was defined in the simulation. We are considering lateral migration in a succession of columns layers. Other simulation condition, derived from optimum experimental conditions, is a UV luminance of 26 mW cm$^{-2}$ sr (at 185 nm wavelength). The concomitant heterogeneous photolysis of NH$_3$ on the InP substrate is VUV light dependent. The total impinging flow, of the mixture SiH$_4$/NH$_3$/N$_2$ incident on the substrate is 350 sccm. The normalized frequencies for examination of (n), (nn) and (nnn), are $\nu_{nn}$ = 81.2 %, $\nu_{nnm}$ = 17.8 %, $\nu_{nnn}$ = 1%, respectively. The system was checked with positions centered on the sites and their energies Gaussian distributed [4]. The variance of this Gaussian distribution controls the interaction species-species in the system. We have used a system with constant size in order to be equally affected by finite size. Thus, we have established an equivalence between the simulated and experimental data. We have used a MC-molecular dynamics system with the same size as the experimental one, in order to be equally affected by finite size. Thus we have established an equivalence between the data from MC and experimental conditions. Next, we are aiming to study the evolution of the photonucleation, which starts from the substrate fcc lattice. We performed a set of computational experiments and compared the results of photonucleation, up to $1.6 \times 10^4$ iterations. It can
be seen that, in this early growth mode, the photonucleation is clearly displaying low three-dimensional roughness increasing over time (Fig.2, left side ). Even during early nucleation, and because a low temperature nucleation, the surface tends to saturate with time (Fig. 2, right side). The peculiarity of the coverage rate is the superposition of the several number of cycles, which are filling the layer. The results of Monte Carlo simulation are validated for the Volmer–Weber modified mode of photonucleation and early photodeposition. In this photonucleation mode, whilst the vertical growth rather than lateral growth dominates in this monolayer, the ACCs fraction influence will increase and rough photonucleation will occur. The shape and the filling morphology (see Fig. 2) of the patterned surfaces are validated by our previously published experimental data [16].

![Diagram](image)

**Fig. 5** Synoptic diagram of the main elements of representations of connected components inside the bulk (individual pores), in terms of points, voxels \( B_v (V) \) and facets \( B_f (V) \).

Now, for a semi-quantitative analysis of the quality of the surface, of the depositing layer, we introduced the root mean square roughness (rms) in a square box over all surface sites. Fig. 2(left side) shows the influence of precursor dissociation energy on surface roughness, which displays shifts in the temporal evolution of the rms roughness. The parameters used are the dissociation energy for adspecies-adspecies \( E_{ad} \) and adspecies-substrate \( E_{as} \) interactions (aa interaction in all layers (4.9 eV), except the first, as interaction ( 3.18 eV) [15-16]. The model is defining the deposition rate normal to the substrate. The computed roughness values for ACCs surface fraction (0.2) agrees well (see Fig. 2) with the values measured by Atomic Force Microscopy (A F M). Temporal evolution of the surface roughness showed a transition from rough to smooth deposition at around 450 K (Fig.3 ). At \( T=550 \) K adspecies diffusion is more intensive which permits the deposition of high quality material. Comparison of the temporal evolution of the surface roughness, presented in Fig. 4, shows that the steep rms roughness reduction evolution occurs as from a low ACC threshold value of 1%. This evolution is also important in determining the surface filling morphology (Fig. 4). Thus, our large-scale results demonstrate the possibility of obtaining flat and uniform surfaces at low temperatures, even using amorphous layer deposition. This is due to both, enhanced adspecies lateral migration and ACC creation on a bare substrate surface.

Volume of the pore is obtained by counting voxels inside the surface \( B_v (V) \). Visualization is performed by displaying of facet elements of \( B_f (V) \). selection of specific pores to visualize (the largest, for example) is done by sorting the volume distribution and labeling pores by volume size. Fig. 5 shows the pore distribution in simulation sets corresponding to to four photodeposition temperatures, which correspond to the values selected for the range of validation, in Fig. 3. In the validation range, up to 1200 Å, making use of two different experimental techniques, AFM and index of refraction (RI), it was shown that the both characteristics vs temperature for 500 Å are superimposed [22] leading to the same transition temperature:175 °C.
We have found that low pressure Ultra Violet–induced CVD of silicon nitride films is governed by the competition between surface diffusion, lateral growth and shadowing (KPZ behavior), provided that the photonucleation is promoted prior to deposition. We are proposing a new versatile simulator for atomistic photodeposition process with III-V materials. The simulator capability is validated in the mesoscopic-submicron range. Four novel features of the model are included. The essentials are the following: I. The photolysis sequence is restricted to heterogeneous phase. II. Photomutation priority is developed on activate charge centers (ACCs). III. Coalescence /competition is accounted. IV. Stabilized incorporation insures photodeposition. We have evidenced and identified for SiN:H density a thermal transition. For a thin film 500 Å thick, in a-SiN:H / InP system, this simulator was tested with Atomic Force Microscope and index of refraction results, to be appropriate for both, surface roughness and density. Simultaneously, the resulted porosity transition was evidenced and validated (at 175 °C).

The discrete representation of simulated data allowed to introduce a set of mathematical tools, from 3D imaging domain, in order to interpret connectivity information, at the site level, as topological features. Individual analysis and visualization of each pore was thus possible, making evident changes in their distribution (e.g. in function of temperature). These kind of analysis provides richer information for analysis and visualization, such as pores features and sorting by size and positions; and shall be explored in future works.
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ABSTRACT

The theoretical description of photochemical transformation process of glassy chalcogenide semiconductor films (in particular AsSe) has been developed. The effect of pulsed ArF excimer laser radiation (\(\lambda=193\,nm\), \(\tau=20\,ns\)) on glassy chalcogenide semiconductor is analyzed. It is found that photochemical transformation of AsSe is characterized by optical sensitivity about 3 cm\(^2\)/kJ and threshold radiation intensity about 17 kJ/(cm\(^2\) sec).

Keywords: vacuum ultraviolet, photoresist, photodakening, contrast enhancement.

1. INTRODUCTION

Photostimulated transformations in glassy chalcogenide semiconductor (GCS) films are traditionally studied using visible radiation, in particular, as applied to use of GCS as photoresists in microelectronic technology. At the same time, there are important features of photoinduced transformations in GCS under vacuum ultraviolet (VUV) radiation of ArF excimer laser (\(\lambda=193\,nm\)) [1]. First of all it is very low laser pulse energy level \(E_p\) required for noticeable photostimulated change of optical properties. The changes in the optical properties are accompanied by enhancement of etchability, allowing the use of GCS compounds as highly sensitive inorganic photoresist for VUV laser lithography (threshold exposure 8mJ/cm\(^2\) for 0.2 \(\mu\)m thick AsSe film in single-pulse regime with \(\tau=20\,ns\) is the record value both for inorganic and organic resists). Thus the printing can be done in "flash-in-fly" regime, without stopping the substrate. The second feature is very high photochromic sensitivity, \(\Delta\alpha/\Delta H\) (\(\alpha\) is absorption coefficient, \(H=E_pN\) is exposure, \(N\) is the number of pulses, \(E_p\) is pulse intensity) attained in VUV region of the spectrum, up to \(10^6\,cm/J\) for \(\lambda=193\,nm\). The studies show that the spectral composition of the radiation has an important influence on the efficiency of the reaction, an indication of the nonthermal nature of the phenomenon.

The very high image contrast was observed in lithography process with GCS as resist. 200nm periodical structure was obtained by contact lithography using ArF excimer laser radiation [2]. The high quality of image transfer can be connected to some contrast enhancement effect.

The investigation of the photoinduced transformations of AsSe films show that the complete transition of the film material into new state occur under threshold exposure about 30-50 mJ/cm\(^2\) and further irradiation does not change substantially optical and chemical properties of the film. Besides, it is found that the threshold exposure is decreasing with the increase of pulse intensity.

The photochemical transformation of organic resists consisting of a base resin and photoactive compound (usually inhibitor) can be described by Dill's equations [3].

\[
\alpha(z,t) = AM(z,t) + B \quad (1a)
\]

\[
\frac{\partial \alpha}{\partial z} = -\alpha(z,t)I(z,t) \quad (1b)
\]
\[ \frac{\partial M(z,t)}{\partial t} = -CM(z,t)I(z,t) \]  

where \( M(z,t) \) is a local inhibitor concentration, \( \alpha(z,t) \) - local absorption constant, \( I(z,t) \) is a local light intensity, \( C \) is optical sensitivity, \( A \) and \( B \) are the constants. In Dill’s model the rate of photoinduced transformations is directly proportional to the local light intensity. It means the exposure corresponding to complete formation of image does not depend on light intensity, what apparently is not a case for GHS resists.

2. BASIC EQUATIONS

The Dill's equations (1a-1c) should be modified in order to describe the dependence of the threshold exposure on the light intensity observed for GCS [1]. Let us assume that an irradiation of the film lead to the transition of the material from type 1 to type 2, possessing different optical (e.g. absorption coefficients \( \rho_1 \) and \( \rho_2 \) for type 1 and type 2 respectively) and chemical (e.g. etchability) properties. The film materials is mixture of type and type 2 materials during the exposure. Therefore, local absorption coefficient can be represented in the form

\[ \alpha = \alpha_1\rho_1 + \alpha_2\rho_2 = \alpha_2 + (\alpha_1 - \alpha_2)\rho_1 \]  

(2a).

where \( \rho_1 \) and \( \rho_2 \) are local relative concentrations of materials type1 and type2, thus \( \rho_1 + \rho_2 = 1 \).

The absorption of light in the film should obey the equation:

\[ \frac{\partial I(z,t)}{\partial z} = -\alpha(z,t)I(z,t) \]  

(2b).

while the photo-induced transformation of the film material can be described by

\[ \frac{\partial \rho_1(z,t)}{\partial t} = -f\rho_1(z,t) \]

It is necessary to suggest that the rate of photo-induced transformation should be proportional to the intensity, locally absorbed. On the other hand it is known that the processes of photo-induced transformation are characterized by some threshold intensity. Therefor, function \( F \) can be represented in the form

\[ f = C\alpha(z,t)I(z,t)F(I) \]

where \( F(I) \) is dimensionless step-like function and sensitivity \( C \) has dimensionality [volume]/[energy] and mean the volume of the type 1 material which can be transformed into type 2 by an absorption of the unit of energy. Finally, for the process of photo-induced transformation one can obtain

\[ \frac{\partial \rho}{\partial t} = -C\alpha(z,t)I(z,t)F(I)\rho_1 \]  

(2c).

Equations (4), (5) and (7) together with start and boundary conditions \( \rho_{|t=0} = 1 \) and \( I(t, z=0) = I_0(t) \), where \( I_0(t) \) is the intensity of incident light, allows to model of photo-induced transformations of inorganic photoresists.

The exact dependence of the function \( F \) on the intensity can be obtained by a development of microscopic theory of photo-induced transformation or by an phenomenological analyse of experimental data, for example photodarkening curves. We will approximate this dependence by an expression
\[ F(I) = \frac{1}{2} \left( 1 + th \left( \frac{I - I_{th}}{\delta} \right) \right) \]  

containing only two fitting parameters: threshold intensity \( I_{th} \) and its smearing \( \delta \). In case of small \( \delta \) only upper photoresist layer with thickness \( z_{th} \) given by:

\[ z_{th} = -\frac{1}{\alpha_i} \ln \left( \frac{I_{th}}{I_0} \right) \]  

experiences the transformation into type 2, as it shown on figure 1.

**Fig.1.** The curves of photodarkening demonstrate the experimental \([1](solid\ symbol)\) and calculated \(open\ symbol\) dependence of transmission coefficient at the probe wavelength 630 nm on the exposure. Circles and squares correspond to pulse energy 2 and 4 mJ/cm², respectively. Inset illustrate the model structure. The intensity profile in photoresist volume. Threshold thickness \( z_{th} \) marks the boundary between exposed and unexposed layers.

### 3. MODELING OF PHOTODARKENING OF AsSe FILMS

Figure1 demonstrates the experimental and calculated dependencies of photodarkening for 200 nm AsSe film irradiated by pulse excimer laser irradiation. The best correspondence of calculated and experimental results can be obtained using the following parameters: \( C=3 \times 10^5 \text{cm}^2/J, I_{th}=1.7 \times 10^4 \text{J/(cm}^2\text{sec)\,}, \delta=8.5 \times 10^3 \text{J/(cm}^2\text{sec)\,.\, The\ difference\ between\ experimental\ and\ calculated\ dependencies\ can\ be\ explained\ by\ a\ deviation\ of\ laser\ temporal\ shape\ from\ Gauss\ shape,\ used\ in\ calculations.} \)

One can obtain \([4]\), that sensitivity \( C \) can be estimated basing on the slope \( \delta T/\delta H \) of the photodarkening curves:

\[ \delta T/\delta H \approx T_0(\beta_r-\beta_i)C \]  

where \( T_0 \) is the transmission coefficient at probe wavelength before irradiation.
4. MODELING OF CONTRAST ENHANCEMENT EFFECT

Let consider how non-linear character of photochemical changes influences the concentration profile of components \( \rho_1(z) \) and \( \rho_2(z) \) which is produced by exposure. The dissolution velocity depends on component concentrations so the threshold concentration \( \rho_{1s}(z) \), which separates soluble (\( \rho_1(z) < \rho_{1s}(z) \)) and insoluble (\( \rho_1(z) > \rho_{1s}(z) \)) film areas, should be determined (see Fig. 2). The equation system (1) must be resolved to calculate concentration profile in photoresist bulk created during exposure. But advance optimization of process characteristics (for example gradient of concentration profile near threshold concentration and slope of threshold concentration isoline near sample surface) can be analytical done.

![Diagram](a)

Fig. 2. Photoresist on substrate and profile of radiation intensity. Isoline \( \rho_{1s} \) separates illuminated and dark areas. Solid line correspond to spatial profile of intensity and dotted one corresponds to profile of concentration in photoresist bulk.

In case of rectangle pulse with duration \( T_p \) and intensity \( I_p \) the concentration on the surface after exposure is given by:

\[
\rho_1 = \left[ (1 + \gamma) \exp(\alpha_z CT_p I_p F(I_p)) - \gamma \right]^{-1}
\]  

(7).

Function \( \frac{d\rho_1}{dx} \) should have a maximum near threshold concentration \( \rho_{1s} \) to produce high quality image. So the goal is extreme of function \( \frac{d\rho_1}{dx} \).

Let \( U = \left( \frac{\partial \rho_1}{\partial x} \right) \left( \frac{I_p}{\partial x} \right) \) (where \( b = \frac{1}{I_p} \frac{\partial I_p}{\partial x} \) - relative edge intensity gradient ) be a characteristic of contrast enhancement. This dependence can be represented in the form

\[
U = (1 + \rho_{1s} \gamma) \rho_{1s} \ln \left( \frac{1}{b} \gamma \right) \left( 1 + \frac{I_p}{b} \frac{\partial F(I_p)}{\partial I_p} \right)
\]  

(8),

which has maximal value when the intensity of the pulse obey the equation.
\[
\exp\left(\frac{2I_p - I_{th}}{\delta}\right)\left(1 - \frac{2I_p}{\delta}\right) + 1 = 0
\] (9)

Fig. 3a-3e demonstrates calculated concentration profiles for different intensity. The spatial profile of radiation is shown on fig.3f by thick solid line. We consider an area near boundary between illuminated and dark areas so intensity is changing from maximum to 0. In each case dose was choose as \(\rho_i(x=150)=0.5\). Fig.3c corresponds to optimum intensity \(I_p = 0.803I_{th}\). Fig.3a-3b correspond \(I_p < 0.803I_{th}\) and fig 3d-3e correspond \(I_p > 0.803I_{th}\). It can be seen that width of transition band is minimal when \(I_p = 0.803I_{th}\).

Fig. 3. Calculated concentration profiles for different intensity of radiation: (c) corresponds to optimum intensity \(I_p = 0.803I_{th}\); (a-b) correspond \(I_p < 0.803I_{th}\) and (d-c) correspond \(I_p > 0.803I_{th}\); (f) represents surface concentration \(\rho_i = \rho_i(x)\). Thick solid line corresponds to spatial profile of radiation.
Fig. 3f also demonstrate the dependence of surface concentration $\rho_i=\rho_i(x)$. The concentration gradient near boundary is higher than intensity gradient under optimal radiation intensity and dose.

All above is right for rectangle pulse. In other cases the optimal parameter may vary. Anyway they can be determined resolving equation system(1).

5. CONCLUSIONS

The model for theoretical description of photoinduced transformations in GCS has been developed. This model allows to describe satisfactory experimentally obtained dependencies of photodarkening of AsSe films under excimer laser irradiation. Besides, suggested model explains contrast enhancement effect observed for inorganic photoresists.

The high quality image can be produced using optimal radiation intensity and dose for nonlinear photoresist, which have nonlinear dependence on radiation intensity.
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ABSTRACT

The development of techniques of optical manipulation of matter attracts great attention [1]. One of the most interesting mechanisms for such manipulation is the dielectric (non-resonant) light-matter interaction [2]. This point was used by R. Beth, in 1936, to demonstrate an angular manipulation of a birefringent uniform macroscopic object [3]. We have proposed and developed a two-beam technique that is used for the manipulation of nematic liquid crystal (NLC) materials. Pertinent external control parameters, such as the mutual polarization of the two beams, the ratio of the two beams’ intensity, the total intensity and the interaction geometry, are pointed out. Effective optical control via the non-resonant angular momentum transfer to the cluster of illuminated molecules is predicted and realized experimentally. In particular, it is shown that quasi-uniform precession regimes may be light-controlled at 100%. Moreover it is shown that the circularly polarized light-induced breakdown of orientational symmetry in non-chiral liquid crystals may result in their macroscopic chiral organization. Stationary, precessing and oscillating chiral modes are observed which may be controlled via the above mentioned external parameters. Consequently, since the non-planar deformations are at the origin of the multistability of the system, it is expected from the theory that some important features of the isothermal light-induced phase transition (first- or second-order, hysteresis width...) should be continuously light-driven, without breaking the circular symmetry of the excitation beams.

We believe that our two-beam technique is not restricted to the field of liquid crystals and may be also applied in biophysics, where living entities should play the role of the non-absorbing and birefringent material.

Keywords: Optical manipulation - Liquid crystals - Dielectric torque - Light angular momentum transfer - Light-induced chirality - Optical multistability - Phase transitions

1. GENERAL BACKGROUND

1.1. Non resonant optical manipulation

In the non-resonant light-matter interaction the dielectric anisotropy may play a crucial role. This point was used by R. Beth, in 1936, to demonstrate an angular manipulation of a birefringent uniform macroscopic object [3]. The situation is more complicated in non-uniform birefringent materials, such as liquid crystals. The non-resonant interaction of light with nematic liquid crystal (NLC) has been investigate extensively for past two decades [4-8]. When a light is normally incident on a homeotropically aligned NLC, a change in the orientational order appears if the intensity is above a threshold. This is the so-called light-induced Fréedericksz transition (LIFT) [4-8], which takes place thanks to the dielectric torque exerted by light on NLC. Depending upon the polarization of the excitation light the LIFT may be first- or second-order. The resulting electromagnetic field and molecular orientational states for the strongly coupled light-NLC system have been studied in details in the case of a single linearly polarized (LP), elliptically or circularly polarized (CP) excitation beams [5,6,8,9].

The aim of this paper is to demonstrate that the use of a two-beam light-matter interaction geometry may dramatically improve the optical control of birefringent materials. In the particular case of non-absorbing NLC, this results in the temporal (Section 2) and spatial (Section 3) manipulation of molecular deformations. The strong coupling between light and NLC allows the experimental observation of new dynamics that are rather well described theoretically (Section 2 and 4).

1.2. Light-matter interaction using a two beam technique

Hereafter we present the two key geometries of our two-beam technique. Namely the co-propagating light-NLC interaction (Fig.1) and counter-propagating one (Fig.2). Let’s denote the co-propagating case with \( \sigma^* = +1 \) and the counter-
propagating case with $\sigma' = -1$. The NLC cell is illuminated at normal incidence and the two-beam may be incoherent or coherent, depending of the phenomena under study.

$$\sigma = +1 \quad \sigma = -1$$

![Fig 1: Interaction geometry in the co-propagating case](image)

Both co- and counter-rotating electric fields of these circularly polarized beams will be considered. In Figs.1-2 we defined with the help of $\sigma$, the relative circularity of the two interacting beams in both $\sigma' = \pm 1$ cases. When the two beams’ polarization are co-rotating, $\sigma = +1$ and in the counter-rotating case, $\sigma = -1$ (See Figs.1 and 2). The ratio $R$ between the two beam’ intensity may be adjustable, hence $R = I_+ / I_-$ when $\sigma' = +1$ and $R = I_- / I_+$ when $\sigma' = -1$. The additional condition $0 \leq R \leq 1$ determines the strongest as the beam indexed by (1) or (+) and the weakest beam as the one indexed by (2) or (−). Finally, the total intensity $I_{tot}$ is also used as a control parameter.

### 1.3. Physical model and main theoretical results

The theoretical approach, including the twist deformation for the NLC’s director $\mathbf{n}$ (local average direction of molecular axes) is done for both $\sigma' = \pm 1$ cases [10]. The light-matter interaction was there considered for normally incident plane waves, impinging on an infinite layer (in the $(x, y)$ plane) of a homeotropically aligned $(\mathbf{n} \parallel \mathbf{e}_z)$ cell. The perturbed director $\mathbf{n}$ was described by polar angles $\theta$ and $\varphi$, as $\mathbf{n} = e_x \sin \theta \cos \varphi + e_y \sin \theta \sin \varphi + e_z \cos \theta$, where $\theta$ is the tilt angle between $\mathbf{n}$ and the $z$ axis, $\varphi$ is the azimuthal angle between the local $(\mathbf{n}, z)$ and $(x, z)$ planes, $e_x$, $e_y$, and $e_z$ are unit vectors along the $x$, $y$, and $z$ axes (Fig.3).

![Fig 3: Definition of the local angles that characterize a reoriented state for the NLC.](image)

The reorientation ($\theta \neq 0$) of the NLC occurs when the total light intensity $I_{tot}$ is above the LIFT threshold $I_{th}$. In both incoherent [11] and coherent [12] cases, $I_{th} = 2I_{lw}$ where $I_{lw} = 8\pi \varepsilon_0 K_1 q^2 / (\varepsilon_\parallel \varepsilon_\perp)$, $\varepsilon_\parallel = \varepsilon_0 - \varepsilon_{\perp}$ is the dielectric anisotropy, $q = \pi / L$, $L$ is the cell thickness, $K_1$ is the elastic constant of bend deformations and $\gamma$ is the orientational viscosity [13] (whatever are the values of $\sigma$ and $R$). Thus, we shall further refer to $I_{tot}$ by means of the total normalized intensity with respect to LIFT threshold intensity, $\bar{T} = I_{tot} / (2I_{lw})$.
The physical model of excitation was defined using the following dependencies of $\theta$ and $\phi$: $\theta=\tilde{\theta}(z)$ and $\phi=\Omega t+\alpha(z)$, where $\Omega$ is the pulsation of the director precession around the $z$ axis and $\alpha(z)$ represents the possible twist of the director deformation. The generalized analytical solution that describes the co- or counter-propagating light-induced deformations is found [10], assuming $\theta^2(z)\ll 1$ when $\theta(z)=\theta_0 \sin(qz)$ is a good approximation, $\theta_0$ is the amplitude of the polar deformation. It will be fruitful to write the solution in the following manner in the incoherent case:

$$\Omega = \frac{1+\sigma R}{1+R} f_\Omega (\tilde{T}, \Delta)$$

(1)

$$T = \frac{1+\sigma R}{1+R} f_T (\tilde{T}, \Delta),$$

(2)

where $f_{\Omega, \phi}(\tilde{T}, \Delta)$ are functions of materials parameters, $\tilde{T}$ and $\Delta$. The $\Delta$ is the total nonlinear phase shift between e- and o-waves after the light passed through the NLC sample, $\Delta = L \theta_0^2$ where $L = (\pi \varepsilon_e \varepsilon_a^{1/2} L)(2\varepsilon_0 \lambda)$. $T$ is the angle between director orientations near the output and input planes of the cell, $T = \alpha(L) - \alpha(0)$.

For the sake of simplicity let's imagine that in Section 2 and 3 the propagation of light is adiabatic, as in the linear Mauguin regime [13,14]. However, several important differences are present in our case, e.g. the director configuration is coupled to the light field, the phase velocity, and the amplitude of the extraordinary wave are changed along the propagation etc. Thus, during the propagation through the sample, the polarization ellipse of each beam is "attached" to the molecules as shown in Fig.4, where $I_1 = (n - (n e_x)(e_x)/||n - (n e_x)(e_x)||$ and $I_1 = e_x \times I_1$ are unitary vectors defining respectively the slow and fast local axes of the birefringent slice of NLC located between $z$ and $z+dz$.

![Diagram](image)

**Figure 4:** (a) Slow (||) and fast (\perp) axis of the elementary birefringent slice of NLC between $z$ and $z+dz$. (b) Polarization ellipse "attached" to the local birefringent axes.

2. OPTICAL TEMPORAL MANIPULATION OF A MOLECULAR CLUSTER

A regular molecular precession regime could be generated by the use of a single circularly polarized beam at the LIFT threshold $\tilde{T} = 1$ [15]. In this case the transferred angular momentum (AM) per photon is $\approx 2\hbar \ (\Delta = \pi)$ [10,15,16]. The total AM transferred to matter (that defines its precession rate) cannot be effectively controlled by the total number of photons participating to the AM transfer. Indeed, the total phase shift $\Delta$ depends on the $\tilde{T}$ (the total number of photons), moreover dissipation (the viscous torque) increases with the $\Delta$. Another possibility would be the introduction of coherent photons with opposite AM keeping fixed their number. However, the later attempt leads to a breakdown of azimuthal symmetry (the excitation light being then elliptically polarized), creating a preferred reorientation direction and resulting in suppression of regular precession regime.
Using two incoherent beams with opposite input AM (σ = -1), keeping constant $\tilde{T}$, the molecular precession rate is 100% controllable, simply varying the ratio $R$ of the two beam intensities (see Eq.1 and Fig.6). This is experimentally demonstrated in both co- [17] or counter-propagating geometry [10] (see Fig.5). The precession regime is demonstrated and the precession rate is measured (sign and absolute value) using a simple technique. Namely, the emerging beam from the sample (elliptical) and a reference beam (linear) are simultaneously detected behind a rotating polarizer [10].

The intensity dependence of the precession rate depends strongly on the interaction geometry. In the CP LIFT case, the initial quasi-optimal AM transfer condition ($\Delta \approx \pi$) and the dissipation (when $\Delta$ increases) together dominate the increase of the total number of photons, when $\tilde{T}$ is increased (slowing down of $\Omega$, Fig.7) [8,10]. The use of two interacting beams allows generating dynamics where the viscous slowing down and AM transfer condition may be compensated by the increasing total intensity (Fig.7) [10]. Thus, the use of a two-beam technique gives an access to several new dynamic regimes of a cluster of NLC molecules that are not observable with a single beam experiment.
3. OPTICAL SPATIAL MANIPULATION OF A MOLECULAR CLUSTER

For the sake of simplicity, we shall further refer to the quantity $T$ (introduced in Section 1) as twist, keeping in mind that if $T = 0$, the molecular deformation in the volume of NLC is not necessary in-plane ($d\alpha / dz \neq 0$). The analysis of the dependence of $T$ upon the parameters $R$, $\sigma$ and $\sigma'$ (see Eq.2) allows us to predict some important features of LIFT (see Figs.8). For example, the NLC molecules must precess ($\Omega \neq 0$) without twist deformation ($T = 0$) in the case when the LIFT is induced by two counter-propagating beams carrying the same angular momentum ($R = 1, \sigma = 1, \sigma' = -1$, Fig.8b). In contrast, the molecular organization must be twisted ($T \neq 0$), but there should be no precession ($\Omega = 0$) when the LIFT is excited by two counter-propagating beams of the opposed angular momentum ($R = 1, \sigma = -1, \sigma' = -1$, Fig.8c and Fig.9). The use of CP beam ($R = 0$, Fig.8d) should lead to the formation of a twisted molecular deformation, which is precessing around the normal to the cell substrates ($\Omega \neq 0$ and $T \neq 0$). Finally let's recall that the LP LIFT induces a planar and stationary molecular organization ($\Omega = 0, T = 0$) [4-6] (Fig.8a).

(a) $\hat{\Phi} = 0 \quad T = 0$

(b) $\hat{\Phi} \neq 0 \quad T = 0$

(c) $\hat{\Phi} = 0 \quad T \neq 0$

(d) $\hat{\Phi} \neq 0 \quad T \neq 0$

Figs.8: Summary of the various possibilities of spatio-temporal manipulation in the particular case of two incoherent counter-propagating beams.

Fig.9: Total twist angle $T$ versus the normalized intensity in the case of two incoherent counter-propagating beams with opposite AM and equal intensities for $L=80 \mu m$. 
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When the LIFT is excited by two counter-propagating beams of the opposed angular momentum \((R = 1, \sigma = -1, \sigma' = -1, \) Fig.7c and Fig.8), after the transient regime, the twist is found to be non-zero and constant with time (the precession is absent as predicted above). Thus, we obtained a light-induced and stabilized helicoidal molecular structure from a non-chiral nematic liquid crystal and we can thus speak of light-induced chirality. Note that some theoretical discussion about its possibility was already done in the past [18]. The Fig. (2) shows that the "twisting power" of the total pump field increases with intensity (so with the \(\Delta\)). For much higher intensity, a transition to a large \(\Delta\) state (with multiple self-focusing rings [4]) is observed.

The effective control of twisted deformations at fixed total intensity (Eq.2) predict the control of optical bistability without breaking the azimuthal symmetry in the case of two co-propagating beams of opposite input AM. This is not possible in the case of a one beam light-matter interaction geometry. Experimental demonstration of such possibility is currently under study. Thus we expect from our calculations that we could generate a first-order LIFT under azimuthal symmetry whose hysteresis width is all-optically adjustable. Moreover a second-order LIFT may be obtained under the later symmetry when the two-beam intensities are equal.

4. OPTICAL MULTISTABILITY IN NEMATIC LIQUID CRYSTALS: STRONG EXCITATION REGIME

The LP LIFT (in the case of our NLC) is second-order and leads to a unique stable solution for the molecular deformation at a given input intensity [4-7]. On the contrary, theoretical analysis of the first-order \([8,16]\) CP LIFT has shown the possible presence of a multistability for intensities just above the LIFT threshold value and a unique stable solution for much higher intensities \([8]\). However, the later multistability has never been observed experimentally.

Once again, we show that the control of NLC deformation may be dramatically improved when using a two-beam excitation geometry. Namely, we use a two-beam technique to optically generate and control new spatio-temporal deformation modes in NLC. Thus, a multistability of a light-NLC system is theoretically predicted for light intensities far above the threshold of molecular reorientation. The predicted multistability is observed experimentally. Moreover, it is shown that the discrete-like behavior of orientational states is directly related to the twist (non-planar) deformations. An analysis, that takes into account the contribution of such deformations, is done to propose a physical model explaining the observed confined orientational states. \([19]\)

![Fig.10](image)

Fig.10 : Calculated total nonlinear phase shift (between the o- and e-waves) versus the normalized intensity obtained for for \(L=90 \mu m\), in the case of two co-propagating beams with equal intensities and same input AM (\(\sigma = +1\)) or opposite input AM (\(\sigma = -1\)).

5. SUMMARY

Through various examples we have demonstrated that the use of a two-beam technique improves the optical manipulation of a light-NLC system. In particular we obtained an effective control of spatio-temporal molecular deformations. Several demonstrations are made, for the first time to our best knowledge, in the already extensively studied field of liquid crystals optics : a light-driven molecular motor experiment is achieved, a light-induced chirality is obtained in
a initially non-chiral NLC, optical multistability is predicted and observed experimentally, theoretical predictions about a light-driven optical bistability under azimuthal symmetry are done, new dynamics of light-NLC system are observed, etc.

Finally we are convinced that our two-beam technique is not restricted to the field of liquid crystals and may be also applied in all fields of non-resonant optical manipulation and we hope that it will contribute to a better understanding of the light-matter interaction for various materials. Note that in the case of resonant interaction our technique could also be useful, indeed our group recently obtained the optical generation of helicoidal molecular structure in dye doped polymers under the action of helicoidal standing wave (two coherent counter-propagating beams with counter-rotating electric field and equal intensities) [20].
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ABSTRACT

The photochemical method of image recording of carbazole - containing polymeric layers (f.e. PVC and its copolymers or poly-N-epoxypropylcarbazole, containing under 10% of photochemical cross-linking agents at the range of calcogen - derivatives of methane and etc.) attributes to well-known methods of image recording.

The carbazolalkylmethacrylate (CAMC) copolymer with octylmethacrylate (OMA) photoplastic carries has been investigated in details on the purpose to enlarge the image photographic characteristics of carbosolalkylmethacrylate. The photopolymer layers were made by pouring from solutions.

The structure of CAMC is 1:1 and contains OMA varying from 0 to 50mol%. There were additionally added about 5-16% iodoniphorm CHI₃ for photo-cross-linking of given copolymer layers. The best results of macromolecular photo-cross-linking in UV-rays were obtained with 60-70mol% CAMC containing copolymers. It can be connected with good flexibility of polymeric macromolecules. Optimal concentration of iodoniphorm was about 8-10%.

It has been used a coherent laser beam with λ =420 nm for holographic images recording (Ne-Cd-lazer). There were obtained holographic gratings with resolution 1500 mm⁻¹ and diffraction efficiency 23%. This material has photographic sensitivity 10⁻⁸ m²/J that allows using the explored copolymers for elaboration of a new optic media for holographic images recording.

Keywords: copolymer, layer, image, registration, cross-linking, recording, laser, holography, resolution, diffraction efficiency.

1. INTRODUCTION

Recently special attention was given to the problem of holographic registration of images and information with the purpose of a solution of various scientific and technical problems, as well as for protection of important documents from falsification. For solution of the given problem occupied reliefo-graphic methods of registration of holograms with application of inorganic semiconductors or organic photoconductors (PC) from carbazol-containing polymers sensitized by electron-donor additives the special place in the scientific and technical literature [1 – 4]. On photopolymer PC-layers from carbazol-containing polymers of the polyepoxypropilcarbazol type or vinylcarbazol with oktylmethacrylate copolymers the holographic images with good diffraction efficiency 10-12 %, resolution up to 500 mm⁻¹ and photographic sensitivity 10⁻⁵ - 10⁻⁶ J/sm² were obtained by the photothermoplastic method of the recording [4].

With the purpose of improving of the photographic characteristics, in particular the diffraction efficiency and the resolution, as well as for simplification of the process of production we studied and proposed photopolymer layers from carbazol-containing compositions with 4-10 % of the cross-linking agents capable to photostructurization. The possibility of using of the obtained mediums for registration of holographic images with better photographic characteristics is investigated.
2. EXPERIMENTS AND RESULTS

Carbazolylalkylmethacrylates (CAMC) copolymers with octylmethacrylates (OMA) of the common formula

![Chemical structure](image)

containing about 60 mol % of carbazolyl links were obtained by a method of radical polymerization in a tholuen solution. Polyepoxypropylcarbazol (PEPC) is commercially available. The given photopolymer was synthesised from N-epoxypropylcarbazol by cation or anion polymerization methods.

For preparation of the samples mediums the solutions of above indicated CAMC and PEPC copolymers added with 0-10 % of iodophorm CHI₂ or other cross-linking agents were prepared. The photopolymer layers were applied both on transparent poly(ethylenereftalat) films and on rigid substrates from an optical glass. The thickness of the samples ranged from 1,0 μm to 20,0 μm. The samples were dried up on air and then in a drying camber at T° ~ 40°C within 24 hours.

The samples of carriers for photothermoplastic registration were prepared from tholuen solutions sensitized by electron-acceptor additions by deposition on metalized poly(ethylenereftalat) films with transparency ~ 90%.

2.1. Sensitometric investigations

It is known [5, 6] that photo-chemical transformations in carbazol-containing polymers at the presence of cross-linking agents like iodinophorm CHI₂ occur according to the ion-radical mechanism with formation at the issue of spatially - cross-linked structures, that allows to use them for registration of information. In the given part of work the sensitometric characteristics (photo-sensitivity, coefficient of visibility and other parameters) in dependence from the concentration of CHI₂ in a photoconducting layers and from their thickness, from the kind of radiation etc were investigated. The trial study was carried out on PC-layers from PEPC taken as an analogy and from CAMC:OMA copolymers. The layers were exposed to ultra-violet light with incident energy E = 10 - 20 mW/sm² and also to white light (mercury-quartz lamp PRK-4 and 500 W incandescent lamp as sources). The photo-structural transformations were observed visually as modification of colour of the PC-layers and through losing of solubility of the irradiated areas. Quantitatively, the photo-structural modifications are well seen in the spectra of visible region.

The maximum of visible absorption spectra (Fig.1) is observed in the interval 630-650 nm. As follows from Figure 1 in a defined time t = 30 s the intensity of absorption becomes constant and corresponds to a full cross-linking of the PC-layers.

![Absorption spectra](image)

Fig. 1. Modification of the absorption intensity with the time of exposure of the layers:
1 - 0 s; 2 - 5 s; 3 - 10 s; 4 - 15 s; 5 - 20 s; 6 - 25 s; 7 - 30 s; 8 - 40 s;
The investigation of the polymeric composition influence on structural photo-cross-linking in dependence on carbazolic nucleus concentration (as CAMC-1 and CAMC-2) in polymers represents a great interest. There are investigated the process activation of layers photo-cross-linking with different additives (f.e. chloranyl etc.).

It was shown the layers photo-cross-linking acceleration in dependence on increasing of chloranyl (ClAn) concentration (1-2%) in polymeric compositions (CAMC-1:CAMC-2 (50:50mol%) was called as poly-CAMC, CAMC:OMA). The time of layers full photo-cross-linking regresses from 30-35 minutes to 18-20 minutes in the case of poly-CAMC (Fig.2) and CAMC:OMA(Fig.3) with UV-irradiation.

![Graph](image)

**Fig. 2. Dependence of photo-structurization of layers with the time of UV-irradiation:**

- B = CAMC1.2(50:50)+10%CHI+1%ClAn;
- C = CAMC1.2(50:50)+10%CHI+2%ClAn;
- D = CAMC1.2(50:50)+10%CHI.

In the case of laser irradiation the photo-cross-linking time is about 3-5 min. The optimal concentration in photopolymer layers is about 2% as we can see from Fig.2, Fig.3 and especially from Fig.4.

![Graph](image)

**Fig.3. Dependence of photo-structurization of layers with the time of UV-irradiation:**

- 1 = CAMC:OMA (60:40)+10%CHI+1%ClAn;
- 2 = CAMC:OMA (60:40)+10%CHI+2%ClAn;
- 3 = CAMC:OMA (60:40)+10%CHI+3%ClAn;
- 4 = CAMC:OMA(60:40)+10%CHI3.
With the following increasing of chloranyl concentration the photo-cross-linking process became less as we can see from Fig.4. It can be connected with carbosol nucleus isolation. Such effect we have observed in the case of OMA concentration increasing in the CAMC:OMA copolymers.

The increasing of OMA plastifier component concentration always results to the layers photo-cross-linking time increasing. The increasing of OMA molar concentration in copolymer layers from 0 to 40 mol% results to the layers photo-cross-linking time increasing more than for 15 minutes.

![Graph](image)

Fig.4. Dependence of the complete photo-structurization of the CAMC-layers with different OMA concentration on the concentration of CIAn:

1 – CAMC (1:2) (50:50);
2 – CAMC:OMA (80:20);
3 - CAMC:OMA (60:40).

### 2.2. Holography investigations

To obtain good holograms on the PC-polymer layers an installation on the base of 1W CW Argon - Ion laser and 20 mW He-Cd laser was mounted. An iris diaphragm was placed intra-cavity to select single mode output from Argon-Ion laser (type LG-106). This regime allows us to increase the length of coherence and, as a consequence, to obtain good holographic scene with the depth of definition up to 15 sm. The laser power in single mode output was 200 mW on wavelength $\lambda = 0.49$ $\mu$m for Argon-Ion laser and 15 mW on wavelength $\lambda = 0.42$ $\mu$m for He-Cd laser.

Optical set-up of the experimental holographic installation is presented in Fig. 5 and consists of: 1 - He-Cd laser; 2 - mirrors; 3 - PC-polymer layer; 4 - collimator system; 5 - He-Ne laser; 6 – photo-detector; 7 - optical power meter and transformation system; 8 - computer system; 9 - beam splitter.
The experimental results on reflection hologram recording have shown that the resolution of the holographic monolayer based on PEPC and CAMC:OMA photoconductor polymer layers is no less than 2000 mm\(^{-1}\). The maximum of the diffraction efficiency of the reflection holograms is 1.5 % at the layer thickness of 5-6 \(\mu\)m. The following chemical treatment permits to increase the diffraction efficiency up to 20 %.

For the layers capable to photostructurization made from copolymers of carbazol-containing compositions with 4-10 % of cross-linking agents and with1-2% of C1An, the dependence of diffraction efficiency of registered diffraction gratings on the time of exposition was investigated. The registration of diffraction gratings was carried out at spatial frequencies 1500 mm\(^{-1}\). The results of measurements are shown in a Table 1.

**Table 1**

<table>
<thead>
<tr>
<th>(N_{\text{sample}})</th>
<th>(n, \mu)m</th>
<th>(n_{18} + n_{19}, %)</th>
<th>(n_{10} + n_{11}, %)</th>
<th>(t_{\text{expos}}, \text{min})</th>
<th>(t_{\text{treat}}, \text{s})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5-6</td>
<td>1,5</td>
<td>2,7</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>5-6</td>
<td>1,8</td>
<td>3,5</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>5-6</td>
<td>2,2</td>
<td>15,3</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>5-6</td>
<td>5,4</td>
<td>3,1</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>5-6</td>
<td>23,0</td>
<td>12,0</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>5-6</td>
<td>19,6</td>
<td>10,3</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>5-6</td>
<td>16,3</td>
<td>8,2</td>
<td>8</td>
<td>30</td>
</tr>
</tbody>
</table>

\(\lambda=0,42 \mu\)m; \(W=7 \text{ mW}\); \(v=1500 \text{ mm}^{-1}\).

It is seen from the table that the diffraction efficiency of the poly-CAMC-layers with 2% of C1An increases up to 23 % with the exposition time up to 8 min.
3. CONCLUSION

1. The photopolymer layers capable to photostructurization from carbazol-containing compositions with 4-10 % of the cross-linking agents are offered.
2. The contents of carbazol-containing copolymers has an influence at all photo-cross-linking process.
3. The increasing of carbazolic component in carbazolyalkylmethacrylate copolymers reduces the full photo-cross-linking time more than for 25%.
4. The optimum concentration of sewing component CHI₃ in PEPC and CEM:OMA PC-layers is 8-10%.
5. The activator presence (f.e. chloranil – 1-2%) accelerates the photo-cross-linking process.
6. The obtained layers are examined with the aim of registration holographic images with improved photographic characteristics.
7. The diffraction efficiency of the registered diffraction gratings reaches 23 % with increasing of exposure time up to 8 min.
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Formation and dynamics of ordered nanometer structures and emission of photons from a rear surface of metal samples at the irradiating of frontal surface by laser pulse.
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With the help of tunnel microscopy it was carried out the experimental research of the form and quantity of defects formed on the back surface of Cu, Ag and Au samples, at irradiating their frontal surface by laser pulses. The correlation between quantity of defects arising on a rear surface of metal and intensity of its luminescence was observed. The offered mechanism of generation of emission, and also capability of research of the emergence of mobile dislocations on a surface of metal with the help of mechanoluminescence are discussed.

key words: metal target, rear surface, nanometer structure, luminescence, tunnel microscopy

Introduction.

In formation of physical properties of solid the important role is played by defects of a crystalline structure. Among them large value have the one-dimensional defects - dislocations, which appearance results, in particular, in change of the energy spectrum of crystal determining many physical properties of a solid. The optical measurements bear the direct information on optical transitions in crystal and, therefore, their research gives information about features of dislocations in a solid.

For present work the interest is represented with research, directed on study correlation between the emergence of mobile dislocations on a metal surface and emission of photons at loading. In [1,2,3] it is shown, that at deformation of noble metal samples (Cu, Ag and Au) on their surface the submicrodefects as prisms with an apex angle equal ~ 70° will be derivated. It is known [4], that Cu, Ag and Au have CFC - lattice, in which the angle between planes of easy glide (111) and (1 1 1) » 70.5°. Therefore, it is natural to consider that these defects will arise due to emergence of mobile dislocations on a metal surface [2,3]. By release of energy, accumulated in dislocation nuclei, at their emergence on a metal surface under the action of stress fields in [5,6] were explained the results of experiments [7], in which the emission of photons accompanying the destruction of metal samples was registered. Later it was shown, that the similar emission accompanies also deformation of metals, including loading with the help of the laser pulse [8,9]. Experimentally are investigated temporary and spectral characteristic of emission from various metals. It is shown, that at deformation and destruction in spectral characteristic of emission there are certain bands of luminescence depending on an electron structure of metal surface, and the emission begins, when the stresses in a sample are close to a yield point [10,11].

According to the theory [5,6,12] the intensity of a mechanoluminescence is described by the formula

\[ I = \eta <n> \omega g_0 e^{\beta t} \]  

(1)

Where \( \eta \) - probability of an emission recombination, \( <n> \) - mean energy of quantum, \( \alpha \) - constant depending on metal properties, \( t \) - time, \( g_0 \) - speed of holes generation.

\[ g_0 = \frac{P_0 \varepsilon}{a b} \]  

(2)
Where \( \varepsilon \) - speed of change of deformation, \( P_h \) - probability of formation of a hole, \( a \) - lattice parameter, \( b \) - Burgers vector.

From the adduced formulas it is evident, that the intensity of mechanoluminescence depends on several parameters, but all of them are constant for the given metal, the elimination is made only with quantity of speed of deformation change, expression for which has a form

\[
\varepsilon = N_d b v_d \tag{3}
\]

Where \( N_d \) - accordingly concentration of mobile dislocations and speed of their motion. Experimentally is confirmed, that under all other equal conditions the intensity of luminescence is the more, the more is application velocity of the load and the is more, than more is initial density of dislocations in a researched sample [8,13,14]

In [14] at research of mechanoluminescence arising on the rear surface of a metal sample at irradiation the frontal surface by laser pulses of the same power was revealed, that with increase of number of irradiating laser pulses, the intensity of a mechanoluminescence decreases. The supposition was stated, that the decreasing of intensity of mechanoluminescence, is caused by gradual decreasing the number of dislocations during irradiation, which are capable to emerge on a surface of a metal sample.

The present work continues a cycle of these researches. If the mechanoluminescence is really connected with an emergence of mobile dislocations on a sample surface, then must be observed the correlation between mechanoluminescence intensity and change of dislocation quantity on a surface at irradiating metal samples by several pulses. The present work is delivered with the purpose of check of this supposition, and also for research of capabilities, which will allow to establish the regularities of dislocations motion with the help of registration of emission.

**Experimental technique.**

The profiles of surfaces of copper samples by cleanness 99.96 %, silver - cleanness 99.99 % and gold - cleanness 99.99 %, thickness 0.1 - 0.5 mm, area 30 x 30 mm were investigated.

The changes of a relief of a surface were registered with the help of scanning tunnel profilometer DTP-1 developed in a scientific research institute of physics LSU and made by the production co-operative "ERA".

For the control of the resolution and the stability of the device was used a diffraction lattice on arsenid hallium, on which surface the layer of gold was spray-coated. The measuring edges were produced from a tungsten wire by electrochemical etching. Their form was evaluated on images of most minor defects on topograms. In a profilometer a measuring edge capable moving perpendicularly surfaces, no more than on 1 \( \mu \)m. To delete microirregularities exceeding 1 \( \mu \)m, the samples were polished with diamond pastes, then were washed out by acetone and spirit.

Chemical structure of a surface before and after researches was checked with the help of Auger - spectrometer LH-10. It appeared, that the researched surfaces are covered with a layer of oxide by a thickness of \( \sim 1.5 \pm 2 \) nm. To level distortion, which could arise because of availability of this layer, it was investigated the form and sizes of defects exceeding 5 nm.

At condensation of water vapors of air on researching surface of metals the electrolyte will generate on a researched surface, in which there is an ionic current eliminating a capability of obtaining the profile of a surface. To suppress this phenomenon, a sample was covered by a hood from polyurethane, through which dry nitrogen was purged.

For registration of luminescence the investigated surface was placed at a distance \( r_1 = 3 \) cm from entrance window with a radius 0.3cm of the photomultiplier FEU - 136, sensitive to radiation in the range of wavelengths 300 - 800 nm and working in analog mode in a complex with the digital storing oscillograph.

For creation of mechanical stresses the frontal surface of a plate was irradiated by pulses of the laser with the following parameters: duration - 1.5 ms, energy in a mode of free generation - 24 J, wavelength 1.06 mm. The diameter of light beam ranging from 2 up to 8 mm. The power of light dropping on a surface of a plate, was varied with the help of neutral light filters, selecting it size such, that the irradiated spot on the frontal surface of a sample did not fail, but the intensity of luminescence of the rear surface was sufficient for reliable registration. In experiments in present article, the energy entered in a sample for one pulse was \( P = 2J = 0.2P_{\text{er}} \).
Results of measurements.

The evolution of a topography of a rear surface of silver at irradiation it's frontal surface by laser pulses of the same power, depending on number of irradiating laser pulse is shown on Fig. 1. On (Fig. 1a) the topogram of a rear surface of a silver sample after a polishing of a surface by diamond paste is shown. One can see on it the grooves located under an angle $\approx 30^\circ$ to the X-axis, depth $\approx 20nm$, width $200 - 300 nm$ and length $\approx 2 \mu m$. One wall of defects is perpendicular surface, and the opposite makes with it an angle $\approx 30^\circ$. It is known, that such orientation of walls forms at a mechanical polishing of samples [2,4]. After effect of single laser pulse by power $P_1 = 0.2P_{th}$ on the frontal surface, the groove has disappeared (Fig. 1b). On a surface of a sample the defects looking like cavities and ledges are visible. The depth (altitude) of these defects varies from 15nm up to 30nm, and cross sizes from 50nm up to 200nm. Effect of the second of laser pulse the same power results that the number of defects which are looking like cavities and ledges is increased, and the distance between defects decreases. The depth (altitude) of these defects also varies from 15nm up to 30nm, and cross sizes from 50nm up to 200nm. (Fig. 1c). The similar change of a submicrelief of a rear surface is observed and after irradiation by the third laser pulse of the same power: the further increase of number of defects which are looking like cavities and ledges happens, and the distance between defects continues decreasing. Again appearing defects have the same for and sizes, as in the previous cases. (Fig. 1d). In all three cases again appearing defects look like a print of a prism, which three walls are approximately perpendicular to the surfaces of a sample, and the fourth makes with it the angle $\approx 30^\circ$. An apex angle of a defect $\approx 70^\circ$. The similar topograms are obtained in experiments with copper and gold samples. It means [2,3], that the defects were generated due to displacement of bands of a material caused by moving of trains of boundary dislocations.

As it was written above, the irradiation energy of samples was choused sufficient for excitation of luminescence of a researched surface. From a comparison of appropriate oscillograms one can see, that the intensity of excited emission decreases from a pulse to a pulse.

Discussion of results.

As evident from a comparison of topograms (Fig. 1) at the first loading the grooves generated at a polishing disappear, as though they are smoothed, however from results described in [3] follows, that it does not excite luminescence and in this case does not represent interest. It is important that after each loading of a sample the changes of a submicrelief of a researched surface take place, and these changes are not random: there are cavities and ledges of the identical sizes and identical form which are looking like a print of a prism, i.e. the defects generated by moving of dislocations appear on a surface. The obtained topograms allow not only to establish the form and sizes of generated defects, but also to calculate their number N on each topogram, and therefore quantity of defects AN generated as a result of first, second, etc. loading. On (Fig. 2) is shown the relation of number of defects, which are looking like a print of a prism, generated as a result of series loading, from number of loading (the curve 1). There is submitted relation of intensity of a luminescence pulse (curve 2) the same samples from number of loading. As evident from figure the relations are similar.

Conclusions.

The results of performed experiments show, that cyclical loading of metal samples by the laser pulses of the same power not destroying an irradiated surface, can result in change of a submicrelief and excitation of luminescence of a rear surface. Thus the form and the sizes of formed defects are constant. At each consequent irradiation the intensity of luminescence decreases, the duration of emission decreases a little, the total number of defects from irradiation to irradiation grows, but at each consequent irradiation the number of defects, again generated on a surface, decreases. The form of defects, doubtlessly, speaks that they were generated due to an emergence of trains of mobile dislocations on a surface. The decreasing of number of dislocations which have emerged on a surface at cyclical loading, apparently, is connected with decreasing of quantity of dislocations in the surface layer of metal, the attaching energy of which is less, then the brought. Earlier it is established that the increase of energy of an irradiating pulse of the laser at repeated loading results in increase of intensity of photon emission [14]. Therefore, it is necessary to expect increase of number of formed defects on a surface. The preservation of the duration of a luminescence pulse means an invariance in circumscribed conditions the speed of motion of dislocations going out on a surface.

So it is shown, that the intensity of a mechanoluminescence directly depends on number of dislocations, which have emerged on a surface of a metal sample. At cyclical loading of a sample the quantity of dislocations which have
emerged on a surface gradually decreases from loading to loading. The performed researches visually show, that the dislocation mechanism of luminescence excitation is realized, and allow to speak about capability studying of dislocations motion in the surface layer of metal with the help of mechanoluminescence.

The work is made at support RFFI grant № 97- 02-18097 and FCP "Integration" the project A0142/KO854.
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Fig. 1. Topograms of a surface of a silver sample. a - a surface of a sample after a polishing, b - after the first loading, c - after the second, d - after the third.
Fig. 2. Relations of number of the appeared defects on a surface of a sample (1) and intensity of photons emission (2) from number of loading.
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ABSTRACT

We have investigated the correlation of photoluminescence (PL) properties with certain etching conditions and laser annealing of porous silicon (PS). We used the optical second-harmonic generation (SHG) and photoluminescence methods for studies of IR laser annealing of porous silicon. We observed that IR illumination by series of laser pulses causes decreasing of SH signal and increasing of luminescence efficiency for PS samples.
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1. INTRODUCTION

The mechanisms of luminescence of porous silicon have been extensively studied by many groups.[1-3]. Nevertheless, existing experimental data are still insufficient to select any specific model for the phenomenon of strong luminescence of porous Si. We have shown the correlation between photoluminescence peculiarities and certain etching conditions and annealing. We have investigated the dependence of the PL intensity for both the laser annealed and etched samples.

It is well known that the PL intensity of PS is quenched by thermal annealing in the temperature range of 400-450 °C [13]. The decrease of PL intensity depends on the thermal annealing duration. A low threshold energy of PL degradation indicates that the thermal induced degradation of PS photoluminescence is the result of thermodesorption from the surface of porous silicon. The experimental results show that PL degradation in porous silicon is related to the formation of recombination centers associated with Si dangling bonds.

1.1 Theory of SHG in PS

SHG arises from the non-linear polarization \( P(2\omega) \) induced by an incident laser field \( E(\omega) \). For centrosymmetric materials such as Si, bulk dipole fields are forbidden and only the much smaller, higher order, bulk fields contribute [4]. Surface states dominate in the dipolar response from clean Si(001) and Si(111) surfaces for 1064nm excitation [5-8], while strain localized at the interface appears to be responsible for a resonance at 375nm for Si(001) and Si(111) [8,9]. When using these excitation conditions, the bulk higher order contributions can be neglected.

For PS the lack of long-range order is important in assessing the possible surface contribution. The material has structure on the scale of 2-8 nm, leading to substantial cancellation of the dipolar SH signal, because within the coherence length of the SHG process [10] the material has a mesoscopic centre of symmetry. Thus PS would not be expected to possess a large SH signal even with its huge surface area, but it may have a signal which can be used for characterization purposes. In-plane isotropy is expected, which suggests polarization rotation, as used in Langmuir-Blodgett monolayer studies [12], as the best approach. With in-plane isotropy the p- and s-components of the reflected SH intensity are equations (1,2) for a linearly polarized incident wave at frequency \( \omega \) and the field vector making an angle \( \alpha \) to the plane of incidence,

\[
I_{2\omega}^p = c \left| \left( f_1 \chi_{xx} + f_2 \chi_{zz} + f_3 \chi_{xzz} \right) \cos^2 \alpha + f_4 \chi_{xxx} \sin^2 \alpha \right| E(\omega)^2 \right|^2
\]

(1)

\[
I_{2\omega}^s = c \left| \left( f_5 \chi_{xxz} \sin(2\alpha) \right) E(\omega)^2 \right|^2
\]

(2)

where \( \chi_{jk} \) is the second-order non-linear susceptibility tensor component reflecting the structure and symmetry properties of the surface or interface, \( f_1 \) is a Fresnel factor, \( z \) is the surface normal, x-z is the plane of incidence and \( c \) is a collection of
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constants. From Eqs. (1) and (2) it can be seen that the shape of the intensity curve for p-polarized SH output depends on \( \chi_{zzz} \), \( \chi_{zzx} \), and \( \chi_{xxx} \), while the shape depends only on \( \chi_{xxx} \) for s-polarized output.

2. EXPERIMENTAL SETUP

Porous silicon samples were prepared by anodic etching of n-type (0.5 Ω cm) Si (100) wafers with an HF:C₃H₇OH (1:1) solution at current densities of 20 mA cm⁻². We used 1064 nm excitation for SHG experiments from porous silicon and 532 nm from Q-switched YAG-laser for PL experiments. The pulse duration was 10 ns at 10 Hz repetition rate. The laser pulse energy was maintained below 100 mJ/cm² to avoid damage. A red-sensitive photomultiplier, and Tektronics digitizer were used to record the PL decay.

3. RESULTS AND DISCUSSIONS

PS samples were irradiated in air by IR laser radiation (wavelength 1064 nm, energy 20–100 mJ/cm², duration of pulse 10 ns). Fig. 1 shows the variation in p-polarized SH intensity with input polarization angle \( \alpha \) for PS using surface-state-sensitive 1064 nm excitation with energy 10 mJ/cm². The relative sizes of the signals are uncorrected for any change in SH beam cross-section due to scattering in the PS. When the sample was rotated by 45° about the z axis, no change was observed in SH signals obtained from either PS consistent with in-plane isotropy.

![Graph showing variation in p-polarized SH intensity as a function of input linear polarization angle \( \alpha \) for PS using 1064 nm excitation.]

Fig. 1. Variation in p-polarized SH intensity as a function of input linear polarization angle \( \alpha \) for PS using 1064 nm excitation.

For series of IR laser pulses with \( E=100 \) mJ/cm² catastrophic decreasing signal of SHG for nanoporous PS sample with a diameter of quantum wires equaled 2-4 nm were observed that represented on Fig. 2. Increasing of PL intensity and decay of PL time constant were observed for annealed nanoporous samples with decreased SHG -Fig.3. The decay of PL time constant increased from 25 μs to 32 μs (Fig. 3.).
Fig. 2. Room temperature SHG for porous silicon. The sample was excited by 1064 nm radiation of YAG laser with a energy density of 100 mJ/cm². The curves represent as signal SHG degrade under illumination of series of laser pulses. The temporal behavior of the signal was determined by the time response of the photomultiplier.

Fig. 3. The kinetics of room temperature integrated PL (600 nm – 850 nm) of the nanoporous PS sample. Plots of PL kinetics before (curve 1) and after IR annealing (curve 2) are shown. Inset: PL kinetics at the same conditions.

For series of IR laser pulses with $E=100$ mJ/cm² decreasing and growth signal of SHG for nanoporous PS sample with a diameter of quantum wires is equal 10-15 nm were observed as presented on Fig. 4. For this annealed nanoporous samples decreasing of PL intensity and decay PL time constant were observed -Fig. 3. The decay PL time constant decreased from 26 $\mu$s to 17 $\mu$s Fig. 5.

Fig. 4. Room temperature SHG for porous silicon. The sample was excited by 1064 nm radiation of YAG laser with a power density of 100 mJ/cm². The curves represent growth of signal SHG after a degradation under illumination of series of laser pulses.

Fig. 5. The kinetics of room temperature integrated PL (600 nm – 850 nm) of the nanoporous PS sample. Plots of PL kinetics before (curve 1) and after IR annealing (curve 2) are shown.
It is well known that the PL intensity of PS is quenched by thermal annealing in the temperature range of 400-450°C [13]. The decrease of PL intensity depends on the thermal annealing duration. The experimental results show that PL degradation in porous silicon is related to the formation of recombination centers associated with Si dangling bonds. It is known also that hydrogen plays an important role in the photoluminescence process. Desorption of hydrogen from the porous silicon surface layer was correlated with decreasing of the photoluminescence intensity and increasing of SH signal.

In contrast with thermal annealing where we have thermodesorption from the surface in porous silicon and the process is determined by annealing duration, IR laser annealing cleans and makes active Si dangling bonds and H adsorption disrupts the surface states. As a result SH signal damps dramatically and nonradiative recombination channels remove. The luminescence time constant of the annealed material increased: it suggests that H absorption of the surface of PS remove nonradiative recombination channels. These observations indicate that the electronic properties of the surface of the porous Si play a key role in obtaining of the efficient luminescence from this material.

It is possible that the growth of signal SHG after degrade under illumination of series of IR laser pulses (Fig. 4) is related with deficit of H in PS sample.

4. CONCLUSION

To summarize, we have investigated the correlation between optical properties and etching conditions, laser annealing of porous Si. We have found the correlation between the PL intensity and the SHG intensity for laser annealed PS. The luminescence time constant of the annealed material is found to be increased at decreasing of the signal of SH, that suggests the desorption of the surface of PS and removing of the nonradiative recombination channels.
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ABSTRACT

We report the studies of process of laser annealing of island Ge films on the Si substrates. Based on the time-resolved reflectivity measurements, we obtained the data concerning melting, the dissolution and the resolidification of Ge thin films on the Si after laser annealing with nanosecond laser pulse. We observed periodic melting of the interface Ge-Si under an illumination by series of laser pulses that connected with the peculiarity of the solution Ge in Si.
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1. INTRODUCTION

A heteroepitaxy of spontaneously forming quantum dots has become quite popular recently. This is a relatively straightforward method for producing of nanoscale features, which compared to lithographic methods, and presents exciting technological opportunities. This technique exploits the strain-driven layer-to-island transition in lattice mismatched semiconductor systems to produce remarkably uniform size distributions of nanoscale three-dimensional islands.

An island growth has become an important topic of current research both experimentally and theoretically due to low-dimensional carrier confinement effects expected [1]. Material systems with high lattice mismatch such as Ge on the Si (001) exhibit a growth mode transition from two-dimensional layer-by-layer growth to three-dimensional island growth beyond a critical layer thickness. Ge on the Si (001) shows an enhancement of optical features [2].

At the large deviation from equilibrium phase transformations have gained considerable attraction since the discovery of the unique properties of metallic glasses. Metallic glasses are formed at quench rates of about 10⁶ K s⁻¹ (depending on alloy). Melting of thin films on the non-reactive substrates by pulsed laser annealing allows to examine nucleation and solidification phenomena at even higher quench rates [3,4]. By optical reflection with nanosecond time resolution we studied the dynamics of laser melting and solidification of the MBE Ge films of 10-nm-thick grown directly on the Si (001) substrates.

The interaction of laser pulses with strongly absorbing media has been of great interest in the eighties. A large part of this activity is motivated by the technological necessity of annealing of ion-implanted surface layers of silicon in such a manner that steep gradients in the impurity doping profiles are maintained [5-8]. The processes occurring during the rapid temperature quench of a thin liquid layer are interesting also from the fundamental point of view, for example with respect to the process which limit the velocity of dissolution of the liquid layers.

In this work we report on laser-induced melting, dissolution and solidification of thin films of Ge on the Si, investigated by optical reflection measurements with nanosecond time resolution.

2. EXPERIMENTAL SETUP

The laser action produced by 532 nm pulse frequency doubled radiation from Q-switched YAG-laser. The pulse duration was 10 ns. The laser pulse energy was 10 mJ/cm²-150 mJ/cm². The laser pulse incident nearly perpendicular upon the surface was only mildly focused to a spot diameter of about 3-mm. For the measurement of the reflectivity we used p-polarized continuous wave (CW) He-Ne laser (λ=633 nm, 7 mW) with an angle of incidence of 45°. The laser was focused to diameter of 20 μm on the surface so that the variation in the pulse laser beam intensity across the diameter of the test laser could be neglected. The reflected light was detected by pin diode (risetime less then 1 ns) and registered by fast digital storage oscilloscope.

Samples were prepared using standard molecular beam epitaxy techniques. Atomic force microscope analyses were performed on Ge islands on the Si. It shown that coherently strained islands had a base width of about 170 nm and a height of 10-20 nm. These parameters remain constant over a wide range of temperatures and are independent on the presence of facets or dislocations. Optical measurements appear very suitable for these studies, because the reflection and transmission
properties differ strongly from the corresponding phase, and in addition in each phase also depend on the temperature. Beginning from the crystalline Si at 300 K, e.g., reflection coefficient \( R \) (at \( \lambda = 632.8 \) nm and perpendicular incidence) increases from 36% to a value of 42% at melting temperature. Upon the appearance of the liquid phase, which is metallic one, \( R \) jumps up to 70%, and then slowly decreases again as the temperature is raised further.

3. RESULTS AND DISCUSSION

We studied the dynamics of laser melting and solidification of the MBE Ge films of 10-nm-thick grown directly on the Si(001) substrates by optical reflection with nanosecond time resolution. We observed a particularity of a dissolution of the liquid film of Ge at energy density of 100 mJ/cm².

The Ge/Si faceting [9,10] observed for the MBE Ge film on the Si substrate can be caused by a solid-state diffusion process or melting of interfacial Ge layer and subsequent alloying with the Si substrate. This phenomenon is associated with extensive confinement of threading dislocations near the Ge/Si interface. We have the Ge film and alloy Ge/Si. The experimental results are divided into three regions, depending on the energy density of the annealing laser: heating of the solid Ge film, partial melting and complete melting of the Ge film, melting of Ge/Si alloy layer.

Fig. 1. shows the time resolved reflectivity for the wavelength 633 nm during laser annealing of the island Ge films on the Si substrate with different energy densities of the laser pulse. The intense laser generation of the electron-hole plasma in the crystal Ge decreases the dielectric constant of layer and decreases reflectivity. The reflectivity changes due to heating of the solid phase have time delay near 120-150 ns (\( E = 35-45 \) mJ/cm²) with respect of the excitation pulse. We conclude that phonon system of Ge-film has a weak bond with Si substrate. Upon melting of the Ge film an increase of the reflectivity is observed; that is evidence of a transition to the metallic phase (\( E = 45 \) mJ/cm²).

Fig. 2. shows the reflectivity curves for an energy density \( E > 50 \) mJ/ cm². We connect this increasing of the reflectivity with partial melting of Ge/Si alloy layers produced in the process of molecular beam epitaxy of Ge at the Si substrate. The dissolution of the liquid Ge produce the dense network of dislocations observed near the interface and decreased the temperature of melting Ge/Si alloy.

Fig. 1. Time-resolved reflectivity -R at 633 nm- of thin Ge film (d=10 nm) on the Si substrates at an energy density: 1- \( E = 28 \) mJ/cm²; 2- \( E = 35 \) mJ/cm²; 3- \( E = 40 \) mJ/cm²; 4- \( E = 45 \) mJ/cm².

Fig. 2. Time-resolved reflectivity -R at 633 nm- of thin Ge film (d=10 nm) on the Si substrates at an energy density: 1- \( E = 55 \) mJ/cm²; 2- \( E = 68 \) mJ/cm²; 3- \( E = 78 \) mJ/cm²; 4- \( E = 90 \) mJ/cm²; 5- \( E = 105 \) mJ/cm².
Fig. 3. Fig.1. Time-resolved reflectivity -R at 633 nm- of thin Ge film (d=10 nm) on the Si substrates at an energy density E=100 mJ/cm² for the sequence of the laser pulses.

We observed the particularity of the dissolution of liquid film Ge in the Si for case of partial melting of a Ge/Si interface at density of energy 100-120 mJ/cm². Figure 3 shows the reflected light amplitudes for the sequence of pulses with E=100 mJ/cm² from the structure. Under effect of three-four laser pulses, process of dissolution liquid Ge in alloy Ge/Si decreases the temperature of melting an alloy and the following laser pulse melts the complete volume of alloy. The periodic process continued toward to the complete dissolution of the Ge film.
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We study the periodic damage structures that can be produced on the rough-surface of semiconductors when they are irradiated with a single beam of intense laser radiation. We observed a formation of periodic surface structures for porous Si (PS) with microscopic surface roughness. In the case of more strong rough Ge (for Ge samples with hand polished surface) we observed an opposite effect to ripple formation: i.e an effective destruction of resonance Fourier components of the random disturbed surface.
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1. INTRODUCTION

It has been known for several years that laser annealing and damage may be accompanied by formation of periodic surface structures or "ripples" on the surface of various metals, semiconductors, and insulators [1-12]. It is generally considered that the pattern takes place from inhomogeneous energy deposition associated with the interference of the incident beam with a diffused guided wave, which comes from scattering of incident wave off a grating-like structure on the surface. The surface plasmon for metals and liquid semiconductors, "radiation remnants" for insulators are considered as the surface waves in this case. The modulation of the incident power - and in turn, the strength of the grating may grow, depending upon the exact nature of the grating, leading to an exponential growth or positive feedback regime similar to small-scale self-focusing in dielectrics. Only the Fourier component of the initial random disturbance which diffracts light almost exactly along the surface grows, and the strength of the initial grating is unimportant since exponential growth processes can start from noise. We note that significant positive feedback has to occur in less than the pulse duration.

Recent observation of visible photoluminescence[13] and electroluminescence [14,15] from porous silicon samples at room temperature has prompted a great interest in this material. This interest persisted due to its potential application in micro- and optoelectronics. In view of device applications, attention is currently focused on the enhancement of the optical and electro-optical properties of PS samples. Porous semiconductors allow to analyze of the fundamental properties of photon-exciton coupling [16] and have consequences for the performance of nonlinear optical devices [17] and laser devices they decrease as the radiative emission lifetime and lead to strong unidirectionality of the emitted light.

The aim of the present work is to extend studies of the PS. We propose to study the formation of periodic surface structures on PS layer, produced by an anodization process on silicon wafer. The refractive index of PS is determined by its porosity, which depends only on the current density of electrochemical process once other etching parameters are kept fixed; the anodization time determine the layer width. We study the laser action on the rough-surface of semiconductors such as porous Si and Ge. We observed a formation of resonance periodic surface structures (scattered laser light along the surface) for porous Si with microscopic surface roughness. In the case of more strong rough we observed an opposite effect to ripple formation: i.e an effective destruction of resonance Fourier components of the random disturbed surface.

2. EXPERIMENTAL

The microporous Si samples are prepared by electrochemical etching of n-type (0.5 Ω-cm), (100)-oriented Si wafers. The electrolyte is 1:1 mixture of pure C₂H₅OH and concentrated HF. Typical thickness of the porous Si layer are 2-5 μm.

The samples were annealed by pulses of linearly polarized light (532nm or 1064 nm) from Q-switched YAG-laser. The pulse duration was 10 ns at 10 Hz repetition rate. The laser pulse energy was 10 mJ/cm²-150 mJ/cm². Although we have looked at the actual damage features, we have found that considerably more information can be gleaned from studying the Fourier transform of the damage by viewing the far field reflection of a 460-nm Ar laser beam normally incident on the damaged region [8].
3. RESULTS AND DISCUSSIONS

3.1. Germanium Samples

The growth of the "ripples" on the germanium surface was well studied in the eighties. We observed decreasing of the intensity of the diffuse back scattering test light for diffraction angles region, which correspond to resonance gratings after action of the series laser pulses. The simplest explanation for destruction of resonance surface gratings for case rough-surface of Ge would be that for high roughness we have many random phase sources of generation surface waves. The "distracted" interference produced the effective transformation of the roughness spectrum.

3.2. Porous Silicon Samples

The lower level of the diffraction of green laser beam was observed for PS samples with respect to Ge samples. For 532-nm excitation by p-polarized light at near-normal incidence on PS layer surface, the well known periodic damage consists of two superimposed sets of fringes perpendicular to the polarization with spacing of $d=0.53/(1 \pm \sin \theta) \mu m$ where $\theta$ is the angle of incidence. The ripples with a spacing of $d=0.53/\cos \theta \mu m$ were observed for $\theta>35^\circ$.

For 1084-nm excitation of PS, the ripples formation was observed with spacing $d=1.06/(n \pm \sin \theta) \mu m$ where $n$ is the refractive index of PS, that is determined by porosity of PS ( $n=1.5-2.2$ for PS with porosity 40%-60%)
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Thermally Stimulated Luminescence from Porous Silicon
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ABSTRACT

The time-resolved evolution of the cloud of the porous silicon (PS) particles produced by laser ablation is studied in situ by the analysis of the kinetics of photoluminescence (PL) signal. The cloud of the nanometer-sized silicon crystallites had the high enhancement of luminescence quantum efficiency (QE) in the red region of spectra. The slow PL kinetics component, which is due to the localized carriers, decays on a millisecond time scale.

We observed high intensity of laser ablation process for light excited PS. We also study the emission of photons from remnants of porous silicon after laser ablation of PS sample. The red light generation was observed in this case of excitation of PS. Time-resolved experiments on the luminescence show that likely there are large lifetime phonons in quantum silicon wires.

Keywords: laser ablation, luminescence, nanocrystallites, porous silicon

1. INTRODUCTION

There is currently intense interest in the optical and electronic properties of nanometer-sized semiconductor crystallites. The study of quantum size effects in nanometer crystallites made from direct-gap semiconductors such as CdSe [1], CuCl [2] etc. reveals that with a decrease in the crystallite size, the band gap energy increases and the excited electronic states become discrete with high oscillator strength. Recently, a great of research effort has been focused on indirect-gap semiconductor crystallites made from Si [3,4] or Ge [5]. However, in spite of many theoretical and experimental studies the mechanism of the visible photoluminescence from porous Si and Si nanometer-sized crystallites it still remains unclear.

With a large surface-to-volume ratio in nanometer-sized crystallites, the surface effects become more enhanced with decreasing the size of nanometer-sized crystallites. The presence of the crystallite surface as a boundary and a source of surface states makes crystallites different from epitaxial low-dimensional structures [1], and the surface effects as well as the quantum confinement effects control the optical and electronic properties of nanometer-sized crystallites [1,2]. There is a strong dependence of photoluminescence spectra and lifetime of e-h pairs on silicon wires diameter [5]. These two effects also complicate the mechanism of the broad visible PL in electrochemically etched porous Si [6]. Time -resolved PL studies in porous Si [7-10] indicate that the recombination processes are complex and the PL in electrochemically etched porous Si exhibits nonexponential behavior. The broad PL spectrum and nonexponential slow PL decay suggest that the disorder-induced localized states plays an important role in the radiative recombination process [7-10].

In the following we use experimental technique to study the kinetics of the photoluminescence of PS and PL of the cloud of the damaged silicon wires produced by laser ablation of porous silicon.

The aim of this letter is the experimental investigation of QE and kinetics of the photoluminescence of isolated nanocrystallites of PS; changes in the electronic properties of Si nanocrystals as a function of particle size.

2. EXPERIMENTAL

The laser ablation of porous silicon was produced by 532 nm or 1064 nm-pulses radiation from Q-switched YAG-laser in the atmosphere. The pulse duration was 10 ns. The laser pulse energy was 100 mJ/cm² - 150 mJ/cm². A red-sensitive photomultiplier, and a Tektronics digitizer were used to record the PL decay. Sensitive avalanche photodiode was used for
recording IR PL (1.2-1.6 μm) decay from PS. The microporous Si samples were prepared by electrochemical etching of n-type (0.5 Ω cm), (100)-oriented Si wafers. The electrolyte is 1:1 mixture of pure C₂H₅OH and concentrated aqueous HF. Typical thickness of the porous Si layer are 2-5 μm. Nanoporous silicon layers were prepared from boron doped p-type (100) silicon of 12 Ω cm resistivity by electrochemical etching in the electrolyte H₂O: HF: C₂H₅OH= 1:1:2. We used etching regime with average current density of 14 mA/cm² and etching time of 20 min.

3. RESULTS AND DISCUSSIONS

We study the emission of photons from a cloud of porous silicon after laser ablation of PS sample. High efficiency of light generation was observed in case of PS ablation produced by 532 nm laser pulse. The dominant sample responses were increasing of PL intensity and increasing of decay PL constant by several times in comparison with the usual laser excitation represented on Fig.1. Increasing of luminescence of the cloud of the porous silicon particles produced by laser ablation is connected with gigantic effective emitted surface of system.

Figure 1 shows typical PL kinetics for the cloud PS nanocrystallites and for PS sample.

![Fig. 1. The temporal behavior of the PL signal detected at red range of spectra: curve 1 – before ablation excitation pulse (530 nm has energy 60 mJ/cm² ); curve 2 – regime of ablation, E=150 mJ/cm².](image)

![Fig. 2. The temporal behavior of the optical signal detected at red range of spectra for series excitation pulses.](image)

A damage of PS layer after each laser pulse and decreasing of the PL intensity from PS observed are shown in Fig. 2.

The temporal behavior of the optical signal detected at the red range of spectra for several samples of PS are shown in Fig. 3. Decreasing of the decay constant with increasing of silicon wires diameter was observed. There is a strong dependence of lifetime of e-h pairs on the silicon wires diameter.
Fig. 3. Temporal behavior of the optical signal detected at red range of spectra for different samples of PS: 1 – nanoporous silicon wires diameter near 2-4 nm; 2 – d=8-12 nm; 3 – d= 15-20 nm. Increasing of silicon wires diameter in PS results in decreasing of PL decay time constant.

The laser ablation of porous silicon produced by 1064 nm-pulses radiation with energy E=400 mJ/cm$^2$ had low velocity of etching and low excitation of PS. A efficient excitation of PS by IR laser spark was very low. Addition of synchronized 532 nm pulse with E=10 mJ/cm$^2$ high increased excitation of PS and the velocity of etching of PS. It likely was connected with photo-induced free carrier absorption of IR radiation and decreasing of bonds of excited PS wires. In this case we have the effective laser ablation of excited states in PS.

Fig. 4. The temporal behavior of the optical signal detected at red range of spectra (600-850 nm). Excitation pulse with 530 nm has energy 100 mJ/cm$^2$.

Fig. 5. The temporal response of the emitted visible light detected (1200 nm-1600 nm).

We also study the emission of photons from remnants of porous silicon wires after laser ablation of PS sample. The same kinetics of PL signal was detected for emitted photons with energies up to 1.2-1.6 $\mu$m in this case (Fig. 4. and Fig. 5.). These results show that the light emission is not directly related to heating. The energy cannot diffuse along the surface, because the Si wires are spatially isolated. The main relaxation mechanism is coupling to the phonon branches of the Si wires. A very important mechanism of excitation of e-h pairs is connected with processes of destruction the silicon wires by a laser spark. Time-resolved experiments on the luminescence in IR and red region of spectra show that likely there are large lifetime
phonons in the quantum silicon wires [11]. We have observed thermally stimulated luminescence with large time constant from porous silicon heated by laser spark.

4. CONCLUSION

We have observed high QE of luminescence with large time constant from the cloud of the porous silicon nanometer-sized particles produced by laser ablation of PS. High efficiency of light generation was observed in this case of excitation of PS.
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Formation of 3D dielectric structures by initiating polymerization with the fourth harmonic of a Nd laser
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ABSTRACT

We studied the process of formation of 3D polymer structures by initiating polymerization with laser radiation. Polymers based on such monomers as methyl methacrylate (MMA) and ethylene glycol monomethacrylate (EGM) were investigated. Polymerization was initiated by the fourth harmonic radiation of a Q-switched Nd:YAP laser (λ=270 nm) without any specially introduced initiator. Initiation is provided by the direct photolysis of monomers. At this wavelength the absorption of monomers is significantly higher than the absorption of corresponding polymer. It results in bleaching of the media during polymerization.

Keywords: laser photopolymerization, three-dimensional structure, microfabrication technology

1. INTRODUCTION

Recently the microfabrication technology that uses laser photopolymerization has been extensively studied 1-3. Microfabrication technology has been employed in 3D waveguide technologies 4, photofabrication of three-dimensional photonic crystals 5,6, 3D optical data storage 7.

3D objects are reported to be formed due to initiation of radical polymerization during two-photon photolysis of a specially introduced initiator 6. Viscous mixtures of oligomer and monomer are used as initial material. The polymerization process is localized in the bulk of the material by focusing laser radiation.

In many works, however, single-photon-absorbed polymerization has been used. The localization of the polymerization process is also achieved by focusing.

In this paper we discuss the possibility of creating polymer structures based on polymethyl methacrylate. Instead of introducing a special initiator, it appeared to be possible to use direct photolysis of monomer by ultraviolet radiation to produce radicals for radical polymerization.

The formation of 3D structures with single-photon initiation is limited by the penetration depth of radiation 3. However, for the PMMA-MMA system the absorption spectrum of polymer has short-wave shift relative to the absorption spectrum of corresponding monomer. It results in bleaching of the media by initiating laser radiation while monomer is converting to polymer. We realized the regime of running front of polymerization when the length of polymerized structure significantly exceeds the initial penetration depth.

2. MATERIALS AND METHODS

Investigations of polymerization kinetics were carried out in a simple split cuvette comprising two quartz windows and a Teflon layer 50-500 μm in thickness between them. Initial objects were viscous solution of polymethyl methacrylate (PMMA) in methyl methacrylate (MMA) with polymer concentration 50 and 20 percent by mass. Further in these experiments we used another monomer – ethylene glycol monomethacrylate (EGM) with admixture of ethylene glycol dimethacrylate (EGDM). For simplicity we shall call this monomer "EGM". Polymerization was carried out for viscous solution of PMMA in EGM, for prepolymer of EGM, and for original monomer EGM.

* Correspondence: E-mail: bit@appl.sci-nnov.ru, phone: +7-8312-384389, FAX: +7-8312-363792
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Employing EGM in our experiment is connected with the fact that the polymer, synthesized from this monomer, is cross-linked, and it is not soluble in monomer. This property permits one to separate the polymer from the reaction mixture very easily.

Initiation was made by the fourth harmonic radiation of a Q-switched Nd:YAP laser ($\lambda=270$ nm) with pulse duration of 15ns, repetition rate 10Hz, and beam divergence $3 \times 10^{-3}$.

The degree of polymerization was controlled through alteration of transmission of the reaction mixture at the wavelength of 270 nm. It is known from the literature that $e$ for monomer (MMA) at $\lambda=270$ nm is 50 mole/(l*cm), a value much exceeding the polymer absorption. This was confirmed by further measurements.

### 3. RESULTS AND DISCUSSIONS

Figure 1 displays the transmission spectrum of the initial solution of PMMA in MMA (50/50) in a cuvette 60 $\mu$m in thickness before (a) and after (b) laser irradiation.

Figure 2 shows similar plots for monomer EGM and a corresponding polymer for the layer 600 $\mu$m in thickness.

The bleaching of the medium as a result of the conversion of monomer to polymer is evident. For EGM the penetration depth of initiating radiation in the monomer ($\lambda=270$ nm) is approximately 40 $\mu$m (attenuation by a factor of $e$), but as a result of polymerization the penetration depth is 600 $\mu$m.

Figure 3 shows the transmission of the medium at $\lambda=270$ nm vs irradiation dose at pulse fluence $F=3.6$ mJ/cm$^2$.

This kinetic curve is characterized by:
- the presence of the induction period which is approximately 0.1 of the total dose of irradiation;
- a region of polymerization kinetics with almost constant rate;
- a region of saturation.

The induction period at the beginning of the reaction is connected with the competition of reactions of radicals being formed with the monomer and dissolved oxygen. The saturation region corresponds to the end of polymerization.

Figure 4 displays kinetic curves (conversion vs irradiation dose) for $F=10$ mJ/cm$^2$ and $F=60$ mJ/cm$^2$.

It is evident that at increasing energy of initiating radiation the polymerization kinetics changes significantly. However, a characteristic feature is that the polymerization process finishes at approximately the same total irradiation dose of 60-70 J/cm$^2$.

It is clear that the increase in radiation energy is directly proportional to a decrease in irradiation time before the end of polymerization. For $F=10$ mJ/cm$^2$ the required time is 10 min, whereas for $F=60$ mJ/cm$^2$ this time is 2.0 min.

Based on these results we choose conditions and regimes for formation of 3D polymer structures.

Our experiments were carried out using specially designed rectangular cuvettes that allow observing and controlling the structure growth.

The cuvette was filled either by pure monomer EGM or by a solution of PMMA in this monomer. The cuvette was irradiated from bottom through the quartz base by the fourth harmonic radiation focused by a lens with a focal distance of 25 mm. A binocular microscope was arranged aside to perform visual control.

After polymerization, an unbound monomer was washed away with solvent.

The obtained structure was visualized in the digital photography system (microscope – CCD camera – computer).

An example of one of such synthesized structures is given in Fig. 5. The characteristic size of this structure is 400 x 400 $\mu$m. The length of the structure 10 times exceeds the initial laser radiation penetration depth.
Fig. 1 Transmission spectrum of the cuvette filled with a solution of PMMA in MMA with the concentration 50/50. The cuvette is 60 µm in thickness. a – before and b – after polymerization.

Fig. 2 Transmission spectrum of the cuvette with the EGM monomer, the cuvette is 600 µm in thickness. a – before and b – after polymerization.
Fig. 3. Relative transmission (T/T_{\text{init}}) of the cuvette with the solution of PMMA in MMA (50/50) vs irradiation dose, T_{\text{init}} - is the initial transmission. Pulse fluence F=3.1\text{mJ/cm}^2.

Fig. 4. Degree of polymerization vs irradiation dose. a – F = 10 mJ/cm\(^2\), b – F = 60 mJ/cm\(^2\).
Fig. 5. Polymer structure synthesized from the monomer EGM at laser irradiation dose 75J/cm².

4. CONCLUSIONS

It is shown that polymerization in the studied mixtures using radiation with λ=270 nm is carried out without any specially introduced initiator in the regime of bleaching of the reaction medium. This allows polymerization of layers whose thickness is much more than the penetration depth of initiating radiation.

Using the suggested technique a cylindrical structure 400 µm in diameter and 400 µm in length was synthesized. With appropriate focusing it is possible to obtain structures with diameter less than 100 µm.
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Radiation Action on Polymethine Dyes Prepared on Insulating Substrates as Molecular Layers
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ABSTRACT

Action of the resonance radiation of varied power on polymethine dyes coated as submono- and thicker layers onto glass and quartz was studied. Effect of the dye structure on the optical properties of molecular layers was explored. The layer absorption spectra within 320-1000 nm were measured for dicarbocyanine dyes differing in chemical structures and electronic symmetries. The absorption spectra of dye layers contain a few maxima, whose relative intensity is a function of the dye concentration on a surface, and are considerably broader than the solution spectra, irrespective of molecular symmetry. Irreversible transformation of the dye absorption spectra was studied under the action of resonance laser radiation of varied power and on heating in the dark. The heating and the pulsed laser irradiation of low power and energy lead mainly to the optical density redistribution among different spectral maxima. At high-power irradiation, the optical density redistribution is accomplished by the considerable decrease in the optical density. Simultaneously, the extinction coefficient of the layer increased in the short-wave edge of the absorption spectrum (400-500 nm), i.e., outside the dye absorption band, indicative of dye destruction via irreversible photooxidation. It is concluded that the dye layer contains a few types of absorption centers: two types of monomers, dimers, and probably, J-aggregates. The interaction with a substrate affects the symmetry of electronic density distribution in a dye molecule, whereas the irradiation and heating of a layer result in the destruction of dye and affect the relative amount of various absorption centers.

Keywords: polymethine dyes, molecular layers, monomer, dimer, aggregate, laser photodestruction, thermal destruction.

1. INTRODUCTION

Organic dye layers on insulating substrates and Langmuir–Blodgett (LB) films are studied for a long time. Now thin dye layers have found a wide range of high technology applications, including dichroic color filters for liquid crystal displays, field effect transistors for optoelectronic switches, and solar photovoltaic cells. Most of the dye functions are based on collective properties, such as photoconductivity, energy transfer, and specific absorption or reflections of light, i.e., they are determined by layer morphology. In the majority of works, the method of second harmonic generation was used allowing probing of molecular orientation with respect to the substrate surface. It was shown that the $S_0-S_2$ transition dipole moment of cationic dye is inclined to insulating surface. The destruction of layers under the action of single-pulse laser radiation was studied by the same method in Ref. 7 and photoisomerization and evaporation were concluded to be responsible for the decrease in the second harmonic signal.

Recently, advanced microscopic techniques, such as tunneling and atomic force microscopy, are used providing high spatial resolution, to probe morphology of molecular layers, crystalline phase, in particular. According to the UV, visible, and IR spectroscopy data, molecular orientation, relative domain concentration, and morphology of LB films vary after a few hours of preparation. The formation of crystalline phase from the amorphous phase in a symmetric monocarbocyanine dye layer at different temperatures was studied in Ref. 9. The fact that the dye spectrum is considerably broader for amorphous layer than for solution was explained by higher inhomogeneous broadening of the dye layer spectrum.

We study effect of the symmetry of intramolecular electronic density distribution on spectral properties of molecular dye layers, the interaction of dye layers with laser radiation of varied power, and behavior of dye layers on heating in the dark.

2. EXPERIMENTAL

Long-conjugated polymethine dyes, symmetric and asymmetric dicarbocyanines, were used after recrystallization and drying. Spectrally pure acetone and ethyl alcohol were solvents. Molecular layers were spin coated from dye solutions in polar solvents containing solely monomeric forms. The absorption spectra of layers were recorded on a SF-9 and Perkin-Elmer Lambda 9 spectrophotometers (scan rate 1 nm). To probe low-density layers, a sandwich assembly containing a few layers coated under similar conditions was used. The temperature measurements were performed in a thermostated oven controlled to within 1°C with a thermometer.
Fig 1. The structural formulas of polymethylene dyes along with their absorption spectra corresponding to (1) molecular layers on glass and (2) ethanol and (3) methylene chloride solutions. (a) SPD1, $\Phi_{01} = \Phi_{02} = 45^\circ$; (b) SPD2, $\Phi_{01} = \Phi_{02} = 65^\circ$; (c) APD1, $\Phi_{01} = 53^\circ$, $\Phi_{02} = 45^\circ$; (d) APD2, $\Phi_{01} = 45^\circ$, $\Phi_{02} = 65^\circ$. The spectra 2a, 2b, and 2c in Figs. 1c, d are separated from spectrum 2 and correspond to the three equilibrium stereoisomers. (2a) all-trans isomer. The spectrum 1d is taken from a 10-layer sandwich based on 5 substrates.
Excitation source was a Rb-laser delivering ~17 nm Q-switched pulses at $\lambda = 694$ nm with up to 400 mJ maximal energy. To measure the pulse energy, a photoelement calibrated against the IMO-1 energy-measuring device was used in set with a RC circuit.

Separation of the layer absorption spectrum onto single components was performed by fitting the single component spectrum to the sum of the two Gaussian profiles similar in width (0-0 and 0-1 transitions). The following procedure was used: the spectra of layers containing the minimal number of species (photodestructed layers and those coated from the least concentrated solution) were used to derive the Gaussian profile parameters for the spectra of the corresponding monomers. Then, the spectra of aggregated species were derived from the spectra of layers coated from strongly concentrated solutions using these parameters.

3. THE ABSORPTION SPECTRA OF POLYMETHINE DYSES OF DIFFERENT STRUCTURE

The structural formulas of symmetric and asymmetric polymethine dyes (SPD1, 2 and APD1, 2) bearing heterocyclic end groups of various electron donating ability ($\Phi_0$) are shown in Fig. 1 together with the absorption spectra of dye solutions and molecular layers on Crown-8-grade glass. Similar spectra were observed for a few of symmetric and asymmetric dicarboxyanines differing in symmetries and $\Phi_0$ values on glass and fused quartz. As seen from Fig.1, the spectra of dye layers are considerably broader than of dye solutions and have more than one maximum. Similar broadening of the absorption spectra was also observed for one of monocarboxyanine layer on quartz in.

The change in the coating conditions, including solution concentration and volume, solvent type, and substrate temperature, changes the spectral width, the ratio of the maxima, and the maxima positions in the layer spectrum. The normalized absorption spectra of SPD1 layers with the various maximum optical density ($D_{\text{max}}$), which were coated from variously concentrated solutions characterized by the maximum absorption coefficient $k_{\text{max}}$, are demonstrated in Fig. 2.

![Fig. 2. The absorption spectra of SPD1 layers of various density (D) spin coated onto glass from ethanol solutions of varied concentration ($k_{\text{max}}$). (1) $k_{\text{max}} = 600$ cm$^{-1}$, $D_{\text{max}} = 0.031$, (2) $k_{\text{max}} = 100$ cm$^{-1}$, $D_{\text{max}} = 0.0085$, and (3) $k_{\text{max}} = 68$ cm$^{-1}$, $D_{\text{max}} = 0.0025$. The spectra 2 and 3 are normalized to spectrum 1 at $\lambda = 640$ nm. The spectrum 3 is recorded on a 3-layer sandwich.](image1)

![Fig. 3. The absorption spectra of APD2 layers of various density (D) spin coated onto glass from acetone (1,3) and ethanol (2) solutions of varied concentration ($k_{\text{max}}$). (1) $k_{\text{max}} = 240$ cm$^{-1}$, $D_{\text{max}} = 0.055$, (2) $k_{\text{max}} = 80$ cm$^{-1}$, $D_{\text{max}} = 0.0055$, and (3) $k_{\text{max}} = 8$ cm$^{-1}$, $D_{\text{max}} = 0.0045$. The spectra 2 and 3 are normalized to spectrum 1 at $\lambda = 640$ nm. The spectrum 2 is taken from a 10-layer sandwich.](image2)

A low-density spectrum consists of the main band around ~645 nm that is blue-shifted with respect to the all-trans monomer maximum responsible for the spectrum of SPD1 solution and has shoulder at the long wavelength edge. For layers coated under identical conditions, the relative intensity of the shoulder markedly varies from sample to sample, which suggests presence of the second longer-wave component. At medium $D_{\text{max}}$, the band intensities of these two components are close and the spectral parameters corresponding to identical deposition conditions are similar. The maximum of the long-wave component is close to the all-trans monomer maximum in the spectrum of dye in low polarity methylene chloride (around 698
and 690 nm, respectively). The high-density spectrum is broader in both directions, the maxima of the spectral envelope are shifted toward long and short waves and their ratio is changed. Similar transformations were also observed for APD2 (Fig. 3). The results obtained show that with increasing molecular concentration on the surface the number of different species $F_i$ contributing to the absorption spectrum of SPD1 layer increases to at least 4 as maximum (Fig. 2).

4. ACTION OF INTENSE LASER RADIATION

The effect of pulsed laser radiation of varied average intensity ($I_{av}$) and total energy density ($E_2$) on SPD1 layers is demonstrated in Fig. 4. As seen, the action of power radiation with the large $E_2$ value results in the destruction of the layer and the decrease in the band density within 520-800 nm. The optical density within 400-480 nm increases simultaneously, indicative of dye destruction via irreversible photooxidation. In the process, the photodestruction yield of various destructing species is different (Fig. 4a). The highest resistance to irradiation is exhibited by the $F_1$ species whose absorption maximum is close to the all-trans monomer in solution, i.e., to the excitation wavelength. At the same time, the band density around 645 nm that is due to the $F_2$ species decreases considerably. In the process, the most long-wave band due to $F_1$ species and the most short-wave band due $F_0$ species that does not absorb exciting radiation disappear virtually completely.

Fig. 4. Transformation of the absorption spectrum of SPD1 layer on glass under the action of 694-nm single-pulse laser radiation. (1) before irradiation and (2) after irradiation with (a) $I_{av} = 9 \times 10^{26}$ photon/cm²s and a total energy density in 5 pulses $E_2 = 3.1$ J/cm² and (b) $I_{av} = 3 \times 10^{23}$ photon/cm²s and $E_2 = 0.88$ J/cm² in 5 pulses.

Fig. 5. Transformation of the absorption spectrum of APD2 layer on glass under the action of 694-nm single-pulse laser radiation. (1) before irradiation and (2) after irradiation with $I_{av} = 1.1 \times 10^{26}$ photon/cm²s and $E_2 = 8.1$ J/cm² in 14 pulses. (3) Spectrum 2 normalized to spectrum 1 at $\lambda = 705$ nm.

Fig. 6. Transformation of the absorption spectrum of SPD1 layer on glass. (1) before irradiation and after (2) 15 min and (3) 19 days of storage following 694-nm single-pulse laser irradiation with $I_{av} = 1.1 \times 10^{26}$ photon/cm²s and $E_2 = 5.2$ J/cm² in 8 pulses.
Closely matched results were also obtained for APD2 layers (Fig. 5). The transformation of the layer spectrum following laser action was also observed (Fig. 6). The $F_D$ concentration in the SPD1 layer stored for a long time in the dark at room temperature increases considerably.

At lower $I_R$ and $E_L$ the character of the spectral transformations varies: the optical density of the SPD1 spectrum changes inconsiderably so that the intensity of the $F_1$ band increases, whereas that of the $F_D$ band decreases (Fig. 4b).

As known, absorption of light results in the photodestruction of a dye. However, the heating induced by nonradiative dissipation of the absorbed energy can also affect dye destruction. For this reason, we performed the temperature studies on dye layers.

5. TEMPERATURE STUDIES

Effect of 1-h heating at $+190^\circ$C on the SPD1 layer spectrum is demonstrated in Fig. 7. After heating, the $F_D$ band disappears, whereas the intensity of the absorption maximum around 698 nm increases. Subsequent storage in the dark at room temperature caused the $F_D$ and $F_1$ band intensities to be increased slightly.

![Temperature transformation of the absorption spectrum of SPD1 layer coated from ethanol solution with $k_{max}$= 600 cm$^{-1}$ onto glass substrate. (1) initial layer and layer stored for (2) 15 min and (3) 2 days following 1 h heating at $+190^\circ$C. (4) spectrum 3 normalized to spectrum 2 at $\lambda$ = 705 nm.](image)

6. DISCUSSION

Comparison of the layer spectra with different optical densities along with study of the laser radiation effect allows single components to be separated from the layer spectra. Such separation for SPD1 and APD2 is demonstrated in Figs. 8 and 9, respectively. The spectral widths of these components' spectra ($\omega_o$=1000-1500 cm$^{-1}$) are broader than of the SPD1 spectrum in methylene chloride ($\omega_o$= 600 cm$^{-1}$). For monomeric species this result may be explained by growth of the inhomogeneous broadening of the layer spectrum.

At low concentrations of the initial solution, the optical density of the $F_2$ band is considerably higher than of the $F_1$ band. This implies that layer starts covering from $F_2$ species. The above result and the fact that the $F_1$ spectrum resembles the spectrum in solution indicate these both species to be monomers. The fact that the $F_2$ band appears solely in the high-density spectra suggests that this species is aggregated dye, probably $J$-aggregate. Also, the position and the increase in the relative intensity with surface concentration allow the $F_D$ band to be assigned to dimeric form.

Using these assumptions, we calculated the surface concentration of the layer species. The oscillation forces ($f$) were assumed to be close for monomeric forms and $J$-aggregates and lower by approximately 1.7-fold (1.5 - 2-fold on the average) for dimers. For spectra 1, 2, and 3 from Fig. 2 the calculated surface concentration ($N_{SF}$) and the total coefficient of substrate coverage ($K_\Sigma$) with dye monolayers are listed in Table. The limiting angle ($\varphi_1$) of the transition dipole moment inclination to the substrate surface was estimated by assuming $K_{F_1,2} = 1$, where $K_{F_1,2}$ is coverage of $F_1$ and $F_2$ monomers in the layer coated from the $\eta_{max}$ = 600 cm$^{-1}$ solution. The calculations used experimental data and the following equations:

\[
K_\Sigma = K_{F_1} + K_{F_2} + K_{FD} + K_{FJ}
\]

\[
K_{F_i} = \alpha N_{SF_i} S_{mF_i}, \quad N_{SF_i} = 2.3 \frac{D_{maxF_i}}{\sigma_{maxF_i} \cos^2 \varphi}, \quad S_{mF_i} = S_m \cos \varphi_i + S_m \sin \varphi_i, \quad \sigma_{maxF_i} = 1.5 \sigma_{max \text{ sol}} Q_{\text{sol}} / Q_{F_i}.
\]

Proc. SPIE Vol. 4423 83
Here, $N_{SFI}$ is surface concentration of $F_J$ species, $D_{max_{SFI}}$ is the maximum density within the $F_J$ band; $\alpha$ is the number of the monomers incorporated into the $F_J$ species; $S_{m_{SFI}}$ is the substrate area occupied by monomers incorporated into the $F_J$ species; $S_{m_{||}}$ is the projection area of molecule onto the end groups' plane; $S_{m_{\perp}}$ is the projection area of molecule onto the plane normal to the major axis; $Q_{sol}/Q_{F_J}$ is the ratio of the areas normalized to the long-wave maximum of the solution and the $F_J$ absorption spectra; the coefficient 1.5 in the equation for calculating the absorption cross section $\sigma_{max_{SFI}}$ of $F_J$ from the absorption cross section of solution accounts for the difference in possible molecular orientations in the solution (3D-medium) and in the layer (2D-medium). For SPD1, $S_{m_{||}} \approx 1.6 \text{ nm}^2$, $S_{m_{\perp}} \approx 0.36 \text{ nm}^2$ (as estimated from the Van der Waals radii) and $\sigma_{max_{sol}} = 0.067 \text{ nm}^2$. In calculation of $K_{SFI}$ we used $\alpha=1$ for $F_{1,2}$ and $\alpha=2$ for $F_D$. The lower limit of the $K_{S}$ value for spectrum 1 in Fig. 2 was calculated by assuming that for $F_J$, aggregates $\alpha=4$, $\phi = 0^\circ$ and $S_{m_{SFI}} = 1.6 \text{ nm}^2$.

Fig. 8. The absorption spectrum of SPD1 layer and its separation onto single-species spectra. (1) $k_{max} = 600$ and (2) 68 cm$^{-1}$. (3) Spectrum 1 after irradiation (694-nm Q-switched pulses, $I_{sw}=1.1 \times 10^{16}$ photon/cm$^2$s, the total energy density in 13 pulses $E_{0}=8.1 \text{ J/cm}^2$). The single components separated from spectrum 1 are due to $F_D$ (1a), $F_J$ (1b), $F_J$ (1c), and $F_J$ (1d) species. $\chi^2=2.5 \times 10^{-7}$. The spectra 2 and 3 are normalized to spectrum 1 at $\lambda = 590$ and 705 nm, respectively.

Fig. 9. The absorption spectrum of APD2 layer and its separation onto single-species spectra. (1) $k_{max} = 240$ and (2) 8 cm$^{-1}$. (3) Spectrum 1 after irradiation (694-nm Q-switched pulses, $I_{sw}=1.1 \times 10^{16}$ photon/cm$^2$s, the total energy density in 13 pulses $E_{0}=10.6 \text{ J/cm}^2$). The single components separated from spectrum 1 are due to $F_D$ (1a), $F_J$ (1b), and $F_J$ (1c) species. $\chi^2=5.9 \times 10^{-7}$. The spectra 2 and 3 are normalized to spectrum 1 at $\lambda = 715$ nm.

Table: The calculated surface concentration of the species in the SPD1 layers and the total coefficient of substrate coverage with molecular monolayers

<table>
<thead>
<tr>
<th>Spectrum in Fig. 2</th>
<th>$k_{max}$ cm$^{-1}$</th>
<th>$D_{max}$ *)</th>
<th>$K_S$</th>
<th>$N_{SFI}$, nm$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\geq 6$</td>
<td>$F_D$</td>
</tr>
<tr>
<td>1</td>
<td>600</td>
<td>0.031</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.009</td>
<td>0.93</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>68</td>
<td>0.0025</td>
<td>0.27</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\phi$, deg</th>
<th>22</th>
<th>21</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{m_{SFI}}$, nm$^2$</td>
<td>1.62</td>
<td>1.62</td>
<td>1.62</td>
</tr>
</tbody>
</table>

*) the maximal optical density of the layer spectrum.

The table data show that with growing initial solution concentration, the surface concentration of $F_D$ and $F_J$ species in the layer increases and the more considerable increase is observed for $F_J$ species. The $F_J$ band is present virtually solely in spectrum 1 at the maximal $K_S$ value. This indicates that the degree of aggregation into $F_J$ species is considerably higher than.
into $F_0$ ones. At low concentrations of the initial solution and $K_E \ll 1$ the surface concentration of $F_2$ species markedly exceeds that of $F_1$ ones.

The destruction of $F_0$ with temperature is accompanied by growing of the $F_1$ and $F_2$ surface concentrations. The growth of the $F_1$ surface concentration was also observed under the action of single-pulse laser radiation with low $I_m$ and $E_2$. This shows that the $F_1$ and $F_2$ species are incorporated into the $F_0$ aggregates. At the same time, at higher $I_m$ and $E_2$, the $F_1$ and $F_0$ bands disappear and the surface concentration of monomers decreases. In the process, the photodecomposition yield is considerably higher for $F_2$ than for $F_1$. The destruction of highly aggregated species $F_1$ can be of photo- or thermal origin. The thermal destruction is due to the heating of layer via nonradiative dissipation of the absorbed radiation energy. Evidently, the destruction of the $F_0$ species not absorbing laser radiation is of thermal origin. The aggregate destruction in a layer should increase the surface concentration of monomers, in line with the observations at low $I_m$ and $E_2$. However, under the action of radiation the photodecomposition of absorbing monomers also occurs, which should result in the decrease of their concentration. Evidently, the resulting change in the surface concentration of the $F_1$ and $F_2$ monomers depends on competition between these processes. The process of the increase in the monomer concentration dominates at low $E_2$ values, whereas that of the decrease in the monomer concentration, at high $E_2$ values.

After the layer was stored in the dark at room temperature, the $F_0$ species partially recovered, whereas the highly aggregated species $F_1$ did not recover, which is explained by considerable decrease in the monomer concentration owing to photodecomposition.

As seen from Fig. 2, apart from the monomer bands, the band due to the $F_0$ aggregates can also be revealed in the layer spectrum even at low concentrations of the initial solution and $N_{SPF} \ll 1$ (spectrum 3). This fact indicates that molecules cover film as islands, where single-layer monomers $F_2$, two-layer dimers $F_0$, and all-trans isomers $F_1$ may be present.

We have made two suggestions about the nature of the $F_2$ monomers:

1. The $F_2$ monomer is a stereoisomeric species different from all-trans isomer $F_1$. This species has spectrum shorter-wave shifted with respect to that of all-trans isomer and the higher photodecomposition yield. The increase in the equilibrium concentration of such species in a layer is governed by the interaction of molecule with substrate, which results in the distortion of molecular electronic symmetry. This assumption is corroborated by the fact that several equilibrium isomeric species with close concentrations can simultaneously exist in solutions of highly asymmetric APD.\(^\text{12}\) For example, in solution of APD2 bearing end groups strongly differing in electron donating abilities ($\Delta \Phi_0=20^\circ$) the three isomeric species coexist. In this case, the species responsible for the shorter-wave band peaked at 659 nm, rather than all-trans isomers responsible for the 681 nm band, have the maximal concentration in polar solution (Fig. 1d). The similarity of the spectral properties of SPD and APD layers also shows that variations of the molecular electronic symmetry upon interaction with substrate essentially affect spectral properties of the dye layers (Fig. 1).

2. The $F_2$ monomer is similar to the all-trans monomer $F_1$, but the molecular arrangement in a layer is different, namely, the $F_2$ monomers are arranged within the first layer interacting with substrate, which results in the shift of the dye absorption spectrum and affects the photodecomposition yield, whereas the $F_1$ monomers are arranged within the second layer, where this interaction is considerably weaker.\(^\text{13}\)

The difference between the two-layer assembly of weakly interacting $F_1$ and $F_2$ monomers and the dimeric layer of strongly interacting monomers can be explained by incorporation of water molecules into the dimer.\(^\text{14}\) Then, the low rate of the dimer reduction in a destructed layer stored in the dark is reasonable, because the recovery of monomers to dimers requires water molecules that had left a layer after heating. The water can be incorporated into the layer solely from the air. In the literature, suggestions were made that water also facilitates attachment of dye molecules to the substrate surface.\(^\text{15}\) This fact can explain why under irradiation or heating the $F_2$ monomers from the first layer are destructed considerably higher than the $F_2$ monomers from the second layer.

7. CONCLUSION

1. The spectral parameters of symmetric and asymmetric dicarboxylic acid polymethylene dyes change in a similar manner upon transition from solution to layer on insulating surface, which is explained by the distortion of electronic symmetry upon dye–substrate interaction.

2. The spectra of dicarboxylic acid polymethylene layer with the monomeric layer coverage $K_E \leq 1$ are determined by arrangement of dye molecules into one or two-layer islands. The two-layer islands may include both two weakly interacting monomeric layers differing in the spectral properties and dimeric layer.
3. As surface concentration increases, the more aggregated species possessing the higher degree of aggregation are formed apart from dimers. The layers with high surface concentration contain two monomeric species, dimeric species, and, probably, J-aggregates. The concentration ratio of these species depends on the coating conditions, including concentration and volume of the initial solution, solvent type, and substrate temperature. Prolonged heating causes aggregates to destruct and the number of monomeric species to increase.

4. The action of single pulse monochromatic laser radiation results in the destruction of monomeric and aggregated species, including those not absorbing exciting radiation. The destruction is due to the photodecay of absorbing monomeric species and thermal destruction of aggregated species (dimers and J-aggregates).

5. The number of monomeric species changes depending on the ratio of the growth rate of monomer concentration owing to aggregate decay and the rate of photodecay of the monomers. This ratio depends on the initial concentrations of monomers and aggregates and on the excitation conditions including total energy density, the number of acting pulses, and the pulse energy and power. The number of monomeric species increases at low total energy density and radiation power and decreases when these parameters are high. The photodestruction rate of the monomers of the first layer is considerably higher than of the second layer.

6. In a destructed layer stored for a long time in the dark, the dimeric species partially recover probably due to the recovery of equilibrium water concentration in the layer.
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ABSTRACT

We report the results of experimental study of infrared radiation detection in a bulk of compensated germanium. Au or Ni with deep levels in the forbidden energy gap was used as compensating impurities. In spite of great difference in their activation energies the change of electrical resistance of the samples under CO₂ laser illumination indicated the similar rise of carrier density in the valence band which can not be explained only by means of direct hole activation from these levels. The DC measurements have shown the activation character of the electrical conductivity of compensated semiconductors. Evaluation of spatial quantity of in-homogenates in compensated semiconductors confirmed the importance of energetic bands bending due to the existence of ionised impurities complexes for infrared detection.

Keywords: CO₂ laser radiation detection, carrier heating, deep levels in semiconductors.

1. INTRODUCTION

Various devices based on the carrier heating by electromagnetic radiation are successfully used for infrared and microwave detection using non-uniform l-h junctions¹. A special attention is paid to p-type germanium due to its wide application in microwave² and infrared³ detection, as well as in the point of view of basic physics⁴. Microwave detection in the l-h junctions of p-type germanium compensated with Au impurities has shown the restriction of the dynamic range due to the field dependencies of hole energy relaxation time, hole mobility and hole capture cross-section in this material⁵. On the other hand it is well known that germanium with several impurities is being widely used as an infrared light photodetector⁶. The infrared detection in the bulk of germanium compensated with gold revealed the predomination of hole activation from Au levels by CO₂ laser illumination over the carrier heating at low temperatures⁷. In this paper we report experimental investigation of CO₂ laser radiation detection peculiarities in p-Ge compensated with Au or Ni impurities having levels of different depth.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

We used p-type germanium compensated with gold or nickel impurities, the concentration of which was in the order of (1,5±3)·10¹⁵ cm⁻³. The p-p⁺ junctions were made on the ends of dumb-bell-shaped samples by alloying indium contacts in vacuum. The DC measurements were performed using nanosecond duration pulses of low repetition rate to avoid crystal lattice heating. As a source of infrared radiation the Q-switched CO₂ laser with operation wavelength 10.6 µm, pulse duration 150 ns, and repetition rate 40 Hz was used. Maximum power density was of about 1.20 MW/cm². The central narrow part of the sample was illuminated for registration of electrical resistance change under influence of CO₂ laser radiation. The measurements at cryogenic temperatures were made in liquid nitrogen vapour surroundings. In the case of these low temperature measurements the optical cryostat was used.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The measurements of temperature dependence of electrical resistance of the samples have shown the position of energetic levels ΔEA of compensating acceptors in germanium with respect to the top of valence band as can be seen in Fig. 1. The value of ΔEA was derived in temperature range where the electrical resistance change resulted mainly from carrier density change with the temperature. Non-exponential behaviour of the presented curves at higher temperatures can be explained by the exhaustion of deep impurity levels before the beginning of the intervalley generation. The sublinear run of the electrical resistance of the samples of germanium compensated with Ni impurities in low temperature range we attribute to peculiarities of high value electrical resistance measurement technique because the nickel level (ΔEA=0.22eV) is deeper than the gold one (ΔEA=0.15eV) (Fig. 1).
Fig. 1. Temperature dependencies of electrical resistance of compensated germanium samples

Fig. 2. The dependence of photo-voltage arising in $p^+ - p^-$ Ge<=Au> contact on laser illumination intensity

The photo-voltage arising on the ends of the $p$-Ge samples compensated with Au impurities linearly depends on laser illumination intensity as can be seen from Fig.2. However, whereas, at room temperature the polarity of photo-voltage corresponds to the decrease of electrical conductivity of $p$-Ge under laser illumination, then at liquid nitrogen temperature the polarity of photo-voltage indicates the increase of the conductivity. In first case we associate this with carrier mobility decrease due to the hole heating by laser illumination, while in the second one the increased conductivity can be explained by competitive action of carrier density increase under laser illumination.

We measured the temperature dependence of electrical resistance change under influence of CO$_2$ laser radiation of the samples of germanium compensated with gold or nickel impurities (see Fig. 3). The results were quite different in comparison with these of non-compensated germanium where the decrease of the resistance followed the energy dependence of hole mobility. In $p$-Ge<=Au> the increase of the electrical resistance was observed at room temperature,
meanwhile at lower temperatures the photoresistance have decreased. In the case of compensating impurity of Ni the resistance decreased under IR illumination over all measured temperature range. It is worth to note that in spite of very different depth of level of Au and Ni impurities the temperature dependence of sample photoconductivity is similar in both cases of investigated impurities in the temperature range lower than room temperature (Fig. 3). On the other hand, the energy of the quantum of CO₂ laser light is sufficiently smaller in comparison with activation energy of the investigated impurities. Meanwhile, the electrical resistance change measurements under influence of microwave radiation have shown no carrier density increase in measured temperature range as can be seen from Fig. 4 for germanium compensated with Au impurities.

The change of the compensated germanium resistance under CO₂ laser illumination can be explained by the concentration effects, which predominated over the carrier heating ones. On the one hand, the hole mobility decreases at increasing charge carrier energy, meanwhile the free hole concentration rises due to the energy dependence of the capture cross section of attractive Au or Ni recombination centres. However the observed decrease of the resistance of the sample with the energy of CO₂ laser radiation can not be explained by the hole capture diminution due to the insignificance of the latter effect. On the other hand the hole concentration increase can not be sufficient intensive due to direct hole activation from impurity levels to valence band. So we explain the observed phenomena by the competition of charge carrier heating effects and free hole concentration increase due to the presence of random potential of the energetic bands in compensated germanium.

As a background for the ideology from the point of view of existence of random inhomogenates we used the works 7,8, where the main features of the highly compensated or disordered semiconductors were determined. Because the current-voltage (I-V) characteristics of such semiconductors are described by a law

\[ I = \exp \left( \frac{E_a - \alpha E^{1/2}}{kT} \right) \]  \hspace{1cm} (1)

where \( E_a \) - the activation energy of electrical conductivity, \( \alpha \) - the parameter of the inhomogeneity, \( E \) - the electric field strength, \( k \) - the Boltzmann constant, \( T \) - the lattice temperature, we have measured those characteristics at different lattice temperatures. The figure 5 shows the I-V characteristics of germanium compensated with Au impurities, while in the Fig. 6 are depicted the I-V ones of Ni compensated germanium.

---

**Fig. 4.** The temperature dependence of relative electrical resistance change of compensated germanium in microwave electric field.

**Fig. 5.** The I-V characteristic of the Au compensated germanium.

**Fig. 6.** The I-V characteristic of the Ni compensated germanium.
We have found that the electrical conductivity has an activation character, and these characteristics are very similar to that of the disordered material\textsuperscript{9} or highly compensated semiconductors\textsuperscript{9,10}. Such findings suggested the idea that the inhomogeneities can play an important role in the phenomena of infrared detection in compensated germanium.

Evaluation of the parameter of the inhomogeneity $\alpha$ at different lattice temperature from eq. (1) have shown its slight temperature dependence in the case of $p$-Ge$<Au>$, while in germanium compensated with Ni impurities this parameter was nearly temperature independent. The parameter $\alpha$ is related with energetical and spatial quantity of inhomogeneity\textsuperscript{1}:

$$\alpha = \left(0.25eaV_0\right)^2,$$

where $e$ is electron charge, $a$ denotes the length of inhomogeneity, and $V_0$ is the fluctuation magnitude of random potential.

Taking into consideration the fluctuation magnitude equal to the CO\textsubscript{2} laser quantum energy value $V_0 = 0.11$ eV, we have that the holes feel inhomogenates which lengths are of the order of 1 $\mu$m for both $p$-Ge$<Au>$ and $p$-Ge$<Ni>$ samples at low temperatures. At room temperature the spatial value of random in-homogeneity in germanium compensated with Au impurities was a little higher which resulted in slighter distortion of valence band edge, thus in predomination of hole heating effects over the activation processes from deep Au level as can be seen from Fig. 3.

4. **CONCLUSIONS**

The investigation of the detection of CO\textsubscript{2} laser infrared radiation in a bulk of compensated germanium offers us the following conclusions:

- the electrical resistance change of the samples revealed the hole concentration increase in germanium compensated with Ni impurities in temperature range from room to liquid nitrogen temperature, while in the case of germanium compensated with Au impurities the hole concentration increase was observed in lower than 275K temperature range;
- the hole concentration increase under CO\textsubscript{2} laser radiation can be explained by means of both charge carrier heating effects and the distortion of valence band edge due to the presence of the complexes of compensating impurities, i.e. the percolation character of electrical conductivity take place in the investigated germanium compensated with Au and Ni impurities;
- the temperature dependence of the spatial value of random inhomogeneates have been observed only in the case of germanium compensated with Au: the length of the inhomogeneity which feel the heated holes rises with temperature increase. As a result at room temperature a slighter distortion of valence band edge occurs and the predomination of hole heating over their activation from Au level takes place.
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ABSTRACT

The modification of C_{60}-film structure under laser and X-ray irradiation has been investigated. The wide spectral and dose ranges of irradiation have been applied: from visible light to hard X-ray, and from low to high intensity, when the optical nonlinear effects appear. The structure changes (including the polymerization) manifesting close to nonlinear threshold have been found. They have exhibited the nonreversible effect contribution to the nonlinear parameters of initial C_{60}-films. The dependence of C_{60}-film structure modification on irradiation wavelength has been demonstrated by the photoluminescence and transmission spectral measurements, the solubility controlling, and data of X-ray diffractometry as well. The contribution of X-ray and a secondary electron flow to polymerization of the C_{60}-film has been determined [1]. The information about C_{60}-film modification may be used for optical limiting devices and for the development of UV and X-ray resists.

Keywords: fullerenes, X-ray irradiation, thin films

1. C_{60}-Films

Films were deposited on Au-, GaAs-, and Si-substrates (100) by a vacuum evaporate method from high-pure C_{60}-powder. Thickness of the films was varied from 300 to 600 nm. From an electron-spectroscopic analysis, a surface layer of the film (with thickness about 50 nm) became 20 molar percent saturated with oxygen due to an influence of air in several days.

Equilibrium solid state of fullerene at temperature below 260K is the crystal with simple cubic lattice (symmetry "sc") and with a very weak van der Waals linkage between fullerene molecules. Fullerenes and the linkage between them are drastically changed under an impact of electromagnetic or electron beams. The influence of these beams causes the transitions of fullerenes to excited triplet states, in which the molecules enter into chemical reactions between themselves. As a result, polymer complexes from fullerene molecules or polymer clusters, which are products of fullerene deep photochemical destruction, are generated. Carbon based material obtained is characterized by a high chemical and mechanical strength. The polymerization processes are accelerated in atmospheric oxygen.

2. INFLUENCE OF VISIBLE LASER IRRADIATION ON FULLERENE FILMS

Characteristics of the laser irradiation used in this experiments are: wavelength \( \lambda_{\text{ex}} = 532 \) nm, pulsewidth \( \tau = 15 \) ns, incident energy density \( P = 0.075-2 \) J/cm\(^2\). The optical nonlinearity of the pure fullerene film on the glass substrate was demonstrated. Optical nonlinear threshold was found at energy density of incident light pulse of about 1.6 J/cm\(^2\) at room temperature \( T=300 \) K. The optical limiting effect (Fig.1) was found at a higher energy density. Optical breakdown of C_{60}-film was shown at energy density of about 2 J/cm\(^2\).

The significant content of C_{60}-film was found insoluble in toluene after irradiation with energy density \( P \geq 0.2 \) J/cm\(^2\). This fact indicate that the nonreversible effects contribute to the optical limiting. That is confirmed by luminescence measurements of C_{60}-films (fig.2). Changing of luminescence spectra demonstrates the redistribution of the density of different type excitonic X-traps in solid fullerenes (photo-induced or intrinsic, for example, polymer complexes) [2-5].
Fig. 1. The optical limiting effect of pure fullerene film on glass substrate.

Fig. 2. Photoluminescence spectra of initial $C_{60}$-films on glass substrate (1) and after laser irradiation (2).

It was found that resonances in the transmission spectra remain unchanged. That fact shows that electron transitions of single $C_{60}$-molecules in irradiating films remain unchanged too.

The effect of the visible laser modification of fullerene film allowed to write the hologram image with spatial frequency $\Lambda=100$ mm$^{-1}$ on $C_{60}$-film at incident energy density $P=0.28$ J/cm$^2$ successfully.

3. INFLUENCE OF POWERFUL ULTRAVIOLET IRRADIATION ON FULLERENE FILMS.

The photo-ablation effect under powerful ultraviolet irradiation is easy realized due to very weak van der Waals linkage between fullerene molecules.

Therefore this effect may be applied to creation of submicron structures from fullerene films and change their geometric parameters. Pointed technological method holds the great promise because it is characterized by relative simplicity and requires no adding chemical or plasma etching.

In the present work, the $C_{60}$ films were irradiated by a powerful pulse ultraviolet KrF-excimer laser with wavelength of 248 nm. The pulsewidth was about 15 ns. The energy density was $W=0.34$ J/cm$^2$ in the center of unfocused light beam at the single pulse.

As a result, a surface layer of the film (with thickness about 35 nm) was undergone to photo-ablation whereas a deeper layer of the film (with thickness of about 100 nm) suffered a structure modification due to the polymerization and the destruction of fullerenes. The modified film part was characterized by elastically and mechanical robustness. In the case of small film thickness, all film (on depth) was polymerized (see Fig.3).

On the data derived from ellipsometry (by Dr. T.L. Makarova), the optical density decreased in the film part exposed by an UV laser:

\[ n' = 1.3 \quad \text{for polymerized part}, \]
\[ n = 1.95 \quad \text{for initial film at wavelength 632.8 nm}. \]

The changes in luminescence and reflection spectra were investigated in visible wavelength range at polymerization by excimer laser light. Both increasing FWHM and decreasing amplitude of both the $\alpha$-red luminescence line (1.71 eV) and the resonance peculiarity (2.02 eV) in the reflection spectrum were found. This fact is due to a decrease in quantity of non-
destroyed fullerenes and due to an increase in the damping of electron states of the fullerene crystal caused by scattering on polymerized fullerene clusters.

Fig. 3. Electron image of C_{60} film polymerized by single UV pulse of excimer laser (W=1.2J/cm²) into air atmosphere.

4. FABRICATION ONE-DIMENSION SUBMICRON STRUCTURES FROM FULLERENE FILMS BY UV PHOTO-ABLATION.

Essentially inhomogeneous spatial distribution of UV light intensity may induce the inhomogeneous efficiency of photo-ablation along surface fullerene film and lead to creation of geometrical submicron structures from fullerenes films.

The traditional methods of inhomogeneous distribution formation of light intensity, such as photo-sweep and interference of several intersect beams, are applied. Because the coherence length of the excimer laser used was about several millimeters the interference was realized between incidence irradiation and reflecting or scattering on objects located close to film surface.

Fig. 4. SEM-image of sinusoidal geometrical grating fabricating on surface of the flat C_{60} film by an UV pulse of the excimer laser into air atmosphere due photo-ablation.

Fig. 5. SEM-image of array of carbon-based wires formed on walls of triangular-type big grating as a result of photo-ablation.
The reflection from a miniature aluminum mirror located nearer than 0.5 mm from film surface was used. In this experiment the XeCl excimer laser with wavelength 308 nm, τ(pulse)=10 ns and $W=0.25$ J/cm$^2$ was applied. By this manner the sinusoidal geometrical grating was fabricated (Fig.4.).

To realize interference of incident and scattering UV light the surface triangular-type big grating made on corrugated GaAs substrate was used. The grating had the period of 2.6 μm and the height of 0.5 μm. The GaAs grating was coated by the fullerene film with thickness of 100 nm. The sample was exposed by the XeCl laser with $W=0.23$ J/cm$^2$. The inhomogeneous periodical distribution of light intensity appeared close to the grating surface. That leaded to forming the nanowires with the width of 150 nm from the fullerene film on the grating walls (Fig.5.).

In the present work, a new interesting process of the photo-ablation was confirmed under interference incident and surface electromagnetic wave excited on the fullerene film (with thickness of 100 nm) near deep split by KrF laser. This process resulted in the formation sinusoidal geometrical grating on fullerene film surface with period about 170 nm (Fig.6). Found effect pointed on performing condition for existing surface waves on fullerene film:

$$\text{Re}(\varepsilon_{C60\text{-film}}(V_{ex}, E_{ex}, T)) < -\text{Re}(\varepsilon_{env}(V_{ex}, E_{ex}, T))$$

The detected effect of “writing” of surface electromagnetic wave may be used for determination of optical parameters of fullerene films (for example, Re($\varepsilon_{C60\text{-film}}$) and Im($\varepsilon_{C60\text{-film}}$)).

Hence, the capacity of fullerene crystal easy to reproduce distribution of light intensity near its surface was demonstrated. The method of fabrication of one-dimension surface submicron structures on the fullerene films using the photo-ablation effect in inhomogeneous distributing electromagnetic field was proposed. This effect may be used for optical writing information and holographic recording.

![SEM-image of sinusoidal geometrical grating fabricating on surface of the flat C$_{60}$-film due photo-ablation under interference of UV incident and surface electromagnetic wave.](image1)

![SEM-image of self-organizing vertical standing carbon nanotubes.](image2)

The formation of nanotubes at a power UV irradiation of the C$_{60}$ film was found. The fullerene film with thickness of 500 nm was exposed by 6 pulses of KrF excimer laser with integral energy density about 2 J/cm$^2$. Moreover the sample was acted upon by argon plasma at the sparing regime. As a result of the combined influence of laser light and plasma, the vertical standing needle-type nanotubes self-organized (Fig.7). Their height reached 2 μm, diameter was about 70 nm. Probably, these nanotubes are multilayer carbon nanotubes.
5. EXPOSURE THE C_{60} FILMS BY X-RAY IRRADIATION

The conventional Dmax/RC RIGAKU diffractometer with copper radiation (\(\lambda = 1.542 \text{ A}\)) was used for exposure the C_{60} films by X-ray irradiation. In the experiments the tube voltage of about 50 kV was applied with the current of 150mA. The samples were located close to the output window of the X-ray source.

It was found that irradiation of the C_{60} film by X-ray induced drastic structural changes. The part of the film became insoluble in the toluene after X-ray irradiation due to formation of the polymer type complexes from C_{60} molecules or (and) their fragments. Both the thickness of this part and character of structure modifications depended on the irradiation dose. The structural changes influenced the luminescence spectra of the C_{60} film. The form of luminescence spectra also strongly depended on the X-ray dose (Fig. 8). The strong dependence of the spectra on the solid fullerene structure showed that the qualitative different optical centers (like polymer complexes) induced at different X-ray dose played the main role in the forming luminescence. This fact was confirmed by the qualitative invariability of luminescence spectra after treatment of film by solvent (toluene). By this means, the luminescence irradiation of X-ray deposited fullerene film was due to insoluble fullerene based complexes.

Described changes are due to the impact of X-ray and are not connected with influence of secondary electrons bearing by X-ray. That follows from qualitative invariability of luminescence spectra at different substrate medium (Ti and glass) possessing different possibility of secondary electrons bearing. The direct impact by incident beam of electron leads to the qualitative variant luminescence spectra changes (Fig. 9) in comparison with the X-ray action.

![Fig. 8. Luminescence spectra of C_{60} film at different X-ray dose.](image1)

![Fig. 9. Luminescence spectra of both initial C_{60} film and after electron beam impact.](image2)
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ABSTRACT

An optical limiting of the laser radiation over IR range in organic compounds based on polyimide has been studied. The non-linear transmission at a wavelength of 1315 nm as well as spectral properties of the compounds have been investigated. The results obtained have been explained by the donor-acceptor interaction mechanism that affects nonlinear-optical properties of organic molecules. The fullerene-doped polyimide structures have been determined to be effective optical limiting materials for attenuating a power density of more than 2 Jcm\textsuperscript{-2} in the IR range.

Keywords: optical limiting, IR laser irradiation, polyimide, fullerene

1. INTRODUCTION

It is well known, a thermal effect, reverse saturable absorption (RSA), two-photon and free-carrier absorption, nonlinear refraction and laser induced scattering are applied in the fullerene-doped structures to explain the optical limiting (OL) effect in them [1-3]. Specially, the RSA effect has being studied as a basic mechanism that is included in theoretical and experimental OL considerations in the visible spectral range. It is caused by the following fact [4,5]. The OL properties in the visible spectral range are determined by the efficient population of a triplet state with a higher absorption cross-section than that of the ground state. For pulsewidth less than the lifetime of the triplet state, the triplet state will act as an accumulation site. For example, the limiting action of C\textsubscript{60} solution will be most effective for pulses shorter than the triplet state lifetime of 40 \textmu s [5]. In this case, the population of the triplet state \( T_1 \) increases as the incident energy increases. RSA, and therefore OL are realized due to the transition from \( T_2 \) to \( T_1 \). Both kinetics of population and destruction of the excitation levels, which take place in OL, are well described by the six-level system [3,6]. The OL effect in the organic systems over the visible spectral range was revealed in polymethacrylate doped with C\textsubscript{60} [5,7], in bicyanovinylpyridine-C\textsubscript{60} compounds [8], in polysilane-C\textsubscript{60} structures [9]. Enhancement of photoconductivity in the fullerene-doped systems based on polyvinylcarbazole was observed in papers [10,11]. The effect of fullerene doping on the spectral properties of 2-cyclooctylamino-5-nitropyridine was shown in Ref. [12]. The first OL results for these compounds were received in paper [13]. Peculiarities of the OL effect in the visible spectral range in polyimide systems doped with fullerenes C\textsubscript{60} and C\textsubscript{70} were investigated in the papers [14,15]. It was shown that the Förster mechanism could be included to explain the OL effect for multicomponent systems consisted of fullerenes and dyes [15] and it was underlined the reinforcement of donor-acceptor interaction in them.

In the present paper the OL effect in the IR spectral range have been studied both in the fullerene-doped polyimide solution and in thin films. The polyimide compounds have been considered as effective systems for eyes and sensors protection over the broad spectral range, including IR.

2. EXPERIMENT

In our experiments, 0.5-1% solutions of photosensitive polyimide 6B (which chemical formula was described in the paper [16]) in chloroform were used. Fullerene C\textsubscript{60} was applied as sensitizers. Malachite green was used as an additional impurity. The fullerene concentration was varied from 0.5 to 5 wt.%, the dye concentration was 1 wt.%. The 1 \textmu m thick fullerene-doped polyimide films were prepared by spin-coating of the 5-6.5% polyimide solution in 1,1,2,2-tetrachloroethane on a glass substrate. The fullerene C\textsubscript{60} concentration was varied from 0.1 to 0.5 wt.% in this case. Fullerene-doped non-photosensitive polyimide 81A was investigated as a possible matrix with a high laser strength for OL applications.
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The experimental setup for the OL investigations in the IR spectral range is presented in the Fig. 1. A dependence of the transmission on an input energy was measured with the use of a photodissociation iodine laser with a wavelength of 1315 nm. The laser was pumped by a nonmagnetic coaxial Xe lamp, which an interior quartz tube was filled in by components of a laser mixture: n-C_{2}F_{5}-I (RI) and SF_{6}. Partial pressure of n-C_{2}F_{5}-I (RI) and SF_{6} was 35 and 500 mm of Hg, respectively. The diameter and length of the active zone were 0.8 cm and 50 cm, respectively. The pumping and laser pulsewidth was 8 μs and 50 ns, respectively. A spot on the sample surface was 2 mm. The input energy was measured with a calorimeter. The energy transmitted through a set of filters and the sample was measured with a pyroelectric photometer.

![Experimental setup](image)

Fig. 1. Experimental setup. 1 – photodissociation iodine laser; 2, 8 – beam splitters; 3, 7 – photodetectors; 4 – light filters; 5 – a lens; and 6 – sample.

The low-power transmission for photosensitive polyimide 6B was about 0.85 at wavelength of 1315 nm, while the one for non-photosensitive polyimide 81A was about 0.75. Spectroscopic measurements were carried out with a Perkin-Elmer Lambda 9 instrument in the wavelength range 200-3000 nm.

### 3. RESULTS AND DISCUSSION

The dependence of the output energy density \( W_{\text{out}} \) on the input energy density \( W_{\text{in}} \) is shown in Fig. 2 for the 1% solutions of photosensitive polyimide 6B in chloroform. Nonlinear transmission was observed for all sensitized samples. In the doped polyimide with 1 wt.% of C_{60} the 2.5-fold attenuation of the incident beam was measured at \( W_{\text{in}} \) of more than 1.0 J-cm\(^{-2}\). The polyimide system doped with 5 wt.% of C_{60} showed the near-linear transmission up to \( W_{\text{in}} \) of 0.65-75 J-cm\(^{-2}\) and the transmission saturation above \( W_{\infty} \) of 1.1-1.2 J-cm\(^{-2}\). The attenuation of the incident beam for this compound was observed at 1.25 J-cm\(^{-2}\) and exceeded at least by the factor of 3-4. The less OL effect was observed in the 0.5% solutions of polyimide in chloroform with 5 wt.% of C_{60}. No peculiarities were determined in the polyimide-chloroform system with 1 wt.% of C_{60}. For comparison, the large OL effect was found in the polyimide-chloroform solution simultaneously doped with C_{60} and the malachite green dye. In this case the 5.5-6-fold attenuation of the incident beam was observed at \( W_{\text{in}} \) of 1.5 J-cm\(^{-2}\). The system kept the essential laser strength up to the input energy density of 2.5 J-cm\(^{-2}\).

It should be noticed that weak scattering was observed in the doped polyimide-chloroform solutions. This result was determined by the cluster formation causing fluctuations of the solution density. The fluctuations resulted in irregular irradiation absorption along the beam diameter.

The dependence of the output energy density \( W_{\text{out}} \) on the input energy density \( W_{\text{in}} \) is shown in Fig. 3 for the thin C_{70}-doped polyimide 6B films. The OL effect was observed for all fullerene-doped films at \( W_{\text{in}} \) of more than 0.3-0.4 J-cm\(^{-2}\), corresponding to the attenuation of laser energy density by the factor of 1.3-3.0 that depended on the fullerene concentration in the photosensitive polyimide matrix. Therefore, the difference in transmission between samples 1 and 2 was determined by the fullerene concentration. However, the result was caused not only by a higher fullerene concentration, but by a
possible complex formation between a donor fragment of a polyimide molecule and fullerene as well. Really, the drastic attenuation of laser energy density by the factor of 9-12 for the polyimide films with 0.5 wt% of C\textsubscript{70} at \(W_{\text{in}}\) of 0.6-0.8 J cm\(^{-2}\) was caused when the new complex was activated.

![Graph 1](image1)

**Fig. 2.** Dependence of \(W_{\text{out}}\) on \(W_{\text{in}}\) for the polyimide 6B – chloroform solutions with the C\textsubscript{60} concentration: 1 – 0 wt.%; 2 – 1 wt.%; 3 – 5 wt.%; and 4 – 1 wt.% of C\textsubscript{60} and 1 wt.% of malachite green.

![Graph 2](image2)

**Fig. 3.** Dependence of \(W_{\text{out}}\) on \(W_{\text{in}}\) in films: (1) polyimide 6B with the 0.2 wt.% of fullerene C\textsubscript{70} and (2) polyimide 6B with 0.5 wt.% of fullerene C\textsubscript{70}.

Proc. SPIE Vol. 4423 99
The following evidences can be used. Electron affinity of fullerene is \(-2.65\) eV, that is more than the one for acceptor fragments of most organic molecules. It is well known that the monomeric links of polyimides are intramolecular donor-acceptor complexes with the charge transfer between the donor (triphenylamine) and acceptor (diimide) molecular fragments, which can be changed using various dopant molecules. The acceptor diimide fragment is of electron affinity of about \(1.12 - 1.46\) eV that is twice less than the one of fullerene. Interest in the investigation on physical-chemical properties of fullerene-doped systems is generated, among other things, by unique ability of fullerenes to influence the initial donor-acceptor interaction. The high electron affinity of fullerene suggests that ones are able to sensitize efficiently the organic molecules creating new complexes with their donor fragments. It should be noticed that the simple model for the intramolecular transfer of an injected electron into \(C_{69}\) and \(C_{70}\) was proposed from the concept of orbital interaction [17]. In our case the additional condition for the transfer is the arrangement of the molecular planes in parallel, that provides the largest overlapping the electron densities of the molecular orbitals. The \(C_{69}\) and \(C_{70}\) molecules are spherical or rugby-ball in shape, respectively. On exciting, triphenylamine molecule experiences a conformational transformation, changing from the neutral tetrahedral form to the ionized planar one [18]. This effect along with less dimensions of the triphenylamine molecule (0.5 nm) than those of the fullerene molecule (0.7-0.8 nm) allow the arrangement of their molecular planes to be expected in parallel. From the previous results [14,15,18] one can say that fullerenes provoke the creation of reverse saturable absorption materials based on polyimide with the high absorption cross section. The absorption cross section of donor-acceptor complex of fullerene with donor polyimide 6B fragment (triphenylamine) was recently estimated in the paper [18]. It is really about 300 times more than the one of intramolecular polyimide complexes. Therefore the fullerenes are more effective acceptors for the system studied. Moreover, the carriers become free after the charge transfer to the fullerene molecules, where the surface charge is delocalized [9]. Thus the reinforcement of donor-acceptor interaction in the films investigated because of the free-carrier absorption influence the OL effect in the IR spectral range for fullerene-doped structures.

![Graph](image)

**Fig. 4.** Dependence of \(W_{\text{out}}\) on \(W_{\text{in}}\) in films: (1) polyimide 81A with the 1 wt.% of fullerene \(C_{60}\) and (2) polyimide 81A with 1 wt.% of fullerene \(C_{70}\). (3) – a low-power transmission for non-photosensitive polyimide 81A.

It should be noticed that the peculiarities of the OL effect in the fullerene-dye-doped polyimide-chloroform solution do not also contradict with the evidence for the complex formation mentioned above. Because the malachite green electron affinity is \(-1.6\) eV [19], it can be possible to create the complex with polyimide donor fragment and to be the effective donor for fullerenes as well. The most optical limiting observed in the polyimide-chloroform solution doped with fullerene and dyes simultaneously (Fig. 2, curve 4) presents this case. Recently, it has been shown that since the absorption spectrum of the fullerene-polyimide system is overlapped with the fluorescence spectrum of malachite green [15] resonance conditions are fulfilled in the polyimide–dye–fullerene structure in the visible spectral range. Overlapping the electron shells of the dye and the fullerene molecules provides the favorable conditions for the charge transfer complex formation as the result of the
free electron exchange between donor (dye) and acceptor (fullerene). It causes the spectral changes in the IR range and explains the OL peculiarities in that. Moreover, the dye introduction makes the process complicated. The OL investigation allows multi-step interaction to be revealed in the multi-component system. The interaction involves, among other processes, the intramolecular complex formation both in polyimide and between dye and triphenylamine as well as the complex formation both between fullerene and triphenylamine and between fullerene (as acceptor) and dye (as donor). In the last case the reverse saturable absorption effect is likely to be additionally described by the Förster mechanism [20]. Therefore, the Förster mechanism should be included in the OL peculiarities in the IR spectral range for photosensitive polyimide systems.

The dependence of $W_{out}$ on $W_{in}$ for fullerene-doped non-photosensitive polyimide 81A at $\lambda=1315$ nm is shown in Fig.4. As seen from this figure, there are no OL peculiarities for the fullerene-doped structure, while the dopant concentration is 2-5 times more than that for the fullerene-doped polyimide 6B (Fig.3, curves 1 and 2). Therefore, the processes observed in the fullerene-doped non-photosensitive polyimide films are not associated with reinforcement of the intramolecular donor-acceptor interaction, which is caused by the fullerene introduction in the photosensitive polyimide 6B. Thus, to reveal nonlinear properties in organic materials, the carrier transfer mechanism is to manifest itself in the molecules sensitized by fullerenes. Therefore the OL effect has not been found for non-photosensitive polyimide 81A in the IR spectral range, because the complex formation does not take place there. However, OL is likely to be observed at more fullerene concentration than that applied in current experiments or is to be revealed at larger intense laser beams, when IR-active vibrational modes of fullerene are activated [21].

4. CONCLUSION

In conclusion, the optical limiting effect over IR spectral range in both fullerene-doped polyimide 6B solutions and thin films as well as in the multicomponent systems consisted of fullerenes and dyes has been detected. The peculiarities observed have been explained by reverse saturable absorption mechanism and reinforcement of the donor-acceptor interaction. It has been shown that the Förster approach could be applied for the OL explanation in the multicomponent structures. The results obtained have testified that the fullerene-doped polyimide 6B structures could be applied as effective optical limiting materials for attenuating a power density of more than 2 $J \cdot cm^{-2}$ in the IR spectral range.

No optical limiting effect has been found in the fullerene-doped non-photosensitive polyimide 81A structures in the IR spectral range for laser beam power densities and fullerene concentration, which were used in the experiments. These results do not contradict with the idea about importance of donor-acceptor interaction mechanism for nonlinear-optical properties existence in the $\pi$-conjugated organic compounds.
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ABSTRACT

The non-linear transmission of the laser radiation (532 nm and 337 nm) in the fullerene-containing \( N\)-(4-nitrophenyl)-(L)-prolinol (NPP) films has been investigated. Optical limiting of the laser radiation has been observed in the UV and visible spectral regions. The results obtained have been explained by reverse saturable absorption, two-photon and carrier-free absorption, and charge transfer complex formation.
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1. INTRODUCTION

An influence of fullerenes on properties of various materials is being studied intensively.\(^2\)\(^9\) New materials are involved in the investigations,\(^3\)\(^7\) which generate both general and practical interest. The capability of fullerenes to modify optical properties of materials occupies a prominent place in the investigations,\(^5\)\(^-\)\(^9\) because it holds the greatest promise for device applications,\(^5\)\(^5\)\(^-\)\(^9\) in particular, for protection of eyes and devices against laser radiation.\(^3\) An search for materials, which limits the laser radiation to good advantage, has shown good potentialities of \( \pi\)-conjugated organic systems.\(^10\) An fullerene introduction in the systems has allowed effective optical limiters to be developed.\(^3\)\(^,\)\(^11\)\(^,\)\(^12\)

\( N\)-(4-nitrophenyl)-(L)-prolinol (NPP) falls in the \( \pi\)-conjugated organic systems. NPP is of high nonlinear optical characteristics, which are comparable to those for KDP and Li\( \text{NiO}_2\).\(^13\)\(^-\)\(^15\) Moreover, it is transparent in the wavelength range 480–2000 nm,\(^12\) and its dielectric properties change with temperature.\(^15\)

In the present paper the effect of \( C_{60} \) and \( C_{70} \) doping on an absorption spectrum and transmission of NPP has been investigated. Mechanisms explained optical limiting effect have been discussed.

2. EXPERIMENT

2-3 \( \mu \)m thick films of 3 percent fullerene-containing NPP solution in tetrachloroethane were investigated. Non-photosensitive polyimide 81A was used as a film-forming base. The fullerene (\( C_{60} \) or \( C_{70} \)) concentration in dry NPP was 1 wt.%. The relationship between the NPP solution and the film-forming base was 2:1. The films were formed on glass substrates.

Absorption spectra of pure and fullerene-doped NPP and polyimide 81A were investigated by means of Perkin-Elmer Lambda 9 spectrometer in the wavelength range 200–3000 nm.

Transmission of laser radiation was investigated using the second harmonic (\( \lambda = 532 \) nm) of a pulsed Nd-YAG laser (a pulselength of 15 ns, a laser spot of 3-3.5 mm) and a quasi-continuous nitrogen-laser (\( \lambda = 337 \) nm, a repetition frequency of 1 kHz, a pulselength of 10 ns, a laser spot of 3.5 mm) in visible and UV ranges, respectively. The dependence of an output energy (\( E_{\text{out}} \)) on an input energy (\( E_{\text{in}} \)) was measured. \( E_{\text{in}} \) was varied using a set of light filters.

* E-mail: kamanin@ffm.ioffe.rssi.ru
3. RESULTS AND DISCUSSION

The fullerene introduction into NPP causes absorption changes of the NPP film in both UV and IR regions, while no dramatic changes are observed in the wavelength range 500-2500 nm. The absorption spectra are shown in Fig.1a and 1b for the UV and IR regions, respectively. The absorption shift in the UV region is indicative of electron structure changes. The fullerene introduction is likely to arrange macromolecules, resulting the shift because of a decrease in a scattering angle.16

**Fig. 1a.** UV absorption spectra of a pure NPP film (1), NPP with 1 wt.% C_70 (2), and NPP with 1 wt.% C_60 (3).

**Fig. 1b.** IR absorption spectra of a pure NPP film (1), NPP with 1 wt.% C_70 (2), and NPP with 1 wt.% C_60 (3).

The IR spectral changes are possible caused by a donor-acceptor complex formation between an NPP donor fragment and fullerene, because of more electron affinity of fullerene. An NPP acceptor fragment is a NO_2 group, which is bound to the donor fragment through the benzene ring. For a separate NO_2 molecule or radical, electron affinity is 2.3 eV, while the NO_2 group bound to the benzene ring has electron affinity of only 0.54 eV,17 i.e. it is smaller than the one of fullerene (2.65 eV).
Moreover, electrons are delocalized at the fullerenes clusters\textsuperscript{7}, therefore photoconductivity could increase drastically. Really, dark and photoconductivities of fullerene-doped NPP structures at bias voltage of 65-70 V were one order of magnitude more than those for the fullerene-free systems. The spectral and photoconductive peculiarities observed have provoked interest in the transmission investigations of the NPP films.

The dependence of the output energy ($E_{\text{out}}$) on the input energy ($E_{\text{in}}$) under the 532 nm laser radiation is shown in Fig. 2. The absorption is observed to increase for the C$_{60}$-NPP film as $E_{\text{in}}$ increases due to reverse saturable absorption effect. This effect is determined by a population increase of fullerene excited states. Because the laser pulsewidth ($\tau_p$) of 15 ns is longer than a time of singlet–triplet interaction (1.2 ns),\textsuperscript{18} the triplet state accumulates the excited states.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{The dependence of the output energy ($E_{\text{out}}$) on the input energy ($E_{\text{in}}$) at $\lambda=532$ nm for films of pure NPP (■), NPP with 1 wt.% C$_{70}$ (○), and NPP with 1 wt.% C$_{60}$ (▲); in the inset, $E_{\text{out}}$ vs $E_{\text{in}}$ for a pure C$_{60}$ film.}
\end{figure}

It should be noticed that the optical limiting levels of the C$_{60}$-NPP and pure C$_{60}$ films are close together. However, the C$_{60}$-NPP film is of more laser strength. It should be mentioned that the little increase in absorption at $\lambda=532$ nm is caused by two photon absorption mechanism because resonance line of fullerene C$_{60}$ is 565 nm, that is close to laser irradiation wavelength, 532 nm.

The dependence of $E_{\text{out}}$ on $E_{\text{in}}$ under the 337 nm laser radiation is shown in Fig. 3. The drastic attenuation of the laser radiation is observed. The absorption saturation begins at $E_{\text{in}}$ of 65–70 mW followed by a clarification. The clarification is likely to be caused by both ablation of the films and laser-induced changes in photorefraction. It should be noticed that this effect is not observed in the pure NPP films.

The C$_{60}$ and C$_{70}$ introduction into NPP allowed, for the first time, transmission of NPP to be controlled in UV and blue regions. Therefore, fullerenes are a promising sensitizers for NPP in these spectral regions.

4. CONCLUSION

The non-linear transmission of the laser radiation (532 nm and 337 nm) has been investigated in the fullerene-containing N-(4-nitrophenyl)-(L)-prolinol films. The processes observed in the NPP films are associated with reverse saturable absorption, two-photon absorption, free-carrier absorption, and charge transfer complex formation. The last mechanism can reinforce or reconstruct the intramolecular donor-acceptor interaction that is caused by the fullerene introduction. Therefore, the carrier transfer in the fullerene-containing materials is possible not only between the intramolecular fragments, but between donor fragment of photosensitive molecules and fullerenes as well.
The investigations have shown that the films hold much promise for their optical device applications. The non-linear optical properties of the NPP films doped with C\textsubscript{60} or C\textsubscript{70} stimulate research on recording of phase and amplitude holograms in them.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{The dependence of the output power ($W_{\text{out}}$) on the input power ($W_{\text{in}}$) at $\lambda=337$ nm for films of NPP with 1 wt.% C\textsubscript{70} (○) and NPP with 1 wt.% C\textsubscript{60} (▲).}
\end{figure}
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ABSTRACT

We discuss different manifestations of the laser-induced homogenization (LIH) in the light-diffusing media - an abrupt decrease of the light diffusion in condensed media under the intensive light action. The key mechanisms of the LIH are discussed including the avalanche-like ones. We present the results of the simplest model, describing the LIH arising upon melting of a solid, when the abrupt drop of the light scattering occurs due to homogenization of optical properties of the medium.

Keywords: laser-matter interaction, light diffusion, feedback, extinction coefficient, scattering, melting

1. INTRODUCTION

The problem of propagation of radiation in media with the strong scattering remains one of the basic problems in optics. It is far from a final stage both in theory and in experiment in spite of long-term investigations. The specific feature of light beam propagation in the light-diffusing medium is the essential changes of it geometry due to the multiple scattering of the light. The significant distortion of both angular and temporal radiation parameters restricts strongly the possibility of light action on the objects inside such media. At the same time the necessity of such action arise in a lot of applications. We can say for example about interaction of light with tissues, polymers, amorphous and polycrystalline materials etc.

The theory of light beam propagation in light-diffusing media had been developed rather completely within the frameworks of parabolic approximation of transfer equations. But for proper description of the nonlinear propagation one have to take into account the dependencies of medium parameters on the local intensity of radiation that makes the complete description of light propagation very difficult. In the present paper we tested several effects of light - medium interaction based on the simple models that don’t require the cumbersome calculations of radiation field distributions.

In the present paper we predict the possibility of the essential changes of light scattering in condensed media when the light intensity exceeds some characteristic values. The experimental confirmation of predicted effects can essentially improve our knowledge of the light-diffusing media behavior in intense light fields and may be useful for some practical applications.

Our consideration is valid for the medium with the known law of extinction dependence on the light intensity. We assume that the light-diffusion is due to the local inhomogeneity of the medium and the extinction decrease is caused by the medium homogenization. Therefore the effects under consideration are called the Laser-Induced Homogenization (LIH).

In the present paper we restrict ourselves by analyzing the simplest but not the only process results to LIH – the melting of the optically inhomogeneous light-diffusing solid material. There is the wide set of such solids that became “transparent” in liquid phase for example paraffins, fats, etc. Among of the inorganic substances that demonstrates LIH-effect one can see the polycrystalline and powder material where the light-diffusing and often the absorption too are due to the processes at the grain boundaries. In the latest case the medium transition to the liquid phase is accompanied by the strong reduction both the scattering and the absorption of the material.
2. STATEMENT OF PROBLEM

For the correct description of the light propagation on the light-diffusing media one have to take into account the feedback between radiation and medium parameters. In the present paper a simple method for description of some processes in light-diffusing medium is offered and realized. This method is valid for the media with isotropic scattering with small values of main free path of the photon. This method permit to describe the light beam propagation as diffusion process determined by the extinction coefficient of the medium.

Let the monochromatic light beam to propagate along X-axis in the semi-infinite medium with extinction coefficient $\beta$ and absorption coefficient $\alpha$. Let us assume that this light cause the media heating and when the temperature achieves the melting point, $T_M$, the scattering coefficient $\alpha_s$ falls to zero value.

The light intensity $I(x)$ below melting point ($T < T_M$) attenuates according to Bouguer law

$$I(x) = I_0 \cdot \exp(-\beta \cdot x)$$

(1)

Above the melting point ($T > T_M$) the scattering vanishes and light can penetrate to the greater depth:

$$I(x) = I_0 \cdot \exp(-\alpha \cdot x)$$

(2)

Thus the boundary of the area where the scattering is absent, $X = X_M$, moves following the movement of melting isotherm: $X_M = X(T_M)$. The scheme of space dependencies of extinction coefficient $\beta$, temperature $T$ and light intensity $I$ for the two time moments ($t_2 > t_1$) is shown at the Figure 1.

![Figure 1](image.png)

Figure 1. The coordinate dependencies of extinction, temperature and light intensity for two different time moments.

In this approach the light propagation description bases on the solution of the heat equations for the medium that change it aggregate state. In general this equations have the following form:
\[
\begin{align*}
\frac{\partial T_1}{\partial t} &= a \frac{\partial^2 T_1}{\partial x^2} + \alpha \cdot I_0 \cdot \exp(-\alpha \cdot x) \quad T_1 > T_M \\
\frac{\partial T_2}{\partial t} &= a \frac{\partial^2 T_2}{\partial x^2} + \alpha \cdot I(X_M) \cdot \exp(-\beta \cdot x) \quad T_2 < T_M
\end{align*}
\]

for the melt (area 1) and solid (area 2) phases accordingly. \( T_1(t=0) = T_2(t=0) = T_0 \). At the boundary \( x = X_M(t) \) we have the following conditions:

\[
\begin{align*}
T_1 &= T_2 = T_M \\
\frac{k}{L} \left( \frac{\partial T_2}{\partial x} - \frac{\partial T_1}{\partial x} \right) &= L \rho \frac{dX_M}{dt}, \text{ where } L \text{ - heat of melting}
\end{align*}
\]

Unfortunately the nonlinear equations (3),(4) can not be solved analytically for the general case and the numerical computation results are not demonstrative enough. That is why we shall construct some physically clear but the approximate estimations to illustrate the main features of LIH.

3. STEADY-STATE SOLUTIONS

To construct some base for further conclusions we'll choose the special set of the boundary conditions which allows the steady-state solution for Eq.3. It is easy to see that steady-state regimes can be realized when one fixes the temperature at the external boundary of the medium: \( T(x=0) = T_0 \).

Under such boundary conditions the melting zone arises inside of solid and in general case there are the three areas with different optical parameters exists in the medium. At the low intensity levels when the melting can not occurs the steady-state temperature field defined by the equation:

\[
\frac{d^2 T}{dx^2} = -Q \cdot \exp(-\beta \cdot x); \quad T\bigg|_{x=0} = T_0; \quad T\bigg|_{x\to\infty} < \infty, \quad Q \equiv \frac{\alpha \cdot I_0}{k}
\]

is given by the following simple expression:

\[
T(x) = T_0 + \frac{Q}{\beta^2} \left[ 1 - \exp(-\beta \cdot x) \right]
\]

With the intensity growth the melting zone arises inside the material and its optical properties differs essentially from that in the solid phase. However under the above mentioned boundary conditions the steady-state temperature profile still exists and is given by the following equations:

\[
\begin{align*}
\frac{d^2 T_1}{dx^2} &= -Q \cdot \exp(-\beta \cdot x) \\
\frac{d^2 T_2}{dx^2} &= -Q \cdot \exp(-\beta \cdot X_M) \cdot \exp[-\alpha(x - X_M)]
\end{align*}
\]

\[
T\bigg|_{x=0} = T_0; \quad T\bigg|_{x\to\infty} < \infty, \quad \text{ at } x = X_M: \quad T_1 = T_2; \quad \frac{dT_1}{dx} = \frac{dT_2}{dx}
\]

The solution of Eq.7 permits to create the expression that defines the stationary position of the front edge of melting zone \( X_M \) in dependence on light flow intensity \( I_0 \).
\[
\frac{T_M - T_0}{Q} = \frac{1}{\beta^2} \left[ 1 - \exp(-\beta \cdot X_M) \right] + X_M \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) \exp(-\beta \cdot X_M)
\]

(8)

It should be noted that in the certain range of intensities \( I \) (or \( Q \) that is the same) the Eq.8 permits the existence of two solutions (see Fig.2a). One of this solutions is unstable and it disappears with the light flow growth. We shall discuss the physical nature of this solutions below. The typical dependence of the stable steady position \( X_M \) on the light intensity is shown at the Fig.2b.

4. DYNAMICS OF LIH DEVELOPMENT

To analyze the occurrence and temporary development of LIH processes we shall use the solution of the simplest "basic" non-stationary problem - the heating of the medium without melting with zero initial and boundary conditions:

\[
\frac{1}{a} \frac{\partial T}{\partial t} = \frac{\partial^2 T}{\partial x^2} + Q \cdot \exp(-\beta x); \quad T|_{t=0} = 0; \quad T|_{x=0} = 0; \quad T|_{x \rightarrow \infty} < \infty
\]

(9)

The solution of Eq.9 using standard procedure gives the following expression for the temperature:

\[
T(x,t) = \frac{Q}{\beta^2} \left\{ e^{-\beta x} \left( e^{a \cdot \beta^2 t} - 1 \right) + \Phi^* \left( \frac{x}{2\sqrt{at}} \right) \right. \\
\left. - \frac{1}{2} e^{a \beta^2 t} \left[ e^{-\beta \cdot x} \Phi^* \left( \frac{x}{2\sqrt{at}} - \beta\sqrt{at} \right) + e^{\beta \cdot x} \Phi^* \left( \frac{x}{2\sqrt{at}} + \beta\sqrt{at} \right) \right] \right\}
\]

(10)

where \( \Phi^* (x) = \frac{2}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\xi^2} d\xi \).

The typical temperature profiles (normalized to the temperature value in maximum) for two time moments are presented at the Fig. 3. The characteristic feature of this profiles is the very slow movement of the temperature maximum from the surface due to the small penetration depth of the radiation inside the light-diffusing medium. Just this smooth maximum is responsible for the unstable stationary solution occurrence. The things is that the melt arising near \( T_M \) causes the scattering reduction of the medium near \( X_M \). It results to the small growth of the light flow and thus to slight temperature increase nearby \( X_M \). It results in heat flow occurrence directed towards the surface that acts on the medium already heated almost up to the melting point. In this case even slightly changes of optical parameters in melting phase results in
the strong feedback between the speed of isotherm $T = T_M$ movement towards the surface and the local light intensity in corresponding cross-section ($x = X_0$). Arising instability of temperature distribution leads to the jump-like movement of the melting front towards surface up to its stable position.

![Fig. 3. Typical temperature profiles for two different time moments ($t_1 = 200 t_0$) (arbitrary units)](image)

As for the movement of the second (back) melting boundary it can be estimated from the following simple consideration. Far from the place of heat allocation the temperature profile can be approximated by the expression $T(x, t) = T_0 + T_\ast \exp(-x^2 / 4t)$, where $T_\ast$ is the difference between the maximal and initial ($T_0$) temperatures. At the melting boundary $T(X_M, t) = T_M$. This expression defines the boundary position $X_M(t) = 2\sqrt{t \cdot \ln(T_\ast / T_m^\ast)}$, that moves with the speed $v(t) = \sqrt{\ln(T_\ast / T_m^\ast)} / t$. The heat flow from the melt towards boundary is $-\frac{\partial T}{\partial x} \bigg|_{X_M^\ast = 0} = T_m^\ast \sqrt{\ln(T_\ast / T_m^\ast)}$. This quantity is just the moving boundary condition that is necessary for solution constructing in the “far” zone (where the medium remains solid). As the “left” and “right” gradients difference decreases as $\sim t^{-1/2}$ one should neglect the derivative jump. In this case the boundary movement results in the same solution for “far” zone as without any melting. Note that for this case the speed of the back front movement is rather small for inside the medium with the small light penetration depth it is completely defined by the slow heat conduction processes.

The LIH behavior for the media in which melting is accompanied by the reduction not only the scattering but absorption is absolutely different from the above mentioned case. The example of such medium may be any polycrystal in which both scattering and absorption are stipulated by the processes at the grain boundaries. The estimations of melting front movement for the solids of this type are given below. We assume for simplicity that extinction coefficient becomes zero just when the melting temperature is reached. Than far from the front surface of solid we have the temperature profile that is stationary in the coordinates linked with the moving boundary and it is given by the following equation:

$$
\begin{align*}
\nu \cdot \frac{dT}{dy} + a \cdot \frac{d^2 T}{dy^2} &= -Q \cdot \exp(-\beta y), \quad \text{where} \quad y = x - vt \\
\text{with the boundary condition} \\
-k \frac{dT}{dy} \bigg|_{y = 0} &= \rho \cdot L \cdot v
\end{align*}
$$

(11)
When the movement is quick one can neglect the second order derivative:

\[
\begin{align*}
\frac{dT}{dy} &= -\frac{Q}{v} \cdot \exp(-\beta y), \quad \text{where} \quad y = x - vt \\
\frac{dT}{dy} \bigg|_{y=0} &= -\frac{\rho \cdot L \cdot v}{k} = -\frac{Q}{v} \quad \Rightarrow \quad Qk = \rho \cdot L \cdot v^2,
\end{align*}
\]  

or \[ v = \frac{\sqrt{Qk}}{\rho L} = \sqrt{\frac{\alpha I_0}{\rho L}} \]  

Thus the temperature is given by the expression:

\[
T - T_m = \frac{Q}{v} \cdot \beta \left( e^{-\beta \cdot y} - 1 \right)
\]  

So for the systems that are transparent in the melting phase on the contrary of the slow movement of the LIH front due to the heat conduction the self-congruent LIH regime with the high-speed melting front movement can be realized.

One can improve the above estimations taking into account the thermal conductivity processes i.e. solving the complete Eq. 11. Then the temperature would be given by:

\[
T = \frac{a^y}{v} \left[ \frac{\rho \cdot L \cdot v}{k} - \frac{Q}{(v - a\beta)} \right] e^{\frac{v}{a\beta}}\frac{Q}{(v - a\beta)} \cdot e^{-\beta \cdot y}
\]  

and the front velocity value is determined by the conditions at the LIH boundary:

\[
\frac{a}{v} \left[ \frac{\rho \cdot L \cdot v}{k} - \frac{Q}{(v - a\beta)} \right] + \frac{Q}{(v - a\beta)} = T_M
\]  

5. PRINCIPAL RESULTS AND CONCLUSIONS

We shall list the main results of our analysis of some features of thermal-type LIH behavior. It has been shown that:

- Under the thermal-type LIH the homogenization of material may be reached in the inner area of the solid not touching the front boundary of irradiated medium.
- The metastable state can be observed for the irradiated scattering medium. The transition from this state to the low-scattering occurs by jump resulting from sporadic fluctuation.
- For the media where homogenization is accompanied by absorption decrease the self-congruent LIH regime with the high-speed melting front movement can be realized. The LIH front velocity in this case is determined by the radiation intensity.

Finally we shall emphasize that we discuss the thermal model of LIH only as the simple example that shows clearly the principal features of this effect. The other form of LIH can arise in materials where the changes of scattering are due to the proper changes of the space correlation functions of the medium polarizability. The examples of such media are polymers or the liquid crystals where the scattering is caused by the chaotic orientation of long polymer chains or crystallites correspondingly. The transparence of this media results not from the aggregate state changes and can arise as the lower levels of radiation energy.

This work is supported by the Russian Foundation for Basic Research (project No 00-02-16830).
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ABSTRACT

The dry laser cleaning arises due to thermal expansion of the substrate and/or particle, when the corresponding acceleration (breaking) force produces work sufficient to overcome the adhesion energy. The previous examinations of the dry cleaning were done for two mechanisms: 1) expansion of absorbing particle on the transparent substrate and 2) expansion (thermal deformation) of the absorbing substrate with non-absorbing particle. Nevertheless using model with conventional mechanism based on the 1D surface expansion, one can find (for the smooth laser pulse) threshold fluence by the order of magnitude higher than experimental one. In the present paper, we discuss the new mechanism for situation when the particle is heated due to thermal contact with substrate, and additional thermodeformation effect, caused by optical enhancement. It is shown that these effects can be responsible for relatively small threshold fluence for laser cleaning of SiO₂ particles (with size 0.5-1.0 μm) from the surface of Si by ns-excimer laser pulse.

Keywords: Laser Cleaning, Modelling, Dry Cleaning

1. INTRODUCTION

Pulsed laser cleaning demonstrates a great sensitivity of the cleaning efficiency to the optical properties of the particle and substrate, as well as to the temporal shape and other characteristics of the laser pulse. The initial step in laser cleaning is the absorption of laser light. The material optical properties influence the distribution of absorbed energy, which can be rather complex. To analyze the typical situation for laser cleaning conventional Mie theory [1-5] is insufficient and one should solve the more complex problem “particle on the surface” [6-9]. For example, in the case of an absorbing substrate and a transparent particle the later works as a focusing lens [10-14]. The distribution of the absorbed intensity varies strongly with the particle size (radius), a, and radiation wavelength, λ. If one considers the particle as a perfect sphere, then a common size parameter, q = 2π a n/λ arises within the Mie theory. Particle extinction versus this parameter shows oscillations, caused by optical resonance [12, 15]. To understand this and some other optical effects in laser cleaning a special examination should be done for near-field distribution of absorbed and scattered laser energy [11-14].

The next step in the analysis of dry laser cleaning is related to thermal expansion of the substrate and/or particle, where the acceleration (breaking) force produces work sufficient to overcome the adhesion energy. Although the mechanism of dry laser cleaning related to the thermal expansion of materials is commonly accepted, some details of this mechanism need clarification. Depending on the duration of the laser pulse, optical properties and geometry, one can distinguish two limiting cases: 1) Quasistatic expansion, where one can neglect the formation of an acoustic wave, and 2) Short laser pulse irradiation accompanied by acoustic wave generation [16]. In the quasistatic regime to the best of our knowledge, the previous examinations of the dry cleaning (see, e.g. [12, 17] and Refs. therein) were done for two mechanisms: 1) expansion of absorbing particles on the transparent substrates and 2) expansion (thermal deformation) of the absorbing substrate with non-absorbing particles (see in Fig. 1). In the present paper, we discuss a new mechanism when the particle is heated due to thermal contact with the substrate, and analyze the effects caused by optical enhancement.
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Fig. 1. Schematic for two conventional mechanisms of the particle and substrate deformations: a) absorbing particle and transparent substrate; b) transparent particle and absorbing substrate.

The thermal expansion of material is given by \( z = \tau \cdot T \), where \( \tau \) is the linear thermal expansion coefficient, \( T \) is the temperature rise, and \( \Delta z \) is the characteristic length of the heated material. In the case of thermally thin particle \( \approx R \), where \( R \) is the radius of the particle. On the other hand, for an absorbing substrate \( \approx^{-1} \), \( \Delta z \) is the absorption coefficient. For strongly absorbing substrate \( \approx \) very big, typically \( \approx^{-1} \). Thus, if the heat from the substrate can be efficiently transferred to the particle, one would expect additional acceleration force due to the particle deformation. Also, if the particle works as near-field focusing lens [10-14], it may strongly increase the cleaning efficiency.

2. THEORETICAL MODEL FOR THE SUBSTRATE EXPANSION

Here we discuss briefly the conventional model for dry cleaning, which permits an estimation of the threshold fluence for particle removal. For dry laser cleaning, particles can be ejected from particulate-contaminated surfaces by short-pulse laser irradiation due to fast thermal expansion of the particle and/or solid surfaces. The following will focus on the necessary steps in modeling of laser cleaning which include modeling of adhesion, thermal expansion of substrate and criteria of particle removal.

The particle is attracted to the surface by the Van der Waals force, which occurs due to dipole interactions. If one considers the particle as a deformed sphere, then, according to Hamaker [18] the attraction force is given by

\[
F = \frac{\langle \omega \rangle R}{8 \pi h^2} + \frac{\langle \omega \rangle a^2}{8 \pi h^3},
\]

where \( R \) is the radius of the particle, \( h \) the separation distance (\( h \approx 4 \) Å), and \( a \) the radius of contact. The Lifshitz constant \( \langle \omega \rangle \) is related to Hamaker constant, \( A \), by \( A = \frac{3}{4 \pi} \langle \omega \rangle \). The Hamaker constant depends on the properties of the particle, substrate and medium.

The attraction force (1) is very big, it is sufficient to say that the maximal pressure within the range of "a point contact" is, typically, 10 Kbar and higher [19]. It is clear that this high loading leads to elastic or even plastic deformation of the material. Analyses of these deformations as well as the general problem of adherence are still under discussion, see, e.g. [20].

A first examination of the pressure distribution within the contact area was done by H. Hertz in 1882, this distribution follows a parabolic law, see the analysis of the Hertz solution, for example, in § 9 of the book [21]. Using this distribution, Derjaguin [22] found the relation between the radius of contact, \( a \), and loading force, \( P \), for spherical particle:

\[
a^3 = \frac{3}{4} \frac{PR}{E'}, \quad \frac{1}{E'} = \left( \frac{1 - \sigma_{12}^2}{E_1} + \frac{1 - \sigma_{2}^2}{E_2} \right), \quad P = \frac{\langle \omega \rangle R}{8 \pi h^3}.
\]

where \( \sigma_{12} \) and \( E_{1,2} \) are the Poisson coefficients and Young's modulus for the particle and substrate, the effective loading force due to adhesion is presented by the first term in (1). The adhesion-induced deformations are quite complex, and some other
factors (adhesion forces outside the area of contact, etc.) should be taken into account to describe well the experimental data. At present, two models of adhesion are commonly accepted: Derjaguin-Miller-Toropov (DMT) model for "hard" materials [23, 24] and Johnson-Kendall-Roberts (JKR) model for "soft" materials [25, 26]. The transition between the two models was also discussed [27, 28].

The distance between the center of the spherical particle and the substrate surface for nondeformed materials is given by \( R = R + h \). Due to deformation of materials under the action of an external load and adhesion force this distance will be \( \delta < \). The variation \( \delta = \delta' \) is called deformation parameter. If no other load is exerted on the particle, the initial deformation parameter \( \delta_0 \) is expressed in the DMT theory as

\[
\delta_0 = \frac{1}{8} \left( \frac{9 R \omega^2}{2 \pi^2 h^4 E^2} \right)^{1/3}.
\]  

The elastic repelling force, \( F_e \), and energy of the deformation, \( W_e \), are expressed by

\[
F_e = \frac{4}{3} E' \sqrt{R \delta^3}, \quad W_e = \frac{8}{15} E' \sqrt{R \delta^5}.
\]

When the substrate expands, the position of the substrate surface, \( z_s \), varies with time, \( z_s = z_s(t) \), \( z_s(0) = 0 \). The particle dislocation is a function of time \( t \), say \( f(t) \). Then the running deformation parameter, \( \delta(t) \) at time \( t \) can be expressed as

\[
\delta(t) = z_s(t) - f(t) + \delta_0.
\]

The acceleration due to the elastic force (4) can be expressed as [10]:

\[
\frac{4}{3} \pi R^3 \rho_0 \frac{d^2 f}{dt^2} = \frac{4}{3} \sqrt{R} E' \left[ \delta(t)^{3/2} - \delta_0^{3/2} \right],
\]

where \( \rho_0 \) is the density of the particle. The initial conditions for Eq. (6) are

\[
\frac{df}{dt} \bigg|_{t=0} = 0, \quad f \bigg|_{t=0} = 0.
\]

To find the surface position, \( z_s(t) \), we use solution \( T = T(z,t) \) of 1D heat equation. From this solution one can estimate the surface position by

\[
z_s(t) = \alpha_T \int_0^t T(z,t) \, dz.
\]

Because of the energy conservation, one can write the condition

\[
(1 - R_s) \int_0^t I(t) \, dt = c \rho \int_0^t T(z,t) \, dz,
\]

where \( c \) and \( \rho \) are respectively heat capacity and density of the heated substrate, \( R_s \) is reflectivity of the surface. We consider the smooth pulse shape, typical for excimer laser pulse [29].
\[ I(t) = I_0 \frac{t}{\tau} \exp \left[ -\frac{t}{\tau} \right]. \]  

(10)

The laser fluence is given by \( \Phi = I_0 \tau \), and pulse duration at the full width at half-maximum \( \tau_p = 2.446 \tau \). From the equations (8)-(10) one can estimate the surface position, \( z_s(t) \), by

\[ z_s(t) = \frac{\alpha \tau \Phi (1 - R_s)}{c \rho} \left[ 1 - \left( 1 + \frac{t}{\tau} \right) e^{-t/\tau} \right]. \]  

(11)

For the rectangular laser pulse with the pulse duration \( \tau \), a similar dependence is given by

\[ z_s(t) = \frac{\alpha \tau \Phi (1 - R_s)}{c \rho} \left[ \frac{t}{\tau} \Theta_H \left( 1 - \frac{t}{\tau} \right) + \Theta_H \left( \frac{t}{\tau} - 1 \right) \right]. \]  

(12)

Here \( \Theta_H(x) \) is the unit step function (the Heaviside function). Rectangular pulse corresponds to constant expansion velocity. This case was examined in [30]. The 1D model has natural restriction, related to absence of inward motion of the surface during cooling stage. To take into account this effect one should use the 3D thermo-elastic model. Effects related to temperature dependencies of parameters (solution of non-linear heat equation) can also play an important role. Nevertheless, because of its simplicity, the derived model can be used for the preliminary estimations.

In Fig. 2 we present an example of the surface expansion for a smooth laser pulse. Constant parameters of material, which have been used on the calculations, are of the same order of magnitude as parameters for Si (see Table 1). One can see that characteristic acceleration of the surface reaches \( 10^7 \text{ cm/s}^2 \) at a laser fluence of \( 200 \text{ mJ/cm}^2 \) and pulse duration \( \tau_p = 23 \text{ ns} \). These values are close to that found experimentally in [31].

Integration of equation (6) shows that the particle performs an oscillatory motion (compressive-tensile motion). The driving force for this motion is the "push", produced by accelerated surface during substrate thermal expansion. It is convenient to present this oscillatory motion of the particle as a phase trajectory on the plane \( \{ \nu, \delta \} \), where \( \nu = df/dt \) is the particle velocity, see in Fig. 3. The characteristic period of oscillations, \( T \), in Fig. 3a consists \( = 10 \text{ ns} \) (frequency \( \omega = 2\pi / T = 6 \times 10^8 \text{ s}^{-1} \)). This frequency is significantly smaller than the Eigenfrequency of the particle sound vibrations, \( \omega_p \approx \pi c / R = 310^{10} \text{ s}^{-1} \), (see Problem 3, to § 22 in [21]).

This oscillatory motion is highly interesting and many problems immediately arise. We did not find in the literature any examination of these problems for laser cleaning. Meanwhile, there are many important consequences, which permit to suggest new ways to improve the laser cleaning efficiency. In fact, the most important problem is the oscillation damping. It means that more realistic equation of motion (compare to Equation (6)) should include terms proportional to the particle velocity. The two damping mechanisms seem to be of great importance. The first one is related to emission of sound (see Problem 4, to § 22 in [21]). Another mechanism is related to plastic deformation of the material [17] (in fact, this mechanism was mentioned in the Problem 1 to § 9 in [21]).

Although the heating process happens only within a short time interval, it determines both the kinetic energy and the elastic potential energy necessary to overcome the adhesion force. The condition for the particle removal can be written from the simple energetic consideration given in [30]:

\[ \frac{8}{15} E^* \sqrt{R \delta(t)} + \frac{4}{3} \pi R^3 \frac{\rho_0 \nu^2}{2} \geq \frac{1}{2} P \delta(t) + \frac{\omega R}{8\pi h}. \]  

(13)
Fig. 2. Laser pulse shape (a), and characteristics of the substrate thermal expansion: Position of the surface (b); Surface velocity (c); Surface acceleration (d). Laser fluence 200 mJ/cm², duration of laser pulse 23 ns.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption coefficient, ( \alpha ) ( \text{cm}^{-1} )</td>
<td>( 1.5 \times 10^6 )</td>
</tr>
<tr>
<td>Heat capacity, ( c ) ( \text{J/g K} )</td>
<td>( 0.83 )</td>
</tr>
<tr>
<td>Density, ( \rho ) ( \text{g/cm}^3 )</td>
<td>( 2.5 )</td>
</tr>
<tr>
<td>Thermal expansion, ( \alpha ) ( \text{K}^{-1} )</td>
<td>( 2.7 \times 10^{-6} )</td>
</tr>
<tr>
<td>Young modulus, ( E ) ( \text{dynes/cm}^2 )</td>
<td>( 6.0 \times 10^{11} )</td>
</tr>
<tr>
<td>Poisson coefficient</td>
<td>( 0.3 )</td>
</tr>
<tr>
<td>Hamaker constant, ( A_h ) ( \text{erg} )</td>
<td>( 7.5 \times 10^{13} )</td>
</tr>
</tbody>
</table>

Table 1. Parameters which have been used in calculations.

Fig. 3. Phase trajectories of the particle with size \( 2r = 1 \mu \text{m} \), resulting from the laser pulse \( t_p = 23 \text{ ns} \) action onto the absorbing surface: a) Laser fluence \( \Phi = 250 \text{ mJ/cm}^2 \); b) fluence \( \Phi = 765 \text{ mJ/cm}^2 \). Dotted curves present energy criteria (13), removal of the particle occurs when the phase trajectory arises above the curve. Initial point for the phase trajectories (at \( t = 0 \)) corresponds to coordinates: \( r = 0.73 \text{ Å} \) and \( v = 0 \). The final point corresponds to the moment \( t = t_p \). Pay attention that condition for the particle removal is reached not for the first, but for the second oscillation. The insertion in a) shows the particle velocity versus time (period of oscillations is \( \approx 10 \text{ ns} \)).
The first term in the left side of the equation is the elastic deformation potential energy, the second term is the kinetic energy of the particle. The first item in the right side presents the work done by adhesion force (2), the second item is the adhesion energy of the "point contact". For the first term we use approximation of the DMT-theory which shows that the adhesion force is rapidly reduced to $P/2$ with $\theta \geq 0.1h$. Condition (13) can be presented as some border on the plane $\{v,\}$, see in Fig. 3. One can see that with a small fluence particle phase trajectory does not cross the bifurcation curve (13), while starting with some fluence one fulfill condition for the particle removal. It is not necessary that the particle removal occurs during the first vibration of the particle. Depending on the pulse shape, the particle may perform a few vibrations before removal. For example in Fig. 3 b, the removal of the particle occurs during the second oscillation motion. The characteristic frequency of vibration $\approx R^{-3/2}$ increases for smaller particles. Probably, this effect can be used for the diagnostics of the size distribution function of polluting particles.

In Fig. 4 one can see the result of examination of the threshold fluence on the pulse duration and particle size. This picture presents the main tendencies in dry laser cleaning. First, the small particles are more difficult to be removed than the big particles. Second, the threshold fluence is smaller for a shorter laser pulse. Third, the cleaning effect strongly depends on the pulse shape. The rectangular pulse has significant advantages compared to a smooth excimer pulse. We should mention that the dependence $\tau = R^{-2}$, which follows from the simplified consideration [32] does not agree with both experimental and the present theoretical consideration.

Comparing the theoretical and experimental [10, 30] results one can say that the mechanism, related to the thermal expansion of substrate is insufficient to explain the experimental cleaning efficiency. This discrepancy can be evidently seen also from Fig. 7 in paper [30], where theoretical calculations were performed for rectangular laser pulse. Thus, a new, more efficient mechanism should be considered to explain the dry cleaning efficiency.

Instead of the energy criterion in the form (13) one can use simplified energy criterion [29]:

$$\frac{4}{3} \pi R^3 \frac{P_0 v^2}{2} \geq \frac{(a)R}{8\pi h}. \quad (14)$$

Criterion (14) at typical conditions coincides with (13) with accuracy $\approx 5\%$. For example, with smooth pulse, $t_p = 23$ ns and particle with radius $r = 0.5 \mu m$ using (13) one find the threshold fluence 765 mJ/cm$^2$ (see in Fig. 4), while criterion (14) yields 725 mJ/cm$^2$.

In the majority of papers related to laser cleaning, another criterion for the particle removal is used, namely the "force criterion" (the corresponding force, related to the particle acceleration, should exceed the force of Van der Waals attraction). This approximation holds for sufficiently long laser pulses. We have to mention that this criterion needs negative accelerations (see in [31]).
3. THERMAL CONTACT AND THE PARTICLE EXPANSION

Considering in the previous paragraph the mechanism of laser cleaning related to thermal expansion of a substrate, we at the same time neglected the effect of the particle heating. Meanwhile, the surface of silicon with typical laser fluences is heated up to a few hundred Kelvin, and part of this thermal energy will transfer into the particle through the thermal contact with radius $a$, see equation (2). The heat transfer through the Van der Waals layer (separation distance $h$) arises due to dissipation of electromagnetic fluctuations [33], the same fluctuations are responsible for the Van der Waals force between two contacted solids [34, 35]. Although we did not find the theory of the thermal contact in the literature (e.g. calculation of the thermal resistance of the van der Waals layer, etc.) we shall consider this contact sufficiently efficient.

For the first estimation, we can consider that the particle temperature in region of contact is the same as the substrate temperature. Additionally we consider that the back influence of the particle onto the substrate is negligible (that is because of very efficient radial heat conduction transport).

It is easy to estimate the upper limit of the expected effect of the particle expansion. For the thermally thin particle its temperature, $T_p$, will be the same, as a substrate surface temperature, $T_s(t)$. Thus, the thermal expansion of the particle is given by quantity by the order of

$$p(t) = \tau_p R \ T_s(t),$$

where $\tau_p$ is the linear thermal expansion coefficient for the particle.

The value of $T_s$ can be estimated from the solution of 1D linear heat equation,

$$T_s(t) = (1 - R_s) \frac{\alpha \chi}{\kappa} \int_0^t \frac{dT_s(t - \tau)}{\tau} e^{-\frac{\tau}{2\tau_s}} \text{erfc}\left[\frac{\alpha \chi}{\kappa} \sqrt{2\tau_s}\right],$$

where $\kappa$ and $\chi$ are, correspondingly, the heat conductivity and the heat diffusivity of substrate, pulse shape is given by formula (10).

Then we add $p(t)$ value to $\delta(t)$ in (5), to find the threshold fluence (initial condition (7) is $f'(t=0) = \tau_p (t=0)$).

Although the thermal expansion coefficient for SiO$_2$ is small, $\alpha_{tp} = 5 \times 10^{-7} \text{K}^{-1}$, thus, the deformation caused by the particle is smaller than that for the substrate (see in Fig. 5a) it produces comparable expansion velocity, (see in Fig. 5b).

![Graph showing thermal expansion](image)

Fig. 5. a) The deformations caused by Si substrate and SiO$_2$ particle with size $r = 0.5 \mu$m at laser fluence $\Phi = 365$ mJ/cm$^2$. b) The corresponding expansion velocities.
In result the threshold fluence is reduced approximately twice due to the influence of the thermal contact. It is equal to 790 mJ/cm² (for \( r = 0.25 \mu m \)) and 365 mJ/cm² (for \( r = 0.5 \mu m \)). Although it is closer to experimental data in Fig. 4, one can say that the thermal contact, by itself, is still insufficient to explain the low threshold fluence. Some speculations can be done with respect to thermal expansion coefficient, probably, small amorphous SiO₂ particles have a higher \( \gamma_p \) value than the bulk material.

4. 3D-EFFECTS AND OTHER MECHANISMS OF LASER CLEANING ENCHANCEMENT

Another enhancement effect in laser cleaning is related to the near-field focusing effect produced by the particle. In the previous examination we neglected the influence of the transparent particle onto the laser intensity distribution on the substrate surface. Nevertheless, the theoretical investigations [10-12] and recent experiments [13, 14] show that the particle-laser interaction produces non-uniform near field light intensity distribution around the particle-substrate contacting point. For KrF excimer (248 nm) irradiating on Si substrate contaminated with 1.0 \( \mu m \) spherical silica particle, the “enhanced” near field light intensity can be assumed as the simplest Gaussian distribution, with a beam radius of about 0.05 \( \mu m \) [12]. In such circumstance we solve the 3D nonlinear, non-stationary heat equation with finite difference method.

We assume the near-field light intensity can be fitted by the simplest Gaussian distribution:

\[
I(r, t) = I(t) e^{-r^2/\sigma^2},
\]

where \( r_0 \) is the radius of Gaussian beam, and \( I(t) \) is the pulse shape, given by equation (10). Figure 6 is the comparison of the near-field light intensity, found in [12] (after light scattering by 1.0 \( \mu m \) silica particle) with the fitting Gaussian spatial profile (17). It is found that the main lobe of the “true” field fits well to the Gaussian beam. Since the magnitude of the side lobe is an order less the main lobe, their contribution to the thermal expansion can be ignored.

![Fig. 6. Light intensity profile of the “true” near-field intensity distribution [12] and its best fitting by Gaussian function.](image)

For the nonlinear heat equation, the heat capacity \( c \), heat conductivity \( \kappa \), and absorptivity \( R(T) \) are functions of the temperature. At the same time we consider the constant density, (take into account variations of the density one should consider more complex hydrodynamic equations). These dependencies are fitted on the basis of previous experimental data. For thermal conductivity \( \kappa(T) \):

\[
(T) = k/(T - T_e)
\]

[36], where \( k = 299 W cm^{-1} \), \( T_e = 99 K \). The reflectivity is

\[
R(T) = R_0 + 4.29 \times 10^{-3} T
\]
where $T$ is in Kelvin and $R_0$ is a constant dependent on the wavelength of the laser used [36, 37]. For KrF excimer laser, $R_0 = 0.66$. The heat capacity is $c(T) = 1.99 + 2.54 \times 10^{-7} T - 3.68 \times 10^{-4} T^{-2}$ [38, 39].

A numerical solution of the nonlinear 3D heat equation was done with finite difference method [40]. We adopt a non-uniform space nodal structure with respect to both $r$ and $z$ coordinates, e.g., $\eta_i = 2^i R_0 / (i + 1)$. Although the nodal truncation error is proportional to the distance from the center, the influence of these nodes to the particle movement under thermal expansion is less important since they are far away from the contacting point.

To verify the accuracy of numerical calculation, we compare the numerical solution of the linear 3D temperature profile with the analytical solution of the heat equation with constant parameters. The analytical solution is given by (see, e.g., [29]):

$$T(r,z,t) = \frac{(1 - R) R_0^2}{2\kappa} \int_0^t \left( \frac{z^2}{r^2 + 4\eta_i^2} \right) F(z,t) \, dt,$$

where $\chi = \kappa / c \rho$ is the thermal diffusivity, and $F$-function is given by

$$F(z,t) = e^{\frac{z^2}{4\chi t}} \left( e^{\alpha z} \text{erfc}(\alpha \sqrt{\frac{t}{4\chi}} + \frac{z}{2\sqrt{\chi t}}) + e^{-\alpha z} \text{erfc}(\alpha \sqrt{\frac{t}{4\chi}} - \frac{z}{2\sqrt{\chi t}}) \right).$$

(19)

The node number was 40x40 for space divisions in radial and $z$ direction, and $10^8$ for time division. The calculating time by finite difference solver was about 15 minutes on DEC workstation. Thus calculated result has deviation less than 0.3% to analytical solution (18).

Then we use the finite difference solver to find characteristic temperature rise in Si substrate. Examples of calculations are shown in Fig. 7. One can see from the figure that the enhanced near-field intensity can produce faster and higher temperature rise at the contacting spot, than 1D solution, which has been used in the preliminary consideration. It is clear that this effect facilitates particle removal.

The inhomogeneous heating of the target leads to displacement of the target different parts with respect to their initial positions, which results in the internal stress formation. Another reason for the stress formation is an external force. The vector of displacement, $u = u(r,z,t)$, characterizes the displacement of the matter. The equation for the displacement is given by the thermoelasticity theory [21, 41]:

$$\rho \ddot{u} = \frac{E}{2(1+\sigma)} \Delta u + \frac{E}{2(1+\sigma)(1-2\sigma)} \text{grad} \, \text{div} \, \dot{u} - \frac{\alpha_1 E}{3(1-2\sigma)} \text{grad} \, T,$$

where $\sigma$ is the Poisson’s ratio, $E$ is the Young’s modulus, and $\alpha_1$ is the volume thermal expansion coefficient.

One can consider the potential deformations, where vector $u$ can be presented in the form $u = \text{grad} \, A$, where $A$ is scalar potential of displacement. The equation (20) is reduced to the simple equation for scalar potential. The problem is, however, that the deformations of an elastic medium bounded by a plane are non-potential, in general (see § 8 in [21]).

Fig. 7. Temperature rise at the central point calculated with enhanced light intensity (3D) and uniform light intensity (1D). Parameters of the laser pulse, $t_p = 10$ ns, $\Phi = 100$ mJ/cm$^2$. After interacting with 1.0 $\mu$m particle, the Poingting vector in $z$ direction at the central point (enhanced fluence) is about 3.25 J/cm$^2$, $R_0 = 0.05$ $\mu$m.
Since the size \( r_0 \) of optically enhanced region is very small, the radial temperature distribution established very fast, \( r_0^2 / \tau = 0.1 \text{ ns} \) for \( r_0 = 10^{-5} \text{ cm} \). It means that one can use the quasi-static solution of (20) for the problem with ns-laser pulses. For a static case, the general solution of (20) for the cylindrical geometry is given in terms of Youngdahl functions \( T, \psi \) [42]. For the cylindrically symmetric case \( \psi = 0 \), while for other functions one can write the equations [42, 43]:

\[
\Delta \Omega = \frac{1}{2(1-\sigma)} \left[ -\frac{\partial^2 \psi}{\partial z^2} + 2(1+\nu)\alpha T \right], \quad \Delta \psi = \frac{\partial^2 \psi}{\partial r^2} + \frac{1}{r} \frac{\partial \psi}{\partial r} + \frac{\partial^2 \psi}{\partial z^2} = 0.
\]  

(21)

One may consider the unloaded surface, i.e. boundary condition on the surface: \( \sigma_{ik} n_k n_i = 0 \) [21], where \( n_k \) is the unit normal vector to the surface. Considering the small deformations, one can find

\[
\sigma_{zz} \big|_{z=0} = 0, \quad \sigma_{rz} \big|_{z=0} = 0,
\]

(22)
and the trivial conditions at infinity, \( \sigma_{ik} \rightarrow 0 \), when \( r \) or \( z \) tends to infinity.

The given quasi-stationary problem was solved in [43] for the Gaussian beam profile. It is represented by integrals containing the Bessel functions; we do not write out here appropriate bulky formulas. Let's note only, that these formulas are written in such kind, that they contain factor \( T_{\text{max}} \), representing established temperature in the center, and the effective radius size \( r_0 \). Both quantities can be found from the calculations. Instead of \( T_{\text{max}} \) one can use the solution of a nonlinear heat equation. The example of such calculation for \( z \)-component of a displacement vector is shown in Fig. 8. One can see from the figure that the typical expansion velocity in this case one order of magnitude faster than values found from 1D problem (see in Fig. 2 and Fig. 5). This permits to consider that mainly the optical enhancement effect is responsible for a rather small threshold in experiments [10, 30].

![Fig. 8. The dynamics of the heating and the substrate surface deformation at the beam center (i.e. under the particle). Calculations take into account the optical enhancement effect. Duration of the laser pulse, \( t_p = 10 \text{ ns} \), the effective radius \( r_0 = 0.2 \mu m \), and the enhanced fluence is about 6 J/cm²: (a) dynamics of the temperature change found from the numerical solution of the nonlinear heat equation; (b) deformation of a substrate and (c) the appropriate expansion velocity. The values \( E = 1.13 \times 10^{12} \text{ dynes/cm}² \) and \( \alpha_r = 4 \times 10^{-4} \text{ K}^{-1} \), distinguished from the given in the Table 1 were used in calculations.](image_url)
5. CONCLUSION

The calculation of the particle ejection during laser cleaning with ns-laser pulse is done for conventional model, based on the idea of 1D surface expansion. It is shown that this "conventional" model can not explain relatively small threshold fluence for the small particles: calculated threshold fluence by the order of magnitude higher than experimental one. Thus, a new mechanism should be suggested to explain experimental data.

We analyzed the "most probable" two candidates for new mechanisms. One is related to the thermal contact effect, when particle is heated additionally by heated substrate surface. This mechanism can decrease the calculated threshold approximately twice.

Another mechanism is related to the influence of the particles onto the distribution of laser intensity. Our examination shows that "enhanced" near-field light intensity yields sufficient expansion velocity to explain experimental effect. More radical step was suggested in [13], where the authors consider that with shorter laser pulse the dry laser etching effect can be explained by local substrate evaporation. Although it needs further clarification, we consider that suggested mechanisms may be reasonable alternative to 1D surface expansion. Results of the recent paper [44] also do not confirm 1D thermal expansion mechanism. Authors consider that the realistic model should include effects of absorption in particulate.

Some interesting problem arises with the particle dynamics. According to our calculations the particle performs the oscillatory motion (typical frequency $= 6 \times 10^6 \ \text{s}^{-1}$), induced by cleaning laser pulse. This allows, in principal, strong resonance enhancement of the cleaning efficiency with the help of additional low-power source of the corresponding frequency. The main problem here is related to the oscillations damping, which needs a further clarification. Some analysis of these effects was done in [45].
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SOME PECULIARITY OF CO₂ - LASER RADIATION INTERACTION WITH SEMICONDUCTOR A₁Ⅱ B₁Ⅳ COMPOUNDS
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1. INTRODUCTION

Under the impact of powerful laser radiation in semiconductors occur processes, essentially changing their properties. For instance, in [1] was observed annealing of ion-implanted silicon, vastly improving quality of semiconductor devices, made from it. In [2] was observed laser-stimulated diffusion of impurity atoms on the direction to surface, and in [3], on the contrary, deep into of semiconductor. In [4] an increase a velocity of chemical reactions on semiconductor surface under the influence of laser radiation was observed. In the present work spectra of radiation reflection of low power continuous CO₂-laser from the surface of monocrystals of semiconductor A₁Ⅱ B₁Ⅳ compounds previously irradiated by powerful pulses of CO₂-laser were investigated.

2. EXPERIMENT

Samples were cut out from monocrystals CdS, CdSe and ZnSe - ZnS as plates, oriented in perpendicular optical axis c planes. Monocrystals CdS have low resistance with specific resistivity less than 4·10³ Ω-cm, monocrystals CdSe have resistivity more than 10⁶ Ω-cm, resistivity of solid solution ZnSe - ZnS monocrystals specially was not checked, due to phenomenon of selfcompensation they always have high resistivity. One plate of solid solution ZnS - ZnS was etched in HCl solution before getting a dim surface on Se-side of the plate, and then was carefully washed out in distillitied water and was dried.

Installation for an irradiation semiconductor monocrystals was mounted on an optical table, in which threading holes to make rigid fastening of all optical elements were provided. Optical installation scheme is presented on a Fig.1. Powerful pulsed CO₂-laser 1 generated a pulses by time duration 100 ns at the frequency 1046,85 cm⁻¹. It was possible to control energy in a pulse by selection of filter 2. Part of laser radiation energy of the pulse was reflected from light splitting plate 4 and fell into calorimeter 3, and part of them going through collecting lens 5 and calibrated diaphragm 6, got to the semiconductor monocrystal plate 7. Gauss distribution of energy in the beam was provided by means of changing an arrangement of lens 5 and diaphragms 6 concerning a plane of a target 7, therewith the mutually unequivocal conformity of indications of calorimeter 3 and other same calorimeter placed after the diaphragm 6 instead of monocrystal plate 7 was established. In such way it was possible exactly to define energy in each pulse during experiment. By numerous experiences an optimum density of energy on surfaces of semiconductor monocrystals was established. It means, that if laser pulses left imprints at surfaces of samples, the samples themselves did not yet break-down as a result of thermotensions, caused by these pulses. This density of energy has equal 5 J/cm². Laser beam left on the surface of sample the imprint by diameter 1,5 mm, which area was insufficient for the subsequent study of reflection. Such irradiation an area of monocrystal plate by series of six pulses was impressed, moreover there imprints settled down in two rows with a step of 4 mm. Such geometry of irradiating surface has appeared most convenient for the subsequent study of reflection of CO₂-laser radiation from a surface of semiconductors.
Optical installation scheme on study a reflection of laser radiation from a surface of semiconductors is presented on a Fig. 2. Gas-discharging tube 2 of low power continuous CO₂-laser was placed between the concave long focused mirror 1 and diffraction lattice 3, forming resonator of the laser. The tuning of frequency of laser generations was realized by turn of the diffraction lattice 3 around vertical axis. Measurement of power of laser radiation falling on the sample 7 was made by calorimeter 6 on the splitting reflection of laser radiation by plainly parallel germanium plate 5. The radiation reflected from the sample fell into calorimeter 8. Diaphragm 9 and calorimeter 10 are necessary for the preliminary tuning the optical system and determination of mutual unequivocal conformity between falling on the sample and reflected from the germanium plate powers of laser radiation. Beam of light from low-power HeNe-laser 11, reflected from a glass plate 12, rigidly mounted on the back of the holder of diffraction lattice 3, give on a scale 13 light label, which allow to adjust exactly CO₂-laser on one or another generation line.

3. RESULTS OF MEASUREMENTS AND DISCUSSION

The frequency of continuous CO₂-laser was tuned within a range from 1029.44 up to 1060.61 cm⁻¹. Thereby the power of generation varied from 0.17 up to 1.25 W.

On a Fig. 3 the spectrum of reflection from polished surface of the monocrystal plate of cadmium sulfide cut out along a basic plane is presented. At the reflection spectrum of irradiated sample the appreciable rise is observed on the frequency, close to generation frequency of the powerful pulsed CO₂-laser. Such rise is not observed at reflection from nearby nonirradiating area of the monocrystal. The monocrystal plate of cadmium selenide cut out parallel of the base plane and polished on the both sides was irradiated with precisely same power density radiation and with the same frequency. The spectrum of reflection from the surface of the monocrystal CdSe is presented on a Fig. 4. The rise is here also observed on the nonirradiated surface of the monocrystal at the frequency of the laser impact. Difference in reflection spectra from monocrystals CdS and CdSe seemed unexplained until have compared electrophysical parameters of samples: CdS had resistivity 4·10³ Ω·cm, but CdSe ~ 10⁶ Ω·cm. Obviously, the radiation of the pulsed CO₂-laser being absorbed on free carriers in the cadmium sulfide caused spatially modulated break-down of the structure in the crystalline lattice CdS, while under the same level of the power density it passed unabsorbly through the high resistive monocrystal plate of CdSe caused not damages of the crystalline lattice. The selectivity of reflection of the low power CO₂-laser radiation is caused by strict spatial periodicity of structural break-down in the crystal CdS, caused by powerful pulsed CO₂-laser radiation. The selectivity of reflection of the low power CO₂-laser radiation in CdSe is caused by own oscillations of crystalline lattice of this semiconductor, as far as the rise is observed at reflection from nonirradiated surface area of the monocrystal.

Two monocrystal plates of solid solution ZnSe-ZnS, one of them was glance, but other - dim, both undoubtedly with high resistivity because of phenomena of selfcompensation, which possesses this compound, have been irradiated by powerful pulsed CO₂-laser for finding out of influence of quality of surface on the discovered effect. For this aim their spectra of reflection were recorded by means of low power continuous CO₂-laser. As expected, through the glance plate the laser pulses passed not causing appreciable changes on the irradiated surface and in spectra of reflection, but on etched in HCl surfaces visible imprint of laser beam and distinctive rise in spectra of reflection on the frequency of laser impact were observed. It may be seen at a Fig. 5, where the spectra of reflection of the CO₂-laser radiation from irradiated and nonirradiated surfaces of etched in HCl monocrystal plate ZnSe - ZnS are presented, near to frequency of laser impact on the irradiated surface area ZnSe - ZnS such effect of selective reflection as from low-resistance monocrystal CdS is observed.
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4. CONCLUSION

As a result of the carried out researches the rise in spectra of reflection from semiconductor monocrystals near the frequency of generation of the powerful laser by which these monocrystals previously were irradiated was found. This phenomenon is explained by spatial periodicity of structure of an imprint of a laser beam.
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Fig. 1. Optical installation scheme for irradiation of semiconductor monocrystals by high power laser pulses
Fig. 2. Optical installation scheme on study a reflection of laser radiation from a surface of semiconductors
Fig. 3. Spectra of reflection CO2-laser radiation from monocrystal CdS
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Fig. 4. Spectra of reflection CO$_2$-laser radiation from monocystal CdSe
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![Graph showing spectra of reflection CO$_2$-laser radiation from monocystal CdSe. The graph plots frequency in cm$^{-1}$ against infrared units. There are two curves representing irradiated and non-irradiated conditions.](image-url)
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ABSTRACT

A simple technique for density determination of nm-sized light-emitting areas on a flat surface such as those produced by quantum dots (QDs) is proposed. The method is based on the measurements of luminescence intensity fluctuations at the center of inhomogeneously broadened spectral band from a sample illuminated through a series of masks with apertures in the 0.1 - 1 µm range. The fluctuation amplitudes depend crucially on the number of emitters involved. As shown by simulation the latter may be established with better than 100% accuracy as well as the averaged surface density. With aperture diameter as small as ~0.2 λ in-depth discrimination of QDs in the aperture near-field is possible.

Keywords: quantum dots, photoluminescence, inhomogeneous broadening

I. INTRODUCTION

Considerable research efforts are aimed at mapping and characterization of nm-sized inhomogeneities in solids with optical techniques. Due to quantum confinement effect optical transitions in nano-crystallites are very sensitive to their size and shape, so that these can be spectroscopically discriminated [1]. Of particular interest are semiconductor quantum dots (QDs) which are essentially artificial "solid-state atoms" produced by controllable intermixing of two or more materials with different compositions and band structures [2,3]. The spatial confinement of electrons and holes leads to a discreet energy level structure. Resulting concentration of the oscillator strength and tunability of transition frequencies make QDs very attractive for both basic research and technological applications. On the other hand, ensemble of QDs is an ideal model in analyzing clusters of the same size but with less predictable properties.

A crucial problem in QDs spectroscopy is to separate features related to single QDs from composite spectra. Given the typical QDs surface density \( n_s \approx 10^{16} \text{cm}^{-2} \) [3] the regime of single dot spectroscopy can be reached by using techniques with submicrometer spatial resolution. In recent years, considerable progress has been achieved in near-field optics, allowing resolution well below the diffraction limit [4]. In the near-field scanning optical microscope (NSOM) a tapered optical probe, usually with a small aperture at the apex, scans a specimen at a distance of several nanometers. Using NSOM in combination with high-resolution spectrometer Hess et al. [5] demonstrated a series of sharp peaks in conventionally broadened luminescence spectra of quantum wells. These peaks were attributed to one or several overlapping QDs. Surprisingly, comparable results were obtained later with much simpler far-field micro-photoluminescence (μ-PL) techniques [6-10]. Regarding the species under investigation special growth conditions for low QD density were applied, or active areas in the sub-µm range were selected by mesa etching or metal shadow masks.

The transformation of a broadened band into discrete peaks proceeds through intermediate stages with different degree of spectrum profile roughening. Recently, some simulations were reported [11,12] aimed at determination of QDs density from experimental spectra related to these stages. However, no details of the spectra treatment to obtain quantitative data were given, and the results seem to predict trends rather than absolute numbers.
In this letter we address particularly a version of μ-PL technique with extended capabilities to extract QDs density from luminescence spectra. A key feature is that instead of one several masks with aperture diameters in the 0.1-1 μm range are deposited on various parts of a flat specimen with macroscopically uniform properties. The lack of adjustment facilities compared to those of NSOM is not essentially detrimental due to statistical averaging of data. The smallest aperture size as well as in NSOM is determined by intensity limitations rather than technological reasons. A series of masks with down to 0.16 μm aperture diameter have been prepared and probed for transmission reproducibility.

The evolution of spectral band profile with the number N of QDs involved is calculated and the results are compared to simulations with each dot being responsible for one or several peaks of variable amplitudes. Intensity fluctuations at the band center are shown to be a measure of N with tens percent accuracy. Collecting spectra through different apertures provides an opportunity to observe various stages of band disintegration with the same specimen, thus making interpretation of the results more reliable. The appearance of satellite spectral lines and their effect on accuracy of QDs number measurements are discussed. In the last paragraph an issue of QDs discrimination by their position in the near-field of a subwavelength aperture is considered. With apertures approaching 0.1μm in diameter nearly exponential decrease of luminescence intensity with QDs distance from the surface is expected.

2. ROUGHENING OF SPECTRAL BAND PROFILE: THEORY AND SIMULATION.

QD luminescence results from generation of electron-hole pairs by photons with an energy \( E_p \), followed by radiative decay of excitons and emission of photons with a different energy \( E \). At first let us assume that just one sharp spectral line with typical FWHM (full width at half maximum) \( \Gamma_{\text{hom}} \leq 100 \mu \text{eV} \) [10] may be assigned to each QD.

Luminescence band produced by a large number \( N \) of QDs which may be treated as nm-sized spheres of slightly different radii \( R \) is inhomogeneously broadened to FWHM \( \Gamma_{\text{het}} \sim 1-10 \text{ meV} \) [5-7].

Following the approach [11] we may relate the broadened band intensity profile \( S(E) \) to distribution functions \( f(E) \) and \( f(R) \)

\[
S(E) = A\alpha(E_p,E)f(E) = A\alpha(E_p,E)f(R)(dE/dR)^{-1}
\]  

(1)

where \( \alpha(E_p,E) \) is the absorption factor; the constant \( A \) includes the quantum yield and may be chosen to satisfy normalization condition. The \( f(R) \) functional dependence arises from the increase of the energy gap \( E_g \) between conduction and valence bands in a small particle compared to that \( E_{g0} \) in the bulk material

\[
E_g = (\gamma/R^\nu) + E_{g0}
\]  

(2)

where \( \nu \leq 2 \) [1].

As seen from eqs. (1) and (2), \( S(E) \) is a function of several variables which are characteristic for a particular system. Measured profiles, however, resemble each other being always bell-shaped (e.g.,[5,7,11]), so that they may be approximated by normal distribution function

\[
S(E) = (1/\sigma\sqrt{2\pi}) \exp[-(E-E_0)^2/2\sigma^2]
\]  

(3)

with maximum at \( E = E_0 \) and standard deviation \( \sigma \), or

\[
S(u) = (1/\sqrt{2\pi}) \exp(-u^2/2)
\]

where \( u = (E-E_0)/\sigma \). The Gaussian \( S(E) \) plot apparently results from contributions of several independent factors. To follow the evolution of \( S(E) \) with decreasing number \( N \) of QDs we have performed simulations assuming that all lines fall into the \( E_0 - 3\sigma \leq E_0 \leq E_0 + 3\sigma \) interval devided into 2m narrower intervals or bins of \( 2\Gamma_{\text{hom}} \) FWHM so that lines from two neighbour bins might be easily resolved. Experimental data for
\( \Gamma_{\text{bet}} / \Gamma_{\text{hom}} \) quoted above indicate that \( \Gamma_{\text{bet}} / \Gamma_{\text{hom}} \approx 50 \) or \( m=30 \) is a good choice. With bin indices increasing from the center to the both sides ( \( j = \pm 1, \pm 2, \ldots, \pm m \) ) the probability \( p_j \) of finding one of the equally intensive lines in the j-bin is easily obtained from eq.(3)

\[
V_{j+1} \quad p_j = S(u)du = (1/2) \left[ \text{erf}(v_{j+1}) - \text{erf}(v_j) \right]
\]

where \( v_j = j/j_0 \) and \( \text{erf}(x) \) is the error integral [13]. The scatter of measured numbers \( x_j \) of lines in each bin around the mean numbers \( \mu_j \) depends on \( N \). By distributing \( N \) lines at random among \( 2m \) bins weighted as \( p_j \) in eq.(4) we call “a success” falling out of a line in the j-bin and “a failure” that in any of another bins as by binominal distribution. The mean and standart deviation of the binominal distribution are given by [13]

\[
\mu_j = Np_j \quad , \quad \sigma_j = \left[ Np_j \left( 1 - p_j \right) \right]^{1/2}
\]

As can be seen from eq.(4), for q bins closest to the center numbers \( p_j \) differ only slightly. If, for example, \( q=10 \) \( p_j \approx p = (1/q) \sum p_j \) for any \( j \) such that \( |j| \leq 5 \) with an accuracy of several percent. Within this error, assuming that correlation of "successes" for any of q bins might be neglected (as by \( N \rightarrow \infty \)) we shall regard the measured numbers \( x_j \) of lines in q bins as a result of q successive attempts for the j-bin using the apparent relation of mean values and standart deviations for sample and parent distributions

\[
\sigma_j / \langle x \rangle \approx \sigma_j / \mu_j
\]

or, more correctly [13]

\[
\langle x \rangle = \mu_j \pm (\sigma_j / \sqrt{q}) \quad , \quad \sigma_j = \sigma_j \left[ 1 + (1/\sqrt{2q}) \right]
\]

To simplify an analysis of spectra we replace \( \sigma_j \) by \( \Delta x = x_{\text{max}} - x_{\text{min}} = \sigma_j \omega(q) \)

\[
(8)
\]

where \( x_{\text{max}}, x_{\text{min}} \) are the extremal numbers measured in any of the q bins and \( \omega(q) \) can be substituted from tables[14]. Dropping indices \( j \) and combining eqs.(5)-(8) we come to the final result

\[
N \pm \delta N = [(\langle x \rangle / \Delta x) \omega(q)]^2 \left[ \left( 1 - p \right) / p \right] \left[ 1 + (2/q)^{1/2} \right] [1 + (2/Np)^{1/2}] =
\]

\[
= 2.43 \cdot 10^2 \left( \langle x \rangle / \Delta x \right)^2 [1 + 0.45 \left( 1 + 7.2 \sqrt{N} \right)] \quad (9)
\]

where \( p = 3,8 \cdot 10^{-2}, q = 10, \omega(q) = 3,1 \).

The last step is to replace the number of lines \( x_j \) by measured intensities \( S_j \) which are assumed to increase linearly with \( x_j \), leading to

\[
(\langle x \rangle / \Delta x) \approx (S_{\text{max}} + S_{\text{min}}) / [2(S_{\text{max}} - S_{\text{min}})]
\]

\[
(10)
\]

where \( S_{\text{max}}, S_{\text{min}} \) are the highest peak and the lowest dip near the spectrum center.

The simulated spectra for \( N = 2 \cdot 10^2 \) and \( N = 1 \cdot 10^3 \) are displayed in Fig.1. The predicted increase of intensity fluctuations with decreasing \( N \) is evident. To check the validity of the approach to give quantitative data we performed eight simulations with \( N = 2 \cdot 10^2 \) and found the averaged number of dots from eqs. (9),(10) \( N_{\text{cat}} = (2.6 \pm 0.5) \cdot 10^2 \) to be in fair agreement with the correct number as well as with expected variations \( \delta N = \pm 0.7 \cdot 10^2 \) and \( \delta N = \pm 0.2 \cdot 10^2 \) for 1 and 8 averaged spectra accordingly.

In the foregoing discussion linear increase of luminescence intensity with the number of dots irrespective of their energy was assumed with \( S(E) = f(E) \) as a result. To be more realistic we should introduce weighting factor \( w(E) \) so that \( S(E) = w(E)f(E) \).

Since now \( S(E_o) = w(E_o)f(E_o) > f(E_o) \) the number \( N \) of dots involved in the formation of the spectrum center and defined by eq.(9) appears smaller then the real number \( N_e \).Introducing the correction factor \( \varepsilon \) we obtain
\[
N_i = \frac{N e}{q} \sum_{j=1}^{q/2} w(E_j) \quad , \quad e > 1
\]

Assuming that luminescence efficiency of dots increases as \( R^3 \) and substituting \( v=1.5 \) in eq.(2) we have estimated \( \varepsilon \) for ensemble of QDs with a typical ratio \( \Delta R/R = 0.1 \). It is shown that maximum of \( f(E) \) plot is shifted relative to \( E_0 \) by only 2-3 bins, leading to \( \varepsilon \approx 1.05 \), which means that the resulting effect may be neglected. In a less probable case with \( \Delta R/R = 1 \) \( N \) might be several times larger than \( N \).

![Simulated spectra for two different dot numbers.](image)

**Fig.1.** Simulated spectra for two different dot numbers \( N=2 \times 10^3 \) and \( N=1 \times 10^2 \). Gaussian distribution of luminescence intensity was assumed. The amplitude of fluctuations at the center was used as a measure of \( N \). Similar intensity profiles might be expected by illuminating specimen with QDs density of \( 2 \times 10^{10} \text{cm}^{-2} \) through apertures of 0.5\( \mu \text{m} \) and 1.3\( \mu \text{m} \) radii accordingly.

### 3. SATELLITE LINES.

With increasing excitation power transitions caused by decomposition of biexcitons and multiexciton complexes as well as by relaxation from higher exited states become more pronounced leading to appearance of a series of lines in single QDs spectra [6,10]. At first sight, the enhancement of the number of lines within a broadened band might lead to profile smoothing. In fact, this is not the case. Let the compound spectrum \( S(E) \) be produced by overlapping of \( L \) unresolved bands \( S_i(E) \) each corresponding to transitions at energies around \( E_i \). Then

\[
S(E) = \sum_i C_i S_i(E) , \quad S(E_i) = \sum_i C_i S_i(E_i + \Delta E_i)
\]

with \( C_i \) accounting for different contributions from constituents to the total intensity and \( \Delta E_i = E_0 - E_i \). Assuming for simplicity \( C_i \) and \( S_i(E) \) being independent on \( i \) we obtain

\[
S(E_0)/S_i(E_i) = \left( \frac{1}{L} \right) \sum \exp \left[ -(1/2) \left( \frac{\Delta E_i}{\sigma_i} \right)^2 \right] = \eta \leq 1
\]

where \( \eta \) denotes the intensity maxima ratio and exponentials result from Gaussian \( S_i(E) \) plots with \( \sigma_i \) as standart deviations. It follows from eqs.(3),(11) that

\[
\sigma_i/\sigma_1 = 1/\eta \geq 1
\]
If bin (or pixel) width determined by $\Gamma_{\text{hom}}$ is fixed and $\sigma$ increases the number of lines per bin decreases so that corrected number $N_n$ of QDs is given by

$$N_n = N \eta$$

where $N$ is defined by eq. (9).

Of particular interest for QDs spectroscopy is the case when discrete lines are resolved. A crucial issue is whether all of the lines belong to a single QD or if a number of QDs are involved [5-10]. This issue might be approached by comparing spectra collected through equisized apertures from various areas.

Let us consider QDs distributed in a random way as those produced by interfacial steps [5,6]. The number $\bar{N}$ of observed lines is given by $\bar{N} = LN$ where $L$ is the average number of lines per 1 QD and $N$ is the number of QDs which is assumed to obey Poisson distribution with mean $<N>$ and standard deviation $<N>^{1/2}$ [13]. For aperture radii $a$ being the same all over the mask the scatter of measured results is defined by

$$\frac{\delta \bar{N}}{<\bar{N}>} = \frac{\delta N}{<N>} = <N^{-1/2}>, \quad \text{while with variable } a$$

$$\delta \bar{N}/<\bar{N}> = [(1/<\bar{N}>) + (2\delta a/a)^2]^{1/2} = [(L/<\bar{N}>)+(2\delta a/a)^2]^{1/2} \quad (12)$$

Plots of $(\delta \bar{N}/<\bar{N}>)$ as a function of $L$ from eq.(12) for $\bar{N} = 16$ are displayed in Fig.2. Essentially, contribution of $L$ to fluctuations of $\bar{N}$ drops with increase of both $(\delta a/a)$ and $\bar{N}$. The most favorable conditions are offered by NSOM since all the spectra are excited or collected through the same aperture. With $\mu$-PL techniques uncontrollable variations of aperture size are inevitable. The simplest way to probe them is to measure transmission efficiencies of various apertures in a mask. We have carried out such measurements with a series of masks containing apertures of various diameter determined by calibrated latex spheres. Typical results for apertures with nominal diameter 0.51 $\mu$m are displayed in Fig.3. Assuming transmission to increase linearly with aperture area we obtained $(\delta a/a)=0.12$. As can be seen from Fig.2 the difference in signal fluctuations for various $L$ is expected to be 3 times smaller in this case than with $a = \text{const}$.

![Fig.2 Normalized deviation of the measured number $\bar{N}$ of lines from the average $<\bar{N}>$ as a function of the number $L$ of those produced by 1 QD(from eq. (12)).](image)

![Fig.3. Distribution of transmission efficiencies of apertures in a mask with nominal aperture diameter 0.51 $\mu$m.](image)
4. NEAR- AND FAR-FIELD CONTRIBUTIONS TO EXCITATION INTENSITY.

It was tacitly assumed so far that all emission centers are positioned on the specimen surface. With increasing distance $z$ from the surface excitation intensity decreases due to divergence of the light beam which is especially important for apertures of subwavelength dimensions. The radiation emanating from the aperture of radius $a<<\lambda$, with $\lambda$ being the excitation wavelength, stays collimated in the near-field and spreads out in the far-field. The rigorous solution of the near-field problem is possible only for some special cases so that reasonable approximations are to be sought for. As shown by Bethe [15], transmission of a small aperture measured in the far-field is reduced by a factor of $\sim (ka)^2$ with $k=2\pi/\lambda$ denoting the wave number. As a result, near- and far-field constituents at $z=0$ may be sought as $I_{zo} = I_0 \left[1 - (\xi ka)^2\right]$, $I_{fo} = I_0 (\xi ka)^2$ where $I_0$ is the total intensity and $\xi \sim 1$ is the fitting parameter. Grober et al. [16] described the optical field generated by a small aperture as analytical expansion over a complete set of optical modes and confirmed the expected exponential decay $I_z = I_0 \exp(-z/a)$ for apertures up to $a \approx 0.1 \lambda$. In the range $a<<z<\lambda$ the lateral extension of field increases approximately as $z$.

Combining these results and assuming $\xi = 1$ we obtain for $z \leq \lambda$.

\[
\frac{I_z}{I_0} = [1-(ka)^2] \exp(-z/a) + \frac{k^2a^4}{(a+z)^2}, \quad ka \leq 1 \quad (13)
\]

\[
\frac{I_z}{I_0} = \frac{a}{(a+z)^2}, \quad ka > 1 \quad (14)
\]

Fig. 4: Normalized excitation intensity $I_z/I_0$ as a function of normalized distance $z/\lambda$ from the aperture (from eqs. (13), (14)).

Plots of $I_z/I_0$ as a function of $z/\lambda$ according to eqs. (13), (14) are shown in Fig.4. Divergence of curves for different $a/\lambda$ makes it possible to probe in-depth distribution of QDs. Essential (up to 2 orders of magnitude) discrepancy of luminescence intensities collected through different apertures from those predicted by transmission far-field measurements might be indicative that emission centers are mainly concentrated beyond the near-field range of the smallest aperture.
5. CONCLUSION.

We have considered several issues pertaining to determination of QDs density from roughening of the luminescence spectrum profile. A correlation has been established between the intensity fluctuations at the center of the inhomogeneously broadened band and the number of QDs selected by an aperture. The capability of the proposed technique to give quantitative data has been proved by simulation.

Collecting spectra through a series of masks with different aperture diameters allows one to follow successive stages of broadened band disintegration with the same specimen which is impossible with conventional NSOM techniques although aperture diameters might be comparable in both cases. On the other hand, inevitable fluctuations of aperture diameters deteriorate the reliability of data extracted from different areas in the mask if those were not statistically averaged.

With aperture radius approaching 0.13 QDs in-depth analysis might be possible for flat specimen as in NSOM due to exponential decrease of electromagnetic field intensity with increasing distance from the aperture.
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ABSTRACT

The interaction of subpicosecond laser pulses with metals is studied theoretically using phenomenological two-temperature model. A semi-analytical approach to a quantitative analysis of electron and lattice temperatures is presented. Using the nonstationary averaging technique (moment’s technique) the coupled system of nonlinear heat equations for electron and lattice temperatures is transformed into the set of four ordinary differential equations. Resulting system is convenient for the fast analysis of nonstationary laser heating and laser ablation with ultrashort laser pulses.
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1. INTRODUCTION

Femtosecond laser ablation is attractive for micromachining applications [1, 2]. Meanwhile, the mechanisms, which eventually lead to material removal, are still under discussions and a complete understanding of the involved phenomena is lacking. The problem contains a number of essential peculiarities related to energy absorption, specific optical and thermodynamic properties of the solid, electron-phonon coupling, ejection mechanism, and the plume expansion dynamics. With femtosecond ablation of metals the basic problem refers to electron-phonon interaction and hot electron phenomena in condensed matter. The basic idea of the transient nonequilibrium phenomena in electron gas and lattice was suggested more than 30 years ago [3-5]. Nevertheless the direct measurements of necessary characteristics with femtosecond temporal resolution are very difficult [6-10]. Thus, reasonable analysis of physical mechanisms involved in femtosecond laser ablation should be done on the basis of theoretical analysis of experimental data.

Recently the dynamics of the electron-phonon coupling were studied on the basis of the kinetic equation [11]. This study confirms the basic ideas of two-temperature model and permits to calculate the electron-phonon coupling constant and some other characteristics through the microscopic characteristics of metals. Thus, models become more and more detailed and numerical calculations call for more and more powerful computers. At the same time, to analyze numerous effects in subpicosecond laser ablation it is useful to develop semianalytical method of “intermediate power”, which should be flexible, applicable for the quantitative analysis of experimental data and using a PC. In fact, a similar problem is actual for nanosecond laser ablation, where reliable analysis was recently developed on the basis of the nonstationary averaging (moments technique) to solve the nonlinear heat equation [12-14]. This model was applied to different materials, including metals and polymers. This model permitted, for example, to solve the problem, related to the mechanism of UV laser ablation of polyimide, which was the subject of many speculations. Calculations clearly show that the ablation at 248, 308 and 351 nm wavelengths is purely thermal (with common activation energy 1.55 eV), while for the ablation with 193 nm experimental results strongly deviate from the thermal model [12]. A similar effect was found for laser ablation of metals with respect to laser pulse duration. With nanosecond laser pulses ablation of indium follows satisfactorily to purely thermal mechanism, while for subpicosecond pulses experimental results deviate from purely thermal [13]. We believe that the deviations are related to electron-phonon coupling effect.

The main motivation for the present paper was to develop a similar moment’s technique to solve the nonstationary two-temperature phenomenological model.

* Corresponding author: boris@dsi.nus.edu.sg. On leave Wave Research Center at General Physics Institute of Russian Academy of Sciences, 117942 Moscow, Russia, lukvanch@kapella.gpi.ru
2. The two-temperature model.

The two-temperature model describes the energy transport inside a metal through two coupled equations for the electron temperature $T_e$ and the lattice (phonon) temperature $T_l$:

\[ c_e \frac{\partial T_e}{\partial t} = c_e \nu \frac{\partial T_e}{\partial z} + \frac{\partial}{\partial z} \left( \kappa_e \frac{\partial T_e}{\partial z} \right) + Q - \mu \left( T_e - T_l \right), \]

\[ c_l \frac{\partial T_l}{\partial t} = c_l \nu \frac{\partial T_l}{\partial z} + \frac{\partial}{\partial z} \left( \kappa_l \frac{\partial T_l}{\partial z} \right) + \mu \left( T_e - T_l \right), \]

where $c_e$ and $c_l$ are the volumetric heat capacities $[\text{J/cm}^3 \text{K}]$ of electrons and lattice, respectively. The parameters $\kappa_e$ and $\kappa_l$ are the electron and lattice heat conductivities, the parameter $\mu = c_e \tau$, related to the electron-phonon coupling constant, describes the energy exchange rate $[\text{W/cm}^3 \text{K}]$ between the electron and lattice subsystems ($\tau$ is characteristic time for electron cooling). The heat source term $Q$ describes the energy release in the electron subsystem:

\[ Q = -\frac{\partial I}{\partial z}, \quad I(0, t) = I_s(t), \]

where $\alpha$ is absorption coefficient and $I_s$ is the value of the absorbed intensity on the surface of metal (at $z = 0$). The value of $I_s(t) = I(t) A$ depends on laser pulse shape $I(t)$ and the surface absorptivity $A = 1 - R$ (here $R$ is the reflectivity). For the ultrashort laser pulse the plasma-vapor plume does not influence the absorption of laser radiation. We consider the smooth pulse shape in the following form

\[ I(t) = I_0 \frac{t}{\tau_f} \exp \left( \frac{t}{\tau_i} \right). \]

The laser fluence is given by $\Phi = I_0 \tau_f$ and pulse duration at the full width at half maximum is $\tau_p = 2.446 \tau_f$.

The heat equations (1) and (2) are written in the reference frame fixed with the ablation front, $\nu = \nu(t)$ is the ablation rate changing during the pulse and after pulse end. This definition is slightly different from the standard definition of two-temperature model (e.g. [15, 16]), where some small terms in (1), (2) are omitted. Nevertheless we will use this form, because it is convenient for the further analysis.

One should define the boundary conditions. Two of them present fluxes of the energies on the surface $z = 0$:

\[ -\kappa_e \frac{\partial T_e}{\partial z} \big|_{z=0} = J_e, \]

where

\[ J_e = -b_0 \left( T_w + T_{es} \right)^2 \exp \left[ -\frac{T_w}{T_w + T_{es}} \right], \quad \text{(Richardson law)}, \]

and the heat flux caused by the ablation

\[ -\kappa_l \frac{\partial T_l}{\partial z} \big|_{z=0} = J_l = -\rho \nu L, \]

where $L$ is the latent heat of evaporation, $\rho$ is the density of a solid, $T_w = 300 \text{ K}$ is the initial temperature.

Two other boundary conditions (at $z = \infty$) and the initial conditions (at $t = 0$) are trivial:

\[ T_e \big|_{z=\infty} = T_l \big|_{z=\infty} = T_e \big|_{t=0} = T_l \big|_{t=0} = 0. \]

We shall use additional index "s" to indicate temperatures at the surface $z = 0$, i.e. $T_e \big|_{z=0} = T_{es}$, $T_l \big|_{z=0} = T_{ls}$. The value $T_{es}$ enters into the Richardson law (6), while the quantity $T_{ls}$ defines the ablation rate
\[ v = v_0 \cdot \exp \left( -\frac{T_u}{T_u + T_m} \right). \] (9)

To provide the model, which permits to analyze experimental data, one should take into account the temperature dependencies of the coefficients \( c_e, c_i, \eta, \kappa_e, \kappa_i, A, \alpha, \) and \( \mu. \) For example, the electronic heat capacity varies linearly with electronic temperature, \( c_e = \beta T_e. \) Although lattice heat capacity \( c_i \) is practically constant above the Debye temperature \( T_D, \) nevertheless one can include into the value latent heat of fusion or any other phase transition, thus, the effective value of \( c_i \) depends on the lattice temperature \( T_i \) (and \( T_e \) for the case of nonequilibrium phase transition). The same refers to the electron thermal conductivity \( \kappa_e, \) which depends on both temperatures \( T_e \) and \( T_i \) [10, 16]. The reflectivity \( R \) and absorption coefficient \( \alpha \) also depend, in general, on both temperatures \( T_e \) and \( T_i. \) In semiconductors \( R \) varies linearly with electronic temperature \( T_e \) [10].

At least a part of these temperature dependent parameters can be treated by the moment's technique the same way as in [12-14]. Nevertheless we start with the simplest analysis where we consider all the coefficients as constants. This permits us to examine the problem of coupled equations by moment's technique. The important part of the analysis is to outline the so called "fast" and "slow" variables. The "fast" variables can be adiabatically excluded which leads to simplification of the resulting system of the ordinary differential equations. This model permits to analyze the qualitative role of different parameters, which is important for the preliminary analysis of experimental data.

In conclusion, one should say that the two-temperature model (1), (2) is derived under the assumption that the classical Fourier law describes the electron and phonon energy transports. It is applicable for times, which are longer than characteristic relaxation time \( \tau \) within the electron gas. This time depends on the electronic temperature (i.e. the laser fluence). It typically comprises a few hundred fs [10]. In turn, the assumption, related to diffusional transport of electronic energy in (1) assumes that characteristic variations of the electronic temperature arise in the spatial scales larger than the electron mean free path \( \ell_e. \) For shorter scales the electron transport is "mostly ballistic". The value \( \ell_e = \nu_e \tau_e \) (\( \nu_e \) is the Fermi velocity of electrons) varies through the order of magnitude for different metals. For example, for \( \text{Ni} \) \( \ell_e \) comprises a few tens of nm, while for \( \text{Au} \) it comprises a few hundred nm [17, 18].

When the relaxation time, \( \tau, \) tends to zero (\( \mu \rightarrow \infty \)), the two-temperature model (1), (2) transfers into the conventional model of thermal evaporation [4] with a common temperature of solid \( T = T_i = T_e; \)

\[ c \frac{\partial T}{\partial t} = c \nu \frac{\partial T}{\partial z} + \frac{\partial}{\partial z} \left( \kappa \frac{\partial T}{\partial z} \right) + Q. \] (10)

The values \( c = c_e + c_i \) and \( \kappa = \kappa_e + \kappa_i \) present the total heat capacity and heat conductivity of the solid.

3. Stationary evaporation wave in two-temperature model.

Before starting the examination of dynamic regimes of heating and ablation we have to analyze the stationary ablation regime with constant intensity, \( I_s = \text{const}. \) It corresponds to the situation, where the time derivatives in the left-hand side of equations (1) and (2) are identically equal to zero. Stationary evaporation wave presents a solution, which is attractor of the problem. Thus, this solution is important for general behavior of the problem.

We search for the stationary temperature distributions \( T_e(z) \) and \( T_i(z) \) in the following form:

\[ T_e = T_{e_0} e^{-p_1 z} - \frac{\alpha T_{e_0}}{p_2} \frac{1}{p_2 - \alpha} \left( p_1 - p_2 \right) \frac{\partial T_{e_0}}{\partial z} - J_{e_0} \frac{1}{\kappa_e} e^{p_2 z} e^{-p_2 z} + p_2 T_{e_0} - \frac{p_2 - p_1}{p_2} \frac{T_{e_0}}{\kappa_e} e^{-p_2 z}, \] (11)

\[ T_i = T_{i_0} e^{-p_2 z} - \frac{\alpha T_{i_0}}{p_2 - \alpha} \left( p_1 - p_2 \right) \frac{\partial T_{i_0}}{\partial z} - J_{i_0} \frac{1}{\kappa_i} e^{p_2 z} e^{-p_2 z} + p_2 T_{i_0} - \frac{p_2 - p_1}{p_2 - \alpha} \frac{T_{i_0}}{\kappa_i} e^{-p_2 z}. \] (12)

where \( T_{e_0} = T_e|_{z=0} \) and \( T_{i_0} = T_i|_{z=0} \) are the surface temperatures, and the values \( T_{e_0} \) and \( T_{i_0} \) are some unknown characteristic temperatures. Distributions (11), (12) automatically fulfill the boundary conditions at \( z = 0 \) and \( z = \infty. \)
Substituting (11) and (12) into the heat equations one can find equations for unknown quantities. Characteristic exponents 

\[ p_1 = 1/\ell_1 \quad \text{and} \quad p_2 = 1/\ell_2 \]

are the roots of dispersion equation:

\[ \Pi(p) = a_3 p^3 - a_2 p^2 + a_1 p + a_0 = 0, \quad p = 1/\ell, \]  

(13)

\[ a_3 = \kappa_e \kappa_l, \quad a_2 = (c_v \kappa_e + c_v \kappa_l) \nu, \quad a_1 = c_v c_i \nu^2 - \mu (\kappa_e + \kappa_l), \quad a_0 = (c_e + c_i) \nu \mu. \]

Two roots of cubic equation (13) with positive real parts are used as \( p_1 \) and \( p_2 \). In the paper [16] the equivalent dispersion equation has been written in a slightly different form (some terms are considered to be small and thus omitted). To demonstrate the behavior of the roots we use a set of parameters, typical for metals (for example, Al [19]). This set of parameters is presented in Table 1.

Table 1. Parameters, which had been used in calculations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat capacity ( c_e ) (electronic), [J/cm^2K]</td>
<td>0.04035</td>
</tr>
<tr>
<td>Heat capacity ( c_l ) (lattice), [J/cm^2K]</td>
<td>2.43</td>
</tr>
<tr>
<td>Heat conductivity ( \kappa_e ) (electronic), [W/cmK]</td>
<td>2.37</td>
</tr>
<tr>
<td>Heat conductivity ( \kappa_l ) (lattice), [W/cmK]</td>
<td>1</td>
</tr>
<tr>
<td>Time ( \tau ) (( \mu = c_l/\tau )) [ps]</td>
<td>1</td>
</tr>
<tr>
<td>Density ( \rho ) [g/cm^3]</td>
<td>2.688</td>
</tr>
<tr>
<td>Latent heat of evaporation ( L ) [J/g K]</td>
<td>10860</td>
</tr>
<tr>
<td>Preexponent ( v_0 ) in (9), [cm/s]</td>
<td>414000</td>
</tr>
<tr>
<td>Activation energy ( T_a ) in (9), [K]</td>
<td>35240</td>
</tr>
<tr>
<td>Work function ( T_g ) in (6), [K]</td>
<td>49300</td>
</tr>
<tr>
<td>Richardson constant ( b_0 ) in (6), [W/cmK^5]</td>
<td>120.4</td>
</tr>
<tr>
<td>Initial temperature ( T_{in} ), [K]</td>
<td>300</td>
</tr>
<tr>
<td>Absorption coefficient ( \alpha_r ) [cm^2]</td>
<td>1.516 \times 10^5</td>
</tr>
<tr>
<td>Absorptivity ( A )</td>
<td>1</td>
</tr>
</tbody>
</table>

The biggest root \( p_1 = 1/\ell_1 \) (for given set of parameters it is real and positive) is presented by G. Cardano formula

\[ p_1 = \frac{1}{3 a_3} \left[ a_2 + \left( \frac{g + \sqrt{g^2 + 4b^3}}{2} \right)^{1/3} - b \left( \frac{2}{g + \sqrt{g^2 + 4b^3}} \right)^{1/3} \right], \]  

(14)

where

\[ g = 2 a_2^3 - 9 a_1 a_2 a_3 - 27 a_0 a_3^2, \quad b = 3 a_1 a_3 - a_2^2. \]

Two other roots of dispersion equation (13), which contain the factors \( 1 \pm i \sqrt{3} \), are also real for the given set of parameters. One root is positive and another is negative. The positive root \( p_2 = 1/\ell_2 \) is defined as

\[ p_2 = \frac{1}{3 a_3} \left[ a_2 - \frac{1+i \sqrt{3}}{2} \left( \frac{g + \sqrt{g^2 + 4b^3}}{2} \right)^{1/3} + b \left( \frac{2}{g + \sqrt{g^2 + 4b^3}} \right)^{1/3} \right]. \]  

(15)

These roots obey the relations \( p_1 >> p_2 > 0 \).
According to (13) the roots of equation (13) depend on one variable parameter, \( \nu \) (or parameter \( T_{es} \) in accordance with equation (9)). In Fig. 1 the inverse values \( \ell_1 \) and \( \ell_2 \) are shown as functions of the ablation rate, \( \nu \) and the surface lattice temperature \( T_{es} \).

With relaxation time, \( \tau \), tends to zero \( (\mu \to \infty) \) one can find that the root \( \ell_1 \) also tends to zero, while the root \( \ell_2 \) tends to limited value, which corresponds to thermal length in conventional surface evaporation model:

\[
\ell_1 \bigg|_{\mu \to \infty} = \frac{1}{\sqrt{\mu}} \sqrt{\frac{K_x + K_i}{K_x K_i}} \to 0, \quad \ell_2 \bigg|_{\mu \to \infty} = \frac{\chi}{\nu},
\]

where \( \chi = \frac{K_x + K_i}{c_p + c_i} \) is the heat diffusivity of a solid. Thus, one can say that the length \( \ell_2 \) is the characteristic thermal penetration depth, while the length \( \ell_1 \) controls the electronic temperature distribution near the surface.

If one introduce, for brevity, coefficients \( a_i \) and \( b_i \) in distributions (11), (12):

\[
T_e(x) = a_1 \exp \left[ -\frac{x}{\ell_1} \right] + a_2 \exp \left[ -\frac{x}{\ell_2} \right] + a_q \exp[-\alpha x],
\]

\[
T_i(x) = b_1 \exp \left[ -\frac{x}{\ell_1} \right] + b_2 \exp \left[ -\frac{x}{\ell_2} \right] + b_q \exp[-\alpha x],
\]

then unknown coefficients \( a_i \) and \( b_i \) can be found from algebraic equations. For example:

\[
a_q = -q \frac{c_p \nu \alpha - \alpha^2 \kappa_i + \mu}{\Pi(\alpha)}, \quad b_q = -q \frac{\mu}{\Pi(\alpha)},
\]

where \( \Pi(\alpha) = a_3 \alpha^3 - a_2 \alpha^2 + a_1 \alpha + a_0. \)
In Fig. 2 the different characteristics are shown as a function of laser intensity, \( I_0 \). Calculations are performed for relaxation time \( \tau = 1 \) ps and parameters, given in Table 1.

![Graphs showing different parameters as functions of laser intensity](image)

**Fig. 2.** Different parameters of stationary evaporation wave as functions of laser intensity: a) characteristic lengths \( \ell_1 \) and \( \ell_2 \); b) surface temperatures \( T_{as} \) and \( T_{as} \); c) coefficients \( a_i \) and \( b_i \) in formulae (17), (18) \( (a_1 \) and \( b_1 \) are shown by dots – left scale). \( a_2 > b_2 \), but in the scale of the figure they practically coincide.

The typical stationary temperature distributions versus \( z \) coordinate are shown in Fig. 3. One can see from Fig. 3 and Fig. 2b that with increase of the intensity the electronic temperature breaks away the lattice temperature. The qualitative variation occurs at intensity \( I_0 > I_{col} \), where the coefficients \( a_1 \) and \( b_1 \) change signs. At \( I_0 > I_{col} \), the flux \( J_0 > J_0 \) (see Fig. 4), which means that the heat losses at the surface are caused mainly by latent heat of evaporation. At \( I_0 > I_{col} \), the situation is opposite, cooling of the surface is caused by the emission of electrons. For the given example \( I_{col} \approx 1.5 \times 10^9 \) W/cm\(^2\).

In the given examples surface electron temperature everywhere is higher, than the lattice temperature, thus, the stationary ablation is accompanied by nonequilibrium emission of hot electrons. This phenomena is much more pronounced in nonstationary processes with short (ps) laser pulses [20, 21] or even ultrashort (fs) laser pulses, where non-thermalized electron gas may be observed [6-9].

Calculations show that at some set of parameters one can find a situation, where the surface electron temperature is lower than the lattice temperature, although inside the material one has a conventional situation with “hot electrons”.

One can see from the stationary solution, that the terms proportional to \( \exp[-z/\ell_1] \) do not play an important role in temperature distributions. The corresponding amplitudes \( a_1 \) and \( b_1 \) are typically two orders of magnitude lower than characteristic surface temperatures \( T_{as} \) and \( T_{as} \) (see in Fig. 2). The role of these terms is important for the values of the surface gradient of the temperatures. At the same time too big gradients are damped due to ballistic electron transport.

Thus, during the analysis of non-stationary heating, we neglect the effects, which lead to big gradients at the scale \( z \ll \ell_1 \ll \alpha^{-1} \) (it is, typically, \( z = 100 - 300 \) Å). Careful treatment of this scale needs for the model modification, destined for the inclusion of ballistic transport of electrons.
4. Application of the moment's technique to solve the two-temperature model.

The main problem, related to the non-stationary effects in laser heating and ablation with ultrashort laser pulse, is a great difference between the characteristic times of heating of electrons and lattice. Thus, ablation, typically, starts when the laser pulse is finished. In the time scale comparable with the laser pulse duration and characteristic time of electron cooling two-temperature model can be simplified, namely, the terms $\nu \sqrt{T_{e0}}$, related to ablation, can be omitted. If one additionally neglects the phonon component of the thermal conductivity, then, simplified two-temperature model is reduced to [15]:

$$c_e \frac{\partial T_e}{\partial t} = \frac{\partial}{\partial z} \left( \kappa_e \frac{\partial T_e}{\partial z} \right) + Q - \mu (T_e - T_i),$$  \hspace{1cm} (20)

$$c_i \frac{\partial T_i}{\partial t} = \mu (T_e - T_i).$$  \hspace{1cm} (21)

In fact, both the qualitative examination [15] and numerical calculations [6, 7, 22] were performed for simplified model (20), (21). Meanwhile, to examine ablation one should take into account omitted terms $\nu \sqrt{T_{e0}}$. It leads to the necessity of solving non-stationary two-temperature model (1), (2), which, in turn, needs large calculation time. Thus, late stage of the process was not satisfactorily theoretically examined.

At the same time, it can be done using the non-stationary averaging technique (principles of this technique see e.g. [23, 24]). This technique is close to Galerkin technique, nevertheless it has some physical advantages. Namely, the moments can be chosen in such a way that corresponding differential equations express some conservation laws [12].
examples of this technique to solve different problems are presented in [24, 25]. Recently, the nanosecond laser ablation was treated successfully by this method [12-14].

An important part of the moment's technique is to choose the trial solution in a “good form”. Here we set the trial solution for the temperatures \( T_e(z,t) \) and \( T_l(z,t) \) in the following form:

\[
T_e = \frac{1}{1 - \alpha \ell_e} \left[ T_{\alpha} e^{-\alpha z} - \left( \frac{\ell_e}{\kappa_e} J_e \right) e^{-\alpha z} - \frac{\ell_e}{\kappa_e} J_e e^{-\alpha z} \right],
\]

(22)

\[
T_l = \frac{1}{1 - \alpha \ell_l} \left[ T_{\alpha} e^{-\alpha z} - \left( \frac{\ell_l}{\kappa_l} J_l \right) e^{-\alpha z} - \frac{\ell_l}{\kappa_l} J_l e^{-\alpha z} \right].
\]

(23)

This form satisfies boundary conditions (5)-(8) at \( z = 0 \) and \( z = \infty \). Trial solutions (22), (23) contain four unknown functions: two characteristic surface temperatures \( T_{\alpha}(\ell), T_\tau(\ell) \), and two characteristic lengths \( \ell_e(\ell), \ell_l(\ell) \). In fact, more detailed consideration should include additional exponents and preexponential terms to obtain correct transfer to the stationary solutions (11), (12). Nevertheless we omitted these terms by the reasons discussed above.

According to the method, we introduce four moments of the electronic and lattice temperatures:

\[
M_0 = \int_0^\infty T_e \, dz, \quad M_1 = \int_0^\infty T_e \, z \, dz,
\]

(24)

\[
N_0 = \int_0^\infty T_l \, dz, \quad N_1 = \int_0^\infty T_l \, z \, dz.
\]

(25)

Integrating (1) and (2), one can easily find four ordinary differential equations for the moments:

\[
c_e \frac{dM_0}{dt} = -c_e \nu T_{\alpha} + J_e + I_e - \mu (M_0 - N_0),
\]

\[
c_e \frac{dM_1}{dt} = -c_e \nu M_0 + \kappa_e T_{\alpha} + \frac{I_e}{\alpha} - \mu (M_1 - N_1),
\]

(26)

\[
c_l \frac{dN_0}{dt} = -c_l \nu T_{\alpha} + J_l + \mu (M_0 - N_0),
\]

\[
c_l \frac{dN_1}{dt} = -c_l \nu N_0 + \kappa_l T_{\alpha} + \mu (M_1 - N_1).
\]

(27)

The further work is just to substitute (22), (23) into (23)-(27) to find the differential equations for unknown quantities \( T_{\alpha}(\ell), T_\tau(\ell) \) and \( \ell_e(\ell), \ell_l(\ell) \). Because the fluxes \( J_e \) and \( J_l \) depend on corresponding surface temperatures (see (6), (7), (9)), the resulting equations lead to the bulky mathematical formulas. Nevertheless, the advantage of high level software like “Mathematica” [26], permits to formulate problem for computer calculations directly in the initial form (22)-(27). Integration of the resulting equations can be done very fast, all the pictures below were calculated approximately for a few second with PC Pentium 300 MHz.

In Fig. 5 dynamics of laser heating is shown for the laser pulse with the shape, given by formula (4) with the pulse duration \( t_p = 1 \) ps, and laser fluence \( \Phi = 0.15 \) J/cm\(^2\). Other parameters are given in Table 1. One can see in the figure that the electronic temperature \( T_e \) breaks away from the lattice temperature during the laser pulse. The electron temperature reaches its maximum at \( t = 1.8 \) ps. The characteristic time of heating of the phonon subsystem is approximately \( c_l / \mu = \tau \). In the given example the maximum of the phonon temperature is reached at \( t = 27.2 \) ps. The characteristic scales \( \ell_e \) and \( \ell_l \) increase with time approximately as \( \approx \sqrt{t} \). At large time the difference between \( \ell_e \) and \( \ell_l \) becomes negligible. However, at \( t = 100 \) ps \( \ell_e \gg \ell_l \), since \( \kappa_e \gg \kappa_l \).

In Fig. 6 the fluxes of electrons and heavy particles are presented. One can see that each flux reaches its maximum at the maximum of corresponding temperature. In Fig. 7 we present the maximal temperatures of electrons and lattice as functions of laser fluence for laser pulse with \( t_p = 1 \) ps.
We see thus, that the moment’s method gives the results that agree with other methods. Note, however, that the moments method permits to continue calculation to great times that is important for the analysis of ablation since this process is completed typically in nanosecond time scale. It can be seen from Fig. 8 where the thickness of ablated material is shown as a function of time. Finally, the total thickness of the ablated material versus laser fluence is shown in Fig. 9.

Fig. 5. Dynamics of laser heating with the pulse duration $t_p = 1 \text{ ps}$, and laser fluence $\Phi = 0.15 \text{ J/cm}^2$. a) The surface temperatures $T_s$ and $T_{es}$. Insertion shows the initial stage of the process. b) The characteristic lengths $\ell_e(t)$, $\ell_i(t)$ for electronic and phonon temperature distributions.

Fig. 6. The fluxes of electrons and heavy particles for laser heating with the pulse duration $t_p = 1 \text{ ps}$, and laser fluence $\Phi = 0.15 \text{ J/cm}^2$. The insertion presents the pulse shape and the electron’s flux.
Fig. 7. The maximal temperatures of electrons and lattice as functions of laser fluence for laser pulse with $t_p = 1$ ps. Parameters are given in Table 1.

Fig. 8. Dynamics of laser ablation for laser pulse with $t_p = 1$ ps and fluence $\Phi = 500$ mJ/cm$^2$. Other parameters are given in Table 1.

Fig. 9. Ablation rate (total thickness of the ablated material per laser pulse). Two curves with duration of laser pulse $t_p = 1$ ps are shown and one curve with $t_p = 15$ ns. The short laser pulses are calculated with two relaxation times $\tau = 0.5$ and 1 ps. Long laser pulse is calculated with $\tau \leq 1$ ps. Other parameters are given in Table 1. Figure a) presents picture in "normal" coordinates, while Figure b) shows the same curve in "Arrhenius coordinates": $\log[h] = f[1/\Phi]$. 
From Fig. 9 one can see the typical effects in ablation kinetics. With long (ns) laser pulse kinetics of ablation is insensitive for relaxation time; all curves with $\tau \leq 1$ ps coincide and follow purely thermal model [12] with one common temperature. For short (ps) laser pulse kinetic curves are sensitive to relaxation time. Situation with $\tau \rightarrow 0$, which corresponds to purely thermal model, yields too fast ablation compare to those, which can be seen experimentally, (see e.g. discussion in [13]). From Fig. 9 one can see well known effect when the threshold fluence becomes lower for shorter pulse [1]. Thus, the given moment's equations present of by correct way qualitative effects of two-temperature model. Calculations are very fast, which permits to use this model for the analysis of experimental data. The necessary step, related to thermal dependencies of different parameters is not difficult. We shall discuss it in a separate paper.

5. CONCLUSION

The purpose of this work was to propose a fast and convenient method of solving of the equations of phenomenological two-temperature model. The advantage of the method proposed is a possibility to study long time behavior, which appears to be difficult with finite difference numerical methods. The method permits to simulate characteristics, which are directly measured in experiments. It is of a great importance for the analysis of experimental data.
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ABSTRACT

Crater shapes and plasma plume expansion in the interaction of femtosecond (70 fs), picosecond (20 ps) and nanosecond (6 ns) laser pulses (wavelengths- 800 nm; 400 nm and 266 nm for femtosecond Ti-Al₂O₃ laser; 1064 nm, 532 nm and 266 nm for nanosecond and picosecond Nd-YAG lasers; mode- nearly TEM₀₀; waist diameter- of the order of 10 μm) with various pure metals in air and noble gases at atmospheric pressure were studied. The craters formed at the surfaces were measured by an optical microscope profilometer with 0.01μm depth and 0.5μm lateral resolutions. The measurements of laser plasma expansion were carried out with ICCD camera with 3 μm spatial and 1 ns temporal resolutions. These measurements were made in 0-100 ns time delay range and at different wavelengths in 200-850 nm optical spectral range. Laser ablation efficiencies, crater profiles, plasma plume shapes at different time delays, rates of plasma expansion in both longitudinal and transversal directions to the laser beam were obtained. Experimental results were analyzed from the point of view of different theoretical models of laser beam interaction with plasma and metals. The laser pulse duration range used in our study was of particular interest, as it includes the characteristic time of electron-phonon relaxation in solids, that is, of the order of one picosecond. Thus, we could study the different regimes of laser ablation without (for fs pulses) and with (for ns pulses) laser beam/plasma plume interaction. It was found that for nanosecond pulses the laser beam absorption, as well as its scattering and reflection in plasma, were the limiting factors for efficient laser ablation and precise material processing with sharply focused laser beams.

Keywords: laser ablation, metal samples, laser plasma, ablation efficiency, surface microanalysis.

1. INTRODUCTION

Modern industry technologies and nuclear industry, in particular, have been seeking for simple reliable methods for solid matter composition analysis and elemental surface mapping. Laser Ablation Optical Emission Spectroscopy (LA-OES) seems an appropriate and attractive method for this kind of microanalysis. The measurements can be carried out in-situ at atmospheric pressure with a wide variety of metal samples without any special pre-treatment of target matter. This looks especially advantageous for radioactive matter microanalysis. The analytical signal of LA-OES method is represented by the spectral line intensity of exited atoms or ions of plasma. The accuracy of the method is determined by the analytical signal value that is associated directly with the number of ablated particles. This number is very low at laser microablation. To make the analytical signal value higher, it is necessary to increase the laser fluence at microablution measurements in the range of 10 - 1000 J/cm² . To make the measurements as accurate as possible, it is also important to know the analytical performance of laser ablation (ablation efficiency, crater parameters, plasma plume expansion) and the mechanisms of sharply focused laser pulse/target surface interaction. The interaction is a complex process involving heating, melting, evaporation, excitation, and ionization. It depends on laser beam parameters (pulse duration, energy, wavelength, angular divergence, spot size), the physical properties of solid matter, surrounding environment composition, and pressure. The interaction process results in a crater formation on the target surface and the creation of microplasma above it. This plasma, being composed of electrons, excited atoms and ions, defines the analytical performance of laser ablation and can be analyzed to determine the target composition. The laser pulse interaction with the near-surface plasma and the surrounding gas can affect the laser beam distribution on the target surface resulting in decreasing spatial resolution and efficiency of the

¹A.S. (correspondence): Tel.: +33(1)69086557, FAX: +33(1)69087738, Email: asemerok@cea.fr
method. Thus, the description of crater parameters (diameter, depth, volume and shape) and plasma plume expansion is seen as an interesting method of studying certain physical mechanisms of laser ablation to obtain the optimal parameters of LA-OES. The investigation of crater parameters and microplasma expansion in the interaction of laser pulses (70 fs - 6 ns pulse duration, 1064 nm, 800 nm, 532 nm, 400 nm and 266 nm wavelength) with pure metals was the aim of this work. Various regimes of laser ablation in this range of laser pulse duration can be studied. They are defined by the characteristic time of electron-phonon interaction in solid matters (of the order of 1 ps) and correspond to the ablation with laser/plasma interaction (for ns/ps pulses) and without it (for fs pulses). Laser/plasma and laser/air interaction process can change significantly both the laser beam intensity distribution on the solid surface and the laser plume expansion features. The laser plasma limiting effects at laser microablution were also under study in this work.

2. EXPERIMENTS

The experiments were carried out with three different lasers in air, nitrogen and noble gases (Ar, Ne, Kr, He) at atmospheric pressure. A set of metal samples (Cu, Al, Fe, Ni, Mo and Pb) with various matter parameters (Table 1) was chosen to study the effect of matter properties on laser ablation process. The target surfaces were polished to facilitate the localization of microcraters and to increase the accuracy of crater parameter measurements. The roughness values were determined as a mean root square value on the zone of 100μm×100μm and are 1.74 μm (Pb), 0.91 μm (Al), 0.078 μm (Cu), 0.077 μm (Fe), 0.15 μm (Ni) and 0.26 μm (Mo). High roughness values of Pb, Al, Mo and Ni resulted from imperfect surface flatness rather than from surface micrometric ripples. Microcrater localization and characterization were made sufficiently easy with such rough metal surfaces.

The ns pulse experiments were performed with a Nd-YAG laser (Quantel Compact YG 585) with 6 ns (FWHM) pulse duration emitting on the first (1064 nm), second (532 nm) or fourth (266 nm) harmonic. The commercial version of this type of lasers has a multimode beam structure, but for most of our nanosecond experiments the Gaussian beam intensity distribution was obtained with a diaphragm being installed inside the resonator cavity. The laser beams were focused by a 100 mm lens (the Gaussian beam) or by an optical microscope objective of focal length F=24 mm (the multimode beam) at normal incidence to the sample surface. Intensity distribution of the focused beams in waist was measured by a CCD camera with an optical objective and was found to be close to the Gaussian distribution for the laser with a diaphragm inside resonator cavity. The waist diameters were 10 μm (FWHM of intensity distribution) for 1064 nm and 532 nm, and 6 μm for 266 nm. The laser beam energy was varied in 0.01 mJ ≤ E ≤ 4 mJ range (10 J/cm² ≤ F ≤ 4500 J/cm²).

For the picosecond experiments, we used a Nd-YAG laser (laboratory-made equipment) with a Sagnac resonator with an intracavity extraction of a single pulse. The output of the oscillator was amplified and spatially filtered giving the yield of 70 mJ per pulse at 1064 nm with 25 ps duration. The fundamental frequency was doubled by a KDP crystal and separated from the second harmonic by a dichroic mirror. At 532 nm, the pulse duration was of 18 ps. The intensity of second harmonic was adjusted in 0.05 - 20 mJ range by changing the polarization of the beam at 1064 nm with a quarter-wave plate located before the KDP crystal. The energy of the second harmonic was monitored by the fast photodiode-scope system. The second harmonic was also doubled by the KDP crystal. At 266 nm the pulse duration was of 13 ps. The ps laser beams were focused onto the targets by a 100 mm quartz lens. The diameter (FWHM) and the radiation intensity distribution in the beam waist of the second harmonic (1064 nm and 532 nm) were measured by a CCD camera with an objective (×66 magnification). 90% of radiation were of the Gaussian distribution with d ≈ 20 μm (FWHM) for 1064 nm and d ≈ 9.5 μm (FWHM) for 532 nm, while 10% of the beam were distributed more or less uniformly on the spot of a 50 μm diameter. This diffused part of the beam was probably resulting from the non-uniformities of the optical elements and diffusion scattering on their surfaces. To measure the beam diameter on the fourth harmonic (266 nm), we used the method of "punching a hole" on a thin 12 μm Al foil by a focused laser beam and evaluating the transmission of the very same beam, but having been attenuated. The holes of different diameters may be punched by changing the radiation energy and pulse number. By comparing the transmission coefficient with the hole diameter, we may determine the type of intensity distribution and measure the beam diameter. The waist diameter of the fourth harmonic obtained by this method was found to be dwa ≈ 6.5 μm (FWHM). It should be noted, that similar to the fundamental and second harmonics, approximately 20% of radiation were in a diffused part of the beam and were distributed on the spot of a 50 μm diameter.

The femtosecond experiments were performed with a Ti:Al₂O₃ laser emitting on the first (800 nm), second (400 nm) or third (266 nm) harmonic. The laser beams with wavelengths of 800 nm or 400 nm were focused by a 150 mm lens at normal incidence to the metal sample surface. A 200 mm lens was used for 266 nm laser beam. The waist diameters were found to
be close to 10 μm (FWHM of the intensity distribution) for all laser beams. The laser pulse duration was of 70 fs, but could also be adjusted in 70 fs - 10 ps range by an appropriate choice of the distance between the pulse compressor gratings. The temporal contrast of 70 fs laser pulses on 800 nm was sufficiently high with more than 70% pulse energy being in a fs pulse. The laser energy was varied in 2 μJ ≤ E ≤ 800 μJ range (2 J/cm² ≤ F ≤ 800 J/cm²) by a quarter wave plate with polarizer.

The craters formed at the surfaces were studied with an optical microscope profilometer (MicroXam Phase Shift Technology, USA) of 0.5 μm lateral and 0.01 μm longitudinal resolutions. The laser plasma images were obtained by an intensified gated CCD camera (Hamamatsu C4346-01) with 3 ns gate time. At the first stage of the laser plasma expansion, the time delay with 1 ns step was applied. A microscope objective of 40× magnification was used for the laser plasma imaging with 3 μm lateral resolution. Thus, laser plasma expansion was measured with 3 μm spatial and 1 ns time resolutions. These measurements were performed in 0–100 ns time delay range and at different wavelengths in 200-850 nm optical spectral range. Other objectives of 12.5× and 2.5× magnifications were used for laser plasma imaging at the time delay range of 40 - 500 ns and 500 - 1000 ns, where plasma dimensions reached up to 1000 μm. The ablation efficiency can be defined either as a ratio of crater depth to laser fluence or as a ratio of ablated matter volume to laser pulse energy. For analytical applications, the latter definition is preferable, as the energy distribution of the sharply focused laser beam on the target surface after surface plasma creation is perturbed and not known. The most pronounced intensity distribution deviations due to the laser beam/plasma interaction are to be expected at nanosecond pulses when the surface plasma may expand to the height value comparable to the laser beam diameter. It is necessary to point out that if the laser beam profile is the same as the one of the crater, then the two above mentioned definitions of ablation efficiency may be regarded identical.

3. EXPERIMENTAL RESULTS

Crater shapes obtained in our experiments were found to depend on laser beam diameter, laser pulse duration, energy, wavelength, target, and environmental conditions. Fig.1 gives the typical crater profiles with parameters that were used for crater description (diameter at the surface level - D_{m}, diameter at half-height - D_{0.5}, depth - h, volume - V, and convexity height - δ). In general, the crater profiles were not identical to the spatial distribution of laser intensity (Fig. 2-4). Only with the low energy, the crater shape was observed to coincide with the laser intensity distribution of fs pulses (of any wavelength) and ns/ps pulses for the second and fourth harmonics (Fig. 3). For the high pulse energies, the crater shapes differed significantly from the intensity distribution on the target. Crater shape broadening was accompanied by crater profile changes. In some cases, the central area of the crater was observed to be less ablated than the neighboring zone around the crater center. Besides, we observed the formation of either an additional wide shallow crater of 50 μm diameter or several circle-shaped craters framing the main crater. Such deformations of the crater shape were clearly defined at ablation in noble gases (Ar, Kr) with low ionization potential and for 1064 nm pulses. With ns and ps laser pulses, on the target surface along the crater boundary we observed formation of a convexity, the height of which depended on a target matter, pulse duration, energy, and pulse number. The convexity was more important for ns pulses. With the pulse energy or pulse number increase, the ratio of the convexity height (δ) to the crater depth (h) decreased. The convexity height was less important for short wavelength (226 nm) than for infrared pulses (1064 nm). For fs pulses (of any wavelength), the crater profiles were observed without any convexity formation (Fig. 2). It should be noted that the best crater parameters (crater shapes, crater surface roughness, absence of convexity, maximal depth per pulse) were obtained with a femtosecond laser.

The crater diameters D_{0.5} and D_{m} were mainly determined by the laser beam diameter, but depended on pulse energy, laser wavelength, and target matter as well. For both ps and ns pulses with low energy on 1064 nm, the crater diameters D_{0.5} were smaller than laser beam diameter (Fig. 4). At higher energies, the crater diameters were found to be larger than those of the laser beam for all wavelengths and pulse durations. Fig. 5 gives the dependencies of crater diameters D_{0.5} and D_{m} on the incident laser energy (532 nm, 6 ns) for copper. In 0.01-1 mJ range, the surface diameter was observed to increase significantly from initial 10-15 μm to about 50 μm. For the energies higher than 1 mJ, the diameter reached approximately the same value of around 50 μm. For 352 nm ns pulses, crater diameter D_{0.5} demonstrated a particular behavior with the laser pulse energy. It increased from 10 μm at 0.01 mJ up to 20 μm at 0.1 mJ. Then, it fell to a constant value of around 18 μm. From 0.2 mJ and upwards, the profile of the crater suffered crucial changes - a large shallow area of erosion (additional crater) could be observed to appear around the main deep crater (Fig. 4 and Fig. 6). In our experiments with ns/ps (532 nm, 266 nm) and fs (of any wavelength) lasers, the crater depth and volume were observed to increase with laser fluence and energy, respectively (Fig. 7 and Fig. 8). The crater behavior of copper targets was similar to all metal samples under investigation. The differences observed were attributed to ablation efficiencies. For 532 nm 6 ns laser beam, they were found to be 5000 μm²/mJ, 2000 μm²/mJ and 6000 μm²/mJ for Al, Cu and Pb, respectively. In the low energy range of 0.01-0.06 mJ, the ablation efficiency for copper was the same for all ns-laser wavelengths (Fig. 9). With the pulse energies higher
than 0.06 mJ, the ablation was more efficient for short wavelengths. Ablation efficiency of multimode ns laser beam was found to be higher than monomode ns laser ablation efficiency, and its value for 266 nm and 532 nm pulses was of the same order as the one for femtosecond laser. Crater depth and volume dependencies on ps laser energy were similar to the ones on ns pulses. The difference lay in ablation efficiency value that was obtained higher for 532 nm and 266 nm nanosecond pulses in 0.1-1.0 mJ energy range. For 1064 nm laser pulses, ablation efficiency was the same for both ns and ps lasers. The craters formed with different Ti-Al₂O₃ laser pulse durations of 70 fs-2 ps were of the similar profile. No convexity was observed on the target surface around the crater. The crater depth per pulse versus laser pulse duration is shown on Fig. 10. No significant changes of crater depth were observed in 70-800 fs range. For higher pulse durations, the crater depth decreased with laser pulse duration increase. The same behavior was observed for crater volume versus laser pulse duration. Fs laser ablation efficiency of Cu target (2000 µm²/mJ) was found to be independent of the laser wavelength for 70 fs pulses (Fig. 11).

The plasma expansion was studied with copper, aluminum and lead targets for ns, ps and fs laser pulses. The plasma dimensions were measured at the maximum plasma plume intensity divided by 10. This intensity level was considered as the plasma plume boundary. For Cu target and 532 nm nanosecond laser pulses at low energy (E< 0.1 mJ, F<100 J/cm²), the ablated vapor escapes the surface with fast expansion in the normal direction away from the target. At the end of the laser pulse (15 ns delay), the plasma comes unstuck from the surface and takes a shape of a "mushroom". An intense plasma core is found near the surface with the maximum plasma intensity being observed at a certain distance from the surface. Then, the intensity decreases until it reaches its minimum. It begins to increase again until the maximum is reached at a distance of around 75 µm above the sample surface. For longer delay times, the emission near the surface disappears, and the plasma volume is not found to evolve any more. This kind of plasma behavior is observed in 0.01-0.4 mJ energy range (10-400 J/cm² fluence range). At 1 mJ energy (F=1000 J/cm²), the rate of the plasma expansion is higher. An additional cone-shaped plume is detected in this case. The formation of this cone-shaped plume is observed for plasmas created with energies higher than 0.4 mJ (F=400 J/cm²). For short delay times (0-20 ns), highly intense bubbles can be seen in the plume on the laser beam path. The width of these bubbles is measured to be close to the laser beam diameter (10 µm). With a 515 nm filter that cuts off the laser wavelength, the plasma obtained at 1 mJ does not produce intense bubbles. A similar observation was made with the filters being transmitted in the ranges of 250<λ<400 nm and 600<λ<800 nm. Thus, we may conclude that the bubbles are not associated with a larger concentration of the excited atoms in these areas, but they are rather attributed to diffusion of the laser beam by the plasma. The behavior of the ns laser plasma obtained at 1064 nm was similar to the one obtained at 532 µm. But the fluxes, when the plasma form was suffering changes, were different. For 1064 nm, we observed the creation of a cone-shaped plasma at the fluxes higher than 200 J/cm² and the bubble production at the fluxes higher than 600 J/cm². This bubble production was accompanied by an additional crater formation (Fig. 6) and by decrease in ablation efficiency. Neither bubble production, nor cone-shaped plasma were observed with 266 nm ns laser pulses in 0.001-0.15 energy range. Plasma shapes were hemispherical up to the maximal energy (E=0.15 mJ, F=600 J/cm²) applied in our experiments. No qualitative changes in the plasma shape were observed with different gases (Ar, Kr, He, N₂) either. The temporal evolution of longitudinal dimension of plasmas created by 532 nm ns laser on aluminum, copper and lead samples at 1 mJ is presented on Fig. 12. The plasma begins to grow very quickly during the first 50 ns and the expansion rate is not found to depend on the ablated matter. It reaches the maximum extension at 500 ns delay, then no changes are observed. The most efficiently ablated matter (Pb) was observed to have the largest plasma volume. With the energy increase, the initial expansion rate and the maximum plasma volume dimension are observed to grow (Fig. 13). Nevertheless, the temporal evolution of plasma dimensions is found to be the same for all the energies. With 532 nm laser beam in 0.1-1 mJ low energy range, the plasma shapes obtained with Cu target were identical for both ps and ns lasers. But the plasma expansion velocity was observed to be different. For ps laser, it was found to be 3×10⁴ m/s and independent of laser pulse energy, laser wavelength, and environmental conditions (air, Ar, Kr, He, N₂). For different pulse durations and wavelengths of a Ti-Al₂O₃ laser, the plasma demonstrated a similar spatial evolution. The temporal evolution of plasma longitudinal dimension is given on Fig. 14. Plasma transversal dimension had the same temporal evolution. During the first nanoseconds, the ablated matter escaped the surface with a fast expansion in the normal direction away from the target. The initial rates of expansion did not depend significantly on the laser pulse duration. Longitudinal and transversal rates of expansion for 20 µJ laser pulses were found to be about 4.6×10⁴ cm/s and 3×10⁴ cm/s, respectively. Those values were close to the sound velocity in copper target. From 25 ns delay and upwards, the plasma volume was not found to evolve any more, but it depended on the laser pulse duration. Nonlinear 800 nm fs laser beam/air interaction was observed for the fluences higher than 50 J/cm². This interaction was manifested by visible light generation in the waist zone and by more important angular divergence of the visible light. Nonlinear pulse/air interaction was accompanied by an important crater broadening.
Environmental effect on laser ablation and laser plasma properties was studied with Cu target and ns/ps lasers. A jet of Ar, He, Ne, Kr, Xe, or N$_2$ gases was provided to the zone of laser/target interaction. Laser plasma plumes obtained with nitrogen were identical to those in air. Thus, nitrogen, being the main component of air, may be considered responsible for the laser plasma characteristics. With the noble gases, the correlation between the ionization potentials and plasma expansion was observed. At the Cu target ablation by the fundamental frequency of ns Nd-YAG laser with He (having the highest ionization potential of 24.6 eV), the plasma shapes were observed to be of a hemispherical shape in the whole energy range of 0.04 - 20 mJ (10 J/cm$^2$ ≤ F ≤ 5000 J/cm$^2$). With Ar and Ne ablation experiments with the energies higher than 0.6 mJ (F=150 J/cm$^2$), the plasma was found to be cone-shaped. With the energies of the order of 20 mJ (F=5000 J/ cm$^2$), the plasma was of a stretched shape with bubbled structure. Fig. 16 gives the rate of plasma expansion in Ar, Ne and He for three different laser energies. The ablation efficiency with these gases was identical for low laser pulse energies. With the energy increase, the ablation efficiency was found to decrease initially for Ar, and then for Ne, while for He its value remained constant (Fig. 17).

4. DISCUSSION

Laser ablation is a complex multi-parameter process that is impossible to be described with one particular model. Depending on specific parameters of laser beam/target matter interaction, various models seem appropriate to be applied. The experimental results allow to find out the interdependence of the ablation rate and efficiency with the parameters of laser beam/target interaction and to compare the results with different theoretical models of laser ablation. The ablation efficiency was determined as the ratio of the ablation rate h (μm/pulse) to the laser energy fluence F (J/cm$^2$). Ablation efficiency can be roughly estimated by the energy balance expressed by: $h = \kappa F(c_{p}T^{\alpha} + \lambda_{p} + \chi_{p})^{k}$, where $\kappa$ - surface absorptivity, $\Delta T$ - temperature change, $\rho$ - matter density, $c_{p}$ - specific heat capacity, $\lambda$ and $\chi$ - melting and evaporation heat values of the target, respectively. This approach does not take into account many phenomena accompanying laser ablation process and, thus, affecting the ablation properties. Ablation rate estimated by this expression is higher than the one obtained experimentally. Moreover, ablation efficiency and rate were found to depend on the pulse duration, beam spot size, environmental condition, laser fluence and wavelength. Table 2 gives the ablation efficiencies for various targets and interaction parameters in low fluence range 1-10 J/cm$^2$.

For the applied range of laser pulse duration and fluence, two ablation regimes can be distinguished: below 1 ps, when a non-thermal, non-stationary laser beam/target interaction takes place and above 1 ps, when laser beam/target interaction is being accompanied by a thermal process resulting in laser plasma creation. Laser beam/plasma interaction plays a crucial role in laser ablation and in laser microablation, in particular. At laser microablation, not only plasma shielding, but laser beam/plasma refraction as well affect the ablation properties. In general, ablation efficiency was found to decrease with the increase of the laser fluence. For the 4th harmonic (266 nm) of Nd-YAG ns and ps lasers, ablation efficiency was higher than the one for fundamental and second harmonics (1064 and 532 nm). This can be explained by higher surface absorptivity and by lower plasma attenuation due to inverse Bremsstrahlung and one photon photoionization. For ultraviolet radiation, inverse Bremsstrahlung absorption is usually regarded fundamental in the laser beam parameter range under study. But we think that the photoionization should not be excluded from consideration, as the plasma temperature at the initial stages of laser beam / target interaction may be as high as 10 eV. In this case, the excited level population will be sufficient for one photon ionization. Higher laser ablation efficiency was obtained with smaller Nd-YAG laser beam spots. The increase of the ablation efficiency with the reducing of the laser beam spot is explained by a faster expansion of the near-surface plasma for a smaller laser beam spot. This results in a lower absorption of the laser beam in plastic. To determine the ablation rate of ns ablation, the model shows attractive as it gave rather good values of ablation rate with a KrF laser beam (spot diameter of 150 μm). In this model the ablation rate was expressed as:

$h(\mu m) = 2.66 \times 10^{9/8} \rho^{-1/2}(g/cm^3)A^{1/2}(amu)^{-1/4}I^{1/2}(W/cm^2)\lambda^{-1/2}(cm)\tau^{3/4}(sec)$, where $\Psi = 0.5A(amu)\left[Z^2(Z+1)\right]^{-1/3}$; $A$ - atomic mass; $Z$ - the charge state of the ions (we supposed that $Z = 1$, i.e. the ions are single-ionized); $\rho$ - the target density; I - the laser beam intensity; $\lambda$ - the laser wavelength and $\tau$ - the laser pulse duration. The above expression was deduced from the theoretical model suggested in followed by its further developing in. This model is based on three fundamental assumptions: a) heated layer thickness at the end of the laser pulse is much higher than the laser optical absorption depth; b) laser intensity is several times stronger than the ablation threshold intensity; c) plasma expansion is one-dimensional during the laser beam / target interaction. The principal assumption to obtain the expression for ablation rate was that the plasma is sufficient to transmit only 1/3 of the incident ablation energy down to the surface. Despite the fact that our KrF laser experiments did not correspond exactly to one-dimensional plasma expansion and were performed at
atmospheric pressure, the theoretical ablation rate was found to be in a reasonable agreement with the experimental data. For the Nd-YAG laser experiments with the beam spot being reduced to 10 μm, the assumption of one-dimensional plasma expansion was found not to be valid at all. For this case, the theoretical ablation rate was significantly lower (of the order of 10 times) than the experimental results.

The fs laser ablation efficiency (with the pulse duration less than 800 fs) was found to be independent of the pulse duration. It can be explained within the framework of the fs-laser ablation model. The ablation rate in this model is characterized by the efficient penetration depth \( l = \alpha^{-1} \) and can be expressed by \( L = \alpha^{-1} \ln(F/F_{th}) \), where \( \alpha \) - optical absorption or heat penetration coefficient, \( F_{th} \) - ablation threshold fluence. For short laser pulses, the ablation rate is determined by the optical absorption coefficient that is independent of laser pulse duration. With pulse duration longer than 800 fs, the penetration depth is determined by heat penetration: \( \alpha = (D \tau)^{0.5} \), where \( D \) - coefficient of thermal diffusion. In this case, ablation rate decreases as \( \tau \) with pulse duration increase. Thus, this model can quantitatively explain the experimentally observed ablation rate relation with Ti-Al \(_2\)O \(_3\) laser pulse duration in 70 fs - 2 ps range.

The experimentally obtained ablation rates were higher for ns pulses than those for ps pulses (10 - 20 ps). This can be explained by more important ps plasma absorption. During ps pulse duration, ablated matter (plasma) has not enough time to escape the interaction zone and is still found near the target surface. Its shielding property is, probably, more important than the one in case of ns ablation. The linear dependence of the ablation rate on the pulse number, when crater depths are smaller than their diameters, testifies to the fact that the plasma expansion does not suffer any changes with the crater depth growth. The rippled crater profile can be explained either by surface wave generation or by condensation of ablated matter on the crater surface. The condensation is of a higher value at atmospheric pressure. The air particles prevent the ablated matter from escaping the target surface far away. During the initial stages of expansion, the velocity of mass center of plasma particles may be higher than the particle thermal velocities. Then, the velocity of mass center of plasma particles decreases and laser plasma volume begins to expand in all directions with the thermal velocity. The more plasma is close to the target surface, the more ablated matter condensates on the target surface.

Knowing the properties of the target matter (Table 1), we tried to establish the matter properties/ablation rate correlation. A sufficiently good agreement was found with the melting point temperature (Fig. 15). This was an unexpected result, because normally the laser plasma temperature near the target surface significantly exceeds not only the melting point temperature, but the boiling point temperature as well. It seems that an important role in the crater formation should be attributed to the processes dealing with plasma / target interaction (liquid matter ejection).

Knowing the plasma dimension curve slope (Fig. 13), the longitudinal and transversal expansion velocities can be deduced at the beginning of the expansion (Table 3). For E=0.4 mJ, the longitudinal expansion velocity is observed to be lower than the transversal one. Above 0.4 mJ where the plasma is cone-shaped, the longitudinal velocity becomes higher than the transversal one. Additional experiments with the incident angle of 45° demonstrated that this cone-shaped plume follows the direction of the Nd-YAG laser beam even though the plasma near the sample expands in the normal direction to the target. This observation implies that the cone-shaped plume is initiated by the plasma absorption of the laser light resulting in a laser supported ionization wave in air. The plasma plume expansion velocity \( v_p \) can be simulated by the “abstraction wave” model. In this model, the energy balance can be described as \( \beta \sigma T^4 + v_p (cT + E_i) \), where \( \beta \) - a coefficient of plasma grayness, \( \sigma \) - the Stephan-Boltzmann constant, \( I(W\cdot cm^{-2}) \) - laser intensity, \( cJ(\cdot cm^{-3}\cdot K^{-1}) \) - specific thermal capacity of air, \( T(K) \) - temperature of plasma and \( E_i \) - specific ionization energy of air. The energy of ionization (\( E_i \)) and the thermal capacity (\( c \)) should be evaluated with taking into account the degree of ionization (it is about 3 for the plasma temperature \( T \approx 10^4 K \)) and the contribution of free electrons and chemical reactions in air. This makes the numerical evaluation of \( v_p \) very difficult. With high plasma temperatures (\( T \approx 10^5 - 3 \times 10^5 K \)) and high laser intensities (10-100 GW/cm\(^2\)), the velocity of the plasma plume expansion can be estimated from the kinetic theory of electron ionization \( v_{exp} \equiv CkT_e(\text{eV})^{-1}\hbar^{-1}\text{eV}^{-1/2}N^{-2/3} \), where \( T_e \) - temperature of electrons in plasma (approximately equal to \( T \)), \( m \) - the mass of electron, \( N \) - the concentration of atoms in initial gas, \( C \) - a constant about \( 0.7-0.85 \times 10^{-17} \text{ cm}^3/\text{eV} \). The value of \( v_p \) in this case is about \( 10^5 \text{ cm/s} \). This is in a sufficiently good agreement with experimental data (Table 3). But there are no grounds to consider this model universal, as the optical properties of plasma can suffer significant changes during laser/plasma interaction. For solid matter surface temperature \( T > 1 \text{eV} \), the crater growth velocity may be determined by the Frenkel expression \( v_c(T \approx 10^{-1} \text{eV}) \equiv v_x \exp(-E_0/kT) \), where \( v_x \) - a velocity close to the sound velocity in solid matter; \( E_0 \) - the energy of atom bond in solid matter; \( kT \) - the plasma particles energy. In this case, the plasma expansion velocity has at least to be
equal to or higher than the crater growth velocity. Thus, for ablation regime without plasma absorption wave (laser energies $0.01 \leq E \leq 0.4 \text{ mJ}$), the plasma expansion can be estimated by the Frenkel formula. Table 4 compares the experimental values of the maximum longitudinal dimensions of copper plasma for different energies with the theoretical data. The maximum height reached by the plasma front was evaluated by the following expression $23$: $R_{\text{max}} \approx 0.39 \times (\eta E / P_0)^{1/3}$, where $P_0$ – the pressure of ambient gas, $\eta$ - the ratio of the plasma plume energy to that of the laser. The experimental results are in good agreement with theoretical values for $\eta = 0.25$ and laser energies below 0.4 mJ.

The experimentally obtained crater broadening and its profile changes with the laser pulse energy increase can be attributed to the strong scattering and refraction of the laser beam in plasma. Thus, our experiments, analogously to the results in $24$, demonstrated that the diffusion and refraction by plasma plume play a decisive role in laser intensity distribution on the solid surface resulting in crater broadening and its profile changes.

5. CONCLUSIONS

Taking into account the ablation efficiency dependence on a laser pulse duration and wavelength, we can conclude that the best ablation efficiency was obtained with a fs laser. It is in good agreement with the results of literature $25, 26$. This could be explained by a shorter laser pulse duration compared to a typical time (of a few ps) of electron-phonon collisions in solid matter. Two different regimes of laser-target interaction could be defined as:

1) a fs regime, where a laser pulse terminates before the energy is completely redistributed in the solid matter $27, 28$. It is likely that the energy is deposited in the matter without laser / plasma interaction resulting in a better ablation efficiency than the one in the ps and ns regimes.

2) a ps / ns regime, where the pulse duration is of the same order or longer than the energy relaxation time. In this case, the irradiated volume heating is fast enough to vaporize the surface during the laser pulse, and plasma shielding can occur. The main result obtained in this case is a better efficiency with a ns pulse than with a ps pulse for the same wavelength and laser beam spots. To explain this higher efficiency for a ns case, the following phenomena in the laser / matter interaction process should be taken into account:
- the hydrodynamic motion of ablated matter and vaporization front propagation during the laser pulse. The ablation should be considered as a dynamic process because the vaporization front moves into the solid matter during the pulse and this velocity is limited by the sound velocity of solid matter. Hence, both the ablated depth and the volume is found to increase with the laser pulse duration $28$.
- laser pulse energy absorption in a dense near-surface plasma. Two main processes responsible for plasma absorption are the following: 1) Inverse Bremsstrahlung that depends on electron density and laser wavelength and 2) photoionization that depends on atomic density, laser photon energy, and intensity $19$ for $n$-photons ionization. For a sufficiently hot and dense plasma with an important excited level population, a one - photon photoionization absorption may be dominant $4$. With the ps pulse, both the laser intensity and the plasma particle density are higher than those for the ns pulse case. Thus, we can conclude that for ps pulses, the plasma absorption is higher and, consequently, the ablation efficiency is lower.

The experimental studies of crater profile and plasma expansion at the interaction of the sharply focused nanosecond laser beam with metal samples demonstrated with certainty the plasma limiting effects on laser microablation. This was revealed not only by the decrease in crater depth growth with laser energy increase, but by the crater broadening and its profile changes as well. The experimentally obtained velocities of plasma plume expansion and the dimensions of the laser plasma plume may be described sufficiently well within the framework of the Frenkel expression $22$ and the shock wave $22$ models.
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Table 1. Thermal and photophysical properties of targets for ambient pressure and temperature.  

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>Cu</th>
<th>Fe</th>
<th>Ni</th>
<th>Pb</th>
<th>Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity</td>
<td>2.37</td>
<td>4.01</td>
<td>0.802</td>
<td>0.9</td>
<td>0.353</td>
<td>1.38</td>
</tr>
<tr>
<td>k (W cm⁻¹ K⁻¹)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Potential of ionization (eV)</td>
<td>5.986</td>
<td>7.726</td>
<td>7.87</td>
<td>7.6</td>
<td>7.42</td>
<td>7.099</td>
</tr>
<tr>
<td>Melting point temperature (K)</td>
<td>933</td>
<td>1358</td>
<td>1809</td>
<td>1726</td>
<td>601</td>
<td>2890</td>
</tr>
<tr>
<td>Boiling point temperature (K)</td>
<td>2793</td>
<td>2836</td>
<td>3135</td>
<td>3005</td>
<td>2023</td>
<td>4912</td>
</tr>
<tr>
<td>Heat of evaporation (kJ mol⁻¹)</td>
<td>293.4</td>
<td>300.3</td>
<td>349.6</td>
<td>378</td>
<td>178</td>
<td>598</td>
</tr>
<tr>
<td>Heat of fusion (kJ mol⁻¹)</td>
<td>10.79</td>
<td>13.05</td>
<td>13.80</td>
<td>17.4</td>
<td>4.8</td>
<td>32</td>
</tr>
<tr>
<td>Heat capacity Cₚ (J g⁻¹ K⁻¹)</td>
<td>0.9</td>
<td>0.38</td>
<td>0.44</td>
<td>0.44</td>
<td>0.1</td>
<td>0.25</td>
</tr>
<tr>
<td>Atomic number</td>
<td>13</td>
<td>29</td>
<td>26</td>
<td>28</td>
<td>82</td>
<td>42</td>
</tr>
<tr>
<td>Atomic mass (a.m.u.)</td>
<td>26.98</td>
<td>63.55</td>
<td>55.85</td>
<td>59</td>
<td>207</td>
<td>95.94</td>
</tr>
<tr>
<td>Density ρ (g cm⁻³)</td>
<td>2.7</td>
<td>8.96</td>
<td>7.86</td>
<td>8.9</td>
<td>11.4</td>
<td>10.2</td>
</tr>
<tr>
<td>Hardness (mean value)</td>
<td>2.45</td>
<td>2.75</td>
<td>4.5</td>
<td>4</td>
<td>1.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Ablation efficiency in 10⁴ μm² /J. Laser pulse energies are in 10-100 μJ range (low fluence range 1-10 J/cm²).

<table>
<thead>
<tr>
<th>70 fs Ti-Al₂O₃ laser</th>
<th>ps Nd - YAG laser</th>
<th>TEM₀₀ Nd-YAG laser</th>
<th>ns laser</th>
<th>multimode Nd - YAG laser</th>
<th>ns laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>800 nm 400 nm 266 nm</td>
<td>1064 nm 532 nm 266 nm</td>
<td>1064 nm 532 nm 266 nm</td>
<td>532 nm 266 nm</td>
<td>532 nm 266 nm</td>
<td>532 nm 266 nm</td>
</tr>
<tr>
<td>Cu</td>
<td>0.03</td>
<td>0.004</td>
<td>0.09</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Al</td>
<td>0.05</td>
<td>0.010</td>
<td>0.040</td>
<td>0.057</td>
<td>0.05</td>
</tr>
<tr>
<td>Fe</td>
<td>0.01</td>
<td>0.0045</td>
<td>0.004</td>
<td>0.006</td>
<td>0.009</td>
</tr>
<tr>
<td>Ni</td>
<td>0.014</td>
<td>0.006</td>
<td>0.007</td>
<td>0.009</td>
<td>0.007</td>
</tr>
<tr>
<td>Pb</td>
<td>0.125</td>
<td>0.020</td>
<td>0.125</td>
<td>0.213</td>
<td>0.06</td>
</tr>
<tr>
<td>Mo</td>
<td>0.008</td>
<td>0.003</td>
<td>0.007</td>
<td>0.005</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Table 3. Longitudinal and transversal velocities of copper plasma versus the incident laser energy.

<table>
<thead>
<tr>
<th>Energy mJ</th>
<th>Longitudinal velocity cm/s</th>
<th>Transversal velocity cm/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>2.3 × 10⁵</td>
<td>3.6 × 10⁴</td>
</tr>
<tr>
<td>0.04</td>
<td>4.4 × 10⁵</td>
<td>5.0 × 10⁴</td>
</tr>
<tr>
<td>0.1</td>
<td>4.6 × 10⁵</td>
<td>5.7 × 10⁵</td>
</tr>
<tr>
<td>0.2</td>
<td>6.0 × 10⁵</td>
<td>8.3 × 10⁴</td>
</tr>
<tr>
<td>0.4</td>
<td>9.4 × 10⁵</td>
<td>8.5 × 10⁵</td>
</tr>
<tr>
<td>1</td>
<td>1.4 × 10⁶</td>
<td>1.1 × 10⁶</td>
</tr>
<tr>
<td>2</td>
<td>2.0 × 10⁶</td>
<td>1.4 × 10⁶</td>
</tr>
<tr>
<td>4</td>
<td>2.7 × 10⁶</td>
<td>1.6 × 10⁶</td>
</tr>
</tbody>
</table>

Table 4. Experimental h_exp and theoretical h_theor longitudinal dimensions of copper plasma for different energies at 532 nm.

<table>
<thead>
<tr>
<th>Energy mJ</th>
<th>H_exp μm</th>
<th>H_theor μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>125</td>
<td>114</td>
</tr>
<tr>
<td>0.04</td>
<td>168</td>
<td>181</td>
</tr>
<tr>
<td>0.1</td>
<td>217</td>
<td>246</td>
</tr>
<tr>
<td>0.2</td>
<td>290</td>
<td>310</td>
</tr>
<tr>
<td>0.4</td>
<td>258</td>
<td>390</td>
</tr>
<tr>
<td>1</td>
<td>644</td>
<td>529</td>
</tr>
<tr>
<td>2</td>
<td>&gt;550</td>
<td>667</td>
</tr>
<tr>
<td>4</td>
<td>&gt;620</td>
<td>840</td>
</tr>
</tbody>
</table>
Fig. 1. Crater spatial characteristics.

Fig. 2. Cu crater obtained with fs laser (400 nm, 150 fs) after 10 laser pulses.

Fig. 3. Craters in Cu (solid lines) at different ps laser (532 nm) pulse energies (a- 0.28 mJ, b- 0.5 mJ, c- 1.21 mJ and d- 1.43 mJ). Laser waist diameter - 9.5 μm (FWHM). Dotted lines - intensity distribution of the above energies. For the pulse energy E = 0.28 mJ, the intensity distribution amplitude is chosen for the best matching with the crater shape. Reference scales are in μm.

Fig. 4. Craters in Cu obtained after one ns laser pulse at 1064 nm with 20 mJ and 0.1 mJ energy. Dotted line - laser intensity distribution.

Fig. 5. Dependence of crater diameter on incident laser energy for copper (532 nm, 6 ns, one pulse).

Fig. 6. Bubbles formation accompanied by crater broadening (20 mJ, 1064 nm, 6 ns, air).
Fig. 7. Dependence of crater depth on laser fluence for copper after one shot (532 nm, 6 ns).

Fig. 8. Dependence of crater volume on laser energy for copper (532 nm, 6 ns).

Fig. 9. Cu crater depth (a) and volume (b) as a function of ns laser fluence and energy, respectively, for 1064, 532 and 266 nm. Beam diameter is 10 μm.

Fig. 10. Laser ablation efficiency for different pulse durations of Ti:Al₂O₃ laser. Target – Cu, wavelength –800 nm, energy – 20 μJ.

Fig. 11. Cu ablation efficiency for 800, 400 and 266 nm 70 fs laser pulses.
Fig. 12. Temporal evolution of longitudinal dimension of plasma created on aluminum, copper and lead for 1 mJ, 532 nm.

Fig. 13. Temporal evolution of the longitudinal copper plasma dimension for 0.01-4 mJ energies. (532 nm)

Fig. 14. Temporal evolution of the longitudinal copper plasma dimension obtained with different 800 nm pulse durations. Laser pulse energy – 20 μJ.

Fig. 15. Crater volume / melting temperature correlation (266 nm, 6 μJ, 7 - 8 μm beam diameter).

Fig. 16. Longitudinal plasma expansion velocity in different gases (Cu, 1064 nm).

Fig. 17. Cu crater ablated volume after one laser shot (20 mJ, 1064 nm).
Time-resolved measurement of ablation from ns-laser-heated aluminum and comparison with simulation
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\textbf{ABSTRACT}

An experimental and numerical study was conducted on ablation from ns-laser heated aluminum. The goal of present study is to clarify the laser ablation phenomena.

In experiments, a YAG laser of 650mJ in 4-7\textmu s was used to perpendicularly illuminate an aluminum target. Time-resolved measurements were conducted using high-speed camera system. Also, a numerical simulation was conducted using CIP (Cubic-Interpolated Pseudoparticle Propagation) method.

The experimental results of time-resolved measurements indicate that the target surface itself is melting until late after the laser irradiation. The SEM pictures of the irradiated target surface are showing the generation of many minute protrusions. These protrusions near the part that laser is irradiated are facing toward the laser beam path and those of the surroundings are facing toward circumference. It is found by numerical simulation that this is due to the appearance of the critical point just after the laser irradiation. Since the laser beam goes around the critical point, the damaged part expands toward circumference.

\textbf{Keywords}: Laser ablation, High-speed photograph, CIP method, Critical point

1. INTRODUCTION

Laser beam can locally generate high energy condition with plasma formation. When a pulsed laser beam is focused on a solid target, ablation plasma is generated near the surface of the target. This kind of technology with beam-material interaction has been applied to many industrial fields, for example, inertial confinement fusion, laser processing, laser-triggered switch, X-ray source for lithography and microscopes, deposition of a superconducting thin film and so on\textsuperscript{3}. However, compared with the widely applicable investigation, the physical process of the ablation is still not clarified.

In order to clarify the process of laser ablation, it is necessary to understand the initial stage of various processes involved during the laser-target interaction, such as evaporation, plasma formation, hydrodynamics and its subsequent expansion.

Recently, the hydrodynamic simulation of laser ablation has shown some very interesting results. Yabe et al.\textsuperscript{4,5} raised a question on whether a formation of crater on the target is finished during laser pulse. If this crater could be created during laser pulse, the cutting speed should be much larger than the speeds of sound wave and elastic wave inside target material.

Their report pointed out a possibility that the crater of target was formed well after the laser-pulse ended. However, there is no experimental verification concerning this delay. Therefore, our experiments aim to measure this delay by time-resolved observation of ablation plasma.

In this paper, time-resolved measurements of ablation from ns-laser heated aluminum were conducted using high-speed camera system. Also, a numerical simulation was conducted using CIP (Cubic-Interpolated Pseudoparticle Propagation) method\textsuperscript{6}.
2. EXPERIMENT

Time-resolved measurement of ablation plasma was conducted by using a high-speed camera system (IMACON 468, DRS Hadram Ltd.). Figure 1 shows a schematic diagram of the experimental setup. The laser used is a Q-switched Nd-YAG laser, the wavelength and the pulse width of which are 1064nm and 4-7ns, respectively. The target was made of aluminum and mounted perpendicular to laser beam in target chamber. The target surface was freshened up in each shot. The target chamber can be evacuated to a pressure better than $5 \times 10^{-5}$ Torr. The laser was focused to the target with a diameter of about 100 µm, giving a peak irradiance of $1.7 \times 10^{12}$ W/cm² at an energy of 650mJ.

![Schematic diagram of laser ablation experiment.](image)

3. NUMERICAL SIMULATION

To numerically simulate the laser ablation phenomena, the CIP method developed by Yabe et al. was applied to the axisymmetric hydrodynamic equations including thermal conduction, viscosity, elastic-plastic effect, equation of state and laser energy deposition. This method is so convenient that it can simulate a dynamic phase transition from metal to vapor. For the initial condition, the laser parameters of Nd-YAG laser were used.

4. RESULTS AND DISCUSSION

Figures 2(a)-(h) show the side-on framing photographs of laser ablation plasma taken by visible light emitted from plasma plume. Although the light emissions were integrated along the direction of observation, we can qualitatively guess the time sequential formation of the ablation plasma. Exposure time is 10ns for every photograph. The time just after the laser irradiation is chosen as the origin of time, as shown in Fig. 2(a).

When the laser beam is irradiated, plasma accompanied by a very strong radiation grows from the target surface in the vertical direction of the target, as shown in Fig. 2(b)-(d). Figures 3(a)-(c) are the side-on framing photographs taken in the narrower range of the vicinity of the target surface by using a microscope. In Fig. 3(a), a very strong plasma is produced by the laser pulse. Although the generated plasma expands from the target, the strongest part still stays near the target surface, as shown in Fig. 3(b)-(c).

Furthermore, the plasma plume spreads over in wide angle from vertical direction, as time proceeds. From Fig.2(e) and 2(f), it is seen that the strong radiation is remaining near the target surface. This indicates that the target surface itself is melting until late after the laser irradiation. This agrees with the numerical results obtained by Yabe et al. After this, the radiation of the outside part is remaining its brightness stronger than that of the central part, as shown in Fig.2(g)-(h).

We observe a crater generated by a single laser shot. Figure 4(a) and (b) show photographs obtained by 3D Profile Microscope (VK-8500, KEYENCE CORPORATION) with the magnification of 10 times and 50 times. It is found that a mark, the diameter of which is about 1 mm, is made on the target surface by laser irradiation. The diameter of the generated
Figure 2. Side-on framing photographs

Figure 3. Side-on framing photographs
Figure 3. Side-on framing photographs taken in the narrower range

Figure 4. Crater configuration observed by using microscope
crater is about 250 µm and the depth is about 43 µm. The central part of the crater is showing a sharp heat change, as shown in Fig. 4(b). Also, the crater is created in a cone form of the angle of 45 degrees as shown in Fig. 4(c). This angle is in accord with the dispersive direction of the plasma plume shown in Fig. 2(g).

The photograph shown in Fig. 5 is taken at the central part of the crater by using Scanning electron microscope. We can find many minute protrusions around the center part of the crater. These protrusions near the part where laser is irradiated are facing toward the laser beam direction. However, the surroundings are facing toward circumference.

Figures 6 (a)-(c) show the density contours obtained by numerical simulation. The figures are being enlarged 5 times toward laser incidence, to make it easy to understand phenomena. At the center point, a deep crater is formed. The ablation plasma grows in the vertical direction of the target. Then the plasma plume spreads over in wide angle from vertical direction, as time proceeds. Finally, the mark of the laser irradiation is widely spread. This agrees well with the experimental results. Furthermore, the filamentation shown in Fig. 6(c) is similar to the experimental result as shown in Fig. 2(e). From these numerical results, we can find the following interesting phenomena. Figure 7(a)-(d) show the density and temperature contours during laser irradiation. Just after the laser beam reaches at the target surface, a critical point is generated. Once the critical point is formed, the laser beam cannot reach the crater part of the target. The laser beam and thermal conduction that go around the critical point heat the outside part of the crater and generate a next critical point. Because the generation of the critical point continuously spreads to the circumferential direction, the mark of the laser irradiation becomes much larger in comparison with the diameter of focused laser beam. The many protrusions around the crater shown in Fig. 5 seem to be generated by these phenomena.

Figure 8 shows the final crater configuration obtained both by the experiment and the numerical simulation. Good agreements in the diameter and depth of the crater are obtained between the experimental and numerical results.
5. CONCLUSIONS

Experimental and numerical studies were conducted on ablation from ns-laser heated aluminum. Results obtained are summarized as follows,

(1) The experimental results of time-resolved measurements show that the target surface itself is melting well after the laser irradiation.

(2) There are many minute protrusions on the surface of the crater. The protrusions near the part where laser is irradiated are facing toward the laser beam direction and the surroundings are facing toward circumference.

(3) Just after the laser irradiation, a critical point appears far from the target surface. Since the laser beam and heat wave go around this point, the damaged part expands toward circumference.

6. REFERENCE

Figure 7. Density and temperature contours just after laser irradiation.

Figure 8. Comparison of the generated crater between experiment and numerical simulation.
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ABSTRACT

Applications of ablation plasma to materials science have been carried out using pulsed laser ablation and pulsed ion beam evaporation. Although basic idea is similar each other, the energy absorption mechanism of the two processes differs a lot, yielding big difference such as in the preparation of thin films. Compared with the pulsed laser ablation, the pulsed ion beam ablation has an advantage of higher plasma density inherent to huge energy density on targets. Two examples will be shown for the preparation of hard films, for example (Cr,Al)N films by pulsed laser ablation and B4C films by pulsed ion beam evaporation.

1. INTRODUCTION

If an intense pulsed laser beam is irradiated on solid targets, its energy is deposited on the surface, yielding high energy density per unit area. When the energy deposited exceeds the energy required for the rotation, vibration, excitation and ionization of the target, high density plasma will be produced, which is called by ablation plasma. Such the pulsed laser ablation (PLA) plasma has been successfully applied for the preparation of thin films, or the synthesis of nanosize powders by the rapid cooling with the surrounding gas molecules. The preparation of fullerenes has been demonstrated as well.

With the PLA, however, it has been found that there exist several drawbacks. On the surface of the thin films prepared, there were a lot of droplets, yielding poor morphology. It takes a long time to prepare the films, on the order of an hour. There exists mismatch of the composition ratio between the original target and the film prepared, hence giving poor stoichiometry.

To use the ablation plasma produced by intense pulsed light ion beam represented by proton, on the other hand, has been successfully demonstrated by the present authors in 1988 to prepare thin films of ZnS, which was named by pulsed ion beam evaporation (IBE).1) High density ablation plasma has been easily achieved by the pulsed ion beam interaction with targets, for example on the order of n (plasma density) \(\sim 10^{20} \text{ cm}^{-3}\).2) Compared with the preparation by PLA, the IBE is characterized and summarized as follows.1,2,3)

a. Since the energy absorption by IBE is classical in the interaction with targets, there is no reflection with the target, while the reflection on target cannot be neglected with PLA.

b. The energy absorption process is nonlinear for PLA, and the energy conversion efficiency from the electric power to laser is considerably low, being on the order of several percentage. On the other hand, the conversion efficiency of the ion beam is very high on the order of 50 %, hence being inexpensive compared with PLA.

c. The plasma density is sufficiently high so that the local thermodynamic equilibrium (LTE) is always satisfied, not only near the target but also nearby the substrate. In PLA, on the other hand, the LTE is only satisfied near the target, but not near the substrate.

d. Due to high density plasma, the instantaneous deposition rate is extremely high, being on the order of several cm/s.

e. Due to high density plasma, the deposition is available even with the backside or masked configuration, where the substrate is placed just behind the target holder or in the masked plate so that the ablation plasma is not able to hit the substrate directly. Therefore, the films prepared are free from droplets.

f. The pulse width is short compared with the thermal conduction time, and hence the adiabatic expansion of the high density ablation plasma into vacuum takes place. Therefore, the preparation is available even without heating the
substrate. Hence it is basically a low temperature process.

g. Since the preparation is carried out in a very short time duration, typically by one shot, good stoichiometry can be available due to the less interaction of the ablation plasma with the impurities.

h. The preparation is available even in a vacuum by IBE.

After our first preparation of thin films in 1988, we have succeeded in the preparation of various kinds of thin films of YBaCuO, ITO, ZrO₂, C, BN, BaTiO₃, (Ba,Sr)TiO₃, and apatite. Furthermore, from the above features, the synthesis of ultrafine nanosize powders such as of Al₂O₃, AlN, TiO₂, and TiN has been successfully demonstrated by IBE as well, where the high density ablation plasma is rapidly cooled by the interaction with molecules of the background gas. By use of analytic modeling of the IBE including beam-target interaction, the beam expansion into vacuum, and the growth of powders due to coagulation, we have succeeded in the understanding to synthesize the powders. In addition, the production of fullerenes and its higher orders has been demonstrated by IBE by use of graphite target. For the preparation of thin films, the IBE is much more superior than PLA to need higher energy density and/or plasma density, or larger area because the achievement of the energy density is available from several J/cm² to several kJ/cm². If necessary, the ion beam has been found to be focused very tightly to 360 μm in diameter.

2. BASIC PROCESS⁴,⁵

The physical process of the pulsed ablation plasma can be divided into two phases. The first phase is the beam-driven expansion during the pulse width, which includes the beam-target interaction, the evaporation of the target, and the interaction of the evaporation material with the incident beam. After the beam pulse, an adiabatic expansion takes place into vacuum, hence yielding the preparation of the thin films.

Basic equations governing the ablation process are the equations of continuity, momentum, energy, and the state. One-dimensional hydrodynamic equations can be used for this purpose. The only difference between PLA and IBE exists in the equation of energy. For IBE, the time derivative of the mass of the evaporated material per unit area can be assumed to be zero, whereas it can be given by a constant for PLA.

Using the above idea, the basic physics governing the ion beam ablation plasma has been well understood from the comparison between the experiment and the simulation.

3. PREPARATION OF THIN FILMS OF (Cr,Al)N BY PLA

The preparation of (Cr₁ₓ,Alₓ)N film is very interesting from a viewpoint of wear-protective coatings with higher oxidation resistance at high temperatures⁶. The coating may provide an alternative instead of CrN coatings used conventionally. The preparation of thin films was tried by physical vapor deposition (PVD).

In the equilibrium Cr-Al-N ternary-phase diagram, Cr, Al and N can not be soluble in AlN and CrN. Previous studies on the microstructure and the metastable phases in (Cr₁ₓ,Alₓ)N films prepared by physical vapor deposition (PVD) were mainly discussed on the Al content in the films. The microstructure of the (Cr₁ₓ,Alₓ)N films prepared by PLD was studied in the present paper.

A PLD system by Nd:YAG laser was used to prepare (Cr₁ₓ,Alₓ)N films to ablate Cr and Al. The parameters of the laser were 355 nm (3ω), 7 nsec, and 10Hz. Base pressure of the chamber was 5 × 10⁻⁶ Torr. The substrate was heated up to 400°C. The films were prepared on Si (111) wafer by ablated plasma of Cr and Al at a pressure of 50 mTorr of nitrogen. The chemical bonding was measured by FT-IR, while the microhardness was measured by Vickers hardness tester at the load of 5 gf.

Figure 1 shows the FT-IR spectra, where the film was prepared at dₜₐₛ = 40 mm, and Pₙ₂ = 50 mTorr. The composition of Al to metal (Cr + Al) in the films was measured by EDX and RBS. The (Cr₁ₓ,Alₓ)N films, where x is below 0.75, show the peaks associated with Cr-N bonding. The (Cr₀₅₋₁₀,Al₀₅₋₉₀)N and AlN films indicate the presence of Al-N binding.

Fig. 1 FT-IR spectra of (Cr₁ₓ,Al) films prepared at 40 mTorr (N₂) and 400°C of substrate temperature.
The phase of the (Cr\textsubscript{1-x}Al\textsubscript{x})N films for various x values was studied by XRD. Typical XRD patterns for x = 0.10, 0.25, 0.50 and 0.75 are shown in Fig. 2. The composition of Al to metal (Cr + Al) was measured by EDX and RBS.

The XRD patterns of the films for x = 0.10 ~ 0.75 show a single-phase B1-NaCl structure, like CrN. The AlN film appears as amorphous. With increasing x, the peak is shifted to higher 2\theta, smaller lattice parameter. The lattice parameters of the B1 single phase of (Cr\textsubscript{1-x}Al\textsubscript{x})N films decreases with increasing AlN content, probably due to Al substituting with Cr in CrN lattice.

It is predicted that the critical solubility of AlN into CrN with B1 structure is 77 atomic percent\textsuperscript{13}. The experimental results show that it is B1 structure for CrN below 77 at. % AlN, and that it changes to B4 structure for AlN above 77 at. % AlN. Taking into account the accuracy of EDX measurement, this prediction of AlN solubility limit into CrN (77 at. %) shows a good agreement with the experimental results (75 at.%) from the viewpoint of the limit of AlN solved.

Figure 3 shows the microhardness of the (Cr\textsubscript{1-x}Al\textsubscript{x})N films for various x values. The hardness increases with x up to about 0.75, and then decreases.

Although the increase in the hardness caused by substitution of Al atom with Cr atom in B1 type CrN lattice was reported\textsuperscript{14}, the hardening mechanism was not clear. One idea is associated with the solution hardening. Here, we consider the hardening mechanism from a viewpoint of mechanical property.

The bulk modulus (GPa) is expressed by and It is expressed as $B = 1761 \cdot d^{-3.5}$, where d is the nearest neighbor distance (Å) of AB compounds with tetrahedral coordinate\textsuperscript{15}. With decreasing the interatomic distance, the potential to affect the atoms increases; in other words, the bonding strength between A and B is increased. Although there are some problems to apply this to Cr-Al-N directly because of neglecting the effects of d electrons, bulk modulus increases with decreasing interatomic distance. The decrease in the interatomic distance was reported by Al substitute to Cr into the CrN lattice.\textsuperscript{16} Thus the hardening of Cr-Al-N pseudobinary films can be interpreted by the increase in the bulk moduli.

4. PREPARATION OF THIN FILMS OF B\textsubscript{4}C BY IBE\textsuperscript{17}

Boron carbide (B\textsubscript{4}C) is known as one of materials by its hardness, wear resistant and stability at high temperature. It can be applied, for example, for coating material for cutting tools. The preparation of thin films of B\textsubscript{4}C, therefore, seems to be very interesting in wide applications in the industries. As far as the authors know, furthermore, no results have been reported on the preparation of thin films of crystallized B\textsubscript{4}C.

We have experimentally tried to prepare the B\textsubscript{4}C films by using IBE, where high-density ablation plasma is deposited on the target placed nearby the target. The experiment has been carried out on the intense, pulsed, light-ion beam generator. "ETIGO-II"\textsuperscript{18}
Figure 4 shows the schematic of the experimental arrangement. A magnetically insulated ion diode (MID) has been used in the experiment. It consists of an anode covered by polyethylene sheet on the surface as the ion source and a cathode with a vane structure, through which the ion beam can be extracted. The cathode serves as one-turn theta-pinch coil to produce transverse magnetic field as well. The target was placed at the geometrically focusing point of the ion beam. Specifically, it is possible to produce the following maximum output of the pulsed power, beam voltage ~ 3 MV, current ~ 460 kA, pulse width ~ 50 ns, power ~ 1.4 TW, and energy ~ 70 kJ. Experimentally, however, we have typically operated at the beam voltage ~ (0.8 ~ 1) MV, which typically yields the energy density of the ion beam to be 50 ~ 100 J/cm².

Various configurations have been studied such as front side (FS), back side (BS) and mask side (MS), where the substrate is placed in front of the target, back side, and mask side, respectively. The experiments were carried out by dₘ (distance between anode and target) ~ 190 mm, dₛ (distance between target and substrate) ~ 70 mm (FS), 77 mm (BS) and 92 (MS), number of shots ~ 20 or 50, Tₛ (substrate temperature) ~ R.T., and p (pressure) ~ 10⁻⁴ Torr.

To study the chemical coupling, we have analyzed the film by FT-IR (Fourier transform infrared analysis). Figure 5 shows a typical data of FT-IR, where the thickness of the films were 1 μm for FS by 20 shots, 700 nm for BS (50 shots) and 400 nm for MS (50 shots), respectively. We see the presence of the absorption peaks associated with B-C stretching bond at 1,085 cm⁻¹ and the vibration of B₁₂ cluster-to-B₁₂ cluster at 1,380 cm⁻¹.

The crystallization of the films has been studied by XRD measurements, the data of which are shown in Fig. 6(a) and Fig. 6(b). Clearly, we see the presence of the highly crystallized B₄C thin films not only by FS but also by MS, compared with the JCPDS data. By BS, on the other hand, the films seem to be amorphous due to the lack of the crystallization. This may be understood that the plasma density of the ablation plasma is very high not only by FS but also MS, and that correspondingly migration actively takes place near the substrate. On the other hand, by BS the plasma density is quite low and migration does not take place, and furthermore the thickness of the film is too thin.

![Fig. 4 Outline of experimental setup](image)

![Fig. 5 FT-IR spectra, where DS, MS, and BS correspond to front side, mask side and back side, respectively.](image)

![Fig. 6 XRD data of B₄C films prepared by (a) FS, and (b) MS and BS](image)
In addition, Vickers hardness has been measured, the data of which is typically shown in Fig. 7. The maximum hardness has been achieved as HV ~ 1,800 by FS, which is much larger than those by MS (1500) and BS (800). Using SEM, we have also studied the morphology of the surface of these films. The surface by FS has been observed to be rough, while those of BS and MS pretty smooth.

Figure 8 shows Vickers hardness of the film prepared by FS as a function of the film thickness, where the films are 0.9 μm (10 shots); 1.8 μm (20 shots); 3.0 μm (30 shots); and 3.6 μm (40 shots) thick. We have found from Fig. 8 that the hardness increases with increasing film thickness, and that the maximum hardness is achieved by HV ~ 2,300 for 3.6 μm thick film prepared by 40 shots.

5. CONCLUDING REMARKS

The (Cr_{1-x}, Al_x)N films have been successfully prepared by PLA. The (Cr_{1-x}, Al_x)N films for x = 0.25 - 0.75 atomic percent was found to be a metastable single-phase B1-NaCl structure. With increasing Al content, the films are found to be amorphous. Experimentally, AlN solubility limit has been found to be 77 at. % AlN, being in a reasonable agreement with the theoretical estimate of 75 at. % AlN. The hardness increases with x up to 0.75, and decreases rapidly due to the presence of amorphous structure. The hardness resulting from Al solved into CrN lattice seems to be due to the decrease in the lattice parameters.

Furthermore, for the first time as far as we know, we have succeeded in the preparation of the crystallized thin films of B_{4}C by ion beam evaporation. Vickers hardness increases with increasing film thickness, and the maximum value achieved has been observed to be HV ~ 2,300.

Though the basic idea for the preparation of thin films by the ablation plasma are similar between PLA and IBE, the energy absorption process is considerably different. The IBE by pulsed ion beam seems to be more convenient required the achievement of high density plasma because both the energy conversion efficiency and the density of the ablation plasma are very high. In situ preparation is available, without heating the substrate, even in a vacuum. No annealing is required as well, because the substrate is heated by a huge heat flux by the irradiation of the intense pulsed ion beam. Wide applications might be expected by IBE together with the development of pulsed power technology, particularly associated with highly repetitive pulsed power machines.
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ABSTRACT

The laser ablation threshold experiments were performed on pure metals (Cu, Al, Fe, Zn, Ni, Pb, Mo) with the fs Gaussian laser beam (800 nm wavelength, 70 fs pulse width, 0.01 – 28 J/cm² fluence range) focused to 41.5mm spot diameter (at 1/e intensity level) onto metal surfaces. Three different ablation thresholds were distinguished. The multi-shot ablation threshold for Cu with 70 fs pulse was found to be 0.018 J/cm² and of one order of magnitude lower than that one observed previously. In the fluence range of 0.018 – 0.2 J/cm² the ablation rate was ≈ 0.01 nm/pulse. The threshold dependence on the pulse duration was demonstrated in the range of 70 fs – 5 ps for Cu. As the laser pulse width increased, the ablation threshold had the tendency to be higher. The ablation rate dependence on laser fluence for the other metals under study in our experiments with 70 fs was similar to that of Cu.

Keywords: Ablation threshold, femtosecond laser, metal target, ablation rate.

1. INTRODUCTION

Laser ablation can be used for various applications such as, for example, diagnostics of target composition¹, microstructure processing, removal of small space debris and radioactive surface cleaning.² For further improvement of these technologies and to make them more accurate, a knowledge of laser ablation mechanisms is important. The laser ablation with short pulses may be categorized by two different regimes distinguished by the characteristic time of electron-phonon interaction in metals. When the laser pulse width is shorter than the characteristic time (τe-p of several ps), the ablation threshold is smaller than that of a longer pulse and the ablation rate is modified efficiently. A large amount of both experimental and theoretical works on laser ablation with ultra short laser pulses has been done until recently. However, the process of controlled ablation of matter has not been clearly understood and needs further investigation. As the knowledge of ablation threshold allows to explain better the physical mechanisms of short pulse laser ablation, it was the purpose of our study to investigate the ablation threshold of various metal samples with sub-ps laser pulses.

The ablation threshold was determined by two different methods. The first one was to study the ablation rate dependence on the laser fluence. In this case, the ablation rate L can be expressed by⁴,⁵:

\[ L = \frac{1}{\alpha} \ln \left( \frac{F}{F_{th}} \right) \]

where \( \alpha \) - optical absorption or heat penetration coefficient, \( F \) - laser fluence. The ablation threshold \( (F_{th}) \) was determined by the laser fluence where the ablation rate was suffering rapid changes. The second method was applied to study the crater surface diameter dependence on the laser fluence. In this case, for the crater diameter \( (I) \) obtained with the Gaussian laser beam with the diameter \( (a) \), the ablation threshold can be expressed by:

\[ F_{th} = F_{exp} \left( \frac{I}{a} \right)^{2} \]

The ablation threshold can be roughly estimated by the laser fluence \( (F) \) resulting in the minimal crater diameter. To obtain

*Correspondence: Email:hashida@iie.osaka-u.ac.jp; WWW:http/; Telephone +33-1-69-08-6557; Fax +33-1-69-08-7738
the ablation threshold measurements with the precision of less than 15%, the crater diameter should be \( r \leq 0.59 a \).

The ablation thresholds, ablation rates and crater shapes for metallic targets with short pulse laser are reported in this paper.

2. EXPERIMENTS

For the ablation experiment with metal samples, we used the ultra short laser system LUCA (CEA Saclay, France). The experimental parameters are summarized in Table 1. Fig.1 presents the experimental setup for ablation threshold measurement. The fs laser beam was guided to the target with three mirrors and a quartz lens (\( f = 100 \text{ mm} \)) focusing the beam perpendicularly onto the metal target surface. A near Gaussian beam profile was verified by measuring a laser intensity distribution on the surface position with a SPIRICON beam analyzer. On the target surface, the Gaussian laser beam took the shape of an ellipse with horizontal and vertical width of 41.5\( \mu \text{m} \) and 65.7\( \mu \text{m} \), respectively, at the intensity 1/e height. Thus, the efficient area of interaction was 2.14 \( \times 10^3 \text{ cm}^2 \). The laser energy was varied from 0.21\( \mu \text{J} \) to 600\( \mu \text{J} \) with an attenuator (quarter waveplate and polarizer). The maximum fluence on target surface was of 28 J/cm\(^2\). The energy stability was kept \( \pm 5\% \) during our experiments in atmospheric pressure at room temperature with pure metals. The laser repetition rate was of 20Hz. An electromechanical shutter was used to choose the desired number of laser shots for crater production. To determine the ablation threshold precisely, the diameter of the laser beam on the target surface should be kept of the constant value in moving the target under study or replacing the target by another sample. To keep the conditions of laser beam/target surface interaction the same, special adjustment was made to move the target in the direction parallel to its surface. For this purpose, a Michelson interferometer, comprising reference mirror, mirror M4 and target surface, was used in our experiment. The experimental set up comprised a He-Ne laser beam for optical scheme and target adjustment. The target could be easily placed in a desired laser beam diameter spot within \( \pm 5\% \) precision. The craters obtained were measured with an optical microscope profilometer (MicroXam-Phase Shift Technology) with lateral resolution of 0.5\( \mu \text{m} \) and depth resolution of 0.01\( \mu \text{m} \).

Table 1 Experimental parameters for the ablation threshold measurements

<table>
<thead>
<tr>
<th>Metal sample</th>
<th>Cu, Al, Fe, Zn, Ni, Pb, Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>5x5 cm</td>
</tr>
<tr>
<td>thickness</td>
<td>( \sim 1 \text{ cm} )</td>
</tr>
<tr>
<td>surface roughness</td>
<td>( \sim 30 \text{ nm (RMS)} )</td>
</tr>
<tr>
<td>Laser wavelength</td>
<td>800 nm</td>
</tr>
<tr>
<td>spot size</td>
<td>41.5( \mu \text{m} ) \times 65.7( \mu \text{m} )</td>
</tr>
<tr>
<td>energy</td>
<td>0.21~600( \mu \text{J} ) (10 mJ/cm(^2)~28 J/cm(^2))</td>
</tr>
<tr>
<td>energy stability</td>
<td>&lt;5%</td>
</tr>
<tr>
<td>pulse width</td>
<td>70fs~5ps</td>
</tr>
<tr>
<td>Pulse width stability</td>
<td>2%(RMS)</td>
</tr>
<tr>
<td>repetition rate</td>
<td>20Hz</td>
</tr>
</tbody>
</table>

The experiment was performed with a different number of laser shots. Fig. 2(a) and 2(b) show the increase of the crater depth for Cu sample. The ablation rate was defined as the crater depth per one laser shot. In this experiment, the ablation rates were 0.33\( \mu \text{m/pulse} \) and 0.0093\( \mu \text{m/pulse} \) for the laser fluence 13.4 J/cm\(^2\) and 0.073 J/cm\(^2\), respectively. The inaccuracy of measurements was due to the crater structure with small spikes. Fig. 3 shows the ablation rate dependence on the laser fluence. Each ablation rate was obtained knowing the crater depth dependence on number of laser shots. The number of laser shots, that could result in the ablation depth detectable with a microscope profilometer, was 1-128 shots for
F > 4 J/cm² and > 128 shots for F < 4 J/cm². In the laser fluence range of 0.018 – 0.1 J/cm², the crater depth per pulse was so low that it was necessary to make 144000 laser shots to determine the ablation rate. For the low fluence range, the ablation threshold was found to be 0.018 J/cm². The ablation rates were ≈ 0.01 nm/pulse in the fluence range of 0.018 – 0.2 J/cm². The ablation rate was changing at the fluence of 0.18 J/cm² and 1.0 J/cm². These fluence values seem to be another ablation thresholds.

![Graph showing ablation depth vs. number of shots for two different laser fluences](image)

Fig. 2. Ablation depth obtained with Cu by multi laser shots for 70 fs laser pulse.

![Graph showing ablation rate vs. incident laser fluence](image)

Fig. 3. Dependence of the Cu ablation rate on incident laser fluence with 70 fs pulse. The dotted and dashed-dotted curves are the calculated ablation rates based on a thermal model (logarithmic dependence). The solid curve is the calculated ablation rate obtained with the assumption of a three-photon absorption.
Fig. 4 shows typical crater profiles for Cu sample at different laser fluence values. The horizontal central section of the crater profiles was always used to determine the ablation threshold because the horizontal profile of the laser beam was in a fairly good agreement with the Gaussian shape. At each fluence, the crater profile was very reproducible. The profiles of the craters in Fig. 4(d)-4(f) were quite different from the laser beam profile and demonstrated a sharp peak in the center of a crater. At the fluence of 262 mJ/cm², the diameter of the crater on a sample surface was of 13 μm. This diameter value was much smaller than that of the laser beam. Fig. 5 illustrates the dependence of surface crater diameter on incident laser fluence. Crater diameter values demonstrate two different dependencies with minimum diameters of 14 μm and 24 μm for the laser fluence of 0.02 J/cm² and 0.25 J/cm², respectively. From the interpolation of these two dependencies to \( I = 0 \), the ablation thresholds were estimated as \( F_{th} = 0.018 \text{ J/cm}^2 \) and \( F_{th} = 0.18 \text{ J/cm}^2 \), respectively. The obtained ablation threshold values were equal to the thresholds obtained by the ablation rate dependence on laser fluence. Fig. 6 presents the diameter of the sharp peak (Fig. 4 d–f) that is assumed to be produced by the contribution of ablation with another threshold. The minimum diameter (\( I = 10 \mu m \)) of such sharp peaks gives the threshold fluence \( F_{th} = 0.250 \text{ J/cm}^2 \).
Fig. 7 gives the pulse width dependencies of the three obtained ablation thresholds ($F_{1,th}$, $F_{2,th}$, and $F_{3,th}$). The ablation thresholds $F_{2,th}$ and $F_{3,th}$ were determined by two different methods mentioned above and were found to be of the same value. With the pulse width longer than 2 ps, the ablation threshold $F_{1,th}$ could not be easily distinguished from $F_{2,th}$ as their values were almost the same. However, the ablation threshold was considered to be $F_{1,th}$ because the ablation rates in the fluence range above $F_{1,th}$ were quantitatively identical to those of the shorter pulse. The ablation threshold $F_{1,th}$ was saturated to 0.450 J/cm$^2$ at the pulse width of 4 ps. The lines of Fig. 7 were determined by the method of the least square fitting applied to the results obtained for each threshold. The fitting lines show that the dependencies are $F_{1,th}=\beta_1 \tau_p^{1/4}$, $F_{2,th}=\beta_2 \tau_p^{1/2}$, and $F_{3,th}=\beta_3 \tau_p^{2/3}$, respectively. Fig. 8 summarizes the experimental results of the ablation rate dependence of different metals (Fe, Ni, Pb, Mo, Zn, and Al) for 70 fs pulse. For all the metals under study in our experiments with 70 fs, the ablation thresholds ($F_{1,th}$, $F_{2,th}$, and $F_{3,th}$) were obtained with these two methods. The ablation rate lower than one atomic layer was observed near $F_{3,th}$. 
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3. DISCUSSION

The dependence of the ablation rate for Cu can be expressed by two different logarithmic functions\(^\text{21}\): \(L=\delta \ln(F/F_{\text{th}}^5)\) and \(L=\lambda \ln(F/F_{\text{th}}^6)\), where \(F_{\text{th}}^6=0.14\ \text{J/cm}^2\) and \(F_{\text{th}}^5=0.46\ \text{J/cm}^2\). They were characterized by the optical penetration depth (\(\delta=10\text{nm}\)) and the electronic thermal conduction (\(\lambda=80\text{ nm}\)), respectively. This treatment of the ablation rate was used to analyze our experimental results. Fig. 3 presents the best fitting of the calculated dependencies of the ablation rate with the experimental results obtained with \(\delta=7\text{ nm}\) and \(F_{\text{th}}^6=0.22\ \text{J/cm}^2\) for medium fluence regime, \(\delta=80\text{ nm}\) and \(F_{\text{th}}^5=1.0\ \text{J/cm}^2\) for high fluence regime, respectively. For other metals under study, the calculation was done by adjusting \(\delta, F_{\text{th}}^6, \lambda,\) and \(F_{\text{th}}^5\). The experimental results and the calculated values of ablation thresholds were found to be different as \(\sim 1.5\) for \(F_{2,\text{th}}^6\) and \(F_{\text{th}}^5\) and \(-4\) for \(F_{1,\text{th}}^6\) and \(F_{\text{th}}^5\), respectively. Besides, with the ablation thresholds experimentally observed, the calculated dependencies of the ablation rate were not found to be in agreement with the experimental results in a wide range of laser fluences.

The multi-shot ablation threshold \(F_{3,\text{th}}=0.018\ \text{J/cm}^2\) (Fig. 3) in our experiments was of one order of magnitude lower than \(F_{2,\text{th}}\). The obtained ablation rates near \(F_{3,\text{th}}\) could not be explained by the logarithmic dependence based on a thermal model as the ablation rate was less than one atomic layer in our experiments.

It was also reported in\(^\text{21}\) that for the pulses longer than 1 ps, the absence of the first logarithmic regime \(L=\delta \ln(F/F_{\text{th}}^5)\) results from the electronic heat diffusion during the laser pulse. However, the analytical relation between the ablation threshold and the pulse width was not presented. The results of our work might suggest the pulse width dependence on the ablation thresholds be explained by the process of m-photon absorption.\(^\text{22}\) For m-photon absorption and incident laser pulse \(I(0,t)\) of a rectangular shape, the ablation rate \(L_m\) can be analytically obtained and expressed as:

\[
L_m = \frac{1}{(m-1)\xi_m} \left\{ \left( \frac{E_{\text{TH}}}{\tau_p P_m} \right)^{1-m} - \left( \frac{F}{\tau_p} \right)^{1-m} \right\} \\
\text{for } m \geq 2
\]

where \(\xi_m = \text{m-photon absorption coefficient}, E_{\text{TH}} = \text{ablation threshold energy per unit volume}, F = \text{incident laser fluence}, \tau_p = \text{incident laser pulse width}.\)

The threshold fluence dependence on laser pulse width can be obtained from Eq.(1) at the condition of \(L_m=0:\)

\[
F_{\text{th}} = \left( \frac{E_{\text{TH}}}{\xi_m} \right)^{\frac{1}{m}} \tau_p \times m = \beta_m \tau_p \times m
\]

The ablation threshold values obtained experimentally (Fig. 7) were in good agreement with the function of \(\beta_1 \tau_p^{1/4}\) for \(F_{1,\text{th}}^6\), \(\beta_2 \tau_p^{1/2}\) for \(F_{2,\text{th}}^6\), and \(\beta_3 \tau_p^{2/3}\) for \(F_{3,\text{th}}^5\). Thus, the ablation thresholds of \(F_{3,\text{th}}^5\), and \(F_{2,\text{th}}^6\) may be resulting from 3-photon and 2-photon absorption process, respectively. To explain the observed ablation rate dependence with the ablation threshold of \(F_{3,\text{th}}^5\), the ablation rate \(L\) was calculated with the assumption that the ablation is resulting from 3-photon absorption process. The absorption coefficients of m-photon absorption (\(\xi_m\)) for Cu are not known. \(\xi_3\) was determined by the parameter \(\beta_3\), obtained by the best fitting with experimental data, and \(E_{\text{TH}}=1840\ \text{J/cm}^3\) for Cu at room temperature.\(^\text{23}\) The calculated ablation rate with \(\xi_3=1.0 \times 10^{-18}\ \text{cm}^3\text{W}^{-2}\) is shown as a solid curve in Fig.3. It was in agreement of the factor of two with experimental results. The ablation rate of \(F_{2,\text{th}}^6\) was calculated analogously. However, the calculated ablation rates are of two order of magnitude lower than the experimental ones. For other metals under study, the calculation of the ablation rate of \(F_{3,\text{th}}^5\) was done by adjusting \(\xi_3\). The calculated results are shown in Fig.8.

Unexpectedly, we found that the ablation rate dependence on the laser fluence can be well enough approximated by superposition of three different curves for all metals under study in our experiments:

\[
L_1=K_1 \ln(F/F_{1,\text{th}}^6)\text{ in low fluence regime,} \\
L_2=K_2 \ln(F/F_{2,\text{th}}^6)^2\text{ in medium fluence regime,} \\
L_3=K_3 \ln(F/F_{3,\text{th}}^5)^3\text{ in high fluence regime.}
\]

The reasonable replication of the fact that the curves are in a fairly good agreement with the experimental results has not been found yet.
Fig. 8. Dependence of the ablation rate on incident laser fluence with 70 fs pulse. The dotted and dashed-dotted curves are the calculated ablation rates based on a thermal model (logarithmic dependence). The solid curve is the calculated ablation rate obtained with the assumption of a three-photon absorption. $F_{1,th}$, $F_{2,th}$, and $F_{3,th}$ are the ablation threshold obtained experimentally in high, medium, and low fluence regime, respectively.

4. CONCLUSION

Three ablation thresholds were determined in the experiments with fs laser pulses and pure metal samples. The pulse width dependencies of the ablation thresholds were obtained for Cu sample. They were found to be in good agreement with the functions of $\beta_{1/4}$ for $F_{1,th}$, $\beta_{2/2}$ for $F_{2,th}$, $\beta_{2/3}$ for $F_{3,th}$. Experimental results were analyzed within the framework of thermal laser ablation model that could not explain sufficiently well the obtained results. The ablation model with multi-
photon absorption was applied to explain some particular features of ablation rate with low energy pulses.
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ABSTRACT

Ultrafast time resolved microscopy of femtosecond laser irradiated surfaces reveals a universal feature of the ablation surface on nanosecond time scale. All investigated materials show rings in the ablation zone, which were identified as an interference pattern (Newton fringes). Optically sharp surfaces occur during expansion of the heated material as a result of anomalous hydrodynamic expansion effects. Experimentally, the rings are observed within a certain fluence range which strongly depends on material parameters. The lower limit of this fluence range is the ablation threshold. We predict a fluence ratio between the upper and the lower fluence limit approximately equal to the ratio of critical temperature to boiling temperature at normal pressure. This estimate is experimentally confirmed on different materials (Si, graphite, Au, Al).

Keywords: femtosecond laser pulses, ablation, time-resolved microscopy, equation of state, phase transition

1. INTRODUCTION

Irradiation of solid surfaces with intense laser pulses can lead to removal of material, called ablation. Short pulse laser ablation is of great interest for technological applications and also for the fundamental physics. Using subpicosecond laser pulses for ablation, the initial energy deposition, lattice heating and eventual material transport are temporally separated. The energy is deposited on a timescale of typically 100 fs, given by the pulse duration. After this time the main part of energy resides in the electron subsystem.\textsuperscript{1} Subsequently, energy is transferred to the lattice by electron–phonon coupling mechanisms, leading to lattice heating on a time scale of a few picoseconds. Actual removal of material takes place after lattice heating on a time scale determined by the speed of sound, approximately $10^{-10}$ to $10^{-9}$ s.

Thus, for femtosecond laser-induced ablation, the laser pulse does not interact with the ablating material. Another important feature of short pulse laser ablation is the fact that matter passes through highly nonequilibrium states before ablation is completed. In addition to nonequilibrium of electronic and vibrational degrees of freedom, states of very high pressure and temperature can be reached on pico- to nanosecond timescales.

In this article we focus on an effect that occurs when highly pressurized, heated material expands into vacuum and transforms into a gaseous state. Time resolved microscopy, described in the next section, reveals a universal feature of the ablating surface observed for a wide variety of metals and semiconductors near the ablation threshold. All materials show interference rings on a nanosecond time scale, leading to the conclusion that sharp density gradients occur during expansion. This type of density profile can be explained by an anomalous hydrodynamic behavior which occurs during expansion when the laser-heated material crosses the boundary of the two-phase region. The experimental observation and theoretical explanation are described in section 3. Our hypotheses on the nature of the fluence limits where these phenomena can be observed are supported by the experimental data in section 4.

E-mail correspondence to brf@ilp.physik.uni-essen.de

2. TIME RESOLVED MICROSCOPY

Time resolved microscopy is a powerful tool to study transient states of matter. The technique has been introduced by Downer et al. in 1985. It combines ultrafast pump-probe techniques with optical microscopy, thus achieving high temporal and spatial resolution. Our experimental setup is shown schematically in Fig. 1.

![Diagram](image)

**Figure 1.** Experimental set-up for time-resolved optical microscopy. The insert shows how the pump pulse sweeps across the surface of the sample.

An intense pump pulse excites the sample and initiates ablation. A second weak probe pulse serves as an illumination of the optical microscope. This illuminating pulse can be delayed with respect to the pump pulse. Thus snapshot pictures of the irradiated surface can be taken at different moments. This technique permits monitoring of all stages of the evolution of the ablation process, from the deposition of the laser energy at early stages to the formation of the final surface morphology. The temporal resolution is given by the duration of the probe pulse, while the spatial resolution is determined by the properties of the optical microscope, in our case approx. 2 μm. Using a laser pulse with an approximately Gaussian intensity distribution as a pump pulse, this method also provides information on the fluence dependence of the examined processes in a single snapshot picture.

In the experiments laser pulses of 120 fs duration at 620 nm were used both for pump and probe. The reflected probe light picked up by the microscope was recorded with a CCD-camera.
3. NEWTON FRINGE PHENOMENON AS EQUATION-OF-STATE EFFECT

3.1. Experimental observation

Fig. 2 shows a sequence of time-resolved optical micrographs viewed in normal direction. These pictures represent the time evolution of the reflectivity of a silicon surface after the laser excitation. The peak fluence of the pump pulse was $F_{\text{max}} = 0.47 \text{ J/cm}^2$, approx. 1.5 times the ablation threshold $F_{\text{th}} = 0.32 \text{ J/cm}^2$. The sequence in Fig. 2 covers the entire period from the deposition of laser energy to the appearance of final surface modification. The numbers in each frame indicate the delay time between pump and probe in the center of the beams. Since the pump pulse is incident at an angle of 45° on the surface, the actual time delay depends on the spatial coordinate. The pump pulse sweeps across the surface from left to right; in the first frame in Fig. 2 (0.1 ps) the left edge of the pump pulse is just touching the surface. The elliptical shape of the reflectivity pattern at later times simply reflects the oblique angle of incidence.

![Figure 2](image_url)

**Figure 2.** Snapshots of the ablating surface with 120 fs resolution. Pump fluence was 0.47 J/cm², frame size is 300 μm x 200 μm.

The large increase in the optical reflectivity observed in the first few hundred femtoseconds indicates an ultrafast solid-to-liquid phase transition. This process is known to occur in covalently bonded semiconductors$^{3-5}$ and is caused by an instability of the lattice after strong electronic excitation.$^{6,7}$ After a few picoseconds the reflectivity starts
to decrease in the center of the irradiated zone, marking the onset of ablation. This zone develops into a structure of bright and dark rings. The number of rings increases as time proceeds. After a few nanoseconds this spatial modulation of reflectivity vanishes and resolidification sets in. The last picture shows the final changes of the surface morphology. The sharp ring in the inner part represents the boundary of the area where ablation has occurred. Moreover, the comparison of the final image with the transient pictures shows that this area is identical to the area where the bright and dark rings occurred.

The striking observation of a system of narrow dark and bright rings on ablating surfaces was made on all materials investigated so far. Fig. 3 shows examples of different materials. The transient ring structure represents an universal phenomenon associated with the ablation of absorbing materials.

Figure 3. Transient ring structure on different materials. The maximum fluence in the center of the ablating region was for titanium $F_{\text{max}} = 0.31 \ J/cm^2 = 2.38 \ F_{\text{th}}$, for gold $F_{\text{max}} = 1.2 \ J/cm^2 = 4.29 \ F_{\text{th}}$, for aluminum $F_{\text{max}} = 1.2 \ J/cm^2 = 2.31 \ F_{\text{th}}$, and for gallium arsenide $F_{\text{max}} = 0.47 \ J/cm^2 = 2.14 \ F_{\text{th}}$.

To prove that the ring structure is an interference pattern experiments were performed with different probe wavelengths. From the observed wavelength dependence of the ring spacing the ring structure could be clearly identified as an interference phenomenon (Newton fringes).

Two basic requirements must be satisfied to explain the observed interference patterns and the high contrast in terms of an expanding layer of ablating material: (1) The ablation process must lead to the formation of a pair of optically sharp interfaces containing the ablating material. The optical density must drop sharply across this layers over a distance much smaller than the wavelength. (2) The absorption in the ablating layer must be weak.

In the following sections we show that these requirements are fulfilled due to equation-of-state effects during free expansion of pressurized matter into vacuum.

3.2. Self-similar rarefaction wave

Consider a uniform semi-infinite layer of material with a density equal to normal solid density $\rho_0$, and a temperature of the order of the critical temperature of the material. Because the initial rapid laser excitation can be viewed as
isochoric heating this describes approximately the situation at the beginning of the expansion of the laser-heated material.

The expansion is fast in comparison with the time scale of heat conduction and can thus be considered as an adiabatic process. The flow is described by the equations of gas dynamics

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x} (\rho u) = 0$$

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = -\frac{1}{\rho} \frac{\partial p}{\partial x},$$

where \(\rho\) is the density, and \(p\) is the pressure of the material which expands in \(x\) direction with the mass velocity \(u\). The set of equations (1) is completed by the equation of the isentrope \(S(p, \rho) = \text{const}\), which we take in the form \(p = p(\rho)\). This equation system can be transformed into an implicit equation for the density profile being dependent on the spatial coordinate, more precisely on the self-similar coordinate \(x/t^{11,12}\):

$$\frac{x}{t}(\rho) = -c_s(\rho) + \int_\rho^{\rho_0} c_s(\rho') \frac{d\rho'}{\rho'} .$$

Here, \(c_s(\rho) = \sqrt{(\partial p/\partial \rho)_S}\) is the local sound velocity, which is the key parameter in the following discussion.

**Figure 4.** Phase diagram of aluminum with four isentropes and the isochore with solid-state density. The two-phase region (liquid-gas) is shaded.

As an example we consider the phase-diagram of aluminium. Fig. 4 shows the pressure-versus-density diagram, together with four isentropes, taken from the tabulated equation-of-state data of aluminium which were constructed
by the methods developed in Refs. 13,14. After the initial rapid isochoric heating by laser excitation (vertical dotted line), the material is in a state marked by the letter A. Expansion occurs along the isentrope, for example the one marked by the dashed line. The square root of the slope of the isentrope is the sound velocity which enters equation (2). Outside the two-phase region (coexistence of liquid and gas phase, shaded area) the sound velocity has a high, approximately constant value of the order of $\sim 10^4$ m/s. Under these conditions the expansion leads to an approximately exponential $\rho(x/t)$-profile, according to equation (2). However, the sound velocity decreases sharply when the isentrope enters the two-phase-region. As shown in Fig. 4 there is a distinct kink of the isentrope at point B on the binodal line. The strong drop of the sound velocity by several orders of magnitude causes a jump in $x/t$ ($\rho$) in eq. (2) and thus a plateau of constant density $\rho(x/t)$. More importantly, the low value of sound velocity $x/t$ in eq. (2) stays nearly constant with decreasing $\rho$. For the $\rho(x/t)$ profile this leads to a steep, step-like density gradient.

![Graph showing density profile with different temperatures](image)

**Figure 5.** Self-similar solution for adiabatic expansion of aluminum fluid heated isochorically to temperatures $T_{\text{init}}$.

Fig. 5 shows the density profile calculated from eq. (2) using the tabulated equation-of-state data to obtain the values of the entropy for the different initial temperatures (at point A in Fig. 4). For the three lowest initial temperatures, the density decreases on a scale of $\lesssim 10$ nm/ns. Thus, after several nanoseconds, the profile is still steep enough to act as one of the optically sharp interfaces required to produce the observed interference phenomenon.

### 3.3. Moving shell in front of low-density region

A self-similar rarefaction wave describes the expansion of a semi-infinite, uniformly heated material into vacuum. The condition of uniform temperature can be fulfilled using a thin film of heated material with thickness $d \lesssim 100$ nm. However, in this case the self-similar solution is valid only for times shorter than $t_r = d/c_s(\rho_0)$. At $t = t_r$ the rarefaction wave hits the unperturbed substrate where it is reflected.*

*Also in bulk material the rarefaction wave is reflected at the non-ablating, shock-compressed internal part of the target.
After reflection, the head of the rarefaction wave travels with the local sound velocity towards vacuum or the surrounding air. However, when the plateau is reached it will not travel further because at this point the sound velocity is extremely small. Therefore the plateau remains nearly unperturbed when moving away from the substrate. It follows directly from mass conservation that the density in the region between the substrate and the plateau must decrease. In Fig. 6 the resulting density profile for different stages of ablation is outlined. Numerical gas dynamic calculations\textsuperscript{11} as well as molecular dynamic simulations\textsuperscript{16} confirm this picture.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Schematic evolution of the density profile, a) resulting from self-similar solution, b) after reflection of rarefaction wave, c) at the later stage of moving shell in front of low-density region.}
\end{figure}

The plateau represents a shell of high density in front of a low-density region moving into vacuum or the surrounding air. The thickness of the shell is in the order of tens of nanometers. A laser beam of visible light can therefore pass through the shell. It can also pass through the low-density region between shell and substrate. Thus, all conditions stated at the end of section 3.1 can be fulfilled with the picture of heated material expanding into vacuum: the ablating material can be regarded as transparent because of the low thickness of the shell and the low density between the shell and the substrate. Two optically sharp surfaces are provided (a) by the outer steep density drop occurring already in the self-similar solution and (b) by the cold substrate or the shock-compressed internal part of the target, respectively.

4. LIMITATION OF NEWTON FRINGES

4.1. Experimental Observation

As can be seen from Figs. 2 and 3 bottom right, for silicon and for GaAs, respectively, the appearance of Newton fringes is limited to a certain fluence range. The irradiating laser pulse has a Gaussian profile, thus the snapshots show rings above a certain fluence threshold, and the disappearance of these rings for higher fluences.

The lower limit coincides with the sharp ablation threshold as proved by comparison with the final crater (see Fig. 2). Fig. 7 illustrates the correspondence between the fluence, the Newton rings and the final crater. The bottom
Figure 7. Correspondence between the Newton-ring pattern and the final surface morphology. a) spatial fluence distribution of the pump-pulse, b) transient reflectivity pattern, c) depth-profile of final crater.

picture shows the profile of the ablation crater on GaAs, measured with interference microscopy. The steep walls mark the sharp ablation threshold which was measured to be $F_{th} = 0.25 \text{ J/cm}^2$.

At an upper fluence of approximately $F_R = 0.32 \text{ J/cm}^2$ the rings disappear, as can be seen from the photograph in the center which was taken after excitation with a peak fluence of $F_{max} = 0.47 \text{ J/cm}^2$. This is a rather smooth transition and less sharply defined when compared with the lower limit. Moreover, the upper fluence limit does not correspond to any remaining structure in the final crater.

4.2. Hypotheses for explanation

The lower fluence limit for the observation of Newton fringes coincides with the ablation threshold, i.e. at fluences below this threshold, the solid is heated to temperatures too low for ablation to occur. In the phase diagram the expansion starting from relatively low temperatures occurs on isentropes which do not reach the two-phase region. In a simplified picture one may assume that in this case no transition to the gas-phase is possible and thus the material will finally resolidify. Further studies of the phase transition near threshold and of the resolidification process are needed to clarify the physical reason of the ablation threshold. For the following we consider the isentrope $S_1$, reaching the two-phase region at zero pressure (see the sketched phase diagram in Fig. 8), as the lower limit for an expansion isentrope leading to the observation of Newton fringes.

For strong fluences the material is heated up to very high temperatures. In this case the expansion isentrope crosses the two-phase region near the critical point or proceeds above it. In Ref. 17 the possibility of rarefaction
shock that could occur in adiabatic expansion passing above the critical point was discussed. It was left as an open question whether the Newton fringe phenomena can also be explained as an effect of an rarefaction shock. In the following we show that even for lower temperatures than discussed in Ref. 17 the Newton fringes disappear during adiabatic expansion passing the two-phase region near the critical point.

If the expansion isentrope crosses the binodal near the critical point, the drop in sound velocity will not be as sharp as for lower temperatures. The crucial point is the value to which the sound velocity drops. The higher the sound velocity, the smoother the density profile of the self-similar solution, which is taken as a basis of the following discussion. The use of the self-similar solution for times longer than $t_c$ (see section 3.3) is justified for the present discussion, because the outer part of the density profile remains undisturbed for long times up to nanoseconds, conserving the initial profile. A density decrease on a spatial scale of $\gtrsim 100$ nm does not provide an optically sharp surface for visible light, and thus Newton rings can not be observed in this case. An example is the density profile resulting from the highest value of initial temperature shown in Fig. 5, where the density decrease occurs on a scale of $\sim 300$ nm/ns. We compare the self-similar solutions of several isentropes from Ref. 13,14 for aluminium. As a criterion we define the density drop as "not sharp enough" if it occurs on a self-similar scale of 100 nm/ns. The tabulated data of equation-of-states show that this criterion is rather well defined. The transition from sharp density profile (decrease on a scale of $\lesssim 10$ nm/ns) to a profile with a decrease on a scale of $\gtrsim 100$ nm/ns occurs within two discrete values of entropy. The higher of these values is thus considered as the upper entropy limit for the occurrence of Newton fringes. The corresponding isentrope $S_2$ is sketched in Fig. 8.

![Figure 8](image.png)

**Figure 8.** Schematic phase diagram for illustration of the determination of the limiting isentropes $S_1$ and $S_2$ and the corresponding initial temperatures $T_1$ and $T_2$, as defined in section 4.2. Also the critical temperature $T_{\text{crit}}$ and the normal boiling temperature $T_{\text{boil,0}}$ are shown. The two-phase region is shaded; isothermes are shown by dotted lines.

### 4.3. Support of hypotheses

To support the above discussions we should compare the regime of the two limiting isentropes $S_1$ and $S_2$, defined in the preceding section, with the fluence regime actually found in the experiments.
The expansion on isentropes $S_1$ and $S_2$ starts after laser heating to temperatures $T_1$ and $T_2$, respectively, which are marked in Fig. 8. The ratio $T_2/T_1$ can be compared with the fluence ratio $F_R/F_{th}$, where $F_{th}$ is the ablation threshold, and $F_R$ is the fluence where the Newton fringes disappear. A fluence ratio $F_R/F_{th}$ leads to a ratio of deposited energy of $\simeq Q_R/Q_{th}$ which in turn, for approximately constant heat capacity equals $\approx T_R/T_{th}$. Thus, we have to compare the ratio $T_2/T_1$, determined by the criteria in section 4.2, with the experimental ratio $F_R/F_{th}$ in order to support out hypotheses for the nature of the fluence limits. Moreover, it was found from the tabulated equation-of-state data for different materials that the ratio $T_2/T_1$ may be estimated in most cases by the ratio of critical temperature to boiling temperature at zero pressure $T_{crit}/T_{boil,0}$. This is important as detailed equation of state data are not available for all materials. Table 1 shows the comparison of the experimental fluence range $F_R/F_{th}$ for the observation of

<table>
<thead>
<tr>
<th></th>
<th>$F_R/F_{th}$</th>
<th>$T_2/T_1$</th>
<th>$T_{crit}/T_{boil,0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>1.5</td>
<td>-</td>
<td>1.4</td>
</tr>
<tr>
<td>Graphite</td>
<td>1.3</td>
<td>-</td>
<td>1.35</td>
</tr>
<tr>
<td>Aluminum</td>
<td>&gt; 2.3</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>Gold</td>
<td>&gt; 4.3</td>
<td>4.3</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Table 1. Experimental fluence range $F_R/F_{th}$ for the observation of Newton rings, tabulated temperatures $T_2/T_1$ and the ratio of fundamental constants $T_{crit}/T_{boil,0}$ for four different materials.

Newton rings with the tabulated temperatures $T_2/T_1$, where available, and the fundamental constants $T_{crit}/T_{boil,0}$ for different materials.13,14,19 For aluminum and gold, the fluence $F_R$ where the interference pattern disappears was not reached in the experiment. The data show that the fluence limits $F_R/F_{th}$ may in fact be estimated by the equation-of-state data, thus our suppositions of section 4.2 are supported. The fundamental constants $T_{crit}$ and $T_{boil,0}$ determine the temperature interval of the two-phase-region and thus the range of occurrence of large drops in sound velocity and in consequence of optically sharp interfaces during expansion of the heated material.

5. SUMMARY AND CONCLUSION

We have presented experimental investigations of ablating surfaces, which were irradiated with a single subpicosecond laser pulse. With help of time-resolved microscopy the behavior of matter on femtosecond to nanosecond timescales was studied with high temporal and spatial resolution. On nanosecond timescales a regular ring pattern was found, identified as Newton fringes. This is a universal feature of the ablating surface of absorbing materials near the ablation threshold.

The phenomenon of an interference pattern was explained by an equation-of-states effect. If the matter is heated to temperatures in the order of the critical temperature, the adiabatic expansion occurs in such a way that the expansion isentrope crosses the two-phase-region well below the critical point. This leads to the formation of two optically sharp surfaces which are responsible for the interference phenomenon.

The observation of Newton fringes is limited to a certain fluence range. The experiments show that the lower fluence limit coincides with the ablation threshold while the upper limit is a rather smooth transition, not related to a final surface modification. We presented suppositions for the explanation of both limits. Comparison of the temperatures determined by our criteria with the fluence regime found in the experiments support our hypotheses. Knowledge of fundamental constants $T_{crit}$ and $T_{boil,0}$ may be used to predict approximately the fluence range for the observation of Newton fringe pattern.
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Model for photothermal laser ablation of polymer-like materials
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ABSTRACT

The main feature of polymeric materials is the hierarchy of bonds between molecular groups. There are 'strong' covalent bonds connecting neighbor molecular groups of the same chain, and 'weak' molecular bonds between neighbor groups that belong to different polymer chains. The existing theories of laser ablation of polymers either do not take into consideration this feature (photothermal surface evaporation models) or do not take into account the movement of the interface between condensed and gaseous phases. An important step in this direction has been taken in\textsuperscript{1,2} where the so-called bulk or volume model of laser ablation of polymers has been developed. In this model ablation of organic polymers is described on the basis of photothermal bond breaking within the bulk material. Here a first order chemical reaction is assumed, which can be described by Arrhenius law. Ablation starts when the density of broken bonds at the surface reaches a certain critical value. The position of the interface thereafter is fixed with this critical number. It has been shown, in particular, that the movement of the interface between the condensed and gaseous phases during laser ablation is of great importance. In the present paper we develop this model changing the Stefan-like boundary condition at the ablation interface with the physical Frenkel-Wilson condition, which is more appropriate physically and, on the other hand, more convenient for numerical calculations. According to this model, activation energy for elimination of a short enough polymer chain from the surface is proportional to the sum of the energies of weak bonds connecting this chain with the surface. We compare predictions of this model with the previously derived Stefan-like bulk model and with the predictions of surface photothermal model with respect to kinetics and dynamics of single-pulse laser ablation by nanosecond pulse. The parameters used in numerical calculation correspond to the KrF excimer laser ablation of Polyimide.

Keywords: laser ablation, polymers, modeling

1. INTRODUCTION

In the present communication the model of ablation of polymers and polymer-like materials is formulated. This model takes into account the main feature of this kind of materials, namely, the existence of strong and weak bonds between neighbor molecular groups. This model takes into account also the movement of the interface between gaseous ablation products and condensed material during ablation. A model of such kind was considered in detail in our previous papers\textsuperscript{1,2} where so-called bulk or volume model was introduced. In the present paper we change the Stefan-like condition at the surface with somehow more realistic Frenkel-Wilson condition. The main purpose is to consider how this change influences the main differences of bulk model as compared to the predictions of well-known surface evaporation model which was formulated in Ref.\textsuperscript{3} and applied to polymer ablation in Refs 4-6. Here only nanosecond ablation is considered. The subpicosecond ablation is considered in detail in the next paper\textsuperscript{7}. The terms 'Stefan-like' condition and 'Frenkel-Wilson' approach are used here by analogy with the well-known problems of moving melting front (for a review see it).

2. MODELS

In this chapter we discuss ablation governed by the chain breaking process within the bulk of material. This chain breaking process can be induced by either photothermal or photochemical reaction occurring under the effect of laser radiation. Polymeric materials are constituted by long macromolecules consisting of sequences of 'monomers', molecular groups of the same nature. The main feature of polymeric materials is the hierarchy of bonds between molecular groups. There are 'strong', covalent bonds connecting neighbor molecular groups of the same chain and 'weak' molecular bonds between neighbor groups, which belong to different polymer chains. Removal of molecular groups from the surface of material during ablation can proceed through breaking intrachain bonds (covalent). On the other hand, the removal of polymer chain as a whole from the surface is possible as a result of breaking all 'weak' bonds that connect this chain with the surrounding

* E-mail: bit@appl.sci-nnov.ru, phone +7 8312 384389, fax +7 8312 363792
material. Of course, if the chain is long enough, this process is practically unreal, because the sum of 'weak' bonds appears to be greater than the single 'strong' bond. The sum energy of the 'weak' bonds between chain and environment for short enough chains is proportional to its length. If we consider the degradation of polymer by random chain breaking either through photochemical or photothermal reaction, then, after several steps, the averaged chain length would be approximately \( \frac{1}{n} \) where \( n \) is the number density of broken bonds. In the surface photothermal model of laser ablation, which is valid for the near-threshold ablation of simple solids, the ablation velocity or the velocity of propagation of ablation front is approximated to be:

\[
V_{\text{abl}} = V_0 \exp\left(\frac{-E_a}{k_B T_s}\right)
\]  

(1)

Here \( T_s \) is the value of the temperature at the surface, \( E_a \) is the activation energy of removal of molecule (atom) from the surface, and \( V_0 \) is of the order of sound velocity, \( k_B \) being the Boltzmann constant.

In the considered model, ablation proceeds through removal of short enough polymer chains. Velocity of ablation can be estimated similar to (1) where \( E_a \) denotes now the activation energy of removal of short enough polymer chain. As it follows from above, the activation energy is proportional to the averaged length of the chain. The averaged chain length, in turn, is proportional to \( \sqrt{\frac{1}{n_s}} \), where \( n_s \) is the fraction of broken bonds at the surface. In what follows we will use, as a first approximation, formula (1) in which

\[
E_a = \tilde{E}_a n_s
\]  

(2)

Here \( \tilde{E}_a \) reads for the energy of weak bonds per 'monomer'.

The expressions (1), (2) now yield:

\[
V_{\text{abl}} = V_0 \exp\left(\frac{-\tilde{E}_a}{k_B n_s T_s}\right)
\]  

(3)

Expression (3) provides a sharp dependence of ablation rate on the number density of broken bonds at the boundary.

In papers\(^4\), where the bulk or volume model of laser ablation was comprehensively discussed, the Stefan-like boundary condition was employed instead of (3). There ablation starts when the fraction of broken bonds at the surface reaches a certain critical value, \( n_c \). The position of the interface thereafter is fixed with this critical number, i.e. the boundary condition reads:

\[
n_s = n_c
\]  

(4)

The difference between the boundary conditions (3) and (4) is similar to the difference between the Stefan and Frenkel - Wilson approaches to the problem of the propagation of the melting front\(^4\). Thus, the formulation of the physical Frenkel-Wilson condition (3) instead of Stefan-like condition can be considered as the next step in formulation of the bulk or volume model of laser ablation of polymer-like materials.

In the present paper we consider three models of laser ablation of polymer-like materials to single out the difference between them in predictions of ablation kinetics and dynamics.

The first one is the surface photothermal model that provides a good description of kinetics of UV laser ablation of polyimide\(^6\).

This set of equations consists of the heat diffusion equation that we use in the following form taking into account the temperature dependence of specific heat and thermoconductivity.

\[
\frac{\partial T}{\partial t} = V \frac{\partial T}{\partial z} + \frac{1}{\rho c_p(T)} \frac{\partial}{\partial z} \left( \kappa(T) \frac{\partial T}{\partial z} \right) + Q
\]  

(5)

Here \( T \) is the temperature, \( \rho \) is the density, \( c_p(T) \) is the specific heat, \( \kappa(T) \) is the thermoconductivity, the source term \( Q \) in (5) describes heating of material due to absorption of laser radiation. Equations (5) are written in a coordinate system moving with the ablation velocity \( V \) and fixed with the ablation front. \( V \) obeys the equation (1) where \( T_s = T(0,t) \).

In what follows we will use the boundary conditions in a simplified form:
\[ \kappa(T) \frac{\partial T}{\partial z} |_{z=0} = \rho \Delta H V \quad T|_{z \to \infty} = T_o \] (6)

Here we change the real difference in enthalpy of solid and gas phases by the temperature-independent sublimation 'enthalpy' \( \Delta H \).

The intensity distribution within the material \( I(z, t) \) is governed by the equation:

\[ \frac{\partial I}{\partial z} = -\alpha I \] (7)

Here \( \alpha \) is the effective absorption coefficient which, generally, is not a constant and should be determined from an additional set of equations.

Eq. (7) will be considered together with the boundary condition for laser intensity:

\[ I(0, t) = I_0(t) \exp(-\alpha_p h(t)) \] (8)

In (8) \( I_0(t) \) is the laser intensity, \( \alpha_p \) is the Lagrange absorption coefficient of the plume, \( h(t) \) being the ablated depth.

Within the bulk or volume model, laser ablation proceeds through bulk reaction that results in creation of broken bonds. In what follows we consider, similar to\(^1\), the single-step thermally activated reaction with kinetics equation for a fraction of broken bonds:

\[ \frac{\partial n}{\partial t} = V \frac{\partial n}{\partial z} + (1 - n) k_e \exp\left(\frac{-E_o}{k_b T}\right) \] (9)

Here \( k_e \) is a constant. Within the bulk model Eq. (5) is also valid but the source term \( Q \) contains, additionally to the surface model, a term that accounts for the thermal effect of the chemical reaction\(^1\). In this paper we consider two different approaches to the formulation of the bulk model. They differ by the conditions at the surface.

The Stefan-like approach suggests the boundary condition (4). This relation defines the position of the interface, and therefore the velocity \( V \), implicitly. In (4) \( n_i = n(0, t) \).

The physical meaning of the interface between gaseous and condensed phase is that the value of thermal conductivity drops sharply across this interface, and the heat flux through the interface can be neglected.

\[ \kappa(T) \frac{\partial T}{\partial x} |_{x=0} = 0 \] (10)

The boundary conditions at infinity are obvious:

\[ T|_{x \to \infty} = T_o, \quad n|_{x \to \infty} = 0 \] (11)

Within the approach investigated in this paper we employ the equation for ablation velocity (3) together with the boundary condition:

\[ \kappa(T) \frac{\partial T}{\partial z} |_{z=0} = \rho \frac{\Delta H_m}{n_i} V \] (12)

Here \( \Delta H_m \) designates the enthalpy of evaporation of weak bonds per 'monomer'.

### 3. ABLATION BY NANOSECOND PULSES

We suppose that the electronic excitations thermalize on a ps time scale\(^9\). Thus, with nanosecond pulses we can employ Eq.(7) with \( \alpha = \alpha = \text{const} \).

For surface photothermal model we employ Eq. (5) with
\[ Q = \frac{\alpha I}{c_p \rho} \]  

(13)

For both of the bulk models under consideration:

\[ Q = \frac{\alpha I}{c_p \rho} - \frac{\Delta H_b N_0 (1 - n )k_0 \exp\left(\frac{-E_b}{k_BT}\right)}{c_p \rho} \]  

(14)

Here \( N_0 \) is the number density of 'monomers' and \( \Delta H_b \) is the enthalpy per strong bond between monomers that are broken according to Eq. (9).

Thus, we consider three different models:

- Model I: surface photothermal model within the set of equations (1), (5), (6), (7), (8), (13).
- Model II: bulk photothermal Stefan-like model with the set of equations (4), (5), (7), (8), (10), (11), (14).
- Model III: bulk photothermal model with the set of equations (3), (5), (7), (8), (9), (11), (12), (14).

First we compare ablation kinetics i.e. dependence of ablated depth on fluence per pulse.

We consider the experimental data on mass-loss kinetics of polyimide irradiated by KrF excimer laser\(^8\). These data demonstrate 'Arrhenius tails' near ablation threshold. These tails cannot be explained by bulk models II and III if we assume layer-by-layer ablation as the only reason for mass-loss. However, it has been understood in\(^1\),\(^2\) that these tails are originated from the depletion of volatile species. These volatile species are resulted from the same bulk reaction (9). It breaks the bonds, destroys polymer chains, and may simultaneously create trapped volatile species.

Below ablation threshold, volatile species result in a mass loss, which requires out-diffusion of trapped species and occurs on the \( \mu s \) or even ms time scale. As volatile species and broken bonds are produced in a pyrolytic reaction (9), this results in an Arrhenius tail. Above the threshold volatile species leave the material together with the ablation products. When ablation ceases some of the volatile species still exist below the surface and leave the material later. This results in an additional mass loss, \( M \) (per unit area), which does not contribute to the ablated (crater) depth, \( M \), which is due to the depletion of species, is proportional to the number of broken bonds left within the material after ablation. Because these species do not diffuse on the ns time scale, their spatial distribution repeats that of the broken bonds and can be calculated as:

\[ M = m_v N_0 \int n_b(x)dx, \quad h_M = \frac{M}{\rho} = \frac{m_v}{m_i} \int n_b(x)dx, \]  

(15)

\( N_0 \) is the total concentration of virgin bonds, and \( m_v \) is the mass of volatile products produced per broken bond. \( m_v/m_i \) is the mass fraction, related to volatile species (per bond). In order to compare the theoretical curves with experimental data on mass-loss kinetics we introduced the "depth" \( h_M \) related to \( M \), the ablation depth \( h \) and also the total effective "depth" \( h+h_M \).

Fig. 1 shows the mass-loss kinetics curve for all three models in comparison with the experimental data of\(^8\) on KrF laser ablation of Polyimide. The parameters used are listed in Table 1. It should be noted that the set of parameters for each model could be changed somehow without damaging the quality of fitting shown in Fig.1. The sets listed in Table 1 provide fitting both of nanosecond ablation kinetics and of pair pulse femtosecond kinetics discussed in\(^7\). It is seen from these curves that it is really hard to distinguish between the models using only data on ablation kinetics by nanosecond pulses.

Let us now consider the dynamics of ablation, i.e., the time dependence of surface temperature, and ablation velocity. Differences between ablation dynamics predicted by the surface photothermal model and the Stefan-like bulk model are comprehensively discussed in\(^2\). It has been shown that the main differences are as follows:

- The sharp, singular onset of ablation predicted by model II with pulses well above ablation threshold instead of relatively smooth time dependence of ablation velocity demonstrated by model I.
- With laser pulse with fluence close enough to the ablation threshold, ablation governed by model II starts after laser pulse, whereas according to model I ablation will start no later than the onset of the maximum of surface temperature, which corresponds to the end of the rectangular pulse and occurs even before the end of the pulse for more realistic shape of a laser pulse.

The aim of this communication is to check how these features of bulk model remain for more realistic model III.

In Fig. 2 it is seen that the onset of the laser ablation for the rectangular pulse is sharp enough with model III as well. The surface temperature tends to its stationary value from above in contrast to the prediction of the surface model I. This effect
is more pronounced if we can neglect the absorption by the plume \((\alpha_p = 0)\) as it is seen in Fig. 2. Of course, there is no singularity as it occurs with model II. The difference in dynamics is less pronounced if the absorption by the plume is strong enough as it takes place for Polyimide (see Fig. 3 and Table I).

Within the nanosecond time scale the onset of the ablation after the laser pulse is significantly less pronounced in model III than in model II. Thus, it can be seen in Fig. 4 that this feature can hardly be resolved with parameters listed in Table I.

---

Fig. 1. Kinetics of laser ablation of Polyimide by KrF excimer laser. Experimental mass-loss data from\(^{10}\).
Fig. 2. Dynamics of laser ablation for rectangular pulse. Absorption by plume is absent. Pulse fluence is significantly above the threshold.
(a) - surface model I, (b) - Stefan-like model II, (c) - bulk model III.
Table 1. Parameters used in calculations.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>PI $\lambda$=248 nm</th>
<th>Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorptivity</td>
<td>0.9</td>
<td>I+II+III</td>
</tr>
<tr>
<td>Absorption coeff. $\alpha$</td>
<td>$3.2 \times 10^3$ cm$^{-1}$</td>
<td>I+II+III</td>
</tr>
<tr>
<td>Screening coeff. $\alpha_s$</td>
<td>$1.4 \times 10^5$ cm$^{-1}$</td>
<td>I+II+III</td>
</tr>
<tr>
<td>Thermal conductivity $\kappa$ (W/cm K)</td>
<td>$1.55 \times 10^3 (T/T_0)^{0.28}$</td>
<td>I+II+III</td>
</tr>
<tr>
<td>Specific heat $c$ (J/g K)</td>
<td>$2.55-1.59 \times \exp[(T_0-T)/460]$</td>
<td>I+II+III</td>
</tr>
<tr>
<td>Density $\rho$</td>
<td>1.42 g/cm$^3$</td>
<td>I+II+III</td>
</tr>
<tr>
<td>Ambient temperature $T_0$</td>
<td>300 K</td>
<td>I+II+III</td>
</tr>
<tr>
<td>Surface preexponential (covalent) $V_0$</td>
<td>$3 \times 10^6$ cm/s</td>
<td>I</td>
</tr>
<tr>
<td>Surface activation energy (covalent) $E_a$</td>
<td>1.5 eV</td>
<td>I</td>
</tr>
<tr>
<td>Surface enthalpy (covalent) $\Delta H$</td>
<td>$0.9 \times 10^3$ J/g</td>
<td>I</td>
</tr>
<tr>
<td>Bulk preexponential $k_0$</td>
<td>$3.57 \times 10^{12}$ s$^{-1}$</td>
<td>II+III</td>
</tr>
<tr>
<td>Bulk activation energy $E_b$</td>
<td>1.5 eV</td>
<td>II+III</td>
</tr>
<tr>
<td>Bulk enthalpy $\Delta H_b$</td>
<td>$2 \times 10^3$ J/cm$^3$</td>
<td>II+III</td>
</tr>
<tr>
<td>Fraction of volatile species</td>
<td>0.32</td>
<td>II+III</td>
</tr>
<tr>
<td>Critical fraction of broken bonds $n_c$</td>
<td>0.8</td>
<td>II</td>
</tr>
<tr>
<td>Surface preexponential (molecular) $V_{0m}$</td>
<td>$1.1 \times 10^5$ cm/s</td>
<td>III</td>
</tr>
<tr>
<td>Surface activation energy (molecular) $E_m$</td>
<td>0.7 eV</td>
<td>III</td>
</tr>
<tr>
<td>Surface enthalpy (molecular) $\Delta H_m$</td>
<td>$0.5 \times 10^3$ J/g</td>
<td>III</td>
</tr>
</tbody>
</table>
Fig. 3. Dynamics of laser ablation with high plume absorption.

Fig. 4. Dynamics of laser ablation with near-threshold fluence.
4. CONCLUSIONS

In conclusion it can be mentioned that the features of ablation dynamics predicted by the bulk model of laser ablation remains in model III. Nevertheless, it should be noted that the smoothening provided by the conditions (3,12) of model III, compared with the Stefan-like model II, makes it questionable to distinguish between the bulk and surface model by experimental data on ablation kinetics and dynamics with nanosecond pulses. We suggest that it can be done using experimental data on Ultra Short Laser ablation. With subpicosecond pulses we can anticipate that the delay time between the end of the pulse and the start of the developed ablation should be close to the thermal relaxation time for the surface model, whereas for the bulk model it can significantly exceed this relaxation time. In more detail it is considered in the paper of this issue.
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ABSTRACT

We report first infrared free-electron laser experiments to compare and elucidate the effects of surface-localized vibrational excitation versus bulk vibrational excitation on the ablation of polycrystalline diamond. The measured ablation yield values as a function of laser intensity indicate the existence of two separate thresholds. The lower intensity threshold is identified as the ablation threshold, and the higher intensity threshold is associated with the formation of a plasma plume. The wavelength dependences of both thresholds indicate that the C-H absorption occurring at surfaces and grain boundaries does not play a significant role in the ablation process. However, both thresholds are lower when the laser is resonant with the two-phonon bulk absorption band. These findings are consistent with the model that a rapid laser-induced phase transition to graphite is responsible for the low-intensity ablation of diamond at and above the first threshold.

Keywords: photo-ablation, free-electron laser, phase-transition, diamond, vibrational excitations, impurities, and semiconductors

1. INTRODUCTION

Most infrared laser ablation experiments are performed with Nd:YAG or CO₂ lasers, confining the studies to 1.064 μm and 10.6 μm wavelengths respectively. Free-electron lasers (FEL), unlike conventional lasers, convert the kinetic energy of free relativistic electrons into radiation instead of relying on electron transitions between two bound-state energy levels in an active medium. FELs have the broadest tuning range of all types of lasers and are capable of high power output. The FEL at Vanderbilt University provides a unique opportunity for laser ablation studies in the 2-10 μm region. This wide range tunability makes it possible to perform systematic wavelength-dependent studies of photo-ablation on materials.

IR laser ablation experiments on diamond films offer an excellent opportunity to investigate energy localization in ablation. CVD (chemical vapor deposition) diamond films have two distinct absorption bands close to each other in the spectral region available to us: one represents bulk absorption, the other surface absorption due to hydrogen. The broad two-phonon band peaks around 5 μm, while the vibrational band of the adsorbed hydrogen on surfaces peaks around 3.5 μm. In a CVD diamond film, the absorption coefficient is about 9 cm⁻¹ both at 3.5 and 5 μm wavelength. The absorption is weak in both of these absorption bands. In addition, diamond is a very good heat conductor at room temperature. Up to now, no experiment has been done to test the wavelength-dependence of ablation in the range 3 to 5.5 μm. With the choice of this wavelength range for diamond ablation, it is possible to learn whether the resonant excitation of surface-localized hydrogen influences significantly the ablation process compared to resonant bulk excitations.

In laser ablation near the threshold, the energy is delivered to a very small volume of the target material. The laser provides an initial high concentration of energy, but the absorbed energy must remain spatially localized for a sufficient time in order to cause bond breaking and vaporization. A key issue is to understand how is it possible to localize sufficient absorbed energy in various materials. The earliest models for laser ablation focused on the thermal character of ablation. The assumption of vaporization at normal boiling temperature fits the data only of long-pulse (in the order of several hundred microseconds) metal [1] and graphite [2] ablation experiments below the GW/cm² intensity range. In ablation with shorter laser pulses in the GW/cm² intensity regime, the role of thermal pressure [3] and shock waves [4] in the target material has also been taken into consideration in theoretical treatments. However, the simple thermal model has proven inadequate [5]. Experiments with tungsten and aluminum show that adsorbates can localize the otherwise delocalized excitation of conduction electrons and this way lower the threshold for ion ejection [6].

In many cases, structural modification accompanies ablation. Reif and coworkers [7, 8] first proposed an alternative ablation model based on defect accumulation during the laser pulse. The basic idea in their model is that, as defects accumulate during the laser pulse, a large density of unoccupied surface electronic states could be reached by multi-photon
transitions. A sufficient number of electron-hole pairs could be created. Relaxation of electron-hole pairs to localized excited states could lead to bond breaking through non-radiative transitions. Phase transitions have been shown to be involved in many cases of laser ablation. The most trivial case of that is the melting of metals. The diamond to graphite phase change, induced by near but below bandgap KrF laser (5.0 eV) radiation, was observed before the evaporation of diamond films [9]. Both the rate and threshold of evaporation are related to the purity of the diamond films: the purer the films, the higher the thresholds and the lower the evaporation rates. The classical phase transformation theory is usually not applicable to laser irradiation. The high heating and cooling rates due to the spatial and temporal locality of laser radiation require modification of the classical thermodynamic theory of phase transformation [10].

In this paper we describe wavelength-dependent photo-ablation studies of CVD diamond films in the infrared region. Comparison of ablation thresholds at a surface (C-H stretch) and a bulk (two-phonon) absorption features indicate that the ultimate ablation mechanism is the same for localized and delocalized initial excitations. At all wavelengths, two threshold-like increases in the positive ion yield were found as a function of laser intensity. The first threshold corresponded to the onset of large-scale positive ion ejection (ablation threshold), and the second increase of ion yield coincided with the appearance of UV luminescence, which is attributed to the formation of a plasma plume (plasma threshold). Our experimental data suggests that the onset of photo-ablation at the first threshold is initialized by explosive phase transition from diamond to graphite.

2. EXPERIMENT

The experiments were carried out at the W.M. Keck Free-Electron Laser Center at Vanderbilt University. This free-electron laser [11,12] is capable of operating at wavelengths from 2 μm to 9.8 μm. The typical repetition rate is 30 Hz, the IR macro-pulse energy is around 50 mJ, and the length of the IR pulse is between 2-6 μs. Each macro-pulse consists of 1 ps micro-pulses spaced at intervals of 350 ps. The peak power in a macro-pulse is usually around 6-8 MW, but it can reach 10-20 MW.

For the detection of the ablated particles, a time of flight (TOF) apparatus was used without extraction voltage (Figure 1). The TOF consisted of a detector and a drift tube. In a laser ablation event, both positive and negative ions along with neutral particles are ejected into the gas phase. The experiment was set up to detect positively charged particles among the ablated material. No post-ionization was applied. In order to preserve original velocities, no accelerating field was used, except in auxiliary experiments to estimate kinetic energies. In the TOF apparatus the detector was a chevron assembly of a pair of microchannel plates (MCP) fitted with a co-axial anode. The detector was biased to detect positive ions. The front surface of the chevron was maintained at −2000 V, the rear surface at −200 V, and the anode was at ground potential. Channel plates have direct sensitivity to charged particles and energetic photons. The work function of the channel plates allow photoelectron production at incident photons having wavelengths shorter than 200 nm (6.2 eV). The drift tube is positioned at a port of the ultra-high vacuum (UHV) chamber at 45-degree angle to the sample normal. The end of the drift tube is at 54 cm from the center of the UHV chamber, where the sample was mounted. The vacuum was maintained in the low 10⁻⁶ Torr range.

In order to allow sufficient time for the sample to cool between macro-pulse shots, single macro-pulses were gated out from a given FEL pulse train. In the experiments, the laser spot size and the beam attenuation had to be precisely controlled. The beam intensity incident on the sample was varied using a ZnSe Brewster-plate polarizer. Because of fluctuation in the macro-pulse energy, the energy of each macro-pulse was measured. To filter out higher harmonics, a pair of Ge plates mounted at Brewster's angle was placed in the beam. A single plano-convex CaF₂ lens was located inside the UHV chamber which was used to focus the laser beam onto the sample with a laser beam spot size of 75 μm. In order to ensure spot-size uniformity at different wavelengths the dispersion in CaF₂ was taken into account.

The TOF spectrum of ejected positive ions and the energy of the corresponding laser macro-pulse were recorded simultaneously with a digitizing oscilloscope. Each TOF signal was recorded for 500 μs with a 1 μs resolution. In the TOF spectra t=0 represents the arrival of the leading edge of the macro-pulse to the sample. A fast IR photo-electromagnetic (PEM) detector was used to generate a trigger for the oscilloscope from a small portion of the laser pulse. The energy of the
laser macro-pulses was monitored using another small portion of the beam by a pyroelectric joulemeter. After each change in wavelength the joulemeter was calibrated against a calorimeter. During calibration, the calorimeter was positioned directly in front of the UHV chamber window. To calculate laser power in a micro-pulse, the temporal profile of an average macro-pulse was used. The laser beam is characterized in this paper by its wavelength and peak intensity. The peak intensity is defined as the intensity at the center of a Gaussian laser beam during a micro-pulse.

The samples used in these experiments were polycrystalline intrinsic diamond films, approximately 10 μm thick, deposited on a 500 μm thick silicon substrate. The films were grown using the microwave plasma-assisted chemical vapor-deposition (CVD) process [13]. The grain size in the top layer is typically smaller than 0.5 micron. Fourier transform infrared (FTIR) spectra taken on the samples show the typical features of CVD diamond films. Figure 2 shows the absorption of one representative sample in the studied spectral range. The hydrogen content of the film was high enough to make the C-H vibrational absorption maximum equal to the maximum of the two-phonon absorption. The absorption coefficient is small in this spectral range, such that a film of 10-μm thickness absorbs less than 2% of the incident radiation.

3. RESULTS

Figure 3 shows time-of-flight spectra at a given laser intensity just barely above the first ablation threshold, where several macro-pulses were incident on the same spot on the sample. The time span between shots was 7-12 seconds, long enough to avoid heat buildup from previous macro-pulses. This series of TOF spectra obtained by repeated FEL macro-pulse shots shows that the diamond target was gradually modified by the laser irradiation. After 10-20 shots on the same spot, the peaks vanished indicating the removal of the film from the substrate. In this case carbon atoms are removed at a rate of few thousand layers per macro-pulse. Above a certain laser intensity corresponding to the second observed threshold, in addition to the two delayed peaks shown in Figure 3 a prompt MCP signal was observed. The leading edge of this peak was within the first 1-3 μs. We attribute this prompt peak to UV photons generated in the ablation plume associated with conventional ablation.

Figure 4 shows a typical example of the integrated ablation yield of positive ions as a function of laser micro-pulse intensity. The arrow marks those intensities where UV photons were also emitted. Notably, the onset of UV luminescence corresponds to a second rise in the yield of positive ions. These plots show the existence of two thresholds at all probed wavelengths. Above the ablation threshold, which is the lower intensity threshold of the two observed thresholds, there is a nearly constant ablation yield over a broad range of intensities. As the intensity increases, a second threshold, the plasma threshold, is observed. At the plasma threshold intensity, a prompt signal appears which we attribute to UV arising from an ablation induced plasma plume. Above the plasma threshold intensity, a second increase of ion yield is observed with increasing laser intensity.
Preliminary experiments were carried out with a 200 V acceleration voltage applied to the drift tube. This value was chosen as a compromise since the 2-6 μs length of the macrofusor strongly limits our mass/charge resolution. These TOF spectra indicate the formation of C₂ and C₃ clusters and also show that the size distribution of ablated particles has a tail that extends to several tens of carbon atoms per electron charge. In addition, we performed experiments at varying retarding potentials. These experiments prove that the kinetic energies of ablated particles reach 200 eV for laser intensities between the first and second thresholds.

Ablation thresholds and plasma thresholds were determined at several wavelengths. Figure 5 displays the ablation and plasma thresholds as a function of wavelength determined from first and second macrofusor shots. The wavelength dependence of ablation thresholds generally follows the two-phonon absorption spectrum. Both the ablation and plasma thresholds have a minimum, which coincides with the bulk 2-phonon absorption maximum of the diamond film. Even though the C-H absorption is comparable in magnitude to the 2-phonon absorption, there is no significant reduction in threshold intensities in the region of the C-H absorption peak. By comparing first-shot and second-shot ablation thresholds one finds that second-shot ablation thresholds are slightly lower, and they still reflect the 2-phonon absorption spectrum. In contrast, a significant reduction in the plasma thresholds for the second shots is observed, especially at shorter wavelengths outside the phonon absorption band. Lower second-shot thresholds suggest defect creation or material modification.

4. DISCUSSION

Our data demonstrate the existence of two distinct ablation thresholds for the case of IR diamond ablation. In addition to the first ablation threshold, another threshold, which we associate with plasma-dominated ablation, is observed. At the first ablation threshold intensity there is a steep rise in the ablation yield as laser intensity increases which then remains constant until the onset of plasma dominated ablation. We estimate that in the region between the two ablation thresholds the material removal rate is of the order of thousand monolayers per macrofusor shot. We have demonstrated that among the ablated material, there are ion clusters consisting of tens of carbon atoms.

The wavelength dependence of ablation thresholds reflects lower thresholds in the two-phonon absorption band. There is no reduction of thresholds, however, in the C-H absorption band despite of the similar low intensity absorption. This suggests that the hydrogen on the surface does not play a significant role in the actual ablation process. C-H vibrations do not couple well to the bulk. It is likely that the spectral bandwidth of the FEL makes vibrational up pumping possible, and hydrogen is removed from the surface even below the temperature required for thermal desorption when irradiated with resonant FEL photons.

The experimental results provide evidence for the modification of sample properties as a result of laser irradiation. TOF spectra of consecutive shots on the same spot on the sample (Figure 3) demonstrate that repeated FEL macrofusor shots cause gradual changes in the sample. The changes in TOF spectra suggest accumulation of defects and structural imperfections in the CVD diamond film due to prolonged exposure. Gruzdev and Libenson showed that the electric field could be strongly localized at defect sites. Intensity dependent changes in the refractive index of inclusion and host lead to extremely high local amplitudes of the electric field [14]. This involves a threshold behavior for the absorption that cannot be anticipated from the linear absorption properties. All these changes may increase the absorption by orders of magnitude. The absorbed portion of the laser energy may reach a sufficiently high percentage, which is enough to raise the local temperature at the irradiated spot to a point when the diamond begins to graphitize. Earlier experiments indicate that graphitization of diamond accompanies UV [9, 15] as well as IR ablation [16]. Micro-Raman spectra versus number of macrofusor shots taken around the ablation crater for our samples show the dramatic decrease in the diamond peak at 1332 cm⁻¹ and the appearance of pronounced graphite signatures at 1580 cm⁻¹ and 1350 cm⁻¹.
Above ablation threshold as laser intensity increases, the ejected neutral and charged particles form an increasingly denser cloud above the target surface, and the fraction of ionized particles also increases indicated by the rapidly increasing ion yield (Fig. 3). After the first sharp rise, measured yield intensity curves reach a saturation level. Here the ejected particle cloud reaches a density where the increasing laser intensity contributes more to the increased heating of the particle cloud than to the removal of more material from the sample.

We observed a second increase of the ion yield above the plasma threshold intensity, i.e. the intensity at which UV luminescence appeared in the TOF spectra. We believe that the UV luminescence is the indication of the formation of ablation plasma. The ablation plasma plume can almost completely absorb the incoming IR energy, and convert the absorbed IR energy into visible and UV radiation and into increased kinetic energies of the electrons and ions. The sample is now irradiated by more energetic photons allowing electronic transitions even in the not yet graphitized layers in the sample. These newly opened energy channels make possible the observed increased ablation yields.

In our case, a phase change to graphite is more likely than melting during diamond ablation, since the melting of diamond occurs above the temperature of 3000 K well below what we have calculated for the temperature increase of our irradiated volume [17]. On the other hand, diamond, which is metastable at low pressures, can turn into graphite by overcoming a relatively small activation barrier. The activation energy was measured to be 1.95 eV plus or minus 0.3 eV by Kuznetsov et al. when the diamond was heated in vacuum [18]. However, computer simulations of damage in diamond due to ion impact and its annealing by Saada and coworkers showed that if the vacancy density is sufficient, the activation energy of graphitization can be as low as 0.7 eV [19]. In UHV conditions uncatalyzed graphitization occurs at 1800K [20], which is much lower than the melting temperature. Defect-catalyzed graphitization may occur at an even lower temperature of 1100K [21].

We propose a model for IR laser ablation of diamond in which the ablation threshold is related to the threshold for phase transition to graphite. Graphitization may be explained in two ways. One possibility is that the FEL radiation causes non-thermal graphitization. Diamond may overcome the activation barrier by multi-photon absorption of the infrared FEL radiation. However, these experiments provide no evidence for major involvement of a multi-photon process. The other possibility is that the absorption coefficient of CVD diamond changes significantly during an intense FEL macro-pulse, and thereby the local temperature may reach sufficient values for thermal graphitization. It is likely that the intense FEL irradiation creates more defects and changes the electronic and optical properties of the diamond film consequently. The accumulation of defects, in other words gradual change in electronic properties, is supported by the observed evolution of TOF spectra shapes of repeated macro-pulses near the ablation threshold. As soon as graphite regions

Figure 5 First (a) and second shot ablation thresholds (b) and first (c) and second shot plasma thresholds (d) for a CVD diamond film as a function of wavelength. The diameter of irradiated spot is 75 μm.
are formed, further enhancement of absorption takes place by free carriers in the conduction band of graphite. As a result of the intense laser radiation the graphite phase can progress at a higher rate into the bulk of the diamond than the rate of graphitization due to conventional heating.

If the diamond changes into graphite phase before ablation, a large mechanical stress is created simply due to the density difference of the two phases. Because of its smaller density, graphite occupies roughly 1.5 times the volume of diamond with similar mass. The mechanical stress could lead to the cracking and spallation of the graphite layer. The rapid progression of the graphite phase can result in violent ejection of large clusters due to the rapid volume expansion. This ejection mechanism is similar to the popping of popcorn. At the threshold intensity, explosive graphitization may occur in a small central region of the laser spot near the end of the FEL macro-pulse. This explosive process can lead to very high ion kinetic energies as observed in the retarding potential experiments. At only slightly higher laser intensity, the graphitized volume can increase drastically because of the drastic change in absorption properties as a consequence of the largely different electronic properties of graphite compared to diamond.

5. CONCLUSION

We described here the first investigation of CVD diamond film ablation in the IR wavelength range of 3-5.4μm. Measured ablation yields as a function of laser intensity indicate the existence of two separate thresholds in case of CVD diamond ablation. The lower threshold intensity is identified as ablation threshold, and the higher threshold intensity is the plasma threshold. Both thresholds have their lowest values when the initial excitation is delocalized bulk two-phonon absorption. The adsorbed hydrogen on the surfaces of the diamond film does not lower the ablation threshold. The evolution of TOP spectra as a result of repeated FEL macro-pulse shots indicates the involvement of laser-induced material modification. Based on our findings we propose that explosive phase transition to graphite leads to the ablation of diamond in the IR region.
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ABSTRACT

Qualitative analysis of the gas-dynamical phenomena by the laser ablation of graphite under conditions of single-wall carbon nanotubes (SWNTs) suggests to reconsider the currently assumed mechanisms of SWNT formation in this technique ("scooter" and other vapor-based ones) and to conclude that it is a form of solid-liquid-solid catalytic graphitization of amorphous carbon or other imperfect carbon forms. The proposed mechanism of melting of catalyst particles followed by precipitation of SWNTs allows to explain the observed dependencies of the SWNT yield on the synthesis temperature and pressure. Critical inspection of the literature data shows that it might also play a role in other physical and chemical deposition techniques of SWNT synthesis (cw-laser, solar furnace, arc-discharge, hydrocarbon decomposition, CO-disproportionalization).

Keywords: carbon nanotubes, graphitization, amorphous carbon, laser ablation

1. INTRODUCTION. REVIEW OF THE EXISTING MECHANISMS

In spite of the enormous progress in the synthesis, theoretical understanding of the catalytic growth of single-wall nanotubes (SWNTs) lags behind [1, 2]. In the first turn, it concerns the more fundamental understanding of nanotube chemistry and kinetics, and primarily the establishment of SWNT growth mechanisms. To make a decisive conclusion on the SWNT formation mechanism, one has to answer the following key questions:

(a) what is the carbon atom feedstock?
(b) which role plays the catalyst metal?
(c) what is the driving force for the elongated structure growth?

Open-edge mechanisms. In the early papers, the growth of the NTs was believed to take place completely in a vapor phase through addition of new carbon atoms directly onto an open edge of the growing tube, while some form of anisotropy in the C-condensation process was thought to be responsible for growth of elongated carbon structures [3, 4]. More recently proposed "scooter" mechanism of SWNT growth [5, 6] assumes that the chemisorbed metal atom "scoots" around the nanotubes open edge, catalytically annealing the pentagon defects and thus inhibiting closure by partially terminating the dangling bonds and exchanging with incoming carbon atoms. However, molecular dynamics simulations [7, 8] have shown that it is hardly possible that a chemisorbed catalyst atoms are able to preserve the opened SWNTs from closure through incorporation of curvature-inducing defects.

Root growth mechanisms. The competing root growth mechanisms assume that the nanotube lengthens with a closed-end, while the catalyst particle remains on the support surface. Carbon atoms are thus supplied from the "root" where the nanotube interfaces with the anchored metal catalyst particle. This mechanism is known since the pioneering works [9] and [10] on the CVD-grown tubular carbon fibers. More recently this mechanism has been considered to be valid for the CVD synthesis of carbon bamboo particles, multi-, and single-wall nanotubes through the metal catalyzed decomposition of certain hydrocarbons at temperatures ranging from 400 - 1100°C [1, 11, 12]. Same as by carbon nanofibers [13], the first step of the CVD reaction involves the absorption and decomposition of hydrocarbon molecules on the surface of transition-metal catalytic nanoparticles. The resulting atomic species dissolve and diffuse to the rear particle faces, and ultimately precipitate at the interface to form a carbon nanostructure. The degree of crystalline perfection of the deposited fiber is dictated by the chemical nature of the catalyst particle, its crystalline orientation, the composition of the reactant gas, and the
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temperature. The size of the metal catalyst nanoparticle generally dictates the diameter of the synthesized nanofiber, or multi-walled nanotube.

According to an atomistic model [14], carbon atoms, precipitating from the metal particle, form a graphene sheet that encases the particle in the way the carbon onions do [15]. At the first stage, this graphene sheet will tend to mirror the nanoscale surface roughness of the particle. Simulations show that if the diameter of a single roughness protrusion is small enough, atoms can be preferentially added to the base of such height perturbations, ultimately giving rise to the nucleation of a carbon nanotube. The encaging the catalyst particles by 10-20 graphitic layers upon cooling below some certain temperature leads to deactivation of their catalytic ability [11, 16, 17].

A similar three-step model [18] is also based on the assumption of the dissolution-precipitation of carbon at a metal catalyst particle. Here, the adsorbed fullerene caps serve as master precursors for the growing nanotubes defining their diameter and chirality. (The cognizance of the interrelation between the pressure dependencies of fullerene and SWNT yields has been also taken in [19]). In this case, the properties of SWNTs should only be defined by the initial fullerene-like carbon clusters initially formed in the vapor and not on the type and composition of the catalyst that is in conflict with the experimental evidence of the same authors [18]. This points to the fact that the nucleation of NTs takes place immediately on the surface of the metal particle with the properties of the SWNTs being defined by the conditions of this surface.

A solid-liquid-solid mechanism of SWNTs growth proposed in this paper allows a consistent explanation for a large number of the experimentally observed facts and dependencies from a single standpoint.

2. EXPERIMENTAL PROCEDURE AND RESULTS

Systematic investigations of the SWNT abundance in the laser-furnace technique have been performed on the setup and under conditions presented in Fig. 1. The resulting substance was analyzed by transmission electron microscopy (TEM) (Fig.2) and optical absorption spectroscopy (OAS). In the latter technique, the energy corresponding to the maximum of the most pronounced first absorption band around 0.75 eV is inversely proportional to the mean diameter of SWNTs whereas its amplitude can be considered to be a measure of the relative abundance of SWNTs in the laser-ablation soot [22] (Fig.3).

![Fig.1. The laser ablation setup used in experiments for synthesis of SWNTs reproduces essential features the one of Ref. 20. The sketch is adapted from Ref.21.]

| Standard deposition conditions: |
| furnace tube diameter* : | 17 mm |
| pressure $P_0$ : | 65 kPa |
| gas flow velocity* $V_0$ : | 1 cm/s |
| furnace temperature $T_0$ : | 1200°C |
| laser wavelength : | 1079 nm |
| laser pulse length $\tau$ : | 15 ns |
| laser fluence : | 1.5 J/cm² |
| target metal content (at.%) : | 0.6 Co + 0.6 Ni |

* at the target’s site

Qualitatively, the grade of influence of the process variables on the relative abundance of SWNTs in the soot $\gamma$ and on the SWNT diameter $\phi$ is presented in Table 1.

First of all the dependence $\gamma(V_0)$ draws attention. It saturates at low $V_0$ and sharply decreases at $V_0 > 2$ cm/s. This behavior has driven to a basic conclusion [23] that the nanotube growth time $t_{SWNT}$ is close to the drift time of the reaction products through the hot zone of the furnace $t_{drift}$ which is of the order of few seconds. As a result, one obtains the order of magnitude of the mean SWNT growth rate of a $\mu$m length per second. This time correlates by the order of magnitude with that reported for the arc discharge method [24]. By performing the laser-induced luminescence imaging of the carbon-metal targets under the SWNT synthesis conditions, a SWNT growth rate of 0.2 $\mu$m/s at $T_0=1000°C$ have deduced in [25]. The
comparison of this SWNT formation time scale with characteristic times of the individual phenomena taking place during the laser ablation of graphite in the backpressure atmosphere resulted in the following relationship [23]:

$$\tau << t_{\text{cond}} << t_T << t_{\text{drift}} = t_{\text{SWNT}}$$

where the upper estimate of the characteristic time of the thermal equalization $t_T < 20$ ms and the carbon condensation time $t_{\text{cond}}$ is of the order of tens of $\mu$s. The principal inference that follows immediately from the Eq.1 is that the carbon exists in the form of clusters and large aggregates during most of the SWNT growth. Therefore, all the mechanisms of the SWNT formation which assume the vapor feedstock of carbon atoms cannot be considered as appropriate for the laser ablation SWNT synthesis. As a result, one can make a basic conclusion that the carbon feedstock for the growing SWNTs is the condensed amorphous (as is seen from TEM pictures) carbon and the SWNT growth is a condensed state transformation of one solid form of carbon into the other.

<table>
<thead>
<tr>
<th>process variable</th>
<th>$\gamma$</th>
<th>$\varnothing$</th>
</tr>
</thead>
<tbody>
<tr>
<td>catalyst kind and composition</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>catalyst content in target</td>
<td>++</td>
<td>-</td>
</tr>
<tr>
<td>furnace temperature $T_0$</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>carrier gas kind</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>carrier gas pressure $P_0$</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>carrier gas flow velocity $V_0$</td>
<td>++</td>
<td>-</td>
</tr>
<tr>
<td>laser pulse repetition rate</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>laser pulse energy</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. The grade of the process variables influence on the relative abundance of SWNTs in the soot $\gamma$ and on the SWNT diameter $\varnothing$.

++ strong influence
+ certain influence
- no influence

Fig.2. Row soot synthesized under the standard conditions listed in Fig.1. The 4× magnified insert demonstrates the packing of SWNTs in a bundle.

Fig.3. Shift of the SWNT absorption band around 0.75 eV as a function of the synthesis temperature $T_0$ and catalyst composition. The maximum position is inversely proportional to the mean diameter of SWNTs $\varnothing$. The emphasized curves correspond to $\varnothing = 1.29$ nm.

A condensed state transformation of a disordered carbon into SWNTs was recently observed in [26], where the carbon nanotubes have been grown without involving any deposition from the vapor phase or chemical reactions. The graphite was first stainless steel ball milled to produce carbon with a highly disordered, nanocrystalline nanoporous structure. The following annealing of this disordered carbon at a temperature of 1400°C resulted in the formation of a number of carbon nanostructures of different morphologies and especially single- and multiwall nanotubes, heterogeneously nucleated by impurity iron particles.
In a similar experiment, we have prepared a SWNT-free laser ablation soot at $T_n = 700^\circ$C and annealed it at 1200$^\circ$C in the Ar atmosphere. After 1 hour annealing, single and bundled SWNTs along with other fiber-like structures have been detected by a subsequent TEM inspection, which is a direct indication that the growth of SWNTs from the laser ablation soot is also a condensed state process.

3. DISCUSSION. SWNT FORMATION MECHANISM

Catalytic graphitization. A known condensed state reaction of this kind is the catalytic graphitization, which is usually observed at temperatures of $\geq$850°C. It is based on the fact that the actual concentration of carbon in the metal-carbon solution should be greater than that in equilibrium with graphite. It involves a group VIII metal or metal-carbon melt dissolving non-graphitic carbon phases and precipitating carbon in form of graphite when cooled, or as a consequence of a supersaturation [27-29]. The metal acts as a transporting medium and the driving force behind the reaction is the free energy difference between the initial and the final forms of carbon.

Molten catalyst particles. As is known, the binary alloy phase diagrams of single-metal catalysts consist of simple eutectics with the stable eutectic temperatures $T_{\text{eq}}(\text{C-Ni}) = 1326.5^\circ$C and $T_{\text{eq}}(\text{C-Co}) = 1320^\circ$C, and a very limited solubility of the metals in the graphitic carbon phase. Nevertheless, there exist strong indications that small catalytical particles involved in the SWNT synthesis are molten even at temperatures far below the equilibrium eutectic one of the corresponding metal-carbon alloy. First, a reduction of the melting temperature in small metal particles becomes significant at $r < 10$ nm. The particles of this size are most common in the SWNT-containing soot found in the experiments. Secondly, the reduction of the melting temperature in an ideal solution is roughly proportional to the mole fraction of the solute. The molten nickel particles 10-50 nm in size moving on the surface of amorphous carbon and leaving the graphitic track behind have been observed in Refs. 30-33 at unusually low temperatures in the range of 600 - 950°C (Fig.4).

![Fig.4. Observation of a liquefied Ni particle moving on the surface of amorphous carbon and leaving the graphitic track behind. The 5x magnified insert shows a fragment of the track with graphitic cage walls having a characteristic layer spacing of 0.335 nm. The photo was taken ca. 10 min after rising the temperature of the TEM sample holder to 800°C.](image)

The encaging and shrinkage of catalytic particles in the soot synthesized at high temperatures (Fig. 2) correlates well with the hypothesis of their molten origin followed by the massive precipitation of the excess carbon upon solidification (cf. Ref.16). By comparing the material amounts in the metal core and the outer carbon shells, one can deduce that the initial carbon concentration in the molten particle was about 50 at.%, same as was estimated in [32]. To compare, a stable 50 at.% concentration in the carbon-nickel melt can be reached first at a temperature well above 3000°C. The dense graphitic cage prevents the further feeding of the amorphous carbon, thus making the particle catalytically inactive.

Mechanism of SWNT nucleation. It follows from the above consideration that the liquefaction of the catalyst particles is the important condition for the SWNT nucleation. In the case of solid catalyst particles, only filamentary carbon structures are known to grow with a rate of up to few tens of nm/s decreasing regularly with increasing particle size [34]. Graphene layers in these carbon structures always nucleate in a parallel direction with any suitable face of the catalyst particles. Consequently, graphitic nanofibers with different crystallographic constitution - tubular, herringbone, or even perpendicularly oriented to the growth axis- can be synthesized depending on the crystallographic orientation of the catalyst particle in respect to fiber axis [9, 10, 35].
Alteration of the carbon precipitation mode with the melting of the catalyst particles is possibly associated with the fact that the higher is the content of C in the melt, the worse is the wetting of graphite by the liquid (Fe, Ni, or Co)-C alloys. At the solubility limit corresponding to the given experiment temperature, the melt does not wet graphite at all [29]. As a consequence, the precipitation of carbon from a strongly supersaturated melt in a form of graphene layers parallel to the surface (as is the case in MWNT synthesis) is no more energetically favorable. To reduce the contact surface as much as possible, the precipitating graphene layers will tend to orient themselves perpendicular to the melt surface. According to the negative surface energy balance in the ’system graphite on the supersaturated metal-carbon melt’, any local defect of the graphene sheet can cause development of a protrusion followed by nucleation of a nanotube through the mechanism proposed in [14]. Similar mechanism of SWNT nucleation has been proposed in [37], where the SWNT nucleation has been postulated to take place through some molecular oscillations of the precipitated graphitic monolayer on the surface of molten supersaturated metal-carbon droplets.

Therefore, the SWNT growth in the physical synthesis techniques can be considered as a solid-liquid-solid process catalyzed by small nanometer-size metal particles. The natural lower size limitation of the catalyst particles is a single SWNT diameter of about 1.3 nm for the standard synthesis conditions. The observed experimental dependencies reflect the complex interaction of a number of competing processes accompanying the SWNT growth. Generally, it should be noted that the proposed solid-liquid-solid mechanism of the SWNT formation does not seem to be unique to the pulsed laser-oven technique. Critical inspection of the literature data shows that it might also be active in the other PVD (cw-laser, solar furnace, arc-discharge) techniques. The role of the oversaturated fluidized dissolved carbon containing Co particles in carbon nanotube formation through catalytical CO disproportionatization has been also considered in [17].

4. CONCLUSIONS

Qualitative consideration of the experimental data on the SWNT yield optimization in a pulsed laser evaporation technique provides a non-contradictory solid-liquid-solid mechanism of the SWNT formation based on the liquid phase graphitization of imperfect (amorphous) forms of carbon. The mechanism consists of the following steps: (1) rapid condensation of the carbon vapor in the form of amorphous carbon and metal catalyst particles; (2) melting of small catalyst metal particles in contact with the amorphous carbon due to its enlarged solubility; (3) the enlarged diffusivity of carbon atoms in the molten metal causes its rapid precipitation in a graphitic form; (4) large contact angle between the supersaturated melt and graphitic carbon prevents orientation of the graphene sheets along the particle's surface and they tend to orient perpendicularly; (5) rolling of the graphene sheets into small tubes is a way to reduce the extra free energy associated with the graphene sheet edges. The proposed mechanism should play a role in the other physical and chemical methods of the SWNT synthesis.

The work was supported by the European Commission (Project IST-10593 SATURN), BMBF (Project 13N7575), DFG (Project PO 392/10-1), SMWK (Project 4-7531.50-03-823-98).
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ABSTRACT

In the present communication we consider theoretically the effect of a single UV USLP and two successive UV USLPs on absorbing dielectrics near ablation threshold within the framework of a surface evaporation model and bulk photothermal models, which apply to polymer-like materials.

In the case of pair-pulse ablation we investigate the dependence of the ablated depth on the delay time between USLPs (delay curve). We show that this curve is formed in two possible regimes. It is shown that these regimes influence the shape of the delay curve. We argue that these regimes are the same for the bulk model as well. It means that it is difficult to distinguish between the models investigating only this curve.

We consider possible pump-probe experiment where USLP with the fluence somewhat higher than the ablation threshold is employed as a pump, whereas probe radiation allows to determine the delay time between pump pulse and the start of ablation.

We show that combining the experimental data on determination of delay curve in pair-pulse experiment and the above pump-probe single ablation allows determination of an appropriate model. The results of theoretical modeling are compared with the existing data on time-resolved UV USLP laser ablation experiments.

Keywords: ultra-short laser pulses, bulk model, pump-probe, UV, polymers, modeling

1. INTRODUCTION

Polymeric materials are constituted by long macromolecules consisting of sequences of molecular groups (monomers) of the same nature. The main feature of polymeric materials is the hierarchy of bonds between molecular groups. There are 'strong', covalent bonds connecting neighbor molecular groups of the same chain and 'weak' molecular bonds between neighbor groups which belong to different polymer chains. This feature is taken into account in so-called bulk model of laser ablation of polymers derived in 1-3. In this model ablation of organic polymers is described on the basis of photothermal bond breaking within the bulk of material (random chain breaking). We also consider the surface photothermal model which was investigated in 4 for metals. These models were applied for modeling of laser ablation of polymers by nanosecond pulses and gave good results on the prediction of ablation kinetics 5.3-3.5.

We focus our attention on the ablation with relatively short, namely, subpicosecond or Ultra Short Laser Pulses (USLP). We consider features of single-pulse and pair-pulse ablation by USLP with variable delay between pulses. It is perceived now that the threshold of USLP ablation of transparent dielectrics coincides with the onset of avalanche or multiphoton ionization 6. It is not so evident for highly absorbing dielectrics. The ablation threshold fluence can be smaller than that needed for avalanche or step-wise ionization development. In the case of pair-pulse ablation we investigate the dependence of the ablated depth on the delay time between USLPs (delay curve \( h(t_d) \)). We show that this curve is formed in two possible regimes. These regimes were studied comprehensively in 7-8 for the surface photothermal model. It is shown that these regimes influence the shape of the delay curve, whereas the characteristic time scale is governed by the thermal relaxation time. In the present communication we argue that these regimes are the same for the bulk model as well.

Considering single-shot USLP ablation we show that within the bulk photothermal model, in contrast to the surface photothermal one, maximum of ablation velocity does not correspond to the maximum of surface temperature. We obtain that the start of ablation for bulk model has a delay in comparison with the start of ablation for surface model. From this point of view, we consider possible pump-probe experiment where USLP with the fluence somewhat higher than the ablation threshold is employed as a pump, whereas probe radiation allows to determine the delay time between pump pulse and the start of ablation.

---
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threshold is employed as a pump, whereas probe radiation allows to determine the delay time between pump pulse and the start of ablation.

2. MODELS

We consider a one dimensional case. The laser beam propagates in the z-direction and interacts with the surface of material. The ablated surface is placed within the plane \( z=0 \). We consider two models for description of USLP ablation of polymers: surface photothermal model and bulk photothermal model \(^3\).

![Diagram of laser radiation and ablation](image)

The set of equations consists of ablation front velocity equations, heat diffusion equation and boundary conditions, and equations for the material response.

**Photothermal surface model:**

\[
V_{abl} = V_0 \exp\left(-\frac{E_a}{k_B T_s}\right)
\]

(1)

Here \( T_s = T(0,t) \) is the value of the temperature at the surface, \( E_a \) is the activation energy of removal of molecule (atom) from the surface, and \( V_0 \) is of the order of sound velocity, \( k_B \) being the Boltzmann constant.

\[
\frac{\partial T}{\partial t} = V \frac{\partial T}{\partial z} + \frac{1}{\rho c_p(T)} \frac{\partial}{\partial z} \left( \kappa(T) \frac{\partial T}{\partial z} \right) + Q
\]

(2)

Here \( T \) is the temperature, \( \rho \) is the density, \( c_p(T) \) is the specific heat, \( \kappa(T) \) is the thermoconductivity, the source term \( Q \) in (2) describes heating of material due to absorption of laser radiation. Equation (2) is written in a coordinate system moving with the ablation velocity \( V = V_{abl} \) and fixed with the ablation front.

We use the boundary conditions in a simplified form:

\[
\kappa(T) \left. \frac{\partial T}{\partial z} \right|_{z=0} = \rho \Delta H V \quad \text{and} \quad T_{|z \to \infty} = T_0
\]

(3)

\( \Delta H \) is the surface sublimation enthalpy.

**Photothermal bulk model.**

Within the bulk model, laser ablation proceeds through bulk reaction which results in creation of broken bonds. In what follows we consider the single-step thermally activated reaction with the kinetics equation for the fraction of broken bonds:

\[
\frac{\partial N}{\partial t} = V \frac{\partial N}{\partial z} + (1 - N) k_0 \exp\left(-\frac{E_b}{k_B T}\right) \exp\left(-\frac{E_b}{k_B T}\right)
\]

(4)

Here \( k_0 \) is a constant. Within the bulk model equation (2) is also valid but the source term \( Q \) contains, additionally to the surface model, the term accounting for the thermal effect of the chemical reaction.
The boundary conditions at infinity: \( N_{z \to \infty} = 0 \) (5)

The expression for ablation front velocity yields \(^3\):

\[
V_{abl} = V_{0m} \exp(-\frac{E_m}{k_B N_s T_s})
\]

\( E_m \) is the energy of weak bonds per 'monomer', \( N_s = N(0,t) \).

Within the approach we employ the equation for ablation velocity (6) together with the boundary condition:

\[
\kappa(T) \frac{\partial T}{\partial z}_{|z=0} = \rho \frac{\Delta H_m}{N_s} V
\]

(7)

\( \Delta H_m \) is the enthalpy of evaporation of fragments (weak bonds).

The intensity distribution within the material \( I(z, t) \) is governed by the equation:

\[
\frac{\partial I}{\partial z} = -\alpha I \quad \alpha = \sigma_{12}(n_1 - n_2) + \sigma_{23}n_2
\]

(8)

The rate equations of the populations of the energy levels in a medium represented by the three-level model shown in Fig. 1, are as follows:

\[
\frac{\partial n_1}{\partial t} = V \frac{\partial n_1}{\partial z} - \frac{\sigma_{12}}{\eta \omega} I(n_1 - n_2) + \frac{n_2}{t_{21}}
\]

(9)

\[
\frac{\partial n_2}{\partial t} = V \frac{\partial n_2}{\partial z} + \frac{\sigma_{12}}{\eta \omega} I(n_1 - n_2) - \frac{\sigma_{23}}{\eta \omega} In_2 \frac{n_2}{t_{21}} + \frac{n_3}{t_{32}}
\]

(10)

\( n_1 + n_2 + n_3 = n_0 \)

Equations (9) and (10) ignore stimulated emission as a result of transitions between the second and third levels. As it was discussed in \(^8\), this model of medium response allows fitting experimental data on pair-pulse ablation of Polyimide.

The heat source term in equation (2) should be overwritten as follows:

- for surface photothermal model:

\[
Q = \frac{\eta \omega}{\rho c_p(T)} \left( \frac{n_2}{t_{21}} + \frac{n_3}{t_{32}} \right)
\]

(11)

- for bulk photothermal model:

\[
Q = \frac{\eta \omega}{\rho c_p(T)} \left( \frac{n_2}{t_{21}} + \frac{n_3}{t_{32}} \right) - \frac{\eta \omega}{c_p \rho} \frac{L(1 - N)k_0 \exp(-E_b/k_B T)}{k_B T}
\]

(12)
The above set of equations were used to investigate laser ablation kinetics and dynamics by means of numerical modeling. The parameters used in calculations are shown in Table 1. The results of theoretical modeling are compared with the existing data on time-resolved UV USLP laser ablation experiments (ablation of Polyimide by pair UV USLP at the wavelength of a KrF laser).

Table 1. The parameters of models and material used in calculations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Surface photothermal model</th>
<th>Bulk photothermal model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation energy (surface)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_{a}$, eV</td>
<td>1.5</td>
<td>0.7</td>
</tr>
<tr>
<td>$E_{m}$, eV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface sublimation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>enthalpy $\Delta H$, J/g</td>
<td>900</td>
<td>500</td>
</tr>
<tr>
<td>Surface pre-exponential</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_{0}$, cm/s</td>
<td>$3 \times 10^{6}$</td>
<td>$1.1 \times 10^{5}$</td>
</tr>
<tr>
<td>$V_{0m}$, cm/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volumetric activation energy $E_{b}$, eV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume pre-exponential</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{0}$, s$^{-1}$</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Volumetric reaction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>enthalpy $L$, J/cm$^3$</td>
<td>3.57 $10^{12}$</td>
<td>2000</td>
</tr>
<tr>
<td>Ambient temperature $T_0$, K</td>
<td>300</td>
<td>300</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL Kapton$^\text{TM}$ H 248 nm</td>
<td>1.42</td>
</tr>
<tr>
<td>Density $\rho$, g/cm$^3$</td>
<td>2.55-1.59 exp((T-$T_0$)/460)</td>
</tr>
<tr>
<td>Specific heat $c_p$, J/g K</td>
<td>1.55 $10^{-3}$($T/T_0$)$^{0.38}$</td>
</tr>
<tr>
<td>Thermal conductivity $\kappa$, W/cm K</td>
<td>0.1</td>
</tr>
<tr>
<td>Reflection coefficient $R$</td>
<td>3.2 $10^3$</td>
</tr>
<tr>
<td>Absorption coefficient $\alpha$, cm K</td>
<td>30</td>
</tr>
<tr>
<td>Relaxation times of excited states</td>
<td>70</td>
</tr>
<tr>
<td>$t_{121}$, ps</td>
<td></td>
</tr>
<tr>
<td>$t_{122}$, ps</td>
<td></td>
</tr>
<tr>
<td>Parameter $s=\sigma_{33}/\sigma_{11}$</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 1. Scheme of electronic structure of chromophores, $n_1$, $n_2$, and $n_3$ are populations of the levels; $n_0$ is the number density of chromophores in the medium; $\sigma_{ij}$ are the cross sections of the transitions; $t_{21}, t_{32}$ are the nonradiative relaxation times of electronically excited states.
3. RESULTS AND DISCUSSION

3.1. Pair-pulse ablation.

We consider the process of forming of shape of delay curve in pair-pulse ablation qualitatively. The energy distribution in a medium can be illustrated by the temperature distributions (Fig.2) created by the action of one pulse (zero delay between the pulses) or by two pulses with a delay exceeding the electronic relaxation time in the medium. These distributions are characterized by two important parameters: the characteristic spatial scale of the heated region and the surface temperature. The region heated by one pulse is larger than that produced by the action of two pulses, but the surface temperature is lower.

One can ask in which of these two cases the thickness of the ablated layer will be greater? The answer to this question is not a priori evident. Ablation by ultrashort pulses is determined by the competition between two processes: the conduction of heat and the motion of the ablation front.

If the ablation is fast, the thermal conductivity can be ignored and the result is removal of the heated region as a whole. If the ablation is slow, then during the heat conduction time only a small proportion of the region heated by radiation is removed. It seems natural to consider two regimes of laser ablation by ultrashort pulses:

- *the regime with a characteristic heating scale*, when the thickness of the removed layer is governed by the thickness of the heated region of the material; this is the case of fast motion of the ablation front, compared with the heat conduction process;

- *the regime with insufficient heating*, when the thickness of the removed layer is governed by the surface temperature; this is the case of slow motion of the ablation front, compared with the loss of heat from the absorption region.

We showed that experimental data on 500fs KrF laser ablation of polymide can be described as the *insufficient heating regime* with induced bleaching. It is quite evident that for bulk photothermal model we will have the same possible regimes as for the surface model. It is demonstrated in Fig. 3 where the mentioned above experimental data on pair pulse ablation are fitted both by surface photothermal model and by bulk photothermal model. It should be emphasized that the fitting parameters employed are the same as for nanosecond pulses. It means that using only data on delay curve it is difficult to distinguish between the models. Really, the delay curve provides the information on the difference in temperature distribution depending on delay time between USLPs because ablation starts after the establishment of the temperature distribution. These differences in temperature distribution are governed by the material response (transient bleaching or darkening). It should be noted that a lot of relaxation times can be involved in transient response of the material. It is very important, however, that delay curve allows determination of thermal relaxation time which actually determines the establishment of the temperature distribution. The delay curve is less sensitive to the model of ablation.

![Fig. 2. The dependencies of the temperature on the coordinate directed into the material, calculated for $t_{2f} \ll t < t_f$ and without moving interface ($t_f$ - the characteristic heat conduction time).](image)

![Fig. 3. The comparison of calculated dependences $h(t_d)$ with experimental data for various ablation models. Single pulse fluence consists of $F_p=25 \text{ mJ/cm}^2$.](image)
contrast, $C$, of the delay curve $h(t_d)$ that is the ratio $C = \frac{h(t_d^{\text{max}}) - h(0)}{h(t_d^{\text{max}})}$. It is shown in Fig. 5 that the contrast monotonically decreased with increasing single pulse for both considered models. It is seen, however, that a decrease in the single pulse fluence leads to a sharp increase in the contrast of the delay curve in the case of bulk model, this dependence being more smooth for the surface model. The low precision of measurement of delay curve contrast nearest the ablation threshold does not permit to distinguish between these models using pair pulse experiments. Thus, we should recognize that there is no significant difference between the models with respect to the pair pulse ablation experiments.

![Fig. 4](image1.png) ![Fig. 5](image2.png)

**Fig. 4.** The dependences of the ablated thickness $h(t_d)$ on the delay time between two ultrashort pulses for various ablation models and pulse fluences.

**Fig. 5.** The dependences of contrast $C$ of delay curve on single pulse fluence for surface photothermal model and bulk photothermal model.

### 3.2. Ablation by ultrashort single-pulse.

As a rule the integral parameters of laser ablation were investigated, for example, ablated thickness versus laser fluence. The study of this kinetics curve did not permit to determine model of laser ablation of polymer materials. Fig. 6 exhibits kinetics of the single-pulse USLP ablation. The characteristic features are as follows:

- The bulk ablation starts sharply when fluence approaches the threshold value, whereas the surface ablation exhibits the Arrhenius law near ablation threshold.
- After the threshold the kinetics curve is almost linear in the case of surface model and follows more or less square root law investigated in $^2$.

![Fig. 6](image3.png)

**Fig. 6.** Ablated depth versus single pulse fluence for two ablation models.

Despite the mentioned above differences, the kinetics curves are too close to each other to be reliably distinguished in experiment. We show that single pulse ablation dynamics permits to distinguish between the two considered models.

In contrast to kinetics curves, the dynamics of laser ablation in both considered cases differ essentially. It is seen from
Fig. 7a that the maximum of ablation velocity for the surface model coincides with the maximum of surface temperature but does not coincide for the bulk model. The start of ablation for the bulk photothermal model is determined not only by surface temperature but also by the density of broken bonds (Fig. 7b). The start of ablation for the surface model is governed by thermal relaxation time. As far as the bulk model is concerned the start of ablation in this case is not governed by thermal relaxation time but rather by the time of thermally activated chemical reaction. The delay time of the start of ablation after the laser pulse for these models is quantitatively different (Fig. 7a). It is a significant feature for the USLP ablation.

Fig. 7. The dynamics of laser ablation under the effect of single 500 fs laser pulse with fluence $F_p=50$ mJ/cm$^2$ for two ablation models. (a) Ablation front velocity and surface temperature versus time. (b) Ablation front velocity, surface temperature and fraction of broken bonds versus time (bulk model).

Fig. 8. The dependences of delay time of start of ablation versus pulse fluence for various ablation models and criterions of start of ablation.

We can distinguish between these models using measurements of this time. Based on our investigation we suggest the scheme of experiments for determination of model which really describes the laser ablation of given polymeric materials. The thermal relaxation time can be estimated using the pair-pulse experiments $^9$. The moment of the start of ablation can be determined by another pump-probe experiment either when the ablation velocity or ablated depth exceeds given level. Fig. 8 shows the dependence of the delay time between the laser pulse and the start of ablation on the laser fluence predicted by both the surface and bulk photothermal models. It is seen that near ablation threshold the differences in delay time predicted by different models are significant and can be experimentally distinguished using, e.g. $^{10}$ method. If the time of the start of ablation corresponds to thermal relaxation time then the surface photothermal model is the appropriate model. The other case it is more appropriate to use the bulk photothermal model.
CONCLUSIONS

Two different regimes of laser ablation should be considered to interpret the shape of delay curve for surface photothermal model. These regimes are also relevant to the bulk photothermal model (insufficient heating regime and characteristic scale regime).

The experimental delay curve of pair-pulse ablation of Polyimide can be fitted using surface and bulk photothermal models. The insufficient heating regime near ablation threshold is more reliable.

Our USLP investigation shows that the start of ablation corresponds to the time of thermal relaxation for the surface photothermal model, whereas for the bulk photothermal model it is determined by an absolutely different time which is not connected with the thermal relaxation. This time is the time of thermally activated chemical reaction. This difference allows to decide which model is more appropriate for description of laser ablation of a polymer.

The pair-pulse experiments do not allow to determine an appropriate model of laser ablation of polymeric materials. It is suggested that combining pair-pulse experiment and the detection of the start of ablation with probe radiation allows determination of an appropriate model (surface or bulk).

REFERENCES

Laser ablation of the thin film by thermal tension

E.A. Shakhno
Laser Applications Engineering and Applied Ecology Department,
St. Petersburg Federal Institute of Fine Mechanics (Technical University)
14 Sablinskaya str., 197101, St. Petersburg, Russia
E-mail: veiko@lastech.ifmo.ru
Phone/Fax: +7 812 2333 406

ABSTRACT
The process of laser ablation of the thin film in solid or liquid phase in the before-evaporation regime is considered. The physical model of film ablation caused by thermal tension, occurring in the film by its fast laser heating, is proposed. The dependence of velocity of film fragment movement from the substrate surface on laser intensity is defined. The proposed conception of laser film ablation is used to explain the phenomenon of film degradation. The obtained results are in a good agreement with known experimental data.

Keywords: thermal enlargement, compression energy, melting.

1. INTRODUCTION
Laser pulse ablation of thin films is one of the main physical processes occurring by the local laser removal and transfer of films, used by laser technologies of film topology formation\(^1\). Investigation of physical mechanisms and regularities of film ablation is also necessary for prognosis of radiation resistance of covers of optical details. Thin film ablation can occur as by its evaporation, as in solid or liquid phase in the before-evaporation regime. Physical mechanisms of film ablation in the evaporation regime are sufficiently investigated in the main (for instance\(^2\)). Ablation of thin films in solid and liquid phase by the action of \(10^{-8}\) s excimer laser pulses has been experimentally investigated\(^3\). Velocity of film fragment movement from the substrate depending on laser intensity was measured. The main features of before-evaporation ablation of W film turned to be the following. Film ablation begins by intensity value \(I = 50 \text{ mJ/cm}^2\), which is much less than the threshold of melting beginning. Velocity of film fragment movement increases by intensity increasing up to value \(I = 300 \text{ mJ/cm}^2\) (which is the intervening value between the thresholds of film melting and evaporation). By larger intensity values, velocity of film fragment movement decreases by intensity increasing. Such peculiarities of the dependence of the film fragment velocity on laser intensity cannot be explained within the boundaries of the present conception of film ablation in solid and liquid phase.

2. THE MAIN REGULARITIES AND REGIMES OF BEFORE-EVAPORATION FILM ABLATION
Preliminary quantitative analysis of the possible causes of before-evaporation tearing-off of the film\(^2\) shows, that the main cause of film fragment movement is its exfoliation by thermal enlargement (the maximum value of film fragment velocity by this cause is hundred and more times larger than by other causes). By this, elimination of film adhesion, preceding film fragment movement, can be caused by another reason. The most probable cause of elimination of adhesion of refractory films like W is substrate gasification.

The physical mechanism of film ablation and movement of its fragments from the substrate surface by the action of the laser pulse with energy, that is not sufficient for film evaporation, seems to be following. The absorbing film at the transparent substrate is heating in the irradiated zone. Heat partially transfers to the substrate, its gasification begins, if its temperature at the interface is larger than the temperature of gasification \(T_g\). In result, film adhesion eliminates and film ablation in the solid phase becomes possible, if absorbed intensity is larger, then the threshold value \(I_g\). By laser heating of the film, it enlarges. As the irradiated part of the film lies plane at the substrate interface and is fastened at the boundaries, its size changing is absent and thermal enlargement is transformed to thermal tension, which value is

\[
\sigma = E \alpha T
\]

\(E\) is elasticity module, \(\alpha\) is linear expansion thermal coefficient, \(T\) is film temperature increasing from its initial value.
Density of the compression energy to volume unit is

\[ Q = \frac{\sigma^2}{2E} = \frac{E}{2} (\alpha T)^2 \]  

(2)

It transforms to the kinetic energy of film fragment movement from the substrate surface. By this the following regimes of film ablation in solid or liquid phase are possible:

1. Laser intensity \( \varepsilon \) is larger than the threshold of adhesion elimination \( \varepsilon_0 \) and such, that the film temperature \( T \) does not reach the value of melting temperature \( T_m \) during the laser pulse action and the compression energy and correspondingly the film fragment velocity \( V \) are enough small. By this, the complete tearing-off of the film fragment, occurring by its transfer to the distance, that is about film thickness \( h \), happens after laser pulse finishing, i.e. \[ \int_0^T V dt < h. \] In this case, compression energy increases during the whole pulse. The maximum value of fragment velocity corresponds to the pulse finishing.

2. By intensity increasing (film temperature is less than its melting temperature \( T_m \), as in the first regime), fragment velocity increases and it transfers at the distance \( h \) in time \( t_s \), which is less, than pulse duration, i.e. \[ \int_0^T V dt > h. \] By this, film fragment velocity reaches its maximum value at the moment \( t_s \) (\( t_s < \tau \)).

3. Laser intensity is larger, than the threshold of film melting beginning, but the time of complete separation of the film fragment \( t_s \), is less, than the time of its heating to the melting temperature \( t_{H} \). By this, film separation occurs when it is solid yet, and melting begins after it. Therefore, regularities of film ablation in this regime and the previous one are the same.

4. By intensity increasing, film melting begins before it transfers to the distance \( h \) (i.e. \( t_H < t_s \)). By this, two processes take place additionally:

- film enlargement due to increasing of its volume by melting, that is analogous to thermal enlargement and causes increasing of the compression energy and film fragment velocity;
- melted regions sizes decreasing due to melt transfer under the action of compression tension, causing decreasing of the compression energy and film fragment velocity.

Film fragment velocity is defined by the combined action of the mentioned factors in the moment of complete separation \( t_s \).

All the considered before-evaporation regimes of film ablation are present in the case of refractory films such as \( W \), which thickness is about \( 10^{-7} \) m. For films with lower melting temperature or larger thickness, some of the considered regimes can be absent.

Film ablation in these regimes is investigated in detail below. Thermal transfer from the film to the substrate is not taken into account, as it is considerable only before elimination of adhesion and therefore it does not influence the main regularities of the process.

3. FILM ABLATION WITHOUT MELTING BEFORE SEPARATION OF THE FILM FRAGMENT

Let us consider simultaneously two possible extreme cases of film ablation: when adhesion is eliminated only due to compression energy and only for some another reason, for instance due to substrate surface layer gasification. After adhesion elimination, the film compression energy is transformed to kinetic energy

\[ Q = \frac{\rho V^2}{2} + Q_0 \]  

(3)
Qo is energy of adhesion elimination per film volume unit (it is zero in the second case). One can define the velocity of fragment movement in the both cases for the 1st, 2nd and 3rd regimes, taking into account the dependence of the film temperature on laser intensity \( T = \varepsilon_0 / \rho ch \) (\( \rho \) is film density, \( c \) is film heat capacity). The results of calculation are given in Table 1.

<table>
<thead>
<tr>
<th>Regime</th>
<th>Regime I</th>
<th>Regime II III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adhesion elimination due to compression energy</td>
<td>( v = \sqrt{\frac{E}{\rho \rho ch}} ) ( \frac{\alpha e}{\epsilon} )</td>
<td>( v = \sqrt{\frac{E}{\rho \rho ch}} \left( \frac{\rho 8pch^2 \varepsilon}{\sqrt{\frac{E}{\alpha e_0^2 \tau}}} + 1 + 1 \right) )</td>
</tr>
<tr>
<td>Compression energy is not spent for adhesion elimination</td>
<td>( v = \sqrt{\frac{E}{\rho \rho ch}} \left( 1 - \left( \frac{\varepsilon_0}{\varepsilon} \right)^2 \right) )</td>
<td>( \varepsilon = \frac{\varepsilon_0 v}{2h} \left( \sqrt{\frac{\rho p ch v^2}{\frac{E}{\alpha e_0}}} + 1 - 1 \right) )</td>
</tr>
</tbody>
</table>

Calculated values of the threshold intensities separating the regimes are given in Table 2.

<table>
<thead>
<tr>
<th>Between the I and II regimes, ( \varepsilon_1 )</th>
<th>Between the III and IV regimes, ( \varepsilon_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adhesion elimination due to compression energy</td>
<td>( \varepsilon_1 = \varepsilon_0 + \frac{2h}{\tau} \sqrt{\frac{\rho \rho ch}{E \alpha}} )</td>
</tr>
<tr>
<td>Compression energy is not spent for adhesion elimination</td>
<td>( \frac{\varepsilon_1 / \varepsilon_0}{(\varepsilon_1 / \varepsilon_0 - 1)\left((\varepsilon_1 / \varepsilon_0)^2 - 1\right)} = \frac{\tau}{2h} \sqrt{\frac{E \alpha e_0}{\rho \rho ch}} )</td>
</tr>
</tbody>
</table>

4. ABLATION OF THE MELTING FILM

The film fragment begins to melt during its movement before complete separation in the IV regime. Its velocity depending on laser intensity can be estimated by the following way. Let us look through the change of the film tension caused by film enlargement by its melting and by melt transfer by the action of compression tension. There will be considered the one-dimensional case (if irradiated zone at the film surface has a form of a long strip).

Let melting begins in one or several “hot points”, forming one or several melting regions in the irradiated zone of the film. We shall consider, that the melted region has initially thickness \( h \) and half-width \( l_{h_o} = h \), and then width of the melted region increases by absorbing laser energy increasing. The work of the compression tension can be defined as following:

\[
dA = 2oh Ud t
\]  

\( U \) is speed of movement of the melted region boundary by the action of compression tension \( \sigma \). On the other hand, compression tension causes change of the kinetic energy in the melt. Neglecting of melt viscosity:

\[
dA = \frac{d}{2} \left( \frac{2oh Ud t}{2} \right)
\]  
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is half-width of the melting region, \( \sqrt{U_1} \) is squared mean of the melt speed at the melted region width. One can obtain it, considering melt speed be linear at the coordinate: \( \sqrt{U_1} = \frac{1}{\sqrt{3}} \int_0^1 U_1^2 \, dx = \frac{U}{\sqrt{3}}. \)

The following differential equation is obtained from (4) and (5):

\[
\frac{dU}{dt} = \frac{3\sigma}{\rho}
\]  

(6)

The half-width of the melt region \( l \) decreases due to melt transfer and increases due to melting of solid material, adjoining the melted region:

\[
\frac{dl}{dt} = V_m - U
\]  

(7)

The initial conditions to equations (6), (7): \( l = h, \, U = 0 \) by \( t = 0 \). \( V_m = \frac{L}{2n(t - t_H)} \gamma(t) \) is speed of the melt boundary transfer by melting without considereing of melt transfer, \( L \) is the whole width of the irradiated zone of the film, \( t_H = \frac{e_m - e_H}{\varepsilon} \) is the time of melting beginning, \( n \) is number of "hot points" at the distance \( L \), \( \gamma(t) = \frac{t}{t - t_H} = \frac{e}{e_m - e_H} \) is ratio of mass of the melted part of the film to whole mass of the film in the irradiated zone at the moment \( t \), which is calculated from melting beginning, \( e_m = \rho c h T_m, \, e_m = \rho c h T_m + \rho h L_m, \, L_m \) is specific melting heat.

The differential equation of change of the half-width of the melted region due to compression action \( \Delta = \int_0^t Ud\tau \) one can obtain, integrating the equation (7) and using (6). Value of \( \Delta \) is connected with compression tension by correlation:

\[
\sigma = E \left( \alpha T_m + \delta l \gamma(t) - \frac{\Delta}{L} \right)
\]  

(8)

\( \delta l \) is specific linear enlargement of the material by its melting.

So, the differential equation for change of the compression tension \( \sigma \) is:

\[
\sigma = E \left( \frac{\alpha T_m \cdot h}{L} - \varepsilon \right) \frac{\varepsilon}{e_m - e_H} \left( \frac{\delta l}{2n} - \frac{t}{\tau} \right) = -\frac{3E}{pL^2} \sigma
\]  

(9)

The initial conditions: \( t = 0, \, \sigma = E \alpha T_m, \, \sigma_i = \frac{\delta l}{\tau} \frac{\varepsilon}{e_m - e_H} \). As film melt stops after pulse finishing, \( \delta l = \delta l \) by \( t \leq \tau - t_H \). Velocity of film fragment movement is defined from the equation (9) as \( V = \frac{\sigma(t = t_f)}{\sqrt{E \rho}} \).

The film fragment velocity was defined from equation (9) by using a numerical method for \( 10^{-7} \) m W film irradiated by \( 10^{-7} \) s laser pulse. It was shown, that velocity of the film fragment considerably depends on the number of melting regions, i.e. on spatial distribution of laser intensity. Velocity of the film fragment \( V \) on laser intensity \( \varepsilon \), \( (\varepsilon = e/R), \, R \) is film reflectivity for 193 nm excimer laser, calculated for W film \( (h = 10^{-7} \) m) in all considered regimes is given in Fig. 1. The obtained results are in a good agreement with known experimental data.
Fig. 1. The dependence of velocity of fragment of W film \((h = 10^{-7} \text{ m}, \tau = 10^{-4} \text{ s})\) on laser intensity

- --- elimination of adhesion occurs due to compression energy,
- ------ elimination of adhesion occurs due to other factors

\[ x \] experimental data\(^3\).

5. FILM DEGRADATION

The considered conception of before-threshold ablation of the film under the action of thermal tension can be used for explanation of the phenomenon of film degradation, i.e. film destruction under the action of many laser pulses, each of them possesses intensity many times less than ablation threshold intensity. Density of compression energy to volume is given by (2). Threshold intensity value \(\varepsilon_0\) defines the density of compression energy, by which adhesion eliminates in the whole irradiated zone:

\[
Q_o = \frac{E}{2} \left( \frac{AE}{\rho c h} \right)^2
\]  

(10)

By the action of a series of \(N\) pulses, with intensity each of them \(\varepsilon < \varepsilon_0\), the partial adhesion change occurs, it is proportional to \(Q(\varepsilon)\). In the intervals between the pulses its value decreases due to relaxation. So, adhesion decreases from pulse to pulse, until film ablates after some \(N\)-th pulse:

\[
Q_o = N \frac{E}{2} \left( \frac{AE}{\rho c h} \right)^2 - \frac{q}{h} (N - 1)
\]  

(11)

\(q\) is relaxation energy per surface unit. One can obtain the dependence of the number of pulses, that is necessary for ablation, on intensity of a single pulse, equating (10) and (11):

\[
N = \frac{\varepsilon_0^2 - \varepsilon^2}{\varepsilon^2 - \varepsilon_*^2}
\]  

(12)

\(\varepsilon_* = \sqrt{\frac{2qh}{E\alpha \rho c}}\) is some value, connected with relaxation.
The dependence (12) is in a good agreement with known experimental data. The calculated curve, in which value of $E_*$ is taken from experimental data, are shown in Fig. 2. The dependence of $\varepsilon_*$ on film thickness $h$ also is confirmed: experimental data for Cr films, which thicknesses are $h_1 = 210$ nm and $h_2 = 105$ nm, give value $\varepsilon_*(h_1)/\varepsilon_*(h_2) = 1.6$. The calculated value is $\varepsilon_*(h_1)/\varepsilon_*(h_2) = 1.4$.

![Graph](image)

Fig. 2. The dependence of the number of pulses, that is necessary for film ablation in multipulse regime, on intensity of a single pulse.

- x experimental data.

6. CONCLUSIONS

The suggested conception of laser ablation of thin films in solid or liquid phase under the action of thermal tension let explain the peculiarities of film ablation in before–evaporation regimes and prognosticate the kinetic parameters of erosion products, defining the conditions of their condensation in the regime of film transfer. The suggested conception of film ablation is used for explanation of the phenomenon of film degradation and let prognosticate the radiation–resistive properties of film covers.
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Model of laser-induced ablation of solids
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ABSTRACT

The results of a complex study of the ablation of metals when they are acted on by radiation pulses 40-300 ns wide from neodinium laser are presented. Low-thresholds surface ablation has been detected in a number of metals at surface temperatures below the boiling point, before the instant plasma formation, with a burst of particles of the condensed disperse phase and the formation of microstructures with a characteristics size of 1-10μm. A description is given of the laser-induced ablation model, based on the purely thermal action of laser radiation and the natural inhomogeneity of solids. Keywords: Laser ablation, low-threshold, metastable states, pore, particle release.

1. INTRODUCTION

High power pulsed laser ablation has attracted attention in recent time because many types of technological processes are based on laser ablation. Under laser ablation in parallel with material vapour moving from surface the generation of particles of condensed disperse phase takes place. The nano and micron size particles are observed on the early stage of laser-target interaction under the action both high intensity short pulses [1,2] and quasi-continous pulses [3]. The primary mechanism of particles generation is not elucidate. At the present time some mechanisms of particles release are discussed and most of them associate with initiation and break-up of metastable states [4].

Process of high intensive evaporation of solids in noncritical region is certainly accompanied by the occurrence of super heated metastable states. The super heating are caused by recoil pressure lowering relative to saturated vapour pressure under surface temperature and also with the occurrence of temperature maximum in surface region of condensed matter. The magnitude of this maximum depends on the relation between the absorption depth and length of heat effect [5]. For strongly absorbing solids, metals for example, the subsurface maximum temperature is little and metastable state not manifest itself up to $T \approx 0.85 T_c$ [6]. Under the volume absorption of laser radiation the subsurface overheating may be as much as several hundred degree with the metastable state lifetime of hundred nanoseconds [7]. In this case probability of phase explosion significantly increases. Under the surface evaporation the subsurface volume explosion–like phase transition may be occurs on heterogeneous centers of boiling. As a heterogeneous centers the structure defects (vacancies, pores etc.), phase inclusions may offer.

In paper [8] the critical analysis of basic thermal mechanisms of particles release was carried out. The conclusion was made that explosion boiling due to homogeneous nucleation when superheating occurs and the surface temperature reaches the region of critical point remains a major mechanism of particulate release at high fluence.

At the same time experimental results of many investigators point of the fact that particle release at the early stage of exposure are recorded at moderate intensity of LR ($10^5$-$10^7$ W/cm$^2$), even under the action of quasi-continous laser pulses [3]. Furthermore the critical temperatures of most metals under investigation exceed the plasma formation thresholds and frequently compare will ionization potential of metal.

In papers [9,10] on laser action on metals the low-threshold ablation was discovered. The low-threshold ablation may occurs when at the moment of surface destruction the surface temperatures are below boiling point or sublimation point before the moment of plasma formation. It was established the destruction of materials is substantially determined by structural inhomogeneities of solids, generation and structural relaxation of different heterogeneities (pores, vacancies, gas and other inclusions) and due to exclusively thermal action of LR. In article [11] the similar low-energy laser ablation of high-temperature superconductors from solid state is observed, brought on by thermodecomposition of ceramic, gas release and cracks evolution. As shown in paper [12], under intense laser action on solids the defect formation process takes place. Concentration of defect (vacancies clusters, nanopores with diameter ~200Å run to $10^9 - 10^{10}$ cm$^{-3}$). For melted layers the
rapid solidification makes it possible to capture of high concentrations of vacancies, interstitials, pores. By this means, under the intensive action, structural defects not only vanish through the explosion, but occur.

2. EXPERIMENTAL

The investigations were carried in the atmospheric pressure and vacuum $P \sim 10^{-2}$ Torr. We used a neodium Q-swiected laser, generating monopulses of duration ~40ns and 300ns. The flat targets from aluminium A99, duralumin D16T, zinc, bismuth were used. The control over the surface state under the LR-action carried by measurements dynamic characteristics of the mirror, diffusion, scattering components of reflected LR, surface temperature and the pressure on the surface within the irradiation spot. The surface state before and after the action was studied by means of optical and scanning electron microscope, an X-rays analysis of the target surface was performed. Also the measurements of recoil pulse under the control of surface temperature in preplasma regimes were performed. We used the pendulum method and target with diameter ~4,5mm at irradiative spot diameter ~4mm. Studies on surface morphology and defect distributions showed that a main defects with density ~ $10^6 - 10^7$cm$^{-2}$ are the scratches and species of abrasive, implanting in a surface. The height of relief irregularities ~0,1-1µm with period ~10µm. Experiments in evaporation regimes was shown that local character of the surface damage is basically determined by nonuniform of LR power distribution rather than defect distribution. This is due to the fact that the defect density is sufficiently large. It was found that the surface temperature run as high as 3000 ~4000 K (fig.1) up to moment of plasma ignition in the wide range of laser pulse duration ($\tau_0=40$ns-1ms). The build-up of LR absorption in vapours starts under such temperature level. The transfer of practically transparent

---

Fig. 1. Target surface temperature at the moment of a sharp decrease in the mirror component of reflected LR (•-D16T, ■-Zn, ☐-Bi), maximum surface temperature (▲-D16T,x-Zn), surface temperature at the moment of plasma formation (O-D16T, -Zn) versus maximum LR power density.

Fig. 2. Irradiation spot on the copper surface. ($q_m=100$ MW/cm$^2$).

Fig. 3. The structure in laser affected spot on zinc surface ($q_m=40$MW/cm$^2$).
vapour to highly absorbing plasma takes place in a time $\sim 10^{-8}$s ($\tau = 40$ns) and $\sim 10^{-7}$s ($\tau = 300$ns) versus slope of the leading pulse edge.

The particle and desorbed gas release from surface and subsurface are correlated with the emergence of recoil pulse measuring $J \sim 10^{6}$N·s at laser pulse duration $\tau \sim 40$ns. This value agrees well with pulse surface pressure $P \sim 0.5$-1.0MPa at pulse pressure duration $\tau_p \sim 40$ns. The calculated contribution of surface adsorbed gases to recoil is less than 0.1 MPa.

Previously [9] we have set the explosion like destruction of a metal surface in times $\sim 10^{-8}$s under the action of a pulsed laser before the plasma ignition with the appearance of microparticles and microdefects on the surface with the size $\sim 1-10$μm (fig.2). For some materials it takes place at surface temperature below of the boiling point in the temperature range above $\sim 2000$K (fig.1). Only for Zn, the experiments show, the homogeneous volume boiling is probably realized (fig.3). The model of initial destruction of materials under the action of pulsed LR was developed. The destruction was demonstrated to can results from solid state when the porous gas pressure exceed the damage threshold of material and from melted state.

3. MODEL

Consider thermal and hydrodynamic processes in near-surface layer of melted metals on exposure to pulsed ($\tau = 10^{8}$-$10^{-8}$s) heating by LR ensemble of pores 0.02-1μm in diameter, gas filling of which occur due to the desorption of gas layers, covering the porous wall. The model involves Rayleigh equation, which connect the gas pressure changes with bubble diameter, and the energy equation for gas in bubble.

For materials with melt temperature $T_{\text{melt}} > 2000$K the pore structure explosion and particle release is quite possible in solid state. Under the laser-heating a subsurface layer of metal $\sim 1$μm thick thermostresses is progressing. For example setting at thermal expansion coefficient of aluminium $\sim 2.5 \times 10^{-4}$°K$^{-1}$, we obtain on heating in irradiated spot to $T \sim 10^{5}$°C a thermostresses $\sigma = ((\alpha - \varepsilon)/2(1-\mu))\Delta T = 10^{6}$N·m$^{-2}$. This value exceeds yielding limit for Al. Such stresses are hardly probable through ductility, but it can produce defect formation (pores, cracks). Furthermore, under the gas desorption in pores over the area $\sim 10^{5}$ μm$^{2}$, or heating to such temperature the product of substance decompose the pressure in pores run to $P \sim 10^{7}$ Pa and above. For near-surface pore with diameter $\sim 1$μm the stresses in thin metal shell ($\delta < 1$ μm) may be written as [13] $\sigma_{x} = P/2$; $\sigma_{y} = \nu P/2$, where $R$ - pore radius. When $P \sim 10^{7}$-10$^{8}$Pa, the stresses run to values $10^{7}$-10$^{8}$N·m$^{-2}$ close to damage thresholds of metals if we take in account of their temperature dependens $\sigma = (1-T/T_{\text{melt}})$. On pulsed heating of the easy melt metals ($T_{\text{melt}} < 2000$K) the dynamics of bubble with desorbed gases in the melt layer of metal is considered.

The basis for description is Rayleigh equation, which connect the gas pressure changes with bubble diameter, and the energy equation for gas:

$$ R \cdot \frac{d^2 R}{dt^2} + \frac{3}{2} \left( \frac{dR}{dt} \right)^2 + \frac{4\nu}{3R} \frac{dR}{dt} = \frac{1}{\rho} \left( P - \frac{2\sigma}{R} \right) ; $$

(1)

$$ \frac{dP}{dt} + \frac{3 \cdot \gamma \cdot P}{R} \frac{dR}{dt} = \frac{3(\gamma - 1)}{\lambda} \left( \frac{\lambda}{R} \frac{\partial T}{\partial r} \right)_{en} ; $$

(2)

Where $R$-bubble radius, $P$ - gas pressure, $V$ - kinematic viscosity, $\rho$ - melt metal density, $\lambda$ - gas thermal conductivity, $\gamma$ - specific heat ratio, $T$ - gas temperature. Value $q = \lambda \left( \partial T / \partial r \right)$ - density of heat transfer to bubble. From physical consideration, it is clear, that $q$ is formed purely by gas thermoresistance.

Detailed analysis of bubble temperature field in stationary boundary approximation was performed. Considering linear law of liquid temperature rise $T_1 = B + T_0$ the relation for bubble gas temperature may be written [14].

$$ T = B \left[ t - \frac{R^2 - r^2}{6 \cdot a} \right] - 2 \cdot B \cdot \frac{R^3}{a \cdot \pi^3 \cdot r} \sum_{n=1}^{\infty} \frac{(-1)^n}{n^3} \cdot \exp \left[ -a \cdot n^2 \cdot \pi^2 \cdot \frac{t}{R^2} \right] \cdot \sin \pi \cdot n \cdot \frac{r}{R} $$

(3)

where $a$ - temperature conductivity, equal for H$_2$ and N$_2$ at $P \sim 2 \cdot 10^7$Pa and $T \sim 10^5$K the value 0.375 $10^4$ m$^2$/s, 0.007 $10^4$ m$^2$/s accordingly.

Differentiate the expression (3) we obtain
\[
\left[ \frac{\partial T}{\partial r} \right]_{r=R} = \frac{2 \cdot B \cdot R}{6 \cdot a} \cdot \left[ 1 - \frac{6}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} \cdot \exp \left( -\frac{a \cdot \pi^2}{R^2} \cdot \frac{t \cdot n^2}{R^2} \right) \right]
\]  
(4)

For bubble diameter \( \sim 1 \mu m \) and \( t=10^{-8} - 10^{-4}s \) the second member in (4) \( \ll 1 \). For the density of heat transfer we obtain
\[
q = \frac{2 \cdot \Lambda \cdot B \cdot R}{6 \cdot a};
\]
(5)

As a result the system of equations of bubble dynamic takes the form
\[
R \cdot \frac{d^2 R}{dt^2} + \frac{3}{2} \left( \frac{dR}{dt} \right)^2 + \frac{4 \cdot v}{3} \frac{dR}{dt} = \frac{1}{\rho} \left( \frac{P}{R} - \frac{2 \sigma}{R} \right);
\]
(6)
\[
\frac{dP}{dt} + \frac{3 \gamma - P}{R} \frac{dR}{dt} = (\gamma - 1) \cdot C_v \rho_1 B ;
\]
(7)

where \( \rho_1 \) – density of derived gas, equal:
\[
\rho_1 = \left( \frac{3 A \cdot m}{R_0} \right) \cdot \left( \frac{R_0}{R} \right)^3;
\]
(8)

\( m \) – gas molecule mass, \( R_0 \) – initial bubble radius.

The equation system (7) - (8) was solved numerically under initial condition:
\[
R(0) = R_0; \quad \left( \frac{dR}{dt} \right)_{t=0} = 0; \quad P(0) = \frac{3(\gamma - 1)C_v \cdot A \cdot m \cdot T_0}{R_0};
\]
(9)
\[
\left( \frac{dP}{dt} \right)_{t=0} = \frac{3(\gamma - 1)C_v \cdot A \cdot m \cdot B}{R_0}
\]

Incorporate in the calculations a temperature dependence of viscosity and surface tension \( \sigma \sim \sigma_0 (1 - T/T_\psi)^{4/3} \) and \( v = v_0 (1 - \exp E/RT) \); take into account.

4. RESULTS AND DISCUSSION

Results of numerical calculations presented at (fig 4) for submicron and micron size pores. The tolerant rise of bubble diameter to value with exceed the melt layer thickness is observed during the length of laser pulse leading edge. The running processes have weak dependence on the sort of gas, because the gas parameters enter into equation in combination \( C_v \cdot m \). The surface layer destruction brings into particle release, existanse the surface irregularities in the form of microcraters, microparticles with the size \( \sim 1 \mu m \). The calculations of recoil pulse when the particles release from surface are performed. Surface density of pores was taken to be equal \( L = 10^6 - 10^7 \) cm\(^{-2}\). Velocity of particles is estimated according the relation \( PV = m v^2 / 2 + \sigma S \) where \( V \) – bubble volume, \( S \) – bubble surface. At pressure \( P \sim 10^5 - 10^7 \) Pa the velocity is found 30-200 m/s, that agrees well with the results of experimental and
1. \( A=10^{20} \text{m}^2, B=10^{11} \text{K/c} \)
2. \( A=10^{20} \text{m}^2, B=10^{10} \text{K/c} \)
3. \( A=5\cdot10^{19} \text{m}^2, B=10^{11} \text{K/c} \)
4. \( A=5\cdot10^{19} \text{m}^2, B=10^{10} \text{K/c} \)
5. \( A=10^{20} \text{m}^2, B=10^{11} \text{K/c} \)
6. \( A=10^{20} \text{m}^2, B=10^{10} \text{K/c} \)

For recoil pulse on square meter \( J=\text{m}\cdot\text{v}\cdot\text{L} \) the value was obtained \( J \approx 10^{-3} - 10^{-5} \text{N\cdots\cdotm}^2 \), resulting in a surface pressure \( P \approx 0.1 - 0.5 \text{MPa} \), that correlate with experimental results.

In recent time we conduct experiments in circumstances where target is surrounded by high pressure gas [15].

Quasi-continuous laser radiation \( (t \approx 10^{-3}) \) with power density 2-6 MW/cm² exposed the D16T and Zn target in high pressure camera. As the pressure of N₂ increases up to 1.0 - 1.5MPa the particles release is missed. The results of numerical calculation according the model in the range of \( t = 10^{-6} \) are presented in Fig.5. Pressure in pores has a value 1.0-3.0MPa. The ambient gas pressure like that suppresses the particle release.

Let us consider the factors which to limit the usefulness of this model. The major factor - gas diffusion through the wall of the pores or bubble. From the solution of nonstationary diffusion equation for wall of finite thickness \( L \) the expression for diffusion time can be obtained \( t_0 = \frac{L^2}{6D} \).

Diffusion coefficient \( D \) in solid metals and melt metals for H₂ and N₂ at 1000-2000K is no more than \( 10^5 \text{cm}^2\text{s}^{-1}, 10^4 \text{cm}^2\text{s}^{-1} \) accordingly. For \( L=1\mu\text{m} \) we obtained \( t_0 \approx 2\cdot10^{-6} \text{s} \) and \( t_{\text{melt}} \approx 2\cdot10^{-5} \text{s} \). At shorter time the diffusion is negligible.

## 5. CONCLUSION

The summarize, experiments and numerical simulation of thermophysical and hydrogasdynamic processes in subsurface layer of metals, irradiated by pulsed laser allowed to expose low-threshold character of initial destruction of materials, to establish mechanism responsible for explosive type laser ablation and particles release.
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Some electromagnetic aspects of high-power laser interaction with transparent solids
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ABSTRACT

There are considered two effects of nonlinear light propagation that can play important role in initiating of laser-induced damage of transparent materials: self-induced variations of light polarization of focused laser beam and developing of field instability in non-absorbing microinclusions. The effect of self-induced variations of light polarization is considered qualitatively for focused laser beam with arbitrary focal spot. Detailed numerical study of the effect is fulfilled for Gaussian beams of low order. It is shown that any initial light polarization turns into elliptic one with inhomogeneous distribution of polarization-ellips parameters. Developing of field instability in transparent microinclusions is other considered nonlinear effect. It is shown that transparent microinclusion can initiate local field increase accompanied by positive feedback resulting in further field increasing near the inclusion. If the electric field strength exceeds damage threshold during nonlinear evolution in the inclusion then developing of field instability results in damage of microinclusion before electric field reaches certain upper level determined by ionization processes.

Key words: laser-induced damage, transparent materials, nonlinear self-action, field instability, transparent microinclusions

1. INTRODUCTION

Laser-induced damage (LID) of transparent materials presents one of the most actual problems of laser physics, engineering and technology. Its actuality is connected with that LID threshold of optical elements of high-power and high-energy laser systems limits maximum output power or energy of laser pulse. On the other hand, LID threshold determines minimum power or energy of laser pulse required for material processing.

In spite of great success achieved in theoretical and experimental investigation of LID, there are some experimental data [1-4] that has not got adequate explanation and description in the framework of widely accepted thermal model of damage initiating in transparent solids. They cannot be also considered from the viewpoint of influence of self-focusing on field distribution near focal area because self-focusing is excluded by low power of laser radiation and tight focusing [1-4]. Interesting point is that all the mentioned experimental facts are connected with LID study under conditions of strong concentration of laser energy in space (resulting from tight focusing when focal spot size is about few laser wavelengths) and in time (using of femtosecond pulses). According to that, those experimental data can be divided into two partially covering groups: the first of them includes facts connected with LID by nano- and pico-second pulses under conditions of tight focusing, the second group includes facts related to study of LID induced by femtosecond pulses. In both cases there is important feature – LID threshold is about $10^{13} - 10^{14}$ W/cm². That means that laser-induced variations of refractive index are about $0.05 - 0.001$ for the most transparent solids [1-4]. Thus, specific conditions of laser action in both cases turn nonlinearodynamical effects into important factor of damage initiating because they can take place at high level of nonlinear distortions of refractive index.

Present paper is devoted to consideration of two nonlinear optical effects that can be of great importance for analysis of experimental data of the first group – self-induced variation of light polarization in focal area of tightly focused laser beam and field instability in low-absorbing microinclusion. Importance of those effects is connected with two points. First, they show possible significant variations of value of acting electric field and light polarization in focal area of tightly focused laser beam as compared to linear propagation regime even in case of self-focusing absence. Second, those effects show clearly possible important role of non-thermal effects in initiating of early stage of LID connected with laser-induced ionization and nonlinear absorption.
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2. LASER-INDUCED VARIATIONS OF LIGHT POLARIZATION

Light polarization is well known to influence on self-focusing and laser-induced damage threshold [5], rate of multiphoton ionization and other processes of laser-matter interaction [6]. Thus, determining and controlling of polarization of laser beam is of great importance for correct interpretation of experimental data. Experimental and theoretical results show that polarization can change in case of high-power plane wave (self-induced rotation of polarization ellipse [7]) and in case of low-power laser beam propagating in inhomogeneous medium [8-10]. The natural question is what happens to light polarization of tightly focused high-power laser beam propagating in homogeneous isotropic dielectric. In the latter case one should expect variations of light polarization even in homogeneous isotropic transparent medium because laser radiation induces local variations of refraction, and the higher beam power, the more those variations and the larger their gradients. Those laser-induced inhomogeneities of refraction can be considered as locations scattering light. Important difference between this case and linear scattering in inhomogeneous medium is that size and space distribution of laser-induced refraction inhomogeneities are adjusted to space distribution of beam’s electric field. Thus, nonlinear laser-induced variations of polarization can be expected to be more effective than that for low-fluence laser beam propagating in inhomogeneous locally isotropic media. As compared with our previous papers [11, 12], we present here brief description of approach and results.

Throughout this paper we consider propagation of laser beam in isotropic homogeneous dielectric. All frequencies of spectrum of laser beam are assumed to be far from any absorption band of the dielectric. Let the beam propagate along $z$-axis, which is symmetry axis of the beam while $x$- and $y$-axes are in transverse plane. Coordinates $x$ and $y$ are in transverse plane (Fig. 1). Light polarization (i.e., parameters of polarization ellipse) is determined by ratio of two transverse projections of electric-field strength vector $E_x/E_y$ [13]. We follow this definition in all considerations below.

**Fig. 1.** Geometry of the problem. Input plane is inside dielectric medium at distance $d$ from input surface of the medium (reason for that is considered in the text). $Z_F$ is distance between input and focal planes. $\omega_0$ is beam waist radius (or focal spot radius). Coordinate axes $Ox$ and $Oy$ are in the plane $z=0$. The arrow shows direction of beam propagation.

Sufficient feature of high-power laser beam is that its field can induce variations of refractive index. Dielectric response of considered medium to action of laser-beam electric field includes nonlinear term proportional to the third order of electric field and is described as usually [14]. We assume linear and nonlinear response to be local and do not take into account their dispersion. That is quite correct for quasi-monochromatic beam of moderate power when self-phase modulation does not broaden radiation spectrum much, and generation of higher harmonics can be neglected. We do not consider resonant laser-induced processes (like stimulated scattering or multiphoton absorption) and neglect absorption. Thus, polarization effect under consideration results from pure self-action of laser beam.

In case of quasi-monochromatic approximation (long pulses or continuous radiation) time variation of electric-field strength takes the form $exp(-i\omega t)$. Then space distribution of beam electric field is described by the following equation in the framework of this model [15]:

$$\Delta \varepsilon + k^2 \varepsilon = -\frac{4\pi k^2}{\varepsilon_0} P_{NL} - \frac{4\pi}{\varepsilon_0} \text{grad} \text{ div} P_{NL},$$

(1)

where $\Delta$ - is Laplacian second-order differentiation operator, $\varepsilon_0$ - is linear constant part of dielectric function. Bearing in mind symmetry properties of nonlinear susceptibility tensor [14], one can deduce the following dependence of nonlinear material response on electric field:

$$P_{NL} = \alpha |E|^2 E + \beta E^2 E^*,$$

(2)

where $E^*$ denotes complex conjugated. Coefficients $\alpha$ and $\beta$ are proportional to nonlinear-susceptibility tensor components and connected with linear $n_0$ and nonlinear $n_2$ parts of refractive index [11, 12] in esu units.
In the most studies theoretical description of nonlinear optical phenomena is based on analysis of equations with cubic nonlinear term that is the first right-hand term of equation (1). The second right-hand term in equation (1), to be referred to as gradient nonlinear term throughout this paper, is usually neglected. Cubic nonlinear term describes mutual influence of electric-field projections through their absolute values resulting, in particular, in laser-induced birefringence. Gradient nonlinear term describes mutual influence of the projections through their gradients resulting, in particular, in self-induced variations of polarization in isotropic dielectric. Taking into account only cubic nonlinear term in (1) does not allow correct describing self-induced variations of initial polarization [11, 12]. Thus, presented in this work theoretical analysis of one of nonlinear polarization effects is based on accounting for gradient nonlinear term in (1).

For further analysis one should attach boundary and radiation conditions to obtain its unambiguous solution. Considering the problem in half space $z>0$ inside the dielectric material (Fig. 1), one can set boundary conditions for all the three projections of electric field if there are given space distributions of transverse projections of electric ($E_x$ and $E_y$) and magnetic ($H_x$ and $H_y$) fields at $z=0$ as it was done in [11, 12]. We use linear radiation conditions for setting nonlinear problem and we assume that to be correct for focused laser beam because of the following reason [11, 12]. Nonlinear interaction is concentrated in focal area while tightly-focused laser beam diverges fast and its intensity becomes small enough far from focus to neglect laser-induced variations of refraction at large distances from focal plane. This automatically implies that our consideration must be applied to laser intensity and power below self-focusing threshold. Thus, approximation of weakly nonlinear medium allows to use linear boundary and radiation conditions for setting mathematical problem.

Parameters of polarization ellipse can be calculated from ratio of two transverse projections of electric field [13]. Thus, further analysis is based on asymptotical expansion of exact solutions to (1) with respect to small parameters and calculating the ratio of transverse electric-field projections with bearing in mind perturbation terms of required accuracy. To analyze some properties of solution to (1), we apply perturbation technique and use asymptotical expansions with respect to small “amplitude” parameter

$$q = \frac{n_2}{n_0} \cdot \max |E|^2 << 1$$

(3)

and small “diffraction” parameter

$$\frac{1}{p} = \frac{1}{k \sigma_0} << 1,$$

(4)

where $\sigma_0$ is beam waist radius, and refractive index is represented in the form $n=n_0+n_2E^2$.

For parameter $q$ to be small, amplitude of electric field must not exceed certain threshold. As it was mentioned, the most natural threshold is that of self-focusing. In case of focal spots with radius about 15 radiation wavelengths or less, self-focusing occurs at input intensity about $I_{sr} \geq 10^{12}$ W/cm$^2$ in fused silica and glasses [5]. Thus, considering laser-pulse intensity to be below self-focusing threshold in those isotropic materials, one should put $q \leq 0.0001$. As it was mentioned above, applied approximation is valid only in case of self-focusing absence what implies that power of laser beam $P$ must be below critical power $P_{cr}$ of self-focusing: $P/P_{cr} < 1$. Expressing beam power through laser intensity $I$ and focal spot size as $P=\pi \sigma_0^2 I$ and using standard expression for critical power $P_{cr}=c\lambda^2/(32 \pi^2 n_2)$ [5], one obtains the following relation:

$$\frac{P}{P_{cr}} = qp^2 < 1,$$

(5)

which gives limitation for value of parameter $p$: $p < 1/\sqrt{q}$. In particular, $p < 100$ for $q < 0.0001$. According to (4) beam focal spot radius must not exceed approximately 15$\lambda$. Relation (5) implies also that $qp < 1$. For example, one obtains $qp=0.01 < 1$ for mentioned above values of $p$ and $q$, and the solution can be presented in the form of asymptotical expansions with respect to small perturbation parameters.

First, we apply expansion with respect to “amplitude parameter” $q$ of the following type:

$$E_j(x, y, z) = e^{ikz} \sum_{m=0} q^m E_{jm}(x, y, z) = e^{ikz} (E_{j0} + qE_{j1} + ...),$$

(6)

where $j=x, y, z$ denotes number of projection. The first term of (6) satisfies the following linear equation:
to which linear boundary conditions are attached [11, 12]. To describe nonlinear depolarization effect one should take into account the first nonlinear approximation \( m=1 \) that satisfies the following equations for quasi-monochromatic waves

\[
\Delta E_{x1} + k^2 E_{x1} = -4\pi k^2 \alpha \left[ E_{x0} |E_0|^2 + \sigma E_{x0}^* E_0^2 \right]
\]

\[
-4\pi \alpha \left\{ \frac{\partial^2 [E_{x0} |E_0|^2 + \sigma E_{x0}^* E_0]}{\partial x^2} + \frac{\partial^2 [E_{y0} |E_0|^2 + \sigma E_{y0}^* E_0]}{\partial x \partial y} + \frac{\partial^2 [E_{z0} |E_0|^2 + \sigma E_{z0}^* E_0]}{\partial x \partial z} \right\}
\]

\[
\Delta E_{y1} + k^2 E_{y1} = -4\pi k^2 \alpha \left[ E_{y0} |E_0|^2 + \sigma E_{y0}^* E_0^2 \right]
\]

\[
-4\pi \alpha \left\{ \frac{\partial^2 [E_{x0} |E_0|^2 + \sigma E_{x0}^* E_0]}{\partial y^2} + \frac{\partial^2 [E_{y0} |E_0|^2 + \sigma E_{y0}^* E_0]}{\partial y \partial z} + \frac{\partial^2 [E_{z0} |E_0|^2 + \sigma E_{z0}^* E_0]}{\partial y \partial z} \right\}
\]

\[
\Delta E_{z1} + k^2 E_{z1} = -4\pi k^2 \alpha \left[ E_{z0} |E_0|^2 + \sigma E_{z0}^* E_0^2 \right]
\]

\[
-4\pi \alpha \left\{ \frac{\partial^2 [E_{x0} |E_0|^2 + \sigma E_{x0}^* E_0]}{\partial z^2} + \frac{\partial^2 [E_{y0} |E_0|^2 + \sigma E_{y0}^* E_0]}{\partial z \partial y} + \frac{\partial^2 [E_{z0} |E_0|^2 + \sigma E_{z0}^* E_0]}{\partial z \partial y} \right\}
\]

where \( |E_0|^2 = |E_{x0}|^2 + |E_{y0}|^2 + |E_{z0}|^2, E_0^2 = E_{x0}^2 + E_{y0}^2 + E_{z0}^2, \sigma = \beta / \alpha. \)

Equations (8) – (10) are obtained within weak-nonlinear medium approximation and allow analysis of polarization variations within non-paraxial approximation, i.e., for laser beams of arbitrary shape and focusing geometry. Let us consider laser beam with arbitrary space distribution of transverse electric-field projections at input plane. General investigation of solutions to these equations can give exact description of polarization variations but it is rather difficult to obtain exact solution. Nevertheless, some important general properties of the solutions can help to fulfill qualitative analysis of polarization variations without solving the equations. The properties can be derived from integral representation of the solutions: any solution to equations (8) – (10) can be represented in integral form with linear and nonlinear terms [11, 12]. All integrals in the equation represent integral convolutions of certain terms with kernels. Important point is that all kernels of integral equation (11) depend on \( r = \sqrt{(x-x_0)^2 + (y-y_0)^2} \) and are even with respect to transverse coordinates.

In case of linear polarization, one transverse projection, say, \( y \)-projection of electric and \( x \)-projection of magnetic field is zero at initial plane. Longitudinal projection appears due to front curvature at input plane and influence of gradient nonlinear terms, and one cannot assume boundary conditions to be zero for the first iteration \( E_{x0} \) [11, 12]. The other transverse projection of both electric and magnetic fields appears also due to wave front distortions linear part of which results from non-zero boundary condition [11]. Structure of light polarization depends on parity properties of transverse distribution of input electric and magnetic fields. Let us consider, for example, linearly polarized beam which \( x \)-projection of electric field and \( y \)-projection of magnetic field have even space distribution at input plane with respect to both transverse coordinates (the first string in Table 1). Then integrating (6) yields even space distribution for \( E_{x0} \) because all kernels of corresponding integrals in integral equation are even functions [11, 12]. The first iteration for other transverse projection gives odd dependence on both transverse coordinates. Longitudinal projection is odd too [11, 12]. Thus, in linear approximation, other transverse projection appears due to distortions of wave front. Initial linear polarization turns into elliptic and it stays linear with initial orientation only along two mutually perpendicular symmetry axes passing through beam cross-section center among which one is parallel to the initial direction of electric field.

Let us analyze the second iteration given by equations (8) – (10). The first term in right-hand part of (9) is odd. First-order differentiating of even function \( E_{x0} |E_0|^2 + \sigma E_{x0}^* E_0^2 \) with respect to both transverse coordinates (the second term) gives odd function in right-hand part of (9). Second-order differentiating of odd function \( E_{x0} |E_0|^2 + \sigma E_{y0}^* E_0^2 \) (the third term) yields odd function. The last right-hand term of (9) is even with respect to \( y \) and odd with respect to \( x \) but it is much smaller than the first and the second terms in (9) and can be neglected. Similar qualitative analysis shows that the first three terms in right-hand part of (8) are even functions while the forth term is even with respect to \( x \) and odd with respect to \( y \) but its influence can be neglected too. Following integrating of (9) yields odd space distribution of \( E_{y1} \) with
small even contribution with respect to y-coordinate what means that \( E_\text{re} \equiv 0 \) along coordinate axes. Thus, ratio \( E_\lambda / E_\parallel \) is very large along those axes where polarization stays practically the same linear as it is at input plane resulting in formation of cross-shaped polarization structure at focal plane (the first string of Table 1). Elliptic polarization appears between coordinate axes. Results of similar analysis for other three cases of parity of field distribution at input plane (projections \( E_x \) and \( H_y \)) are presented in Table 1.

Important feature is that depolarization effect resulting from linear diffraction adds to nonlinear depolarization effect. Thus, cross-shaped linear-polarization structure is emphasized by contribution from linear propagation effects. Exactly similar consideration can be done for the case of laser pulse, and all considerations keep their validity for that case too because Green’s function of parabolic equation describing pulse propagation is also even with respect to \( x \) and \( y \).

<table>
<thead>
<tr>
<th>Parity with respect to x-coordinate</th>
<th>Parity with respect to y-coordinate</th>
<th>Distribution of linear polarization along ( x ) and ( y ) coordinate axes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Even: ( E_x(x) = E_x(x) )</td>
<td>Even: ( E_y(y) = E_y(y) )</td>
<td>![Image]</td>
</tr>
<tr>
<td>( H_x(x) = H_x(x) )</td>
<td>( H_y(y) = H_y(y) )</td>
<td></td>
</tr>
<tr>
<td>Even: ( E_x(x) = E_x(x) )</td>
<td>Odd: ( E_y(y) = -E_y(y) )</td>
<td>![Image]</td>
</tr>
<tr>
<td>( H_x(x) = H_x(x) )</td>
<td>( H_y(y) = -H_y(y) )</td>
<td></td>
</tr>
<tr>
<td>Odd: ( E_x(x) = -E_x(x) )</td>
<td>Even: ( E_y(y) = E_y(y) )</td>
<td>![Image]</td>
</tr>
<tr>
<td>( H_x(x) = -H_x(x) )</td>
<td>( H_y(y) = H_y(y) )</td>
<td></td>
</tr>
<tr>
<td>Odd: ( E_x(x) = -E_x(x) )</td>
<td>Odd: ( E_y(y) = -E_y(y) )</td>
<td>![Image]</td>
</tr>
<tr>
<td>( H_x(x) = -H_x(x) )</td>
<td>( H_y(y) = -H_y(y) )</td>
<td></td>
</tr>
</tbody>
</table>

Similar consideration of beams with initial circular polarization shows absence of any cross-shaped polarization structures at focal plane. No straight connection between polarization structure and parity of transverse distribution of beam electric field is observed. That is connected with symmetry of circular polarization – there is no any selected direction at transverse plane (while in case of linear polarization there are two selected directions – along electric-field vector and perpendicular to it). Nevertheless, general conclusion from qualitative analysis is the same as for linear polarization – circular polarization turns into elliptic one, which dominates initial polarization in focal area. Important qualitative difference between linear and circular initial polarizations is that depolarization of linearly polarized light is less sensitive to laser-induced phase difference between two transverse projections while depolarization of circularly polarized light is extremely sensitive to laser-induced phase shifts. That follows from obvious property of those types of polarization. Really, in case of linear polarization self-induced transverse projection is smaller than initial projection, thus, one axis of polarization ellipse is very small and self-induced phase shift is not critical. In case of initial circular polarization both axes of polarization ellipse are of similar order, and even small phase shifts can result in transformation of initial circle into ellipse.
To do further analytical and numerical calculations easier we apply asymptotical expansion with respect to "diffraction" parameter to each term \( E_{mn} \), \( m=0, 1, 2, \ldots \), i.e., come to paraxial approximation. Resulting asymptotical series have the following form:

\[
E_x(x, y, z) = e^{ikz} \sum_{m=0}^{\infty} \sum_{n=0}^{m} q^m p^{m-n} u_{mn}(x, y, z) = e^{ikz} \left( u_{00} + \frac{1}{p} u_{01} + qp u_{10} + qu_{11} + \ldots \right),
\]

\[
E_y(x, y, z) = e^{ikz} \sum_{m=0}^{\infty} \sum_{n=0}^{m} q^m p^{m-n} v_{mn}(x, y, z) = e^{ikz} \left( v_{00} + \frac{1}{p} v_{01} + qp v_{10} + qv_{11} + \ldots \right),
\]

\[
E_z(x, y, z) = e^{ikz} \sum_{m=0}^{\infty} \sum_{n=0}^{m} q^m p^{m-n} w_{mn}(x, y, z) = e^{ikz} \left( -\frac{1}{p} w_{01} + qp w_{10} + \ldots \right).
\]

Presented asymptotical expansions (11) – (13) allow separate describing of influence of different factors (linear diffraction, nonlinear cubic distortions, nonlinear gradient distortions) on beam propagation. Value of contributions from those factors can be estimated assuming \( q=0.0001 \) and \( p=100 \). If the first terms in (11) and (12) are of order of 1 then the second and the third terms in those series are of order of 0.01, the fourth terms are an order of 0.0001. Thus, in case of self-focusing absence, described by presented asymptotical expansions, cubic nonlinear terms show influence of the same order as linear diffraction terms while nonlinear gradient terms are an order of magnitude less than linear diffraction terms. Changes of light polarization of tightly focused laser beam can result from 1) linear diffraction effects [8-10] connected with distortions of input wave front during beam propagation, 2) mutual influence of electric-field projections described by cubic nonlinear term in (1), and 3) from mutual influence of electric-field projections described by gradient nonlinear terms in (1). In case of input elliptic polarization the first two contributions dominate influence of gradient terms, and the latter can be neglected. In case of linear and circular input polarizations the gradient terms must be taken into account to describe depolarization effect because their contribution is of the same order as contributions from diffraction and cubic nonlinearity.

Exact analytical and numerical results can be easily obtained for initial linear polarization by making use of expansions (11) – (13) and equations resulted from them. For example, considering input beam to be TEM_{00} Gaussian beam, one should set the following conditions at input plane:

\[
u_{00}|_{z=0} = 0, \quad w_{00}|_{z=0} = 0.
\]

where \( z_c \) is confocal parameter of the beam, \( E_0 \) is amplitude of electric field. Bearing in mind only the first non-zero terms in (11) – (13) describing influence of linear diffraction, cubic and gradient nonlinearities, one obtains the following representation of solutions to (1):

\[
E_x \approx e^{ikz} \left( u_{00} + \frac{1}{p} u_{01} + \frac{\alpha}{\varepsilon_0} p u_{10} + \frac{\alpha}{\varepsilon_0} u_{11} \right),
\]

\[
E_y \approx e^{ikz} \left( v_{00} + \frac{1}{p} v_{01} + \frac{\alpha}{\varepsilon_0} v_{11} \right),
\]

Space distribution of parameters of polarization ellipse can be calculated from the ratio \( R=E_y/E_x \) of transverse-projection amplitudes and their phase shift \( \theta_{ad} \)

\[
R = \frac{E_y}{E_x} = \exp(i \theta_{ad}).
\]

Significant advantage of paraxial approximation is that corresponding equations can be integrated analytically [11]. Rather long analytical calculations of polarization parameters for expansions (15) – (16) show that they can be represented in the following form [11, 12]:

\[
R = r \cdot f(r) \text{ and } \theta_{ad} = \theta(r),
\]

where\( r^2 = x^2 + y^2 \) and

\[
R \sim z_c^2(z-z_p)^d \text{ for } (z-z_p) \to \infty,
\]

where \( z_c = \pi \sigma_0^2/\lambda \) - confocal parameter of Gaussian beam, \( z_p \) is distance between input and focal planes (Fig. 1). This agrees well with results of qualitative analysis presented in table 1, in particular, with formation of cross-shaped structure.
Fig. 2. Space distribution of polarization at focal plane of input Gaussian TEM$_{00}$ beam (field distribution along coordinate axes at initial plane is shown in lower part of this figure) with initial linear polarization along x-axis. Calculated parameters of polarization are shown in the form of linear and elliptic polarizations denoted by arrows and ellipses. There are also shown coordinate axes and circles corresponding to $s^2 = (x^2 + y^2)/a_0^2 = 0.3, 0.7, 1.0$

Fig. 3. Space distribution of polarization at focal plane of input Gaussian TEM$_{01}$ beam (field distribution along coordinate axes at initial plane is shown in lower part of this figure) with initial linear polarization along x-axis. Parameters $p$ and $q$ are the same as for Fig. 2. Calculated parameters of polarization are shown in the form of linear and elliptic polarizations denoted by arrows and ellipses. There are also shown coordinate axes and circles corresponding to $s^2 = (x^2 + y^2)/a_0^2 = 0.3, 0.7, 1.0$

Fig. 4. Space distribution of polarization at focal plane of input Gaussian TEM$_{10}$ beam. All parameters and notations are the same as for Fig. 2 and 3.

Fig. 5. Space distribution of polarization at focal plane of input Gaussian TEM$_{11}$ beam. All parameters and notations are the same as for Fig. 2 and 3.
along which initial linear polarization conserves. Results of numerical calculation of distribution of polarization ellipses at waist plane illustrate derived regularities (Fig. 2). Calculations are done for the following set of parameters: \( p = 94 \) (corresponding waist (focal) spot radius \( a_0 = 15 \lambda \), that is 12.8 \( \mu \text{m} \) for laser wavelength \( \lambda = 0.8 \mu \text{m} \)) and \( q = 0.0001 \) (corresponds to intensity of laser radiation at focus \( I = 10^{12} \text{ W/cm}^2 \)). The parameters are chosen so as pulse power to be below self-focusing threshold. Similar calculations have been done for TEM\(_{01} \) (Fig. 3), TEM\(_{10} \) (Fig. 4) and TEM\(_{11} \) (Fig. 5) Gaussian beams. Specific cross-shaped structures in polarization are observed in all those cases with conserving of initial linear polarization along one or other coordinate axis. Interesting feature is that pure laser-induced projection can appear along coordinate axes for beams without radial symmetry, i.e., TEM\(_{01} \), TEM\(_{10} \) and TEM\(_{11} \) (Figs. 3 - 5). That agrees with data from Table 1 obtained from qualitative analysis within non-paraxial approximation.

3. FIELD INSTABILITY IN TRANSPARENT MICROINCLUSION

Strong influence of the effects on LID processes through self-focusing or local variations of electric field amplitude due to presence of tiny non-absorbing defects [16] is well known. The problem is that theoretical consideration in [16] was limited by electrostatic case only. We present theoretical model to describe electrodynamical effects induced by transparent inclusions and connected with formation of inclusion eigenmodes [17] resulting in resonant increasing of electric field amplitude inside the inclusions. Combination of resonant properties with nonlinear self-action through laser-induced variation of refractive index can lead to formation of positive feedback. The feedback can result in field instability inside the inclusion. It is shown below that in the most general case the instability comes through the following [16]: field amplitude \( E_0 \) inside the microinclusion tends to some limited value and its derivation with respect to incident field amplitude \( E_0 \) tends to infinity while incident field amplitude approaches finite threshold value \( E_0^* \).

\[
E_{0} \rightarrow E_{0}^* \quad \frac{\partial E_{0}}{\partial E_{0}} \rightarrow \infty \quad \text{with} \quad E_{0} \rightarrow E_{0}^* .
\]  

(20)

According to the definition there is nonstationary development of field structure in the inclusion and near to it. Moreover, absolute value of field amplification in the inclusion is limited. The possible mechanism of this process is as follows. If field and microinclusion parameters are not exactly resonant but do not differ from them very much and light intensity is high enough to induce positive addition to refractive index then light-induced variation of refractive index can result in making conditions for an eigenmode to be formed with pump radiation of near-resonant parameters. Small initial increasing of near-resonant pump field inside the microinclusion is followed by small variation of refractive index. The matter of fact is that pump field induces distribution of refraction index which is adjusted with distribution of eigenmode's field inside the microparticle. This implies increasing of field amplitude inside the particle due to field-induced variation of refractive index. Resonant excitation of the quasi-eigenmode for near-resonant wavelengths results in amplitude increasing inside the microparticle which in turn results in inducing of greater variation of refractive index. Thus, self-induced formation of quasi-eigenmode establishes positive feedback resulting in radiation-induced variation of Q-factor spectrum and resonant increasing of total amplitude and field instability inside the microinclusion if incident pump field amplitude exceeds instability threshold.

General theoretical approach is based on perturbation methods. It is shown below that laser-induced variations of refractive index are small as compared with linear refraction. Thus, field amplitudes can be represented in the form of series with respect to small perturbation to refractive index which is intensity-dependent. Let us consider spherical dielectric microparticle of radius \( a \) and refractive index \( n_{\text{in}} \) which is irradiated by plane linearly polarized wave of amplitude \( E_0 \) and wave number \( k \) (Fig. 6). We neglect nonlinear properties of the external medium. We suppose that

\[
n_{\text{ex}} = \text{const}
\]

\[
n = n_{\text{in}} / n_{\text{ex}} = 1 + \delta n_0 = \delta n,
\]

(21)

where \( \delta n_0 = \text{const} \) and field-induced addition has the following form for isotropic Kerr-like nonlinear medium:

\[
\delta n = n_2 E_0^2.
\]

(22)

\( E_{in} \) is total electric field inside the microparticle. Let us consider a single whispering-gallery mode of the microparticle. According to exact solution of diffraction problem\(^{15}\) field amplitude inside the particle can be represented in the form of sum of linear term and nonlinear perturbation:

Fig. 6. Geometry of the problem.
where $E_{in0}$ is electric field amplitude inside the inclusion in linear approximation (i.e., amplitude of the resonant whispering-gallery mode in linear case), $x = 2\pi m / \lambda_0$, $S_0 = const$ is amplification of field amplitude in linear case, $S$ describes space distribution of laser-induced variations of refractive index.

Equation for real positive value of field amplitude inside the micro particle can be derived from (23) and (22). Maximum value of field amplitude is given by

$$E_{in} = \frac{1}{2n_2E_0S_mS_0} \left[ 1 - \sqrt{1 - 4n_2S_mS_0^2E_0^2} \right],$$

where $S_m$ is maximum value of $S(r, \theta, \varphi, x)$. The solution exists under the condition

$$E_{in0} \leq E_{in0}^* = \sqrt{4n_2S_mS_0^2}^{1/2},$$

where at the edge of solution-existence interval ($E_0^* = E_0$)

$$E_{in} \rightarrow E_{in}^* = \frac{1}{\sqrt{n_2S_m}}, \quad \frac{\partial E_{in}}{\partial E_{in0}} \rightarrow \infty.$$

This corresponds to the considered above type of field instability (20). Fig. 7 depicts typical nonlinear behaviour of electric field inside microinclusion.

Thus, nonlinear dependence of microparticle refractive index on electromagnetic field amplitude can result in electrodynamic field instability of the determined above type (20). Amplification of field amplitude inside microspherical inclusion which can be estimated through quality factor $Q$ as follows:

$$\left( \frac{E_{in}^*}{E_0^*} \right)_{max} = 1.316\sqrt{Q} = S_0(1 + \delta n \cdot S_m) \leq 2 \cdot S_0$$

(27)

Absolute value of instability threshold in microsphere [16] is about $10^6$ V/cm what implies laser-induced variation of refractive to be about 1% of initial value.

Let us consider qualitative dependence of electric field amplitude on parameters of the inclusion.

1) $\delta n_0 > 0$; $n_2 > 0$. As it has been shown above, field instability can take place in that case. Such parameters correspond to increasing of particle’s quality factor with increasing of field amplitude in it, i.e., action of positive feedback. Field behaviour corresponds to definition of field instability (20) – see curve 1 in Fig. 8. Bearing in mind of higher order terms in perturbation series can allow to describe optical bistability even for considered relation between $\delta n_0$ and $n_2$.

2) $\delta n_0 > 0$; $n_2 < 0$. Substituting these values of parameters into general relations (23) – (26) one can easily show that field amplitude comes to certain limit which does not depend on amplification of incident radiation (curve 4 in Fig. 8). Really, it follows from (23) that in case of $n_2 < 0$ solution to (23) has the following form:

$$E_{in} = \sqrt{1 + 4n_2S_mE_0^2(1 + \delta n_0S_m) - 1}$$

$$\frac{2n_2E_0S_m}{(1 + \delta n_0S_m)}$$

(28)
and it is limited by its maximum value reached with $\Box_0 \to \infty$:

$$E^{**}_m = \frac{1 + \delta n_0 \cdot S_m}{n_2 \cdot S_m},$$  \hspace{1cm} (29)

Physical reason for such field behaviour is obvious: laser radiation compensates initial difference of refractive index resulting in "disappearing" of the inclusion. That points at action of negative feedback at all stages of field evolution in considered case.

3) $\delta n_0 < 0; n_2 < 0$. This case also corresponds to field stabilization at constant level which does not depend on incident radiation (curve 4 in Fig. 8). Value of the stable amplitude can be estimated in the way as it was done earlier: substituting $-\delta n_0 < 0$ and $-n_2 < 0$ into equation (23) one comes to its solution

$$E_{in} = \frac{-1 + \sqrt{1 + 4n_2 S_m E_0^2 (1 - \delta n_0 S_m)}}{2n_2 E_0 S_m},$$ \hspace{1cm} (30)

**Fig. 8.** Dependence of field amplitude inside inclusion on field amplitude of incident radiation for linear (2) behavior, field instability (1), field stabilization (4), and field bistability (3) depending on signs of $\delta n_0$ and $n_2$.

where it is taken into account the condition $|\delta n_0 S_m| < 1$. Considering field limit for large amplitudes of incident radiation, one obtains the following value:

$$\Box_0 \to E^{**}_m = \frac{1 - \delta n_0 \cdot S_m}{n_2 \cdot S_m}.$$  \hspace{1cm} (31)

Physical reason for such field behavior is connected with increasing of particle relectivity resulting from laser-induced variations of refractive index. That corresponds to action of negative feedback during all stages of field evolution.

4) $\delta n_0 < 0; n_2 > 0$. Laser field is bistable inside the particle even in the first approximation of perturbation theory. Really, considered combination of signes results in the following derivative

$$\frac{\partial}{\partial E_{in}} E_0 = \frac{(1 - \delta n_0 \cdot S_m) - S_m \cdot n_2 \cdot E_{in}^2}{(S_m \cdot n_2 \cdot E_{in}^2 + (1 - \delta n_0 \cdot S_m))^2},$$ \hspace{1cm} (32)

that turn to zero for

$$E_{in} \to E_{in}^* = \sqrt{\frac{1 - \delta n_0 S_m}{n_2 S_m}},$$ \hspace{1cm} (33)

what corresponds to $\frac{\partial E_{in}}{\partial E_0} \to \infty$ while the solution exists only for

$$E_0 \leq E_0^* = \left[4n_2 S_m (1 - \delta n_0 S_m)\right]^{-1/2}.$$
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4. DISCUSSION OF RESULTS AND CONCLUSIONS

Thus, presented results show that field structure of tightly focused laser beam can vary significantly in focal area at laser intensity close to damage threshold. In particular, polarization of high-power laser beam focused into transparent medium does not stay the same as it is at input plane even for cases of initial linear and circular polarizations. It changes due to influence of both linear diffraction and nonlinear perturbations of wave front. Generalizing obtained results, we can say that any initial polarization turns into elliptic one with complicated space distribution of polarization-ellipse parameters. This follows from equations and qualitative analysis presented in section 2. Because of obvious character of polarization variations the described effect can be referred to as depolarization.

The mechanisms of considered depolarization effect are connected with three factors. 1) Wave front distortions due to linear propagation effects of tightly focused laser beams. 2) Those distortions can result in mutual influence of electric-field projections through cubic nonlinear term leading to increasing of the distortions. 3) Mutual influence of electric field projections described by gradient nonlinear term. One of interesting points is that contributions of all the three factors are of similar order. Thus, neglecting one of them is not correct if others are taken into account. Described effect of self-induced depolarization must be very strong in focal area where both laser intensity and laser-induced refractive-index gradient are maximum. Contribution of gradient nonlinearity is large and can even dominate other contributions in this case. Important factor is also adjustment between space distributions of beam electric field and laser-induced variations of refractive index.

Important feature of described effect for linearly polarized beams is appearing of cross-shaped structures in transverse distribution of elliptic polarization that depends on parity of transverse distribution of input beam (Table 1). At certain parity initial linear polarization can be conserved along one of transverse coordinate axis while pure laser-induced projection of electric field can appear along the other coordinate axis. Polarization is elliptic between coordinate axes, thus, it is possible to separate one or other linear polarization by using of properly oriented polarizers. This can be used for experimental checking of self-induced depolarization effect. In particular, parallel orientation of analyzer and polarizer can result in appearing of cross-shaped distribution of laser intensity for tightly focused TEM_{00} Gaussian beam after it has passed through nonlinear medium placed between the polarizer and analyzer (see Table 1 and Fig. 2). In case of tightly focused TEM_{01} beam, rotation of analyzer from position parallel to polarizer to perpendicular position can result in the following changes in space distribution of transmitted intensity: first, there is bright strip along axis perpendicular to initial polarization plane (see Table 1 and Fig. 3) which becomes less and less bright with rotation of analyzer, and then appears bright strip along axis parallel to initial polarization plane. The reverse order of changes in transmitted intensity can be observed for TEM_{10} beam for the same rotation of analyzer. In case of TEM_{11} parallel orientation of polarizer and analyzer must result in appearing of four bright spots separated by dark cross. Rotation of analyzer to perpendicular position will put out the spots and make the cross bright (Fig. 5 and Table 1).

Important conclusion from presented calculations is that circular polarization changes too as a result of self-depolarization effect. In general case both initial circular and linear polarizations become elliptic in focal area with complicated inhomogeneous space distribution of polarization-ellipse parameters. Qualitative analysis for initial circular polarization does not show any cross-shaped structures like those obtained for linear polarization. In general case, there must be small difference in averaged space distribution of polarization parameters of both linear and circular initial polarizations. That can result in disappearing of polarization dependence for laser-induced damage and self-focusing thresholds with decreasing of focal spot size and increasing of laser intensity at focal plane. Exactly that situation is described in [5] where difference in damage thresholds for linearly and circularly polarized beams tends to zero with decreasing of focal spot radius below 20\(\lambda\). Thus, absence of polarization dependence of laser damage threshold for small focal spots (geometry of tight focusing) can result from self-induced depolarization effect rather than from disappearing of self-focusing.

Other important effect is field instability in transparent microparticles. The particle can be formed during material manufacturing or can be induced by laser radiation. Laser-induced formation of such particles was observed experimentally in [2]. Mechanism of their influence on LID threshold and initiating of LID is connected with excitation of particle's resonant mode resulting from laser-induced variations of refractive index. Thus, non-absorbing microparticles can initiate LID by increasing of local electric field strength. Characteristic feature of field instability is sharp step in dependence of field amplitude inside the particle on amplitude of incident radiation. Important conclusion
is that not all microparticles are dangerous – some of them induce limited increase of laser intensity and stabilize its value at certain level.

Obtained results must be taken into account for correct interpretation of experimental data on laser-matter interactions within geometry of tightly focused beams. In particular, it is reasonable to expect absence of polarization dependence for high-power laser phenomena such as multiphoton absorption, self-focusing and others observed under action of tightly focused laser beams.
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ABSTRACT

We study the temporal evolution of the distribution functions of free electron gas in metals and insulators for the case of irradiation with a laser pulse of moderate intensity. A microscopical description on the basis of time-dependent Boltzmann equations is used. The results show the sequence of excitation and relaxation of the electron gas leading eventually to thermal equilibrium. Due to photon absorption the occupation number of electron gas differs significantly from Fermi distribution. For high enough intensities about damage threshold, the energy exchange between electrons and phonons can be described with the two-temperature model. For low excitations we find a delayed energy transfer from laser-excited electron gas to lattice as compared to the two-temperature model. We obtain fluence-dependent thermalization times of the electron gas. For dielectrics we find that the essential process of free-electron generation is strong-electric-field ionization; no avalanche develops in femtosecond time regime. We propose an extended system of two rate equations taking the effect of energy dependence of impact ionization into account. This averaging approach can reproduce the evolution of free electron density in SiO\textsubscript{2} with reasonable accuracy.

Keywords: femtosecond laser absorption, distribution function, collision integrals, electron–phonon coupling, electron thermalization, ionization processes

1. INTRODUCTION

Ultrashort laser pulses are widely applied in basic research as well as for material processing. The interaction of solids with such pulses involves a number of microscopic processes acting on a subpicosecond time scale. The energy is absorbed mainly by electrons, leading to a transient nonequilibrium of the electron gas with the lattice on a time scale of several picoseconds.\textsuperscript{1} Hot electron gas leads to anomalous emission of electrons and thermal radiation,\textsuperscript{2–5} and can affect the cold lattice through elastic constants, leading to lattice displacements.\textsuperscript{6,7} Thermal relaxation between electrons and phonons as well as thermalization within the electron gas have been studied both experimentally and theoretically.\textsuperscript{8–14} Dielectrics show strong absorption when being irradiated with intensities above a certain threshold. The abrupt change of the initially transparent material to a strongly absorbing solid with metal-like behavior is known as dielectric breakdown.\textsuperscript{15–20}

For applications as materials processing it may be desired to describe materials response on femtosecond laser irradiation as simple as possible. Applicable descriptions for heat conduction are needed as well as a simple approximation to describe the dielectric breakdown. However, since the governing collision processes occur on the same time scale as they have to be described, averaging descriptions are not applicable from the first and appropriate descriptions have to be chosen carefully. In metals, the delayed energy transfer from the laser absorbing electrons to the initially cold lattice can be included by the well-known two-temperature model.\textsuperscript{21,22} It has to be cleared, how far the two-temperature model provides a proper model on femtosecond time scales, since the thermalization of the electron gas, where electron-electron collisions lead to a Fermi-like distribution occurs on this time scales. Considering dielectrics, the breakdown can be explained by an increasing free electron density reaching critical plasma density. Electrons are transferred from the valence band to the conduction band by microscopic ionization processes. Strong-electric-field ionization (multiphoton ionization and, for higher intensities, tunnel ionization) and electron–electron...
impact ionization are two competing processes. The probability of these processes can be described with an expression found by Keldysh.23,24 Also there exist approximate equations to describe these ionization processes,16,20,25,26 however on femtosecond time scale their applicability is questionable.

We use a kinetic description to understand details of materials behavior under femtosecond laser irradiation. We focus on time dependent behavior as absorption, relaxation within the electron gas (thermalization) and relaxation between electrons and phonons. Each considered process is included by an according collision term in a time-dependent Boltzmann equation. The resulting equation system is solved numerically. This approach allows to investigate the effect of each particular collision process even for highly nonequilibrium electron gas or phonon gas. In our approach, neither relaxation times nor other phenomenological parameters like absorption rate or electron-phonon coupling constant are assumed. Only material parameters describing the crystal at room temperature enter the calculation.

For metals we find that at moderate intensities (from one order of magnitude below damage threshold up to higher intensities) the two-temperature model is applicable while for low intensities the energy transfer from electrons to phonons is delayed by a nonthermalized electron gas. For dielectrics we find that the strong-electric-field ionization is responsible for the generation of a free electron gas. Impact ionization can not be described by simple rate equations when applying a laser pulse of less than 100 fs duration since on femtosecond time scale the energies of the free electrons play an important role. We propose an extension of the simplest rate equation which provides a reasonable approximation of our detailed calculation and allows to calculate qualitatively the evolution of free electron density also on femtosecond time scales.

In the following section we outline the applied model. Results for aluminium are presented in section 3, those for SiO₂ are presented in section 4.

2. MODEL FOR METALS AND INSULATORS

The interaction of electrons and phonons with laser irradiation and among themselves is described with the help of the Boltzmann equation. Since we assume isotropy and do not consider spatial transport in our model, the distribution functions depend only on time and energy.

The system of Boltzmann's equation for the calculation of the distribution functions of electron gas and phonon gas reads

\[
\begin{align*}
\frac{\partial f(k)}{\partial t} &= \frac{\partial f(k)}{\partial t} \bigg|_{\text{el-phon}} + \frac{\partial f(k)}{\partial t} \bigg|_{\text{el-el}} + \frac{\partial f(k)}{\partial t} \bigg|_{\text{phon-phon}} + \frac{\partial f(k)}{\partial t} \bigg|_{\text{el-phon}} + \frac{\partial f(k)}{\partial t} \bigg|_{\text{phon-phon}}, \\
\frac{\partial g(q)}{\partial t} &= \frac{\partial g(q)}{\partial t} \bigg|_{\text{phon-phon}}.
\end{align*}
\] (1)

Here, \( f(k) \) and \( g(q) \) are distribution functions of electrons and phonons depending on the modulus of wave vector \( k \) and \( q \), respectively. The collision term for the electron occupation number \( f \) is composed of collision terms for each considered process. For metals, only processes within the conduction band are considered, described by the first three terms on the right hand side of (1). These are photon absorption by conduction-band-electrons, electron-electron interaction and electron-phonon interaction. For dielectrics two additional terms describing ionization of electrons into the conduction band (strong-electronic-field ionization and electron-electron impact ionization) are added. Fig. 1 shows the considered processes schematically.

The applied collision terms for the description of metals can be found in Ref. 14. For electron-electron interaction we use the same collision term as Sun et al.11,27 The matrix element is given by a screened Coulomb integral with a screening length depending on the distribution function according to Ref. 28. Electron-phonon interaction is described by the standard collision term as used by Allen8 with a matrix element for electron-phonon interaction in metals as given in Ref. 29. Photon absorption of free electrons requires a third collision partner to provide energy and momentum conservation*, and can be described by a collision integral developed in Refs. 30,31. In metals, photon absorption mediated by electron collisions with an ion core30 is responsible for the absorption. Note, that in our

*Also in classical description an electron, oscillating in the electrical field of the laser, can absorb energy only when being disturbed in its oscillation, i.e. when changing its momentum.
The collision terms for the description of dielectrics are given in Ref. 32. Small changes are performed to the electron-phonon collision term and the photon absorption by free electrons. The latter is in dielectrics mediated by electron collisions with phonons as described in Ref. 31. The matrix element for electron-phonon collisions follows from deformation potential theory. The collision integral for strong-electric-field ionization follows from the work of Keldysh. We transform the ionization rate to a complete collision term $\partial f/\partial t_{\text{eff}}$. One important feature of this collision term is that it represents a $\delta$-function in the case of parabolic dispersion relations in both bands. The collision term for electron-electron impact ionization is composed of the pure electron-electron collision term multiplied by the probability of band exchange. The main feature of the impact ionization is that a certain minimum critical energy of the colliding free electron is needed. Requiring momentum conservation, this critical energy is higher than the ionization potential $\Delta$. This effective ionization potential $\tilde{\Delta}$ is in turn higher than the bandgap $\Delta$ because the oscillation energy of free electrons in the electric laser field has to be provided additionally.

Including momentum conservation for the collision process of impact ionization and the effective ionization potential $\tilde{\Delta}$ instead of the bandgap $\Delta$, our model leads to a higher critical energy and therefore a lower probability for impact ionization compared to other approaches.

We assume parabolic energy dispersion of conduction-band-electrons, $\varepsilon(k) = \hbar^2 k^2/2m_e$. The valence band is assumed to be always completely filled; we assume a negative parabolic dispersion, $\varepsilon_v(k) = -\hbar^2 k^2/2m_e$. Debye's dispersion relation is applied for acoustical phonons, $\varepsilon_{ph}(q) = v_s q$, where $m_e$ is the effective electron mass and $v_s$ is...
the speed of sound. Optical phonons in SiO₂ are described by Einstein’s model with a constant frequency.

Taking advantage of the assumed isotropy, the dimensions of the collision integrals can be reduced analytically. After that, a numerical treatment of the equation system (1) and (2) is possible. Thus, we are able to follow the time evolution of the distribution functions \( f(\varepsilon(k), t) \) and \( g(\varepsilon_{ph}(q), t) \) and observe their changes due to excitation of the electron gas by the laser beam, thermalization of the electron gas by electron-electron collisions and energy exchange between electron gas and phonon gas due to electron-phonon collisions.

3. RESULTS FOR ALUMINIUM

For the calculation of the time evolution of distribution functions in a given metal a few parameters have to be provided. These are the free electron density \( n \), the wave number at Fermi energy, \( k_{F,0} \), the number of free electrons per atom, and Debye’s wave number which are taken from standard tables.\(^{38,39}\) The effective electron mass and the speed of sound are found from comparison of resulting heat capacities with experimental values.\(^{40}\) This leads to an effective electron mass of \( m_e = 1.45 m_e^{\text{free}} \), as also derived in Ref. 41. The phonon heat capacity turned out to be best reproduced applying the sound speed of longitudinal phonons. Thus, only parameters describing the unperturbed solid enter the calculation.

3.1. Excitation of the electron gas by laser irradiation

We assume a laser pulse of rectangular intensity profile with duration \( \tau_L = 100 \text{ fs} \) and vacuum wavelength \( \lambda = 630 \text{ nm} \) corresponding to a photon energy of \( h \omega_L = 1.97 \text{ eV} = 0.245 \varepsilon_{\text{Fermi}} \). Fig. 2 shows the transient behavior of the occupation number of free electrons for an electric laser field of amplitude \( E_L = 1.4 \times 10^8 \text{ V/m} \), corresponding to an intensity of \( I_L = 7 \times 10^8 \text{ W/cm}^2 \) and an absorbed fluence of \( F_{\text{abs}} = 0.7 \text{ mJ/cm}^2 \). This is a weak intensity far below damage threshold (\( F_{\text{thresh, abs}} = 17 \text{ mJ/cm}^2 \)).\(^{42}\)
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**Figure 2.** Distribution function of free electrons in aluminium during (a) and after irradiation (b). The quantity \( \Phi \), defined by equation (3) is shown as a function of electron energy. A laser pulse with constant intensity of \( I_L = 7 \times 10^8 \text{ W/cm}^2 \) of 100 fs duration and a photon energy of \( h \omega_L = 1.97 \text{ eV} = 0.245 \varepsilon_{\text{Fermi}} \) was assumed.

A function \( \Phi \) is shown in Fig. 2, which we defined as

\[
\Phi(\varepsilon) := - \ln \left( \frac{1}{f(\varepsilon)} - 1 \right).
\]

This function increases with increasing \( f \) and is especially suitable to visualize the perturbation of the electron gas: In thermal equilibrium, when electrons obey a Fermi-Dirac-distribution, \( \Phi(\varepsilon) \) equals \( (\varepsilon_{\text{Fermi}} - \varepsilon)/(k_B T_e) \). In this
case, $\Phi(\epsilon)$ is a linear function with a slope proportional to the inverse electron temperature $1/T_e$. Thus, a deviation of the electron gas from thermal equilibrium is directly reflected in a deviation of $\Phi(\epsilon)$ from a straight line.

In Fig. 2 (a) the strong perturbation of the electron distribution immediately after the begin of irradiation can be seen (solid line). In comparison to the straight line representing the Fermi distribution at 300 K, the absorption of photons lead to a step-like distribution function: Electrons below Fermi energy absorb photons, leading to an increase of the occupation number of electrons with energies up to $\hbar\omega_L$ above Fermi energy. Further absorption of photons by excited electrons lead to an increase of the occupation number for energies up to $2\hbar\omega_L$ above Fermi energy. The occupation number of electrons below Fermi energy decreases at the same rate, reproducing the Fermi edge in steps of $\hbar\omega_L$. A similar step-like electron distribution function for electrons above Fermi energy was found in Ref. 43. Experimentally the first plateau of excited electrons was observed in gold in Refs. 12, and theoretically reproduced in Ref. 44. Our log-like plot of the function $\Phi(\epsilon)$ defined by (3) has the advantage that not only excited electrons above Fermi energy but also “holes” below Fermi energy can be observed.

Fig. 2 (b) shows the completion of electron thermalization around the Fermi edge after irradiation. A straight line in $\Phi(\epsilon)$ and thus a Fermi distribution is established quickly after irradiation ended. Now the effect of electron-phonon interaction is also visible: Cooling of the hot electron gas leads to an increasing modulus of the slope of $\Phi(\epsilon)$, corresponding to lower electron temperatures.

### 3.2. Absorption and energy exchange between electron gas and lattice

By integrating over the distribution function we find the internal energy of the subsystems at each time step. The increment of internal energy of electrons is given as

$$\delta u_e := u_e - u_e(f_{\text{Fermi},300\text{K}}) = \frac{2}{2\pi^2} \int_0^\infty (f(k) - f_{\text{Fermi},300\text{K}}) \frac{\hbar^2 k^2}{2m_e} k^2 dk \ .$$

The increment of internal energy of phonons, $\delta u_p$, is calculated analogously. The sum of both increments of internal energy gives the total absorbed energy, $\delta u$. The constancy of $\delta u$ after irradiation provides a good check of numerical stability.

Fig. 3 shows the transient behavior of energy increase for the electron gas, the phonon gas and the total absorbed energy, respectively, for the case of irradiation with a laser pulse of 100 fs duration and an intensity of $I_L = 7 \times 10^9$ W/cm$^2$. The absorbed energy $\delta u$ increases linearly during irradiation with constant intensity. In a recent publication\textsuperscript{14} we studied the absorption characteristics for different intensities. We found linear absorption corresponding to an exponential absorption profile. Also the strength of absorption compares very well with literature.

The energy increase of the electron gas $\delta u_e$ follows the total absorbed energy, with a slight decrease due to energy transfer to the phonon gas during the pulse. After irradiation, energy transfer from the electron gas to the phonon gas continues until both systems have the same temperature. Because of the large difference in heat capacity, this corresponds to a much lower internal energy of the electron gas than that of the phonon gas. The absorbed energy $\delta u_e$ of the laser excited electron gas corresponds to a Fermi distribution at $T_e = 3400$ K. As also shown in Fig. 3 the rate of energy transfer from the disturbed electron gas to the phonon gas is essentially the same as the energy transfer rate from a hot electron gas with Fermi-Dirac distribution of the same initial energy, thus a starting temperature of $T_e = 3400$ K. We extract an electron-phonon coupling constant $\alpha$ as used in the two-temperature model\textsuperscript{21} and obtain a value of $\alpha = 310 \times 10^{15}$ J/Ksm$^2$ for aluminium.

For weak excitations, however, we find that the two temperature model does not hold. In Figure 4 we assumed a laser intensity of $I_L = 5.8 \times 10^8$ W/cm$^2$ leading to an energy increase of $\delta u_e = 5.5 \times 10^7$ J/m$^3$, corresponding to a Fermi distribution at $T_e = 960$ K. Figure 4 (a) shows that the initial cooling rate of the laser-heated electron gas is substantially lower than the cooling rate of the corresponding Fermi-distributed electron gas. This is due to the non-equilibrium of the laser-heated electron gas: At $t = 0$ the electron distribution functions interact with a phonon gas of about 300 K. Thus, at this moment the electron-phonon interaction acts on the electron gas in a way that it tends to establish Fermi distribution with 300 K. To this end, electrons above Fermi energy have to be transferred to states below Fermi energy. However, due to the small phonon energy, the phonons are able to act on the electrons only in a small region around Fermi’s edge. The maximum phonon energy in the case of aluminium is about 0.08 $\varepsilon_{\text{Fermi}}$.\textsuperscript{40} Figure 4 (b) shows three distribution functions of the electron gas: the laser-excited electron gas
Figure 3. Transient energy increase of electron gas, $\delta u_e$, and of phonon gas, $\delta u_p$, respectively, and total absorbed energy $\delta u$. Additionally the cooling of a Fermi distributed electron gas is shown. The same laser parameters as in Fig. 2 were applied.

Figure 4. Weak excitations: a) Transient internal energy of laser-excited electron gas and of the corresponding hot Fermi distributed electron gas. b) Distribution function of laser-excited electron gas, the corresponding hot Fermi distributed electron gas and Fermi distributed electron gas at room temperature.

at the end of irradiation, the Fermi distributed electron gas of the same energy, and a Fermi distribution of 300 K. As before, the function $\Phi(\epsilon)$, defined by (3), is shown. In the region of one maximum phonon energy ($0.08 \epsilon_{\text{Fermi}}$) around Fermi energy the laser-excited electron gas shows nearly no deviation from the Fermi distribution at 300 K. Thus, the phonon action on the non-equilibrium electron gas is rather uneficient. In contrast, the corresponding Fermi distribution of a hot electron gas shows a large deviation from the Fermi distribution of 300 K. Therefore here the cooling by the cold lattice is much more efficient. This leads directly to the different cooling rates, i.e. different slopes of energy decay at $t = 0$ in Fig. 4 (a). Such delay of energy transfer to the lattice for a laser perturbed electron gas as compared to the two-temperature model was observed experimentally at low temperatures and for very low intensities.\textsuperscript{13}

It is important to note that all intensities studied here are below melting threshold. Thus for laser pulses of moderate intensities about damage threshold and above, we conclude, that the energy exchange between electron gas and phonon gas can be described by the well-known two-temperature model.\textsuperscript{21} Note, that we did not consider
spatial behavior. Experiments indicate an effect of ballistic motion of hot electrons which are present for non-thermal energy distribution.45

4. RESULTS FOR SiO₂

The calculations were performed for irradiation on SiO₂ with bulk-like material parameters. Bandgap, deformation potential and phonon energies were given by Arnold and Cartier.37 The laser was assumed to have a wavelength of λ = 500 nm (photon energy \(\hbar \omega_p = 2.48\) eV), an electric field amplitude of \(E_L = 1.5 \times 10^{10}\) V/m (corresponding to an intensity of \(I_L \sim 10^{14}\) W/cm²) and varying pulse length.
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**Figure 5.** Time evolution of free electron occupation number in SiO₂ irradiated by a laser pulse of constant intensity and 100 fs duration. A log-like plot of occupation number as defined by equation (3) is shown. Solid lines show \(\Phi\) during irradiation, dotted lines show \(\Phi\) after the pulse is over. The numbers at the curves denote the time in femtoseconds after irradiation started.

The energy dependent evolution of the occupation number \(f(\varepsilon)\) of the electrons in the conduction band of SiO₂ is shown in Fig. 5, where the function \(\Phi(f)\) defined by (3) is plotted. The numbers at the curves are the time in femtoseconds after irradiation started. The occupation number grows rapidly immediately after the beginning of irradiation. Strong-electric-field ionization leads to a δ-peak in the occupation number at the bottom of the conduction band i.e. for low kinetic energies. Some of these electrons absorb further photons, increasing the occupation numbers at regular distances of one photon energy. The peak-like structure is washed out at later times through relaxation processes (electron-electron and electron-phonon collisions). Strong-electric-field ionization continues during the pulse as well as single-photon absorption so that after several tens of femtoseconds a considerable amount of high-energetic electrons is observable. These high-energetic electrons may perform electron-electron impact ionization leading in turn to an increase of electron occupation number at the bottom of the conduction band. By this, a new excitation cycle may be started. After irradiation ended (dotted lines) impact ionization continues for a while. Now the ionization potential equals the bandgap, thus the critical energy is lower than during irradiation. This can be seen in Fig. 5. Additionally, electron-phonon interaction now leads to cooling of the electron gas, thus to an increasing modulus of the slope of \(\Phi(f)\).

4.1. Role of ionization processes

Integrating over the electron distribution function, the density of free electrons may be calculated at each time step. Fig. 6 shows the evolution of the total free-electron density for two different pulse lengths, together with the
contributions of strong-electric-field ionization and impact ionization, respectively.

**Figure 6.** Time dependence of free-electron density and the contributing processes, i.e., strong-electric-field ionization and impact ionization.

For times $\lesssim 50$ fs the electron density increases linearly due to strong-electric-field ionization. Since the rate for strong-electric-field ionization is directly connected with the laser field$^{35,36}$ such linear increase is expected. For impact ionization we expect an exponential increase of the free electron density, because each striking electron shifts a second electron into the conduction band. However, impact ionization becomes important only when a sufficient number of high-energy electrons is present in the conduction band. Therefore, as can be seen in Fig. 6, this process starts much later than strong-electric-field ionization. For very short pulses, free electrons have not enough time during the irradiation to continue absorbing laser energy until they are heated above the critical energy for impact ionization. In this case, the contribution of impact ionization to the electron density is negligible. If the laser pulse length is increased, the number of free electrons created by impact ionization also increases. But only for pulse lengths of 200 fs and more the contribution of impact electrons becomes comparable to the contribution of the strong-electric-field ionization.

In Ref. 32 we have shown that this result holds also for higher electric laser field. Both ionization processes occur at a higher rate for increasing electric field: while impact ionization increases through the avalanche effect of an increased free electron absorption, strong-electric-field ionization is directly connected with the laser intensity. For all applied pulse parameters, strong-electric-field ionization is the main process of free electron generation.

We performed calculations for varying parameters in the pre-breakdown regime. A free electron density of $n_e = 10^{21} \text{ cm}^{-3}$ was chosen as damage criterion. This density is somewhat below the critical plasma density, but in a range where calculated damage thresholds depend only weakly on the precise choice of $n_e$. We obtain damage thresholds of the same magnitude and of the same qualitative dependence on laser pulse duration as experimental results.

### 4.2. Description of impact ionization

For pulse lengths in the range of picoseconds, it is commonly assumed that impact ionization grows exponentially and can be described by

$$\frac{\partial n_{\text{imp}}}{\partial t} = \alpha(E_L) n,$$

where $\alpha$ is the so-called avalanche coefficient. Thus, the total electron density is assumed to change as

$$\frac{\partial n}{\partial t} = \dot{n}_{\text{self}}(E_L) + \alpha(E_L) n,$$

with the rate of strong-electric-field ionization $\dot{n}_{\text{self}}(E_L)$. For a laser pulse with constant electric field, a constant density increase due to strong-electric-field ionization is expected, which is confirmed by Fig. 6. The density contribution of impact ionization is assumed to grow exponentially. In other words, the rate of impact ionization $\frac{\partial n_{\text{imp}}}{\partial t}$
is assumed to be a linear function of the free-electron density \( n \). This is not the case for pulse length below \( \sim 200\text{fs} \) as shown by the solid line in Fig. 7 b) and in Ref. 32.

The main reason for the failure of equation (5) is that energy effects are not included in the description of impact ionization. For comparably long pulse durations in the picosecond regime, a stationary shape of distribution function is reached,\(^3\) thus justifying an averaging description depending solely on the free-electron density like (5). On this time scale, the necessity for the colliding free electron to have an energy above critical energy can be neglected since the one-photon absorption occurs on a much shorter time scale of about ten femtoseconds (cf. Fig. 5). However, for shorter pulse lengths the shape of the free-electron distribution function changes strongly during irradiation and the probability of one-phonon absorption has to be included.

A first approximation for an equation system considering the energy dependence of impact ionization consists of two equations: one for the density of electrons with kinetic energies below critical energy \( \varepsilon_c \), and one for the density of electrons with kinetic energies above \( \varepsilon_c \). We denote this densities with \( n_< \) and \( n_> \), respectively. The equation system reads as follows:

\[
\begin{align*}
\frac{dn_<}{dt} &= \dot{n}_{\text{sef}} + 2\alpha_{\text{imp}} n_> - S_{\text{seq}}, \\
\frac{dn_>}{dt} &= S_{\text{seq}} - \alpha_{\text{imp}} n_.
\end{align*}
\]  

Here, \( \dot{n}_{\text{sef}} \) is the rate of strong-electric-field ionization, contributing only to the density of low-energy electrons \( n_< \). Impact ionization is described with a coefficient \( \alpha_{\text{imp}} \). This process leads to loss of one high-energy electron and gain of two low-energy electrons. The term \( S_{\text{seq}} \) describes the loss of low energy electrons which, after sequential one-photon absorption, reach energies above critical energy and thus contribute to the density \( n_> \).

For the presented case of irradiation of SiO\(_2\) with a laser of 500 nm wavelength and an electric field amplitude of \( E_L = 150 \text{ MV/cm} \), the rate of strong-electric-field ionization \( \dot{n}_{\text{sef}} \) can be assumed as constant with a value of \( \dot{n}_{\text{sef}} = 0.0184 \times 10^{21} \text{ fs}^{-1}\text{cm}^{-3} \) as follows from Fig. 6. Furthermore we assume that (5) can describe the rate of impact ionization also for shorter pulses if considering only those electrons with energy above critical energy as done in Eq. (7). Equation (5) is valid for long pulse lengths. When a stationary shape of free-electron distribution function is reached, the coefficient \( \alpha_{\text{imp}} \) becomes solely dependent on the electric laser field.\(^3\) As a first approximation we apply a constant \( \alpha_{\text{imp}} \) at constant laser intensity also on shorter time scales and determine its value by the calculated asymptotic behaviour of \( \dot{n}(n) \) as \( \alpha_{\text{imp}} = 0.007 \text{ fs}^{-1} \).

The term of sequential one-photon absorption \( S_{\text{seq}} \) may be estimated as follows. Let \( W_{1\text{pt}} \) be the probability of one-photon absorption, and \( \ell \) the number of photons a free electron with zero kinetic energy has to absorb to reach critical energy for impact ionization, thus \( \ell \) is the integer above \( \varepsilon_c/\hbar \omega_L \). In principle density evolution due to sequential one-photon absorption should be denoted in \( \ell \) equations, each reading \( dn_i/dt = W_{1\text{pt}}/n_i - W_{1\text{pt}}n_i/n_i \), where \( n_i \) is the density of electrons having kinetic energies of \( i \times \hbar \omega_L \). In this notation, \( n_0 \) is the density of electrons at the bottom of the conduction band, where the strong-electric-field ionization provides a gain of free electrons. Considering only the positive term in the above equations for \( dn_i/dt \) and assuming \( W_{1\text{pt}} \) as constant we integrate the resulting equation system and find the rate \( dn_i/dt = n_0 W_{1\text{pt}} (W_{1\text{pt}} t)^{\ell-1}/(\ell - 1)! \). With the system (7) we merge all densities \( n_i \), \( i = 0 \ldots \ell - 1 \) to the density \( n_< \); and \( n_\ell \) equals \( n_> \). Thus we can approximate the rate for sequential one-photon absorption \( dn_> / dt = n_< W_{1\text{pt}} (W_{1\text{pt}} t)^{\ell-1}/(\ell - 1)! \). This is an overestimation since we neglected the loss-term in the equations for \( dn_i/dt \) and summarize all densities \( n_i \), \( i < \ell \) to \( n_< \). By this we also disregard the fact that the ionized electrons have low kinetic energies and start the sequential one-photon-absorption at later times \( t > 0 \). A cruel approach for the term \( S_{\text{seq}} \) in equation (7) can be chosen as

\[
S_{\text{seq}} = \min \left\{ n_< W_{1\text{pt}} (W_{1\text{pt}} t)^{\ell-1}/(\ell - 1)! , \dot{n}_{\text{sef}} + 2\alpha_{\text{imp}} n_> \right\}
\]  

(8)

to avoid negative densities \( n_< \). One can easily see that if \( S_{\text{seq}} \) equals the second term in (8), the equation system (7) reduces to (6). This case is reached for times \( t > W_{1\text{pt}}^{-1} \). The probability of one-photon absorption \( W_{1\text{pt}} \) can be estimated by the full term of electron-phonon-photon absorption which is given in Ref. 32. The approximation reads

\[
W_{1\text{pt}} \approx \frac{2\pi}{\hbar \varepsilon_c} \langle M_{ep}^2 \rangle \langle J_{\pm 1}^2 \rangle \mu
\]  

(9)
where $\langle M_{2p}^2 \rangle$ is the average matrix element of electron–phonon interaction which is estimated as 0.07 eV$^2$ for SiO$_2$. $\langle J_{2+1}^2 \rangle_\mu$ is an average of Bessel’s function with the argument $x_J = e q D \omega_\mu / (m_e \omega_\mu)$ (with Debye’s wave vector $q_D$) which gives the probability of photon absorption during an electron–phonon collision and can be fitted by the expression $\langle J_{2+1}^2 \rangle_\mu \approx (1 - \exp(-2x_J / 2))^2$. We obtain a probability of one-photon absorption $W_{1pt} \approx 4.3 \times 10^{13}$ s$^{-1}$, thus on time scales on the order of $W_{1pt}^{-1} \approx 25$ fs and below the effect of sequential one-photon absorption has to be included in the description and equation system (7) provides a better approximation than (6).

In Fig. 7 we show the solution of the system (7) (dashed lines) in comparison with the detailed microscopical calculation of Section 4.1 (solid lines) and the solution of the simple rate equation (6) (dotted lines). In Fig. 7 a) the
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**Figure 7.** Comparison of the evolution of the free electron density calculated with the full microscopic model (solid lines), the simple rate equation (6) (dotted lines) and the extended system of two rate equations (7) (dashed lines). The left figure a) shows the total free electron density; the right figure b) shows the rate of impact ionization in dependence on the total free electron density.

The evolution of total free electron density is shown for the first 200 fs. Since the electric laser field is assumed as constant, shorter pulse lengths are included as cuttings at the corresponding time value. The evolution of electron density and the final value are reproduced by the equation system (7) in very good agreement with the full microscopical calculation. The solution of (7) shows the initial constant increase due to strong-electric-field ionization, as well as the later exponential increase by impact ionization. The simple rate equation (6) overestimates the final free electron density. At the applied laser field, the overestimation is not that striking, since the term (5) is comparatively small in equation (6). The main advantage of the new equation system becomes clear when comparing the density contribution of impact ionization $\partial n_{imp}/\partial t$. Fig. 7 b) shows the contribution of impact ionization in dependence on the total density for the first $\sim 100$ fs (up to a total free electron density of $n = n_+ + n_- = 2 \times 10^{21}$ cm$^{-3}$) for the simple rate equation (5), the new proposed two-equation system (7) and the full microscopic approach of Section 4.1, respectively. The evolution of the impact ionization rate $\alpha_{imp} n_>$ calculated by the equation system (7) is in reasonable agreement with the detailed microscopical calculation of Section 4.1. The main features of initially (for low electron densities) depressed rate and a constant rate only for later times (for higher electron densities) are qualitatively reproduced.

Keep in mind that the new equation system (7) and the rate of sequential one-photon-absorption (8) are first and rather rough approximations. The system (7) represents a possibility to include in a simple equation system the effect of kinetic electron energy and shows therefore, in contrast to (5), the correct behavior of free electron density development also for ultrashort pulse duration. Further studies are needed to confirm the applicability of the proposed equation system (7) for different intensities. The rate $S_{seq}$ according to (8) has to be verified. Moreover the empirical parameters $\eta_{eff}$ and $\alpha_{imp}$ should be connected with the corresponding full collision integrals to allow their estimation from known material parameters.
5. SUMMARY AND CONCLUSION

We have presented a theoretical model for the calculation of the distribution function of the free electron gas in a solid, irradiated by an ultrashort laser pulse. For the case of a metal we have considered absorption by inverse Bremsstrahlung, electron-electron collisions and electron-phonon coupling. For the case of an insulator two additional processes were included, these are strong-electric-field ionization (multiphoton ionization and, for higher intensities, tunnel ionization) and electron-electron impact ionization. Each microscopical process were considered by corresponding collision terms. No relaxation times or other phenomenological parameters were introduced. The resulting time- and energy-dependent system of equations was solved numerically. We have chosen aluminium as representative of a metal and SiO₂ for modelling of an insulator.

The results show in detail the transient excitation and relaxation of the free electron gas as well as the energy exchange between electrons and phonons. For the case of metals we found that for weak excitations the energy transfer from electron gas to lattice is influenced by the non-equilibrium of the laser-excited electron gas. In contrast, for stronger excitations (about damage threshold and above) thermalization occurs rapidly and electron-phonon coupling can be described by the two-temperature model without modification. For insulators we found, that the main process generating a free electron gas is strong-electric-field ionization. We showed that for irradiation with pulses of less than about 100 fs duration, impact ionization can not be described by simple rate equations. We proposed an extended system of rate equations which considers the energy dependence of impact ionization and thus shows the correct qualitative behavior of ionization rate. Further studies are needed to confirm the applicability of the proposed model for different laser intensities and to verify the applied parameters.
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ABSTRACT

There is considered formation of shock electromagnetic waves (SHEW) of visible spectral range as possible nonlinear optical phenomenon taking place at laser intensity close to damage threshold induced by femtosecond laser pulses in transparent solids. Main regularities of SHEW formation are studied on the basis of 1D model of plane-wave propagation in isotropic dielectric with nonlinear optical response and dispersion. Special attention is paid to influence of color dispersion on SHEW formation and propagation. Necessary conditions for appearing of SHEW are obtained, in particular, threshold amplitude is estimated. There is presented a model for numerical study of SHEW formation and propagation influenced by dispersion of linear and nonlinear parts of effective refractive index. Using the simulation, we studied dynamics of SHEW formation on several optical cycles near leading edge of femtosecond laser pulse propagating in transparent medium. Important observed features of SHEW are discussed.
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1. INTRODUCTION

Two main characteristic features of femtosecond laser pulses make nonlinear processes induced by them very different from similar processes induced by longer pulses: very high laser intensity (damage threshold is above $10^{15}$ W/cm$^2$ [11-17]) and very small pulse duration. Laser-induced variations of refractive index are relatively large at laser intensity close to damage threshold that is a reason to come back to concept of shock electromagnetic waves (SHEW) which appeared in high-frequency electrodynamics 45 years ago [1-4] and was not accepted in nonlinear optics [5, 6]. New understanding and models of nonlinear material response [7, 8] allow now more correct consideration of influence of two factors extremely important for SHEW appearing – dispersion of linear and nonlinear parts of refractive index and absorption.

Important reason to consider high-power nonlinear propagation of femtosecond pulses and possibility of SHEW formation is connected with one of main problems of femtosecond laser-matter interactions that is unclear mechanism of energy transfer from radiation to materials. That is especially true for the case of laser ablation and damage of transparent materials by femtosecond pulses. Any studying of femtosecond laser-matter interactions with transparent materials should start with consideration of nonlinear pulse propagation and accompanying optical phenomena because they determine conditions of energy deposition to electron and phonon systems and, thus, conditions of material modification. In spite of that obvious point many investigators of femtosecond interactions use simple models of pulse propagation (mainly, plane monochromatic wave model) suitable for linear propagation only.

The nonlinear optical phenomenon to be considered in this paper is formation and propagation of shock electromagnetic wave that occurs on optical cycle due to generation of higher harmonics. For the case of positive nonlinear addition to refractive index, brief picture of mechanism of SHEW formation is as follows. Radiation-induced nonlinear response of the medium increases refractive index of the medium and results in slowing down the part of optical cycle corresponding to large electric or magnetic field strength (point 1 in Fig. 1). Bottom part of wave profile (2 in Fig. 1) moves with unperurbed speed of light in the material, i. e., faster than top part of wave profile. That process results in distortion of wave profile (Fig. 1) in such a way that top of the profile “falls down” onto the region of the profile where electric-field strength is small and which moves behind the top. That leads to appearing of very abrupt field variation within length much smaller than wavelength what looks like disruption and step of field strength. The step is referred to as SHEW front. In general, there is no exact disruption, and structure of SHEW front should be studied with taking into account complicated mechanism of dispersion and wave-energy dissipation near SHEW front [1-3, 7, 8]. Picture of SHEW
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formation is similar in case of negative field-induced variation to refraction: the top part of wave cycle moves faster and overtakes the nearest bottom part of the profile, then the top part falls onto the forth-going bottom part of wave cycle.

One should distinguish several types of shock waves referred to in literature [1-6, 9, 10]. Historically, SHEW of megahertz frequency range was the first to be revealed in late 50-s and was being intensively investigated in 60-s [1 - 3]. Mechanism of its formation is similar to that described above. Main feature of SHEW of MHz frequency domain is that nonlinear response for electromagnetic pulses of MHz frequency is nonlinear magnetic response in ferromagnetic [1 - 3]. Other type of shock wave that has been studied since late 60-s is self-steepening of slowly-varying amplitude of optical pulse (Fig. 2) [4, 6, 9, 10]. It has been observed for optical pulses propagating in fibers [9] and is now being intensively studied in connection with study of propagation of femtosecond laser pulses [10]. Important feature of self-steepening is dominating contribution of dispersion of linear and nonlinear parts of refractive index in process of its formation [10].

Fig. 1. Sketch of deformation of plane-wave profile during formation of shock electromagnetic wave in nonlinear medium with positive nonlinear addition to refractive index.

Fig. 2. Sketch of self-steepening process – formation of shock wave for slowly-varying amplitude of laser pulse shown by dashed line.

Self-steepening of laser pulses is not considered below because of the following reason. Self-steepening of pulse envelope is observed in cases when material dispersion plays dominating role and small nonlinear distortions are incubated along long path passed by laser pulse in nonlinear medium. In such conditions threshold of SHEW is much larger than that of self-steepening. In turn, considered SHEW must have smaller threshold and dominate self-steepening in focal area for conditions typical of tight focusing of high-power laser beams in transparent materials [11-17] when laser intensity and laser-induced nonlinear distortions of refraction are large in focal area. On the other hand, path of effective nonlinear interaction in transparent material in this case is much smaller than dispersion length [10] and nonlinear distortions can dominate refractive-index dispersion. The SHEW under consideration is referred to as optical SHEW. Obtained estimation of SHEW threshold shows that this type of SHEW can appear near leading edge of femtosecond laser pulse. Because of that, we start with brief review of experimental facts connected with interaction of high-power femtosecond pulses with transparent materials. Then we consider general concept and specific features of optical SHEW. Key points are consideration of dispersion and absorption influence on SHEW and estimation of threshold for SHEW formation. Modeling of that process is considered also. We conclude with discussion of obtained results.

2. BRIEF REVIEW OF EXPERIMENTAL FACTS

All mentioned below experimental results to be used for estimations are concerned with processes induced by femtosecond laser pulses in transparent wide band-gap materials. Characteristic parameters of laser radiation are as follows:

- pulse duration $t_p = 900$ fs – 10 fs [11 - 17];
- laser wavelength in vacuum $\lambda_0 = 10.6 \mu m$ – IR [12] – 1.06 $\mu m$ – 0.8 $\mu m$ [11, 14] – 0.6 $\mu m$ [17];
- energy of laser quantum $h\nu = 0.117$ eV – 1.17 eV – 1.55 eV – 2.07 eV;
- type of laser
  - FE lasers
  - Nd$^{3+}$:glass
  - Ti:sapphire
- intensity of laser radiation at focal plane $I = 10^{12}$ – $10^{13}$ W/cm$^2$ [10, 18]. 2) for laser-induced damage and ablation $I = 10^{13}$ – $10^{14}$ W/cm$^2$ [11 – 17];
- focal spot radius $r_0 = 1 \mu m$ – $10 \mu m$ [11 - 17], what allows estimating of beam path $s$ in nonlinear material along which nonlinear interaction is the most effective: $s \approx 2z_0 - \pi r_0^2 / \lambda - (10 - 3 \times 10^3)\lambda$, typical value of $s$ is (10 - 100)$\lambda$;
- repetition rate (for multi-pulse damage and ablation) from 10 Hz to $10^5$ Hz (pulse trains [12]).

Materials used in experiments are wide band-gap semiconductors and dielectrics which typical band gap is 3 or more times larger than photon energy [11 - 17]: $E_g \geq 3h\nu$. Characteristic value of nonlinear coefficient of refraction is about $n_2 \approx$
$10^{16}$ cm$^2$/W. Linear constant part of refractive index $n_0$ for most of considered materials varies between 1.45 and 3. Many of investigated materials are isotropic, for example, fused silica and glasses of various types. Looking through papers with experimental data, one can find that often used material for femtosecond laser-induced damage and ablation is fused silica which parameters are as follows: $E_g = 7.5$ eV [18], $n_0 = 1.45$, $n_2 = 2\cdot10^{-16}$ cm$^2$/W, absorption $\alpha \approx 10^{-3}$ cm$^{-1}$, group velocity dispersion coefficient $\beta = 385$ fs$^2$/cm [10].

For further estimations we can use the following experimental data: length of effective nonlinear interaction path is about 15 $\lambda$ (corresponds to focal spot radius 2.285 $\lambda$) what is 11.85 $\mu$m for laser wavelength 0.79 $\mu$m and 45 $\mu$m for laser wavelength 3.0 $\mu$m [12]. For pulse duration 100 fs effective dispersion length in glass BK-7 or fused silica [10] is about 6.5 cm. Thus, the path of effective nonlinear interaction is at least 1000 times less than dispersion length and group velocity dispersion can be neglected in the first approximation. Photon energy is 1.55 eV for the most typical laser wavelength 0.8 $\mu$m. Thus, six photons should be absorbed to ionize a center in fused silica. For wavelength 3.0 $\mu$m photon energy is 0.413 eV, thus, 20 photons should be absorbed to produce ionization.

Considering nonlinear optical effects, we concentrate on experimental data connected with effects of nonlinear laser-pulse propagation in transparent media and do not touch results on laser-induced heating and ablation that are considered in other our paper [19]. Typical regularities of nonlinear femtosecond-pulse propagation in transparent materials are as follows:

1. Very high damage threshold ($10^{13} - 10^{14}$ W/cm$^2$) [11 - 17]. Such thresholds are observed practically for all tested materials, and they vary little for different materials. Laser-induced variations of refraction at laser fluences close to damage threshold are about $\Delta n_{NL} = n_2 f_{NL} = 0.1 - 0.01$.
2. White-light generation [10, 18] during propagation of femtosecond laser pulses in transparent materials. Spectrum analysis shows appearing of Stocks and anti-Stocks broadening of central laser line, and anti-Stocks wing of the spectrum of generated white light is about an order of magnitude longer than Stocks wing [18]. White-light generation is observed only for with materials band gap exceeding certain value showing threshold band-gap dependence [18].
3. Thresholds of self-focusing and white-light generation are the same in all transparent materials. [18]. That points at important connection between self-focusing and generation of white light that has not got clear explanation [18].
4. Most femtosecond interactions as well as propagation of femtosecond pulses are accompanied by generation of higher harmonics. In case of isotropic materials the harmonics are odd and can be of very high order (21-st – 27-th harmonics observed in [20]).
5. Detection of laser-induced damage is connected with one of important problems – what process should be taken as a signal of damage onset. Correct investigations [11, 13] shows that bulk laser-induced femtosecond damage of transparent solids includes several stages, each with its characteristic threshold. Formation of plasma comes before irreversible changes take place, and threshold of plasma formation is the lowest among all other thresholds. Next process is formation of invisible single-shot and multi-shot damage which threshold is higher than that of plasma formation. Appearing of visible laser-induced damage and irreversible fall of transparency have the highest threshold that is about 10 times higher than that for plasma formation. Electron plasma can appear at pulse tail and change its propagation sufficiently by specific dispersion [21]. For example, plasma formation results in conical emission effect [21], cut of self-focusing [18].

3. PHYSICAL AND MATHEMATICAL MODEL

2.1. General concept of optical SHEW

In general case, formation and propagation of SHEW is a self-consistent problem because high-power laser beam changes optical properties of the transparent material, where it propagates, and those changes result in variation of beam parameters in self-consistent manner. For example, ionization results in increasing of absorption by free electrons and color centers, while electron plasma also changes dispersion of refractive index. That is illustrated by the following scheme.
Analysis of that self-consistent problem should be based on solution to system of coupled nonlinear equations describing high-power wave propagation (nonlinear wave equation) and material response. Together with usual description of linear and nonlinear optical response, the correct material equations must describe possible phase transitions, laser-induced changes of material structure (e.g., excitation and relaxation of electron plasma and related processes, formation of vacancies and color centers) and variations of optical parameters resulting from those processes. Even deducing of correct material equations presents difficult problem, not to say about solving that system of coupled nonlinear equations.

To start, we reduce self-consistent problem to a couple of independent problems:

1) electrodynamical propagation problem - formation and propagation of SHEW in dielectric with constant properties to be studied in this paper;
2) interaction problem - processes induced by unperturbed SHEW (which space distribution and time evolution are results of solving of the first problem) in dielectric – to be studied in paper [19].

Several comments should appear in connection with this reducing to independent problems. First, that description can be applied to initial stage of SHEW formation and to a small leading part of laser pulse (first few periods of laser radiation only) where laser-induced variation of material parameters are small enough to be neglected. Duration of leading part of laser pulse to be considered is determined by characteristic time of laser-induced plasma excitation up to the level when it gives sufficient distortions to pulse propagation [21]. That time is about 15-20 fs. Plasma excitation is assumed to be the fastest process, other laser-induced processes of material parameters modification have longer excitation time and their influence on nonlinear processes at leading edge of laser pulse can be neglected. Thus, throughout this paper we consider only few (about 10) first cycles of femtosecond laser pulse.

Second, natural result of such reducing to independent problems is breaking of energy conservation law: energy transferred from SHEW to electrons (ionization and absorption by electrons) and crystal lattice (formation of point defects [19]) is not taken into account within this approximation. Thus, some energy appears in material and leads to it modification while nothing disappears from SHEW. On the other hand, neglecting of energy dissipation at SHEW front results in formation of non-steady SHEW. Two points should be mentioned in this connection: 1) the energy dissipating from SHEW to material is assumed to be small enough at leading part of laser pulse not to influence sufficiently on SHEW propagation; 2) presented consideration is the first approximation to exact solution while calculated in [19] absorption rate will be used to estimate energy dissipation in further approximations.

3.2. Basic equations for description of SHEW formation and propagation

Efficient formation of SHEW can take place at laser intensity close to $10^{13}$ W/cm$^2$, i.e., close to damage threshold. Thus, electric field strength is high enough to induce nonlinear electrodynamical effects in solids. On the other hand, generation of higher harmonics results in significant broadening of radiation spectrum. Thus, even the simplest model of polarization response of considered solid must take into account dispersion of polarization response and nonlinear optical properties. In this paper properties of SHEW and its formation and propagation are studied on the basis of the simplest model of 1D propagation of high-power plane homogeneous wave. Advantages of that 1D model are 1) relatively simple equations describing considered below SHEW allowing to obtain rigorous solutions for some particular cases, 2) possibility to compare obtained results with some rigorous solutions to problems of 1D nonlinear wave propagation and shock wave formation [5 - 9], and 3) relatively low computational resources (in particular, computer memory) required for modelling of SHEW formation.

Nonlinear wave propagation is described by full wave equation including material polarization and linear frequency-independent absorption:

$$\frac{\partial^2 E}{\partial t^2} - 4\pi \frac{\partial^2 P}{\partial z^2} - \frac{\partial E}{\partial t} = \frac{4\pi \sigma}{\varepsilon_0} \frac{\partial^2 E}{\partial t^2} - \frac{4\pi \sigma}{\varepsilon_0} \frac{\partial E}{\partial t}. \quad (1)$$

Wave equation (1) should be coupled with a system of nonlinear equations describing material response $P$ to laser field consisting of fast $P_e$ (electronic) and slow $P_i$ (ionic) components:

$$P = P_e + P_i. \quad (2)$$

Each of them includes linear and nonlinear contributions. Considering input pulse of arbitrary wavelength range that can be close to vibrational absorption band (area of anomalous dispersion of refraction) or electronic absorption band (area of normal dispersion of refraction), one should also take into account frequency-dependent contributions to absorption.

Description of polarization variations in time must give correct dispersion law for both linear and nonlinear parts of
refractive index in all considered spectrum range. One of the simplest models for that is phenomenological model of two parametrically coupled oscillators [7, 22] which gives the same functional form of dispersion as quantum-mechanical three-level model [22]. According to that model, laser-induced variations of polarization have contributions from linear and nonlinear vibrations of electrons and ions and are described by the following four equations:

\[
\frac{\partial P_e}{\partial t} + \frac{2}{T_e} \frac{\partial P_e}{\partial t} + \omega_e^2 P_e = \alpha_e E + \beta_e (R_e + R_i) E
\]  

(3)

\[
\frac{\partial P_i}{\partial t} + \frac{2}{T_i} \frac{\partial P_i}{\partial t} + \omega_i^2 P_i = \alpha_i E
\]  

(4)

\[
\frac{\partial R_e}{\partial t} + \frac{2}{T_{el}} \frac{\partial R_e}{\partial t} + \omega_{el}^2 R_e = \gamma_e (P_e + P_i) E
\]  

(5)

\[
\frac{\partial R_i}{\partial t} + \frac{2}{T_{el}} \frac{\partial R_i}{\partial t} + \omega_{el}^2 R_i = \gamma_i (P_e + P_i) E
\]  

(6)

These equations describe polarization contributions from vibrations of optical electrons (3) and ions (4) excited straightway by laser electric field as well as contributions from secondary vibrations of valence electrons (5) and ions (6) excited by vibrations of electrons and ions. That allows to take into account electronic and electron-vibrational contributions to nonlinear optical response and correct description of Raman and inertia-free Kerr nonlinear response. Two-photon absorption is also included into polarization response deduced from (3) – (6). With suitable parameters, dispersion law obtained from (3) - (6) describes real dispersion of linear part of refractive index of transparent materials with accuracy of 0.01% within full transparency band [7]. We do not touch details of two-oscillator model for description of polarization dispersion, which can be found in papers [7, 22].

As it is well known, all processes of SHEW formation and evolution can be divided into two groups – slow processes and fast processes [1, 2]. Characteristic space and time scales for slow processes are much larger than laser wavelength \( \lambda_0 \) in vacuum and laser period \( T_0 \) while time and space scales of fast processes are much less than laser period and wavelength. Example of slow process is increasing of intensity of generated higher harmonics in space, slow accumulation of nonlinear distortions connected with generation of higher harmonics resulting in formation of abrupt SHEW front. That process takes from 10 to 100 of \( T_0 \) and develops within distances of \((10-100) \lambda_0 \). Fast processes are connected with SHEW front evolution due to energy dissipation and interplay between higher harmonics which characteristic time is less than \( T_0 / 6 \) and space scale is less than \( \lambda_0 / 6 \). Making use of (3)-(6), one can estimate what contributions play key role in developing of slow and fast processes. For both processes let us assume all frequencies \( \omega \) giving sufficient contribution to SHEW formation to be between ionic and electronic absorption bands, i.e., the following condition must be satisfied:

\[
\omega_i < \omega < \omega_e, \quad \omega_i < \omega < \omega_{el}.
\]  

(7)

Applying Fourier integral transformation to (3) – (6), then applying perturbation technique to obtained expressions with respect to small parameters \( \omega / \omega_e, \omega / \omega_{el}, \omega / \omega_0 \), and then applying inverse Fourier transformation to obtained perturbation series [7], one can obtain the following expression for polarization:

\[
P = \frac{\alpha_e}{\omega_e} E \frac{\partial^2 E}{\partial t^2} + \frac{\alpha_i}{\omega_i} \frac{\partial E}{\partial t} + \frac{2 \alpha_e}{\omega_i T_i} \frac{\partial E}{\partial t} + \frac{2 \alpha_i}{\omega_i T_i} E \left[ \int_0^\tau \int_0^\tau E(\tau', x) d\tau' d\tau \right] + \frac{\beta_e \gamma_e}{\omega_e^2 \omega_{el}} E^3 \left[ \int_0^\tau \int_0^\tau E(\tau', x) d\tau' d\tau \right] +
\]

\[
+ \frac{\beta_i \gamma_i}{\omega_i^2 \omega_{el}} E^3 \left[ \int_0^\tau \int_0^\tau E(\tau', x) d\tau' d\tau \right] + \frac{\beta_e \gamma_i}{\omega_e^2 \omega_{el}} \frac{\partial^2 E}{\partial t^2} \left( \int_0^\tau \int_0^\tau E(\tau', x) d\tau' d\tau \right) + \frac{\beta_i \gamma_e}{\omega_i^2 \omega_{el}} \frac{\partial^2 E}{\partial t^2} \left( \int_0^\tau \int_0^\tau E(\tau', x) d\tau' d\tau \right)
\]  

(8)

The first, the second and the third terms in (8) give linear contributions to refractive index describing inertia-free, normal dispersive and anomalous dispersive contributions respectively. The fourth and the fifth terms describe polarization decay due to absorption corresponding to electron and vibrational transitions respectively. The sixth term gives inertia-free nonlinear response, the seventh, the eighth and the ninth terms correspond to nonlinear laser-induced contributions to refractive describing their normal and anomalous dispersion. Omitted terms describe absorption appearing near vibrational and electronic absorption bands and high-order contributions to linear and nonlinear parts of refractive index. Each term in
(8) can be estimated using the following parameters, corresponding to experimental data for fused silica [7]: \( \alpha_s = 2.096 \times 10^{-16} \) s\(^{-1} \), \( \alpha = 2.154 \times 10^{-14} \) s\(^{-1} \), \( \alpha_s = 3.862 \times 10^{-11} \) s\(^{-2} \), \( \alpha_s = 2.534 \times 10^{-17} \) s\(^{-2} \), \( \omega_0 = 3.0 \times 10^{10} \) s\(^{-1} \), \( \omega_0 = 8.3 \times 10^{11} \) s\(^{-1} \), \( \beta\gamma = 2.0 \times 10^{-9} \) esu, \( \gamma = 2.9 \times 10^{-7} \) esu, \( \chi = 8.0 \times 10^{-4} \) esu. According to these data [7] omission terms give about 5% contribution to the value given by (8), and they can be neglected in the first approximation. Among all terms in (8) only the first and the sixth terms give non-dispersive linear part and Kerr electronic nonlinearity of refractive index respectively.

Bearing in mind that possible length of SHEW formation (an order of 100 \( \lambda \)) is much less than dispersion length [10-17] for most focusing geometries of experiments [11-17], one can estimate values of different polarization contributions for “slow” processes. Omitting small terms in (8), one derives the following form of polarization response for “slow” processes:

\[
P = \frac{\alpha_s E}{\omega_s T_e} - \frac{2 \alpha_s \omega_s}{\omega_t T_e} \frac{\partial E}{\partial t} + \frac{2 \alpha_s \omega_s}{\omega_t^2 \omega_1} \int_0^t \int_0^\tau E(\tau', x) d\tau' d\tau'
+ \frac{\beta \gamma \alpha_e}{\omega_s^2 \omega_1^2} \frac{\partial^2}{\partial t^2} \left\{ E^2 \int_0^t \int_0^\tau E(\tau') d\tau' \right\}.
\]

(9)

As it was shown in [7], the last two terms in (9) can be neglected for consideration of field evolution within time less than 15 fs from leading edge of femtosecond pulse, what means that near the leading front of femtosecond pulse within 15 fs one can neglect all dispersion terms in material response and consider only inertia-free absorption and linear and nonlinear responses in the first approximation:

\[
P_{slow} = \frac{\alpha_s E}{\omega_s} + \frac{\beta \gamma \alpha_e}{\omega_s^2 \omega_1} E^3 - \frac{2 \alpha_s}{\omega_t^2 T_e} \frac{\partial E}{\partial t} + \frac{2 \alpha_s}{\omega_t^2} \int_0^t \int_0^\tau E(\tau', x) d\tau' d\tau'.
\]

(10)

In particular, estimations of threshold of SHEW formation can be done with neglecting dispersion. For the part of laser pulse which is more than 15 fs far from its leading edge one should take into account at least the last two terms in (9) describing dispersion of nonlinear material response. Thus, SHEW can appear near leading edge of femtosecond pulse where absorption and nonlinear response dominates influence of dispersion.

In case of “fast” processes connected with evolution of SHEW front, general expression (8) can be reduced to the following form by neglecting small contributions:

\[
P = \frac{\alpha_s}{\omega_s} E - \frac{\alpha_s}{\omega_s} \frac{\partial^2 E}{\partial t^2} + \frac{\beta \gamma \alpha_e}{\omega_s^2 \omega_1^2} E^3 - \frac{2 \alpha_s}{\omega_t^2 \omega_1} \frac{\partial E}{\partial t} + \frac{\beta \gamma \alpha_e}{\omega_s \omega_1^2} \frac{\partial^2}{\partial t^2} \left\{ E^2 \int_0^t \int_0^\tau E(\tau') d\tau' \right\}.
\]

(11)

This expression includes two terms (the second and the fourth) describing dispersion of linear and nonlinear responses to be taken into account. Thus, slow process of SHEW formation is dominated by nonlinear Kerr electronic response while dispersion gives only small contributions (about 5% of inertia-free contributions to refractive index) which can be neglected in the first approximation. On the other hand, considering fast process of SHEW front evolution, one should take into account several terms describing dispersion of linear and nonlinear parts of refractive index.

3.3. Estimation of SHEW threshold

Estimating of threshold of SHEW formation is one of key problems because it allows to show applicability of proposed model to real situations. In case of dominating of nonlinear optical response one can neglect dispersion in the first approximation (section 3.2). Then that estimation can be obtained using the following simple consideration of field propagation in nonlinear isotropic medium with positive nonlinear index \( n_2 \).

Let us consider a part of instantaneous profile of electric field with amplitude \( E_0 \), propagating in nonlinear medium (Fig. 3a). Field disruption appears if point 1 of the profile with field value \( E_0 - \Delta E \) has overaken profile’s top 2. That is possible because laser-induced addition to refractive index is larger at point 2 than at point 1, so, profile maximum slows down itself.

We consider not moving coordinate system which \( x \)-axis coincides with direction of wave propagation. If \( \Delta t \) is duration of moving of point 1 in nonlinear medium then coordinates of points 1 and 2 in the medium are respectively \( x_1 = -\Delta t u_t \) and \( x_2 = -\Delta t + \Delta t u_t \), where
\[
\begin{align*}
  u_2 &= \frac{c_0}{n_0 + n_2 E_0^2}, \quad u_1 = \frac{c_0}{n_0 + n_2 (E_0 - \Delta E)^2},
\end{align*}
\]

\(c_0\) is light speed in vacuum, \(n_0^2 = \varepsilon_0\). According to the mentioned above \(u_1 = u_2 + \Delta u\) and \(u_1 > u_2\). If field-induced addition to refractive index is smaller than \(n_0\), we can apply perturbation technique to (12) and take into account only terms linear with respect to \(\Delta E\). The coordinates of points 1 and 2 will be the same at some moment \(t + \Delta t\): \(x_1 = \Delta t u_1 = x_2 = \Delta t u_2\). Duration of disruption formation \(\Delta t\) can be estimated from the expression: \(1/\Delta t = u / \Delta x\), which implies the following:

\[
\frac{1}{\Delta t} = \frac{2 n_2 E_0}{n_0 + n_2 E_0^2} \frac{\partial E}{\partial x},
\]

where \(u_2 = c_0 / (n_0 + \Delta \varepsilon)\) is speed of profile's maximum and \(\Delta E / \Delta x \equiv \Delta \varepsilon / \Delta x\). Starting at moment \(t\), the maximum have passed distance \(s - u_2 \Delta t\) in nonlinear medium by the moment \(t + \Delta t\) that gives the following equation for \(E_0\):

\[
F_0 \frac{n_2}{s} - F_0 \cdot 2 n_2 \frac{\partial E}{\partial x} + \frac{n_0}{s} = 0.
\]

Solution to the equation exists only if the following condition is satisfied

\[
\frac{\partial E}{\partial x} \frac{s}{2} \geq \sqrt{n_0}.
\]

This condition shows that field disruption cannot appear at arbitrary point of field profile, for example, at profile's top where derivative \(\partial E / \partial x\) is about zero. At the same time the disruption cannot appear far from the top where field magnitude is too small. Integrating of (14) gives estimation for threshold field-amplitude of disruption formation:

\[
E_{th} \approx \sqrt{n_2 \left( \exp \left( \frac{\Delta x}{s} \right) - 1 \right)},
\]

where \(\Delta x \ll s\). Expression (16) can be rewritten as

\[
E_{th}^2 \cdot n_2 = \Delta n_{NL} = I_{th} \cdot \gamma \approx n_0 \cdot \left( \exp \left( \frac{\Delta x}{s} \right) - 1 \right),
\]

what implies the following estimation for threshold intensity \(I_{th}\):

\[
I_{th} \approx \frac{n_0}{\gamma} \left( \exp \left( \frac{\Delta x}{s} \right) - 1 \right).
\]

For example, disruption threshold is \(I_{th} \approx 9.46 \cdot 10^{13} \text{ W/cm}^2\) for \(n_0 = 1.41, \gamma = 2 \cdot 10^{16} \text{ cm}^2/\text{W}\) (fused silica), \(s = c_0 = 15 \lambda_0 \ll L_{DISP}, \Delta x = 0.2 \lambda_0\). Confocal parameter corresponds to focal spot radius \(d_f = 2.185 \lambda_0 = 6.555 \mu\text{m}, \lambda_0 = 3.0 \mu\text{m}\).

Similar consideration is valid for negative nonlinear coefficient of refractive index. In this case top of field profile (Fig. 3b) can overtake a part of the profile moving at distance \(\Delta x\) in front of the top, i.e., geometry of this problem is reversed with respect to that depicted in Fig. 3a and point 1 corresponds to profile's. This implies the points 1 and 2 to move with the following speeds

\[
u_1 = \frac{c_0}{n_0 - n_2 E_0^2}, \quad u_2 = \frac{c_0}{n_0 - n_2 (E_0 - \Delta E)^2}.
\]

Similar consideration shows that disruption threshold can be estimated in the following way:
\[ E_{\phi} \approx \left( \frac{n_0}{n_2} \left( 1 - \exp \left( -\frac{\Delta x}{s} \right) \right) \right) \]  

(20)

Obtained estimations (16), (18) and (20) show that SHEW can appear at laser intensities ranging between \(10^{13}\) W/cm\(^2\) and \(10^{14}\) W/cm\(^2\) that are close to threshold of femtosecond laser-induced damage in transparent materials. That is very pessimistic estimation of SHEW threshold because 1) we considered formation of very hard SHEW corresponding to mesh of \(\frac{1}{4}\) of initial optical cycle, 2) the path of nonlinear interaction \(s\) can be larger than the value used in numerical estimations. Optimistic estimation of SHEW threshold is about \(10^{12}\) W/cm\(^2\).

### 3.4. Influence of color dispersion

Very simple estimation of influence of dispersion on SHEW formation can be obtained in the following way. Let us consider central wavelength of input pulse to be 3.0 \(\mu\)m. Then 15-th harmonic has wavelength 0.200 \(\mu\)m, and it is within transparency band [x]. Refractive index values corresponding to main harmonic and the 15-th harmonic are 1.41925 and 1.55051 respectively [x, xx]. Phase difference between those harmonics appearing during their propagation along x-axis is given by

\[ \Delta \phi = 2\pi \left( n_{15} - n_x \right) \cdot \frac{x}{\lambda_0}, \]  

(21)

where \(n_{15}\) and \(n_x\) are values of refractive index for corresponding harmonics. If phase difference \(\Delta \phi = \pi\) corresponds to dephasing of those harmonics, then distance \(x \approx 10\lambda_0\) is required to get dephasing. This rough estimation is close to the value of effective pathway required for SHEW formation that was used in previous section for numerical estimations of SHEW threshold. One can also expect strong influence of laser-induced dispersion resulting from periodic space modulations of refractive index by main harmonic. Analysis of that type of dispersion presents independent problem and will be presented by the authors in a separate paper.

### 4. SIMULATION OF SHEW FORMATION AND PROPAGATION

#### 4.1. FDTD technique for modeling

More detailed information on SHEW formation and propagation can be obtained from modelling and numerical calculations according to model (1)-(6). The most promising technique for that type of modelling is finite-difference time domain technique (FDTD) [24-25]. A very brief description of calculation method used by the authors is given in this section because FDTD has already been described many times [26, 27].

Simulation method used by the authors is based on dependence of field magnitude at fixed time-space point on field magnitudes at previous moments in neighboring points. The dependence is derived from nonlinear differential wave equation (1) by reducing it to a finite-difference equation in traditional way [26, 27]. So, the following updating finite-difference equation is obtained

\[ E'_x = 2E_{x-1} - E_{x-2} + \left( \frac{c_0 \cdot \Delta t}{\Delta x} \right)^2 \left( E_{x+1} - 2E_x + E_{x-1} - \frac{4\pi}{c_0^2} \left( \left( \frac{P_{x-1}}{3} \right)^3 - 2\left( \frac{P_x}{3} \right)^3 - \left( \frac{P_{x+1}}{3} \right)^3 \right) \right), \]  

(22)

where \(\Delta x\) is period of regular spatial mesh, and \(\Delta t\) is corresponding time increment. The obtained dependence describes field evolution in medium with certain parameters if field source is given. Using of the model (2)-(6) to describe dispersion of refractive index allows to avoid the problem of appearing of field disruptions during SHEW formation because dispersion smoothes the disruptions and makes structure of SHEW front more complicated. The only problem is to take into account enough contributions from higher harmonics that is connected with problem of resolution discussed below.

Similar finite-difference equations can be derived from (3) – (6) and attached to (22) to solve a consequence of coupled equations. Field evolution is observed in the form of animation that can be stopped at any appropriate time. Outgoing waves are described by functions that are described by the following type: \(F(x-ct)\) at exit boundary of space grid and \(E_x + F(x+ct)\) at entrance boundary. This allows to exclude artificial reflection and calculation mistakes at the boundaries. \(E_x\) is source field which is assumed to be as follows \(E_x = E_0 \sin \left( 2\pi \frac{t}{\nu} \right)\). This source describes normal incidence of plane linearly polarized monochromatic wave of amplitude \(E_0\) and frequency \(\nu\) onto plane surface of considered medium.

For stability of calculations to be obtained the calculation procedure is subjected to the following well-known criterion[28]
where $\Delta x$ - is space grid period, and $\Delta t$ - is corresponding time increment. This allows to exclude increasing of calculation mistakes. In our modeling we chose the ratio $\Delta x/(c\Delta t)$ to be 2 that implies number of time “cells” per laser period to be two times more than number of space “cells” per laser wavelength. Calculation stability was also controlled through energy conservation law by integrating of squared electric field over all calculation mesh and calculating of energy flows.

Space resolution of our calculations varied from 200 to 800 cells of spatial mesh per radiation wavelength in vacuum to give appropriate resolution. Development of field disruptions and SHEW is investigated with resolution 200 cells per wavelength. That resolution was chosen from the following estimations. Minimum number of space cells per wavelength to catch certain harmonic correctly is 5 that correspond to the following points of wave: zero point – point of maximum – zero point – point of minimum – zero point. Thus, space resolution allows to describe correctly harmonics of the order no higher than 200/5=40, i.e., the first higher harmonic we loose in modeling of SHEW formation and propagation is the 41-st harmonic. Its contribution to total field is similar to accuracy of our calculations (about 0.01% of field amplitude) and it can be neglected. That was also confirmed by calculations with space resolution of 400 cells (catching of upto 80-th harmonic) and 800 cells per wavelength (catching of upto 160-th harmonic). Full length of calculation space is 25 laser wavelengths in vacuum, i.e., 5000 calculation cells for resolution of 200 cells per wavelength.

To determine accuracy of developed simulation model, it has been tested in case of linear light propagation through boundary of two transparent dielectrics with different refractive indexes and plane dielectric layer (Fabri-Perout resonator). Results of calculations are in excellent agreement with well-known theoretical results [29] within accuracy of $(\pm0.01\%)$.

### 4.2. SHEW formation in transparent solids

First, process of SHEW formation was studied by numerical modelling. Fig. 4 depicts a snapshot of instant field profile in nonabsorbing medium. Appearing and evolution of SHEW is clearly seen from that figure. Large-scale variations of electric field are depicted in Fig. 5 as a snapshot of instant field distribution in larger part of calculation mesh. Interesting point is relatively fast decay of total electric-field strength in nonabsorbing (!) medium. That is connected with energy transfer to higher harmonics and energy spreading due to dispersion.

![Fig. 4. Evolution of SHEW propagating in non-absorbing dielectric (fused silica, $n_g=1.41$). Points of interest: 1 – appearing of disruption of space derivation of electric-field strength on wave profile (weak SHEW), 2 – formation of disruption of electric-field strength (strong SHEW) and formation of field variations near SHEW front, 3, 4, 5 – developing of SHEW front and formation of high-frequency pulsation near it resulting from higher harmonics generation. Laser-induced variation of dielectric response is shown in the lower part of this figure. Input field amplitude is above damage threshold in order to obtain good illustrative picture with fast SHEW formation (high-frequency pulsations can not be made out in the picture otherwise).](image)

The last question to be considered in this paper is higher harmonic (HH) generation during SHEW formation in transparent materials. Calculations of radiation spectrum are based on straight Fourier transformation of field variations in time for selected space points. For example, Fig. 6 depicts spectrum of SHEW propagating in nonabsorbing dielectric with $\varepsilon_r=1.9881$ after it has passed 6-wavelength path in nonlinear medium (Fig. 6 is related to situation depicted in Fig. 5). One can see only odd harmonics that is characteristic of shock wave of arbitrary nature propagating in material with small energy dissipation and dispersion [1-4, 30, 31]. Characteristic features are also fast decreasing of amplitudes of low-order harmonics with increasing of their order and nonmonotonous decreasing of amplitudes of high-order harmonics – local maxima of harmonics amplitudes appear with period of 6 harmonics (Fig. 6). Spectrum structure has no steady form and varies within whole path of SHEW propagation. General trend of the variations is connected with dominating energy transfer back to main harmonics and fast decay of higher harmonics. Thus, there must be a path of SHEW propagation that...
corresponds to the most efficient excitation of higher harmonics.

Fig. 5. SHEW formation and propagation in transparent non-absorbing dielectric (fused silica) with linear dielectric response \( \epsilon_0 \) = 1.9881. Grey line in upper part of the figure depicts boundary between vacuum and the dielectric. Resolution 400 calculation cells per laser wavelength.

Fig. 6. Spectrum of SHEW propagating in non-absorbing dielectric (fused silica). Obtained after SHEW has passed 6-wavelength distance in the medium. Space resolution of modelling is 200 cells per wavelength, resolution of spectrum calculations is 10% of central frequency \( \omega_0 \) of input laser pulse. That resolution is kept for all calculated spectra presented below.

5. CONCLUSIONS

Thus, we have shown that SHEW on optical cycle resulting from generation of higher harmonics can appear at certain conditions characteristic of femtosecond pulse propagation in transparent media. SHEW can appear only near leading edge of femtosecond laser pulse where influence of dispersion is minimal. This makes leading-edge form of the pulse of critical importance for process of SHEW formation. Presented results were obtained for rectangular pulses where this problem disappears but it can be critical for pulses with smooth leading front. Important point in this connection is self-steepening process resulting in sharpening of leading front [10] and making it closer to rectangular form. SHEW formation gives one of important examples of processes where exact wave equation (1) must be applied for investigation of nonlinear optical processes because of possible presence of backward moving waves reflected from laser-induced variations of refractive index. Possibly, being based on (1), analysis of high-power nonlinear optical processes induced by femtosecond laser pulses will give better agreement of theoretical results with experimental data.

Important result is also estimation of threshold of SHEW formation. It is interesting that SHEW can appear only at parts of wave front where space derivation of electric-field strength is above certain threshold even if pulse intensity is above SHEW threshold. Estimated SHEW threshold shows that it can appear at laser intensity between threshold of white-light generation and damage threshold. In particular, SHEW can be formed at initial stages of femtosecond laser-induced damage of transparent materials. Important point is that SHEW threshold does not depend straight on laser wavelength while there is strong dependence on refractive index, its nonlinear coefficient and focusing geometry through parameter \( s \).

Important features of SHEW show at least two ways to detect SHEW in experiments. The first of them is connected with specific spectrum structure of HH appearing during SHEW formation (Fig. 6). One can expect appearing of odd harmonics.
(in isotropic materials) surrounded by Stocks and anti-Stocks wings at early steps of pulse propagation. Problem of the spectrum registration can be connected with developing of electron plasma which emission spectrum covers SHEW spectrum. Thus, pure SHEW spectrum can hardly be observed at times more than time of plasma formation (about 20 fs) and.

Other way of SHEW detection is connected with frequency shift of low-power probe beam [1-3] resulting from reflection at moving SHEW front. Nature of that shift is similar to well-known Doppler effect and can be calculated for two geometries of probe-beam reflection (Fig. 7) – when the beam propagates in the same direction as SHEW and when the probe beam propagates toward SHEW. In both cases transmitted and reflected parts of probe signal have different frequency shifts. For example, in case of probe beam propagating in the same direction as SHEW one can use the following formula for reflection at moving SHEW front

\[
\frac{\omega_{\text{refl}}}{\omega_0} = \frac{v_2 - v_{\text{SEW}}}{v_2 + v_{\text{SEW}}}
\]

(24)

and for transmission through SHEW front:

\[
\frac{\omega_{\text{trans}}}{\omega_0} = \frac{1 + v_{\text{SEW}}/v_1}{1 + v_{\text{SEW}}/v_2}
\]

(25)

where \(v_i\) is light speed for probe signal in front of SHEW, and \(v_j\) is light speed behind the SHEW (Fig. 7). Thus, detection of frequency shift of low-power probe beam reflecting at SHEW front allows both straight detection of SHEW and measurement of its speed. Having information about SHEW speed allows estimating value of field disruption at SHEW front.

Fig. 7. Geometry of low-power probe beam reflection at SHEW front resulting in frequency shift which depends on SHEW speed.

Influence of SHEW can help to explain many observed regularities of nonlinear propagation of femtosecond pulses. In particular, SHEW concept is very promising for theoretical investigation of non-thermal mechanisms of femtosecond laser-induced damage of transparent materials [19]. Generation of higher harmonics of extremely high orders is other promising application of SHEW model. As one can see from estimation (16), the larger laser intensity, the smaller path is required to form SHEW front and to generate HH. Thus, HH can appear even during reflection if laser intensity is much above SHEW threshold what is typical for experiments on HH generation by femtosecond pulses.

6. ACKNOWLEDGEMENTS

Authors wish to thank Prof. M.N.Libenson (S.I.Vavilov State Optical Inst., Russia) and Prof. S.A.Kozlov (State Inst. Of Fine Mechanics and Optics, St. Petersburg - Technical University, Russia) for fruitful discussions of various aspects of shock waves. This work was partly supported by INTAS grant 97-31777 and grant of Russian Foundation for Basic Research N 00-02-16716-C.

7. REFERENCES


The paraxial (2+1)-dimensional self-focusing of extremely short pulses

Mikhail A. Bakhtin, Andrei N. Berkovsky, Sergei A. Kozlov and Yuri A. Shpolyanskiy*
Institute of Fine Mechanics and Optics, 14 Sablinskaya, St. Petersburg, 197101, Russia

ABSTRACT
A new wave equation for the electrical field evolution of intensive femtosecond light pulses in isotropic transparent media is presented. It is demonstrated that a "light bubble" can evolve from a few-optical cycle pulse propagating through a fused silica bulk. The two-octave spectrum supercontinuum is theoretically observed.
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1. INTRODUCTION

Recent advances of ultrafast laser technology have provided generation of pulses containing only a few light field oscillations1. The (1+1)-dimensional dynamics of such extremely short pulses (ESP) in waveguide media has already been investigated2. The (2+1)-dimensional nonlinear evolution of ESP in a fused silica bulk is studied in this paper. The ESP self-focusing is illustrated. It is shown that a femtosecond "light bubble" can arise.

2. THE WAVE EQUATION FOR EXTREMELY SHORT PULSES

The complete nonlinear equation for the electromagnetic wave in an isotropic dielectric medium, derived from the Maxwellian set, is

\[
\Delta \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \frac{4\pi}{c^2} \frac{\partial^2 \vec{P}}{\partial t^2} + \frac{4\pi}{c^2} \frac{\partial^2 \vec{P}_{NL}}{\partial t^2},
\]

where \( \vec{E} \) is the electrical field; \( \vec{P}_L \) and \( \vec{P}_{NL} \) are the medium linear and nonlinear polarization responses, respectively; \( t \) is the time; \( c \) is the light speed in vacuum. In this paper we restrict ourselves to (2+1)-dimensional ESP dynamics, i.e. consider the Laplasian in the form \( \Delta = \frac{\partial^2}{\partial z^2} + \frac{\partial^4}{\partial x^4} \), where \( z \) is the propagation direction; \( x \) is the transverse axe.

We assume the dependence of the linear refraction index on frequency to be

\[
n_L^2(\omega) = N_0^2 + 2N_0a\omega^2 - 2N_0b\omega^{-2},
\]

where \( N_0, a \) and \( b \) are empirical constants, permitting to describe both normal and abnormal group-delay dispersion (GDD) within a significant region of the medium transparency band2.

The nonlinear polarization response of an isotropic medium with the dominating low-inertial electron nonlinearity can be written in the simplest form

\[
\vec{P}_{NL} = \chi \vec{E}^2 \vec{E}
\]

for the case when frequencies in the pulse temporal spectrum are much less than the medium eigenfrequencies. Here \( \chi \) is the cubic susceptibility concerned with nonlinear refraction index \( n_2 \) by the ratio2

\[
n_2 = \frac{9\pi \chi}{N_0}
\]

* Correspondence: Email: shpolyan@phd.ifmo.ru
Using the dispersion relation (2) we can construct the linear part of the wave equation to be derived. Doing that and substituting the nonlinear response (3) we have the equation for a linearly polarized ESP:

\[
\frac{\partial^5 E}{\partial z^2} + \frac{\partial^3 E}{\partial x^3} - \frac{N_0^3}{c^3} \frac{\partial^3 E}{\partial t^3} + \frac{2N_0}{c} a \frac{\partial^4 E}{\partial t^4} - \frac{2N_0}{c} b E - \frac{2N_0}{c} g E^2 \frac{\partial E}{\partial t} = 0, \tag{5}
\]

where \( g = \frac{6\pi N_0}{c N_0} \).

Taking a unidirectional approximation \(2,3\) we can reduce (5) to the final equation:

\[
\frac{\partial E}{\partial z} + \frac{N_0}{c} \frac{\partial E}{\partial t} - a \frac{\partial^3 E}{\partial t^3} + b \int_{-\infty}^{t} E \partial t + g E^2 \frac{\partial E}{\partial t} = \frac{c}{2N_0} \frac{\partial^2 E}{\partial x^2} \int_{-\infty}^{t} E \partial t. \tag{6}
\]

To understand the essence of assumptions made let us compare the linear dispersion dependencies of the wave vectors \( k'_z \) from (6) and \( k_z \) from (5):

\[
k'_z(\omega, k_z) = \frac{N_0}{c} \omega + a \omega^3 - \frac{b}{\omega} \frac{c}{2N_0} k_z^2, \tag{7}
\]

\[
k_z(\omega, k_z) = \sqrt{\frac{N_0^2}{c^2} \omega^2 + \frac{2N_0}{c} a \omega^4 - \frac{2N_0}{c} b k_z^2} \approx k'_z(\omega, k_z). \tag{8}
\]

The approximate equality in (8) is performed when

\[
\begin{cases}
    k_z^2 \ll k_z^2 \\
    2c(\omega a^2 - \frac{b}{\omega^2}) \ll N_0
\end{cases} \tag{9}
\]

Thus, the unidirectional approximation here is equivalent to the combination of beam paraxial evolution and weak dispersion assumptions.

The ESP spatial-temporal distribution at the medium input is considered to be

\[
E(z, x, t)|_{z=0} = E_0 \exp\left(-2\frac{x^2}{\Delta x^2}\right) \exp\left(-2\frac{t^2}{\Delta t^2}\right) \cos(\omega_0 t), \tag{10}
\]

where \( E_0 \) is the peak value of the pulse electrical field; \( \omega_0 \) is the carrier frequency; \( \Delta x \) is the beam cross-size; \( \Delta t \) is the pulse duration.

3. SELF-FOCUSING OF EXTREMELY SHORT PULSES

Numerical solution of the equation (6) for the input pulse with central wavelength \( \lambda_0 = \frac{2\pi c}{\omega_0} = 780\text{nm} \); duration \( \Delta t = 10.4\text{fs} \); cross-size \( \Delta x = 10\lambda_0 \) and peak intensity \( I = 7 \cdot 10^{12} \text{W/cm}^2 \), propagating in fused silica \( (N_0 = 1.447, a = 2.47 \cdot 10^{-44} \text{s}^3/\text{cm}, b = 3.4 \cdot 10^{14} \text{cm}^{-1} \cdot \text{s}^{-1}, n_2 = 2.9 \cdot 10^{-16} \text{cm}^2/\text{W}) \) is given in the Fig. 1. The pulse broadens in time and self-focuses in space under the combined action of dispersion, diffraction and nonlinearity. The self-focusing accumulates the field power in the beam center, thus supporting the self-phase modulation. A beam waist arises in the area of the biggest field value, but collapse does not occur.

The evolution of the pulse with input peak intensity \( I = 2 \cdot 10^{13} \text{W/cm}^2 \) is shown in the Fig. 2-4. Other parameters are the same as above. The self-focusing here can be conditionally subdivided into two stages. In the near-input zone \( (z < 0.1 \text{mm}) \) the power self-pumping to the beam center also takes place but more effectively to compare to the previous case. The
energy at the distance $z = 0.1 \text{ mm}$ in the beam central longitudinal section in a fused silica bulk (Fig. 3a) is twice as much as in a single-mode fiber of the same material (Fig. 3b). Nonlinear phenomena such as self-steepening (Fig. 3) and corresponding spectral supercontinuum generation (Fig. 4), typically observed in waveguide media at higher input intensities \textsuperscript{3}, can be seen.

Starting from $z = 0.1 \text{ mm}$ the electrical field breaks down and filamentation occurs in the peak intensity area (Fig. 2). A "light bubble" develops from the pulse center. Two low-frequency cycles are isolated at the pulse leading edge. High-frequency components form the pulse tail. Spectrum supercontinuum width has an order of two octaves (Fig. 4).

Further input intensity increase leads to a consecutive splitting of filaments and formation of light structures with several energy emptinesses.

4. CONCLUSION

Thus, the \( (2+1) \)-dimensional wave equation for the electrical field evolution of intensive femtosecond light pulses in an isotropic transparent medium is given in the paper. Numerical simulations of the paraxial self-focusing of ESP with the input spectrum within a fused silica normal GDD region are presented. Two different self-focusing pathways are found. There is an input peak intensity range when beam waist arises in the fused silica bulk. A "light bubble" can be formed at higher intensities. It is shown that spectrum supercontinuum generation is more significant in a medium bulk than in a fiber of the same material.
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Fig. 1. The electrical field distribution in a fused silica bulk.
Input pulse parameters are $\lambda_0 = 780$ nm, $\Delta t = 10.4$ fs, $\Delta x = 10 \lambda_0$; $I = 7 \times 10^{12}$ W/cm$^2$.
Fig. 2. The electrical field distribution in a fused silica bulk.
Input pulse parameters are $\lambda_0 = 780 \text{ nm}; \Delta t = 10.4 \text{ fs}; \Delta x = 10 \lambda_0; I = 2 \times 10^{13} \text{ W/cm}^2$
Fig. 3. The electrical field profile in the central longitudinal section of a beam, propagating through a) fused silica bulk; b) fused silica fiber. Input pulse parameters are $\lambda_0 = 780 \text{ nm}$, $\Delta t = 10.4 \text{ fs}$, $\Delta x = 10 \lambda_0$; $I = 2 \times 10^{13} \text{ W/cm}^2$

Fig. 4. The spectral densities in the central longitudinal section of a beam, propagating through a) fused silica bulk; b) fused silica fiber. Input pulse parameters are $\lambda_0 = 780 \text{ nm}$, $\Delta t = 10.4 \text{ fs}$, $\Delta x = 10 \lambda_0$; $I = 2 \times 10^{13} \text{ W/cm}^2$
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ABSTRACT

Localized surface plasmon-polaritons in small metal particles play an important role in a number of laser-induced surface processes. The intensity and the width of the corresponding resonances are determined by the dephasing time of the plasmon. To get information on the dephasing times, the linear spectroscopy methods are of limited use because of their inability to discriminate between the homogeneous and inhomogeneous line broadening. Consequently, the linear extinction spectra provide only the lower limit of the surface plasmon dephasing time. Nonlinear techniques, such as autocorrelation measurements of second and third harmonic generation employing bandwidth-limited femtosecond pulses and performed with an interferometric accuracy, were intended to give a direct access to the dephasing time of the plasmon excitation. In this contribution, we present the results of the theoretical modeling of the second and third harmonic autocorrelation functions and show that these particular nonlinear techniques suffer from the inhomogeneous broadening to almost the same extent as the linear extinction measurements. Moreover, the general relations between the linear absorption spectrum and second and third harmonic autocorrelation functions produced by an arbitrary inhomogeneous distribution of resonance frequencies are found, provided the resonance itself may be modeled as a slightly anharmonic classical oscillator. Finally, we propose one particular combination of linear and nonlinear results that may help to discriminate between homogeneous and inhomogeneous contributions to the line shape, and analyze the assumptions that lead to the unambiguous determination of the surface plasmon dephasing time.

1. INTRODUCTION

Optical properties of surface plasmon-polaritons in small metal particles earn to them wide spread applications. At the same time, it is the linear optics that provides the main tools for their investigations. A wealth of information on the structural and dynamical properties of free, dissolved or supported metal clusters was obtained via measurements of linear extinction spectra. One of the most severe drawbacks of the linear spectroscopy is its inability to discriminate between homogeneous and inhomogeneous line broadening. Consequently, linear extinction spectra provide only the lower limit of the surface plasmon lifetime, which is of great value for applications as well as for the basic research. Nonlinear techniques, such as autocorrelation measurements of the second and third harmonic generation (SHG, THG) employing bandwidth-limited femtosecond pulses and performed with an interferometric accuracy, were intended to give a direct access to the life-time of the plasmon excitation. In the recent publication, we have modeled the SHG autocorrelation function (ACF) and shown that this particular nonlinear technique suffers from the inhomogeneous broadening to almost the same extent as the linear extinction measurements. Very similar conclusion was made independently in. Nevertheless, it was speculated that both techniques might be combined to discriminate between the homogeneous and inhomogeneous contributions to the line shape. Some particular assumptions about the functional form of the inhomogeneous distribution were made in both
studies. In this article we are going to analyze the general relations that exist between the linear absorption spectra and SHG (THG) ACF produced by an arbitrary inhomogeneous distribution of plasmon resonance frequencies, the resonance itself being modeled as a slightly anharmonic classical oscillator.

2. LINEAR ABSORPTION SPECTRA

Consider a classical oscillator of eigenfrequency $\Omega$ and damping rate $\Gamma$. Its behavior under the action of a driven force with an amplitude $\tilde{f}(t)$ and frequency $\omega$ is determined by the following equation of motion for the coordinate $x$

$$\ddot{x} + 2\Gamma \dot{x} + \Omega^2 x = \tilde{f}(t) \exp(-i\omega t) \tag{1}$$

When $\Gamma \ll \Omega$, in the close proximity of the resonance $|\omega - \Omega| \ll \omega + \Omega$, the amplitude of the oscillations is largely enhanced as compared to the nonresonance excitation. If we limit our consideration to this particular region, a simpler version of Eq. (1) may be employed

$$\dot{x} + (i\Omega + \Gamma)x = f(t) \exp(-i\omega t), \tag{2}$$

where $f(t) = \tilde{f}(t)/(2\Omega)$. This equation holds provided $f(t)$ does not vary too rapidly. If $f(t)$ represents a laser pulse envelope, its duration $\tau$ is to be longer as compared to the optical period $2\pi/\omega$.

When the linear spectroscopy is applied to the study of the surface plasmon excitation, one usually measures an extinction spectrum. For small metal particles, this extinction spectrum is dominated by absorption. In this case, the amplitude of the driven force may be regarded as a constant and the normalized spectral line shape $S(\omega)$ gets the Lorentzian form

$$S(\omega) = \frac{\Gamma^2}{(\Omega - \omega)^2 + \Gamma^2}. \tag{3}$$

This profile has a HWHM equal to $\Gamma$ and, as long as the inhomogeneous width is small compared to $\Gamma$, the latter may be obtained directly from the experiment. On the other hand, when the inhomogeneous broadening grows larger, it is to be taken into account explicitly. Let $G(\Omega)$ be the normalized distribution of the eigenfrequencies

$$\int G(\Omega)d\Omega = 1. \tag{4}$$

In the case of the Gaussian distribution with the dispersion $\Delta$ around the central frequency $\Omega_0$ it reads

$$G(\Omega) = \frac{1}{\Delta\sqrt{\pi}} \exp\left(-\frac{(\Omega - \Omega_0)^2}{\Delta^2}\right).$$

In general, the spectral line shape may be obtained as a convolution of Eq. (3) with an arbitrary $G(\Omega)$

$$S(\omega) = \frac{\int \Gamma^2 G(\Omega)d\Omega}{(\Omega - \omega)^2 + \Gamma^2}. \tag{5}$$

Now, the width of the line depends on the width of the inhomogeneous distribution as well as on the damping rate. In the extreme case of a very broad inhomogeneous distribution, evaluation of Eq. (5) gives $S(\omega) \propto G(\omega)$ and all information
about the damping rate is lost. Nevertheless, if the dispersion of the inhomogeneous distribution is comparable to the damping rate and the functional form of \( G(\Omega) \) is different from Lorentzian and known beforehand, a careful inspection of the spectral line shape will discriminate between the damping rate and the width of the inhomogeneous distribution.

![Graph showing comparison between spectral line shapes for Lorentzian and Gaussian profiles. Detuning is normalized to the HWHM. Spectral line shapes are normalized to their maximums.](image)

**Fig. 1** Comparison between spectral line shapes for Lorentzian and Gaussian profiles. Detuning is normalized to the HWHM. Spectral line shapes are normalized to their maximums.

Figure 1 shows the line shapes of the linear absorption of two different ensembles of oscillators with the Gaussian distribution of resonance frequencies. If \( \Delta \ll \Gamma \), inhomogeneous broadening is negligible. Hence, the spectral line shape is Lorentzian. In the other extreme, \( \Delta \gg \Gamma \), the line shape is Gaussian. Gaussian and Lorentzian absorption lines with equal HWHM are plotted in Fig. 1. The difference between these two curves becomes evident if one compares their widths at the level of 0.2 of the maximum. We will refer to this width as HW(0.2)M. For the Lorentzian HW(0.2)M is twice the HWHM.

For the Gaussian, it is much smaller, namely, \( \sqrt{\ln 5/\ln 2} \approx 1.52 \) of HWHM. Any number in between 1.52 and 2 obtained in an experiment for a real situation signals of the mixture of homogeneous and inhomogeneous broadening. A nomogram, which enables finding of \( \Delta \) and \( \Gamma \) separately, provided the ratio of HW(0.2)M to HWHM is known, is plotted in Fig. 2.

It is to be stressed that this method relies heavily on the assumption of the particular functional form of the inhomogeneous distribution \( G(\Omega) \). In case \( G(\Omega) \) is not Gaussian but rather Lorentzian, the convolution of two Lorentzians will give also Lorentzian and an erroneous conclusion of the absence of inhomogeneous broadening will be drawn. From this point of view, it is of great importance to learn what kind of additional information about the inhomogeneously broadened ensemble of oscillators may be obtained with the aid of nonlinear optical methods.

### 3. SHG AND THG AUTOCORRELATION FUNCTIONS

Consider first the SHG ACF. In order to describe nonlinear optical phenomena, an anharmonic term is to be included in
Fig. 2 This nomogram may be used to determine the homogeneous line width and the width of the inhomogeneous distribution provided the ratio of the width at one fifth (HW(0.2)M) and one half (HWHM) of the maximum is known. An inhomogeneous distribution is assumed to be Gaussian.

Eq.(1). Since we are interested in SHG, this term is proportional to \(x^2\). As the anharmonisity is expected to be small it may treated as a perturbation. Details of the calculations were published previously\(^2\). During the autocorrelation measurements, the system is driven by two identical laser pulses, one of which is delayed by a variable time \(T\) with respect to the other. The amplitude of the field exerted on the medium can be written as

\[
f(t) = g(t) + \exp(i\omega T)g(t-T),
\]

where \(g(t)\) represents the time dependent amplitude of one pulse. If the nonlinear medium used for second harmonic generation does not posses resonances at the fundamental and the second harmonic, its nonlinear response is instantaneous. In this case, the amplitude of the light generated at the second harmonic \(E(t)\) is given simply by \(\left|f(t)\right|^2\). The autocorrelation function \(S(t)\) describes how the integrated intensity of the second harmonic signal

\[
S(t) = \int \left|E(T)\right|^2 dt,
\]

depends on the time delay \(T\). The temporal profile of \(S(T)\) provides in this case a good measure of the duration of the pulse \(g(t)\). On the contrary, in the case of the resonant excitation \(S(T)\) depends also on the damping rate. Explicit calculations\(^3\) give
\[ E(t, \Omega) = \int_0^\infty \exp\{-[\Gamma + i(\Omega - \omega)]s\} ds \int_0^s f(t - \frac{s + r}{2}) f(t - \frac{s - r}{2}) dr, \]  
\hspace{2cm} (8)\]

This expression shows the influence of the damping rate on the ACF very clearly. It the damping rate is high as compared to the inverse pulse duration, the outer integration is effectively limited to very small values of \( s \), which, in turn, reduces the inner integration to the term almost equal to \( \int f(t) dt \), as in the nonresonant case. If, on the other hand, the damping rate is comparable or smaller than the inverse pulse duration, the outer integration in Eq. (8) extends to rather large values of \( s \), so that the inner integrand represent a product of two functions \( f(t) \) taken at different times rather than \( \int f(t) dt \). This leads to a better overlap and, as a consequence, to larger values of ACF for the time delays \( T \) exceeding the pulse duration. Hence, ACF in this case is expected to be broader in the time domain as compared to that taken with a nonresonant reference.

To account for the inhomogeneous broadening one has to integrate Eq. (8) over the frequency distribution \( G(\Omega) \). The result reads

\[ \int_0^\infty A(s) \exp\{is\omega\} ds \int_0^s f(t - \frac{s + r}{2}) f(t - \frac{s - r}{2}) dr, \]  
\hspace{2cm} (9)\]

where

\[ A(s) = \int_0^\infty G(\Omega) \exp[-(\Gamma - i\Omega)s] d\Omega. \]  
\hspace{2cm} (10)\]

A straightforward calculation shows that for \( s > 0 \), which only enters Eq. (10), \( A(s) \) is proportional to the Fourier transform of \( S(\omega) \) given in Eq. (5)

\[ A(s) = \frac{\Gamma}{\pi} \int_0^\infty S(\omega) \exp[-i\omega s] d\omega. \]  
\hspace{2cm} (11)\]

This last calculation shows that SHG ACF may be computed via Eqs. (7), (9) and (11), provided the linear absorption spectrum is known. That means that, in principle, SHG ACF does not contain any new information about the system as compared to the linear absorption spectrum. This conclusion is drawn here without any particular choice of the functional form of the inhomogeneous distribution of eigenfrequencies and does not depend on it.

The same conclusion is valid for THG ACF. In this case, an anharmonic term is proportional to \( x^3 \). The very similar calculations lead to the third harmonic field

\[ E(t, \Omega) = \int_0^\infty \exp\{-[\Gamma + i(\Omega - \omega)]s\} ds \int_{-\infty}^\infty dv \int_0^s df(t - \frac{s - u + v}{2}) f(t - \frac{s - u - v}{2}) f(t - u), \]  
\hspace{2cm} (12)\]

which resembles Eq. (8) for the second harmonic field. As the frequency dependent exponential function enters Eq. (12) just in the same way as in Eq. (8), all steps of computation leading to Eq. (11) may be repeated, so that the temporal profile of the THG ACF will be obtained provided the linear absorption spectrum of inhomogeneously broadened system is known.
Nevertheless, from the experimental point of view measuring of SHG ACF may be desirable in some cases. To understand the reason of that it should be noted that both the linear absorption spectra and ACF are best measured in their respective central parts where the signals are at their maximums. The wings, on the contrary, have a less favorable signal-to-noise ratio. Hence, they are usually less accurately known than the line center. From this point of view, SHG ACF may be regarded as a complementary tool for the linear spectroscopy because its central part is determined by the wings of absorption spectrum. Indeed, according to Eq. (9) the central part of ACF is determined by those values of $A(s)$ which correspond to $s$ in the range from zero to the duration of the pulse. In turn, according to Eq. (11) these values of $A(s)$ samples the whole range of $S(\omega)$ including the wings where the linear spectroscopy data are of the worse quality. Vice versa, the central part of the absorption spectrum gives rise to the values of $A(s)$ in the range from $\Gamma^{-1}$ to infinity, which, in turn, determines the ill defined wings of ACF.

From this point of view, a combination of linear absorption spectroscopy and SHG or THG autocorrelation data for the determination of the damping rate does make sense. From the analysis presented above it should be clear, however, that the unique determination of the homogeneous and inhomogeneous contributions to the surface plasmon line shape from these combined measurements is possible only in the framework of somewhat arbitrary assumptions about the functional form of the inhomogeneous distribution of eigenfrequencies.

There are several ways to achieve the ultimate goal of an unambiguous determination of the surface plasmon damping rate. First, it is to produce samples with the negligible inhomogeneous distribution or to pick up only one particle and determine its parameters. There were remarkable achievements on this way very recently\textsuperscript{5,6,9}. Second, it is to employ more powerful nonlinear methods like photon echoes or spectral hole burning. On the results obtained with use of the last method in the case of supported metal clusters we have reported elsewhere\textsuperscript{6}.

Not only the problem of inhomogeneous broadening may be addressed by comparison of the linear and nonlinear properties of the surface plasmon excitations. The universal relation between SHG (THG) ACF and the absorption spectrum obtained in this article is valid only in the framework of the model, in which the surface plasmon is described as a classical slightly anharmonic oscillator. Although this model seems quite reasonable in a view of the recent experimental\textsuperscript{10} as well as theoretical results\textsuperscript{11,12}, it cannot be perfect. Hence, a deviation from this relation may serve as a hint for the future refinement of the model.

ACKNOWLEDGEMENT

This work was started during the visit of one of the authors (T.V.) to the University of Kassel and was supported in part by Russian Foundation for Basic Research.

REFERENCES

Spectral, spatial and polarisation characteristics of harmonics generated at interaction of intense laser radiation with aluminum foils

Centre for Advanced Technology, Indore 452013, India
*NPO Akademprirbior, Academy of Sciences of Uzbekistan, Tashkent 700143, Uzbekistan

ABSTRACT

Investigations on harmonic generation in laser-matter interaction of Nd:glass laser radiation \( I \leq 1.5 \times 10^{15} \text{ W cm}^{-2}, \) \( \tau = 27 \text{ ps} \) with solid surfaces have been performed. Detailed measurements were made on the intensity of second, third and fourth harmonics, their polarization properties and spectral distribution, as well as dependencies of these characteristics on intensity and polarization of the incident laser radiation. Intensity dependencies of second, third and fourth harmonics for \( p- \) polarized laser pump showed a power law scaling of 1.5, 1.8 and 3.8 respectively. Maximal conversion efficiencies for second, third and fourth harmonic generation were observed in the range of \( 10^8 \) to \( 10^{12} \). For \( p- \) polarized laser radiation, the generation efficiency was more than ten and hundred times higher in comparison to that for the \( s- \) polarized radiation for second and third harmonics respectively. Among other features, rotation of second harmonic polarization as a function of laser intensity showed a quite different behavior for \( p- \) and \( s- \) polarized laser radiation, and the second harmonic observed in the specular reflection direction was red-shifted for laser intensity exceeding \( 5 \times 10^{14} \text{ W cm}^{-2} \).

Keywords: Harmonic generation, polarization, spectral shift, conversion efficiency

1. INTRODUCTION

Laser-matter interaction at high laser intensities using sub-picosecond and pico-second laser pulses has become a subject of much interest for many scientific investigations and technological applications. One of the most interesting processes involved is harmonic generation as a result of nonlinear optical response of the matter. Harmonic radiation can be useful in a number of applications ranging from plasma diagnostics to atomic physics. The most widely used media for such studies have been gas jets (see, for example \cite{1} and references therein). Several groups have reported very high order harmonic generation, e.g. up to 211-th harmonic \cite{4} and short wavelength coherent radiation achieved approximately down to 6 nm \cite{5,6}. Some attempts have also been made on phase-matched harmonic generation \cite{5,7,8} for direct conversion of laser radiation energy into certain high order harmonics.

Another mechanism of generation of harmonic radiation involves oscillations of electron cloud across: the solid-vacuum interface during interaction of high intensity laser radiation with solid surfaces. In comparison to the first case, where high order odd harmonics are produced due to nonlinearity of atomic polarizability, high order harmonic generation from solid surfaces is caused due to oscillation of the boundary layer, for example as in a moving mirror model \cite{9,10} or impulse-like acceleration of electrons \cite{11,12}. Due to lack of inversion symmetry in this case, the usual parity selection rules do not apply. Thus, odd as well as even harmonics are emitted with comparable intensity. Further, recent theoretical and experimental works \cite{11,13} also do not show any cut-off on the high order harmonic production.

High harmonics (up to 46th) were first observed in nanosecond experiments using a CO\(_2\) laser \cite{14,15}. Both odd and even harmonics were generated via relativistic current associated with the electrons moving back and forth across the solid-vacuum boundary density step. The formation of a steep density gradient in this case is attributed to the action of ponderomotive force, which counteracts the plasma expansion. A thin layer of plasma is formed in which the plasma density drops from solid density to the vacuum over a very small distance. Harmonic generation in this situation is also understood as a result of anharmonic distortion of the laser field upon reflection from a rapidly oscillating surface \cite{9,16}. Perturbative methods are inadequate for the treatment of laser-surface plasma interaction at high intensities, but can be used for explanation of generation of low-order harmonics \cite{10}.

A number of theoretical and experimental studies \cite{9,12,13,14-26} have been reported during the last decade on harmonic generation from solid surfaces using picosecond and femtosecond laser pulses. These studies were conducted with pulses varying from tens of femto-second \cite{20} up to 2.5 pico-second \cite{13}. Most features of the harmonic generation process were same in the above
range of pulse duration. One such feature is a considerably higher efficiency of harmonic conversion for the \( p \)-polarized radiation as compared to that for the \( s \)-polarized radiation. Next, a smooth roll-off on the high harmonic intensity was observed. Further, harmonic radiation had the same divergence as that of the incident laser radiation at intensities up to \( 10^{16} \) W cm\(^{-2} \), and was observed to be isotropic for \( IA^2 > 10^{18} \) W cm\(^{-2} \) μm\(^{-2} \) (here \( I \) is the laser intensity and \( \lambda \) is the wavelength of the laser radiation). Results were also reported on the measurements of polarization dependence of the harmonic yield, red- and blue-shift of harmonic radiation, and transition from specular to isotropic harmonic emission. These characteristics showed certain differences depending on the pulse duration of the laser used.

Laser pulse duration is an important parameter, which governs mechanism as well as the dynamics of the processes involved in harmonic generation. In this article, we extend the temporal scale of pump source and investigate harmonic generation from the solid surface-vacuum interface using 27 ps Nd:glass laser radiation. We study harmonic generation (up to fourth harmonic), polarization effects (rotation of polarization of both the fundamental and harmonic radiation), spectral, temporal and spatial characteristics of harmonic radiation, and compare these results with those reported for the shorter pulse duration regime.

**Fig. 1:** Experimental setup;
L\(_1\) - focusing lens; L\(_2\) - quartz collimator lens; VC - vacuum chamber; T - target; W\(_1\), W\(_2\) - input and output quartz windows; F - filters; M - monochromator; PM - photomultiplier

**Fig. 2:** Spatial intensity distribution of second harmonic at a laser intensity of \( \sim 5 \times 10^{14} \) W cm\(^{-2} \).

2. EXPERIMENTAL SETUP

A 100 GW Nd: phosphate glass laser chain (\( \lambda = 1053 \) nm) was used for harmonic generation from the surfaces. This laser chain based on MOPA principle, consisted of an active-passive mode locked Nd:YLF oscillator, an electro-optic pulse selector, two double-pass amplifiers, two single pass amplifiers, three vacuum spatial filters, and one Faraday isolator to block any back reflected laser beam. A Faraday rotator was also placed at the end of the laser chain to orient the polarization of the output beam in a desired direction. The laser chain provided single laser pulses of energy of 2.5 J in 27 ps (FWHM) with a beam divergence angle of 175 μrad, beam diameter of 33 mm (1/e\(^2\) points) and the M\(^2\) parameter of 4.3. The laser beam was checked for any pre-pulses (due to leakage transmission of the rejected pulses of the mode locked train from the pulse selector) and ASE from the amplifiers. The peak intensity contrast ratio of the former with the main laser pulse was measured to be better than \( 10^{-5} \). Thus pre-pulse intensity was \( < 10^{10} \) W cm\(^{-2} \) at the maximum laser energy. This is below the threshold of plasma formation for picosecond laser pulses. Further, ASE also did not result into any plasma formation as checked by aborting the oscillator operation and firing all the amplifiers stages.

A schematic of the experimental set up is shown in Fig. 1. The laser beam was focused on an aluminum target placed in a
Fig. 3: Rotation of s- polarization (■) and p- polarization (○) as a function of laser intensity.

vacuum chamber (5×10⁻³ mbar). The target was prepared by coating 100-μm thick aluminum on optically polished planar glass plates. The laser beam was focused using a 750-mm focal length lens at an angle of incidence of 67.5° on the target. We also measured harmonic yield at 45° and 22.5° angles of incidence. The focal spot on the target was of an oval shape (due to non-normal incidence of the laser beam) with the major and minor dimension of 120 μm and 45 μm respectively. A peak intensity of ~1.5×10¹⁵ W cm⁻² was estimated for the maximum output energy of the laser. The target was rotated about its axis after each shot so that every next pulse of laser radiation interacted with a fresh part of the target. Next, the depolarization factor of the incident radiation was smaller than 10⁻³. The Faraday rotator was used to change polarization of the incident radiation from p to s and vice-versa. Reflected fundamental and harmonic radiation were collimated by a quartz lens and dispersed by a monochromator (CVI, model DK480).

Second, third and fourth harmonic radiation were detected by photomultipliers (Philips 2232 for λ=526.5 nm, RCA 4840 for λ=351 nm, and Hamamatsu R166 for λ=263 nm) with rise times ≤ 3 ns. Broadband and interference filters were used to reduce undesirable plasma radiation at other wavelengths from reaching the detector. The temporal profiles of harmonic radiation were measured using Tektronix TDS-360 and Lecroy 9350A oscilloscopes. Appropriate steps were taken to ensure that the photomultipliers operated in linear amplification regime.

3. RESULTS AND DISCUSSION

Most of our studies were performed at 67.5° angle of incidence. First, we measured the variation of second and third harmonic intensity as a function of target position w.r.t. the best focus position. It is seen that the intensity ratio of the second and third harmonic radiation is ~ 100.

Second harmonic emission was observed in the direction of specular reflection for all values of Iλ² ranging from 8×10¹² W cm⁻² μm² to 1.5×10¹⁴ W cm⁻² μm². No second harmonic emission signal was observed at angles other than the specular reflection direction (checked by placing the collimating lens to collect radiation in directions far from specular) throughout the range of laser irradiation used. The second harmonic signal in the specular reflection direction was fairly strong so much so that a well-collimated second harmonic beam in the direction of specular reflection could be readily observed with unaided eye. These observations are in agreement with earlier published work 22,24,26,27. In particular, the specular feature of second harmonic radiation was demonstrated by Marjoribanks et al 27 in the same range of Iλ² from 10¹⁴ W cm⁻² μm² to 10¹⁵ W cm⁻² μm² as in our study using pre-pulse free, 1 ps Nd:glass laser pulses.

Some processes lead to the growth of Raleigh-Taylor instabilities distorting the surface of the dense plasma, resulting in broadening of the angular spectrum of the harmonics 15. Plasma created by pre-pulse is one of the most common situations which may prevent interaction of the intense laser pulse directly with a solid surface. For instance, in the experiments of
Marjoribanks et al\(^{27}\), when a pre-pulse of \(10^4\) times the peak intensity was introduced about 1.5 ns before the main pulse, they observed a transition from specular to diffuse harmonic emission for \(I\lambda^2\) values in the range of \(10^{15}\) to \(10^{16}\) W cm\(^{-2}\) \(\mu\)m\(^2\). Thus, high background to peak intensity contrast of the laser radiation is a crucial demand for harmonic generation. In accordance to early measurements, the plasma creation threshold on the surfaces for pulses of \(\sim 10\)-ps duration is between \(10^{10}\) W cm\(^{-2}\) to \(10^{11}\) W cm\(^{-2}\).\(^{33}\). Intensity contrast ratio in our laser pulse, as stated earlier, was better than \(10^2\). Pre-pulse intensity was below \(10^{10}\) W cm\(^{-2}\) even at the highest intensity, and the same is below the plasma formation level. Thus in our experiments the laser radiation interacted with a sharp solid-vacuum interface, an inference also supported by the absence of any diffuse emission of harmonic radiation.

![Figure 4](image)

**Fig. 4**: Normalized rotation of polarization as a function of Glan prism rotation.

Spatial shapes of reflected laser radiation and second harmonic radiation were registered by a CCD camera in front of the monochromator. The divergence of both the reflected fundamental radiation and the second harmonic radiation were nearly equal. Further, it was observed that as the laser intensity was increased, the spatial intensity distribution of the second harmonic emission changed from the one which is nearly the same as that of the reflected fundamental radiation to a ringlike shape. Fig. 2 shows a typical picture of intensity distribution of the second harmonic radiation observed at a laser intensity of \(5\times10^{14}\) W cm\(^{-2}\).

Temporal characteristics of fundamental radiation and second harmonic were analyzed by streak-camera (with rise time \(\sim 5\) ps) and CCD camera. Pulse duration of second harmonic (23 ps) was close to one of fundamental radiation (27 ps).

Second harmonic conversion efficiency was measured to be \(2\times10^{-\delta}\) at the maximum laser intensity for \(p\)-polarized radiation, and \(\sim 10\) times smaller for the \(s\)-polarized radiation. The data can be represented by a power law of the form \(I_{2\omega} \propto I^{1.5}_\omega\) for \(p\)-polarization pump, and \(I_{2\omega} \propto I^{1.7}_\omega\) for \(s\)-polarization pump. These results are in agreement with the data of Refs.\(^{23}\) and \(^{24}\) in studies performed in the picosecond pulse duration regime, where ratio of \(p\)- and \(s\)-polarization-induced picosecond second harmonic radiation was observed to vary from 2 to 10. At the same time for short pulses (femtosecond range) this ratio has been reported to be much higher (\(\sim 10^3\)) (see, for example,\(^{26}\)).

The large difference in the ratio of \(p\)- and \(s\)-polarization induced second harmonic conversion efficiencies can be understood from rotation of the \(s\)-polarized fundamental beam due to Faraday rotation. This occurs due to spontaneously generated mega gauss magnetic fields in laser produced plasmas, which becomes important for longer duration laser pulses\(^{29}\). We have performed Faraday rotation measurements for both \(p\)- and \(s\)-polarized fundamental beam using the experimental setup\(^{28}\). Laser radiation specularly reflected from the target was analyzed with a Glan prism. The energy of two orthogonal components were measured by a pair of calibrated energy meters. The angle of rotation (\(\alpha_{rot}\)) was derived from the relative intensities in the two detectors using the relation \(\alpha_{rot} = \arctan(\frac{E_{par}}{E_{perp}})\) where \(E_{par}\) and \(E_{perp}\) are the energies of reflected fundamental radiation of the parallel and orthogonal polarizations w.r.to the polarization of the incident
laser beam. Fig. 3 shows the rotation angle as a function of laser intensity for \( p \)- and \( s \)-polarized fundamental beam. It is seen that no appreciable rotation occurs for the case of \( p \)-polarized beam. On the other hand, a rotation of 9° was measured at a laser intensity of \( 10^{11} \) W/cm\(^2\) for \( s \)-polarized laser radiation.

In order to confirm that the above stated result is not affected due to any possible contribution of depolarization of the reflected fundamental radiation, measurements were repeated by rotating the Glan prism. Variation of the normalized angle of rotation (\( \alpha_{\text{nm}} / E_{\text{w}} \), where \( E_{\text{w}} \) is the energy of the fundamental beam) as a function of the rotation angle of the Glan prism is shown in Fig. 4. The minimum value of the normalized rotation is noted to occur at \( \sim 10^5 \) rotation of the Glan prism, which is in agreement with the aforesaid Faraday rotation angle measurement of \( \sim 9^\circ \). This confirms that fundamental radiation does not undergo any significant depolarization, and there is a definite Faraday rotation for \( s \)-polarized fundamental radiation. This is not surprising as a larger polarization rotation angle of \( \sim 22.5^\circ \) was reported by Stamper et al.\(^{29} \) at a similar laser intensity (\( 10^{13} \) W cm\(^{-2}\)) using longer laser pulses of 100 ps.

![Fig. 5: Reflectivity of \( s \)-polarized radiation as a function of laser intensity.](image)

A significant generation of second harmonic radiation by \( s \)-polarized fundamental radiation can now be explained from the Faraday rotation of the latter. Due to longer pulse duration of 27 ps (in comparison to most of the previous studies up to 2.5 ps pulse duration), the plasma interaction length and hence the Faraday rotation undergone by the fundamental laser radiation increases. Ishizawa et al.\(^{24} \) observed even a stronger second harmonic generation of \( s \)-polarized fundamental radiation. The ratio of \( p \)- and \( s \)-polarization induced second harmonic yields in their study was \( \sim 2 \). They also attributed this effect to Faraday rotation due to spontaneously generated magnetic fields in the plasma and quantitatively explained the observed ratio of the harmonic yields using the experimental results of Stamper et al.\(^{29} \) on Faraday rotation using 100 ps laser pulses.

The relative increase in the \( s \)-polarization induced second harmonic yield with increase in the fundamental laser intensity is also consistent with the observation of increase in Faraday rotation angle with laser intensity. The latter can be explained from the increase in absorption of the laser energy. Fig. 5 shows reflectivity of the \( s \)-polarized fundamental radiation as a function of laser intensity. It is seen that reflectivity (\( \sim 50 \% \)) at small intensities (\( \sim 10^{13} \) W cm\(^{-2}\)) decreases up to \( \sim 15 \% \) at intensities exceeding \( 10^{15} \) W cm\(^{-2}\). This leads to an increase in the spontaneously generated mega gauss level magnetic fields in the plasma, which then results into increase of polarization rotation of the reflected fundamental radiation.

Analysis of the relative contents of parallel and orthogonal polarization components in the harmonic radiation w.r.t. to the polarization of the driving fundamental radiation can provide interesting information on the plasma processes involved. Earlier experimental studies and theoretical simulations showed that higher harmonics have the same polarization as that of the fundamental beam.\(^{17,18,21,30} \) For instance, according to the moving mirror model, the polarization of the incident laser radiation and the harmonics generated should be same. Some polarization selection rules\(^{16} \) govern that \( p \)-polarized laser radiation should generate \( p \)-polarized odd as well as even harmonics. At the same time, odd harmonics of the same polarization and even harmonics of the opposite polarization should be produced by a \( s \)-polarized fundamental beam.
Variation of the fraction of second harmonic emission in the orthogonal polarization w.r.t. laser intensity for s- and p-polarized fundamental radiation obtained in our study is shown in Fig. 6. It is seen from this figure that for p-polarized laser radiation, the second harmonic yield was almost entirely (~ 97%) of the same polarization as that of the fundamental beam. Further, this behavior did not change with increase in intensity. As opposed to this, for s-polarized fundamental beam, more than 30% of the second harmonic radiation at the maximum laser intensity had the opposite (p-) polarization. The physical origin of this effect is the rotation of polarization of fundamental beam as stated earlier also. The second harmonic energy versus laser intensity dependence for s-polarized laser beam has a greater slope than that for the p-polarized beam. This may be understood from the fact that a small rotation of the s-polarized fundamental radiation makes an additional contribution to the second harmonic generation.

The difference between s- and p- polarization induced harmonic generation decreases with increase in intensity. This is due to generation of intense magnetic fields and consequent rotation of the fundamental polarization. One may make a conjecture that at very high laser intensities the harmonic yields for s- and p-polarization should become nearly equal. For instance, at extremely high intensity of ~ 10^19 W cm^2, no difference in harmonic conversion was observed between the two polarization of laser beam. Authors of this work explained the situation by suggesting that the critical density surface got rippled during the interaction with the laser pulse (2.5 ps). Similarly, Losev et al. and Ishizawa et al. have discussed the occurrence of polarization rotation effects in their experiments using 0.8 ps and 2.2 ps laser pulses. Our studies underline that with increase of laser pulse duration, there is an increased rotation of the s-polarized radiation, which then increases the yield of harmonic conversion at the surface-vacuum interface.

![Fig. 6: Fraction of second harmonic emission intensity in orthogonal polarization for s- (+) and p-(-) polarized fundamental radiation.](image1)

![Fig. 7: Harmonic efficiencies of observed harmonics.](image2)

The third and fourth harmonics were also observed in our experiments. The intensity scaling exponent for the two harmonics was 1.8 and 3.8 respectively. Next, the conversion efficiency for third and fourth harmonic for the s-polarized fundamental radiation relative to that for the p-polarized beam was much smaller in comparison to that for the second harmonic. Specifically, the ratio of third harmonic conversion efficiency for p- and s- polarizations was observed to be more than 100. This is in line with simulation results which predicted that p-polarized laser to produce harmonics one to two order of magnitude stronger than that for s-polarization. Further, we did not observe any fourth harmonic radiation signal in the case of s-polarized laser pump, primarily because the signal in this case was below the detection threshold of our diagnostics system.

Harmonic yield decreased drastically with decrease of angle of incidence (eight-fold drop for 45° respectively to 67.5°). These results are in good coincidence with data of von der Linde et al. Further decrease of angle of incidence (22.5°) led to the growth of harmonic yield. In these experiments we took into account the decrease of interaction area at smaller angles of incidence. Minimum of angular dependence coincided with maximum of reflectance of p-polarized radiation and consequently with minimum of resonant absorption.

Conversion efficiencies of various observed harmonics for p-polarized pump radiation are plotted in Fig. 7. Maximal
conversion efficiencies for second, third and fourth harmonics were \(2 \times 10^{-8}, 10^{-10},\) and \(5 \times 10^{-12}\) respectively. It may be noted that conversion efficiency decreases with increase in the harmonic order. This is qualitatively in agreement with the simulation results for \(I_2 = 4 \times 10^{14}\) W cm\(^{-2}\) μm\(^{-2}\). However, our observations are at variance with previously reported results of experiments with picosecond pulse duration \(21,24\). Further, in contrast to experimental results using femtosecond laser pulses on gold surfaces \(21,25\), where conversion efficiency was observed to decrease rather slowly with the order of harmonics (from \(10^{-10}\) to \(10^{-13}\) for second to fifth harmonic), in our case each next higher order harmonic decreased at least 100 times w.r.t. the previous harmonic order.

We now analyze our results in terms of the two known mechanisms of harmonic generation occurring in laser irradiation of solid surfaces viz. 1) motion of electrons under the action of optical field at an abrupt plasma-vacuum interface \(9,11,20,31\) and 2) the \(\mathbf{v} \times \mathbf{B}\) Lorentz force \(11,32\). While it is difficult to attribute all our observation to any one of these mechanisms, main features of the two mechanisms can jointly explain most of our results. Contribution of both the mechanisms can be seen in various aspects of our studies. For instance, while the first mechanism predicts that the energy of various harmonics differ slightly, the second mechanism predicts a large difference between the energy of different harmonics. Thus second mechanism’s prediction is closer to our result on harmonic conversion yield. Next, on the basis of the first mechanism, the harmonic energy should be proportional to the laser intensity, i.e. the power law exponent is 1. On the other hand, the power law exponent for the second mechanism is predicted to be the order of harmonic.

For \(p\)-polarized pump radiation, we observed power law exponent of 1.5, 1.8, and 3.8 for the second, third, and fourth harmonics respectively. While the first two are nearly mid-way between the values expected from the two mechanisms, the last one for the fourth harmonic is close to the prediction of the second mechanism. Thus our studies show intermediate results on the scaling behavior of harmonic emission. Next, a comparison may be made on the polarization dependence. First mechanism allows harmonic generation only for \(p\)- polarization pump. In comparison to this, the second mechanism based on Lorentz force predicts harmonic generation by both \(p\)- and \(s\)-polarized laser radiation. Our results on second harmonic generation induced by the \(s\)-polarized radiation support the \(\mathbf{v} \times \mathbf{B}\) mechanism as the observed power law exponent of 1.7 is close to the value of 2 predicted for this mechanism. This result also agrees well with 0.8 ps pulse duration experiments of Losev et al\(^{22}\) who observed a power law exponent of 1.8.

We now come to the spectral characterization of the harmonic radiation. Spectral analysis of harmonic generation from solid surfaces was presented in earlier studies performed using femtosecond pulses \(26,28,33,34\). Both blue- and red-shift of harmonic spectra were observed and this effect was attributed to Doppler shift and anomalous skin effect. We have also performed measurements of spectral shift of second and third harmonics of the \(p\)-polarized pump radiation. The reflected beam, containing the fundamental frequency and collinearly propagating harmonics, was directed to the monochromator (spectral resolution \(\sim 0.05\) nm). Output slit of the monochromator was fully opened to permit recording of spectral shift of harmonics and their spectral shape on a CCD camera.

Fig. 8 shows spectrum of second harmonic generated from the surface at a laser intensity of \(\sim 10^{15}\) W cm\(^{-2}\). Also shown in Fig. 8 is the spectrum of the second harmonic radiation generated in a KDP crystal. It is seen that second harmonic (\(\lambda = 526.5\) nm) generated in the KDP crystal occurs, within the accuracy of measurements, at the \(\lambda_f/2\) position (\(\lambda_f = 1053\) nm is the wavelength of the fundamental radiation). Spectral width (FWHM) of the second harmonic radiation in this case was \(\sim 0.1\) nm. In contrast to this, the spectrum of surface generated second harmonic was broadened and red-shifted w.r.t. to the second harmonic wavelength of the fundamental radiation.

We investigated red-shift of the second harmonic generated from the solid surface (w.r.t. to the second harmonic wavelength of Nd:glass laser radiation) as a function of laser intensity. Red-shift increased with laser intensity up to \(\sim 0.5\) nm as compared to the peak of second harmonic reference spectrum generated in the KDP crystal. A similar red-shift for second harmonic (\(\Delta \lambda \sim 1\) nm) was observed for 350 fs laser pulses by von der Linde et al\(^{28}\) who presented detailed measurements of both red- and blue-shifts of second harmonic. Spectral broadening and shift of the harmonic spectra can be explained from a moving mirror model and self-phase modulation of the input radiation during its propagation through the plasma as discussed in detail by Hansen et al\(^{26}\).

Third harmonic spectra showed an uncertain behavior, both in terms of broadening and the nature of spectral shift. There was a considerable shot to shot variation at the same laser intensity so that no definitive conclusion could be drawn on the spectral characteristics of the third harmonic radiation.
Our results on harmonic generation from solid surfaces are broadly in agreement with earlier reported theoretical and experimental investigations performed at large angles of incidence and intensities slightly above \(10^{15} \text{ W cm}^{-2}\) where resonance absorption and collisions dominate the absorption process. Occurrence of resonance absorption process is generally inferred from various features of the second harmonic generation which include emission of harmonic in the direction of specular reflection, and harmonic wavelength being nearly a factor of two smaller compared to the pump radiation (without considerable spectral shift). Additional features in support of the occurrence of this process are a large value of the ratio of \(p\)- and \(s\)-polarization induced second harmonic intensities (tens to hundred times), and the reflectivity being independent of the incident laser intensity.

Except for the observation of dependence of reflectivity on laser intensity, our results are in agreement with the conditions of resonance absorption.

4. CONCLUSION

In conclusions, we have studied harmonic generation from aluminum surface using 27 ps laser radiation at intensities up to \(1.5 \times 10^{15} \text{ W cm}^{-2}\). Conversion efficiencies for second, third and fourth harmonics were measured to be \(2 \times 10^{-4}\), \(10^{-12}\) and \(5 \times 10^{-12}\) respectively. These harmonics were generated by anharmonic motion of electrons on the plasma-vacuum interface. The anharmonicity of such motion is the result of a change in the driving force acting on electrons oscillating in the optical field as they cross from vacuum to dense plasma.

Intensity dependencies of second, third and fourth harmonics showed the power slopes of 1.5, 1.8 and 3.8 respectively. Second harmonic was observed to be confined within a narrow cone in the specular direction, as it was seen by unaided eye. For \(p\)-polarized laser radiation, the second harmonic efficiency was about ten times higher as compared to that for the \(s\)-polarized pump radiation. Rotation of second harmonic polarization caused by Faraday effect was observed, and the same could explain the relative yields of second harmonic using \(s\)- and \(p\)-polarized pump beam. Detailed measurements of polarization properties and harmonic spectra transformation were performed. Explanations for various observations have been offered, but a more detailed theoretical analysis is necessary for understanding of some peculiarities of the experimental data.

These studies have shown that the main features of harmonic generation from solid surfaces for 27 picosecond laser pump radiation are similar to those observed for the femtosecond laser pulses. Spectral and polarization characteristics of the reflected fundamental radiation and harmonic generation at the surface-vacuum interface have shown that they may serve as a diagnostics for plasma produced by picosecond laser pulses and can be helpful in improving the understanding of the interaction mechanisms of the incident laser radiation with the plasma generated from solid surfaces.

Acknowledgments

Authors would like to thank Dr. D. D. Bhawalkar for support in this work, and one of us (RAG) for his stay with Centre for Advanced Technology. R. A. Ganev would also like to acknowledge the Third World Academy of Sciences for providing travel support under its Associateship Scheme.
REFERENCES

Non-thermal effects in femtosecond laser damage of transparent materials

Vitali E. Gruzdev*, Anastasia S. Gruzdeva*
State Research Center «S.I.Vavilov State Optical Institute»
Birzhevaya Liniya 12, St.Petersburg, 199034, Russia

ABSTRACT

There are considered non-thermal processes of femtosecond laser-induced damage of wide band-gap transparent materials. Dominating of thermal or non-thermal effects depends on radiation and material parameters among which pulse repetition rate, focal spot size and absorption play key role. Non-thermal mechanisms of damage and ablation can dominate at initiating stage and at low repetition rates (below 10 kHz). They are attributed to nonlinear electro-dynamical processes such as higher harmonic generation and formation of shock electromagnetic waves. Considering interaction of shock electromagnetic wave with a particle (single charged particle and a dipole) in potential well, we derive expression for threshold of laser-induced ionization and delocalization. Thermal mechanisms can dominate at later stages of damage and ablation at repetition rates above 10 kHz. There are also discussed after-heating and non-equilibrium non-thermal processes taking place between initiating and thermal stages. There are considered several mechanisms of laser-induced ionization - multiphoton, tunneling, avalanche ionization, also ionization by higher harmonics and by shock-wave front. Estimations of ionization rates show that the latter two mechanisms can dominate at initiating stage of femtosecond damage and determine critically following ionization processes. Obtained results are compared with experimental data.
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1. INTRODUCTION

Great interest attracted by femtosecond laser pulses is connected mainly with possibility to localize laser action in time and in space that corresponds to recent trend to improving of space resolution and quality of laser processing of materials. On the other hand, significant decreasing of pulse duration below 1 ps has resulted in appearing of many experimental data and results that cannot be explained within traditional thermal models of laser-matter interaction. That is especially true for the case of laser interaction with transparent materials.

The most important features of those interactions are extremely small pulse duration and very high damage threshold (10^{13} - 10^{14} W/cm^2) [1-6]. Such value of the threshold is observed for many tested materials, and it varies little for different materials. As one can estimate, laser-induced variations of refractive index at laser fluence close to damage threshold are about \Delta n_L - n_L^{1/2} \approx 0.05 - 0.01. In such conditions many nonlinear optical phenomena should be expected to appear before damage starts, for example, generation of higher harmonics, spectral broadening resulting in development of spectral supercontinuum, self-focusing and many other that can occur even at smaller levels of laser-induced variations of refraction. The nonlinear optical effects can play important role in non-thermal processes of initiating of damage and ablation. Influence of electro-dynamical effects is illustrated by well-known phenomenon – strong dependence of femtosecond damage on focusing geometry: practically for all materials one cannot observe any significant damage (except formation of color centers [5]) if focal spot size is more than 10 laser wavelengths while strong damage with material removal is observed for tight focusing [3, 4]. On the other hand, thermal effects can also play important role especially for multishot interactions.

Three regimes of femtosecond interactions can be distinguished in this connection: single-shot and multishot damage and ablation at low repetition rate (approximately below 1 kHz) with small linear absorption at input laser wavelength; multishot damage and ablation at high repetition rates (more than 1 kHz) with small linear absorption at input laser wavelength; laser-induced processes in materials with large linear absorption at input laser wavelength. In the first case, non-thermal processes can be expected to dominated at all stages of femtosecond damage and ablation while residual heating can be small. In the second case, non-thermal mechanisms can dominate at initial stage only (within few first shots) while thermal processes play dominating role in incubation effects and formation of ablation crater or damage morphology. The third
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case of highly absorbing materials is not touched in this paper which general purpose is to consider relation between mentioned thermal and non-thermal effects of femtosecond laser interaction with transparent materials.

To consider areas of dominating thermal and non-thermal mechanisms of femtosecond interactions, we will refer to some experimental data. Characteristic parameters of laser radiation are one of the most important among them:

- pulse duration $\tau_p = 500$ fs $\rightarrow 10$ fs [1 - 11];
- laser wavelength in vacuum $\lambda = 10.6 \mu m - 1 \mu m$ [1, 2, 9] $\rightarrow 1.06 \mu m$ [11] $\rightarrow 0.8 \mu m$ [3, 4, 6, 8] $\rightarrow 0.6 \mu m$ [5];
- energy of laser quantum $h\nu$ $0.117$ eV $\rightarrow 1.17$ eV $\rightarrow 1.55$ eV $\rightarrow 2.07$ eV;
- type of laser FE lasers Nd$^{3+}$:glass Ti:sapphire
- intensity of laser radiation at focal plane 1) for self-focusing and white-light generation $I = 10^{12} - 10^{13}$ W/cm$^2$ [12 - 14], 2) for laser-induced damage and ablation $I = 10^{13} - 10^{14}$ W/cm$^2$ [1 - 11];
- focal spot radius $r_p = 1 \mu m - 10^2 \mu m$ [1 - 11];
- repetition rate (for multi-pulse damage and ablation) from 10 Hz to $10^9$ Hz (pulse trains [1, 2]).

The most important and characteristic features of femtosecond interactions leading to problems in building their theory are 1) small pulse duration excluding classical thermal mechanisms of laser-induced heating and damage resulting from phase explosion; 2) high radiation intensity which can result in a variety of nonlinear optical processes accompanying laser action on transparent materials and changing its character.

Materials used in considered experiments are wide band-gap semiconductors and dielectrics which typical band gap is 3 or more times larger than photon energy [1 - 11]: $E_g \geq 3h\nu$. Characteristic value of nonlinear coefficient of refraction is about $n_2 \geq 10^{-16}$ cm$^2$/W. Linear constant part of refractive index $n_0$ for most of considered materials varies between 1.45 and 3. Structure of investigated materials varies from crystal to amorphous solids (glasses). Many of investigated materials are isotropic, for example, fused silica and glasses of various types. Characteristic feature is small absorption $\alpha$ at input laser wavelength that varies from $10^{-6}$ to $10^{-3}$ cm$^{-1}$. Group velocity dispersion coefficient $\beta$ is about $200 - 500$ fs$^2$/cm. Heat conductivity of investigated dielectric materials varies from 40 W/(m grad) (crystal Al$\text{O}_3$ at $T = 300$ K) to $1.36$ W/(m grad) (fused silica at $T = 300$ K) depending on structure (crystal or amorphous) of the materials while density and specific heat capacity vary no more by than factor of 2. Looking through papers with experimental data, one can find that often used material for femtosecond laser-induced damage and ablation is fused silica which parameters are as follows: $E_g = 7.5$ eV [14], $n_0 = 1.45$, $n_2 = 2 \cdot 10^{-10}$ cm$^2$/W [13], absorption $\alpha = 10^{-3}$ cm$^{-1}$, group velocity dispersion coefficient $\beta = 385$ fs$^2$/cm [13], thermal conductivity $k = 1.36$ W/(m grad), specific heat capacity $C = 890$ J/(kg grad), density $2, 650$ kg/m$^3$.

For further estimations we can use the following figures resulting from experimental data. First, length of effective nonlinear interaction path can be estimated as beam path $s$ in nonlinear material along which nonlinear interaction is the most effective: $s \approx 2\alpha_0 = \pi r_p^2 / \lambda$. For the presented above values of focal spot radius it varies from 10 to $10^4$ $\lambda$, but in case of tight focusing, the most typical value of $s$ is $(10 - 15)\lambda$. For pulse duration 100 fs effective dispersion length is about several cm in glass BK-7 or fused silica [13]. Thus, path of effective nonlinear interaction is at least 1000 times less than dispersion length, and group velocity dispersion can be neglected in the first approximation. Photon energy is 1.55 eV for the most typical laser wavelength 0.8 $\mu$m. Thus, five photons should be absorbed to produce ionization in fused silica. For wavelength 4.0 $\mu$m photon energy is 0.31 eV, thus, 25 photons should be absorbed to produce ionization.

Considering a variety of experimental data [11, 15, 16 and references therein], one can distinguish three phases of high-power femtosecond laser interaction with transparent solids — initial stage (non-thermal interaction and excitation), intermediate stage (non-equilibrium energy transfer) and final stage (after-heating, diffusion, damage and/or ablation). Non-thermal processes must dominate at the stage of initiating of femtosecond interactions for both single-shot and multi-shot action. Following the scheme of energy transfer from [1, 9], we can say that those processes are connected with initial energy transfer from laser pulse to laser-induced plasma and electronic and vibrational excitations (Fig. 1). Particular mechanisms can be connected with nonlinear dynamical procedures and straight action of electric field on crystal lattice as they are discussed in section 3. As the most suitable candidate for that we consider generation of higher harmonics that can result in formation and propagation of shock electromagnetic waves (SHEW). The processes can also provide sufficient modification of transparent material without heating during single-pulse action, resulting in local excitations [1, 9] leading to phase transition from crystal to amorphous matter [4] and even in total removal of material from focal area [3, 4]. Thus, they are very probable to dominate during whole single-pulse action on transparent materials.

Energy transfer at intermediate stage (Fig. 1) goes through several steps [1, 9] resulting in formation of quasi-equilibrium electron plasma, radiative relaxation, heating and diffusion of electrons and laser-induced defects. The later processes
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represent final – thermal – stage of femtosecond action (Fig. 1) when laser-induced electron plasma formed during femtosecond pulse propagation should be considered as a source of heating. In case of multi-shot laser action at high repetition rates, laser-induced defects can be accumulated leading to incubation effects [8] in multi-pulse laser action connected with increasing of linear absorption at input laser wavelength. Total after-heating can be large in that case, and those processes can result in thermal damage or ablation of the material. Thus, final thermal stage of femtosecond interactions can be dominating one for multi-shot ablation with high repetition rate. Considering two limiting cases of femtosecond actions – single-pulse action and multi-shot action at high repetition rate – one comes to conclusion that there must be a critical repetition rate that separates two regimes of femtosecond ablation – thermal and non-thermal. Discussion of those processes and determining of critical value of repetition rate can be found in section 5.

1. Initiating

![Diagram of energy transformation](attachment:diagram.png)

Fig. 1. Energy transformation from absorption to damage and ablation in transparent materials induced by femtosecond laser pulse.

2. NONLINEAR OPTICAL EFFECTS OF FEMTOSECOND PULSE PROPAGATION

Nonlinear optical effects are very natural to be considered as mechanisms of initiating of femtosecond laser interactions. That is connected mainly with their small inertia and small pulse duration what makes straight non-thermal energy transfer to localized excitations of crystal lattice more effective than other ways connected with energy absorption by electrons and following thermalization in electron and phonon subsystems.

Effects connected with generation of higher harmonics and formation of abrupt space variations of electric-field strength are the most suitable candidates for being mechanisms of initiating of femtosecond interactions in transparent solids among all possible nonlinear optical processes. Recently authors proposed model of electromagnetic shock wave [17, 18] as that combining both those features. As it was pointed out in [17, 18], SHEW can appear at initial stage of femtosecond interaction and within small leading part of laser pulse (first few periods of laser radiation only) where laser-induced variation of material parameters are small enough to be neglected. Duration of leading part of laser pulse to be considered is determined by characteristic time of laser-induced plasma excitation up to the level when it gives sufficient distortions to pulse propagation [19]. That time is about 15-20 fs. Plasma excitation is assumed to be the fastest process, other laser-induced processes of material parameters modification have longer excitation time and their influence on nonlinear pulse propagation at leading edge of laser pulse can be neglected. Thus, throughout this paper we consider only few (no more than 10) first cycles of femtosecond laser pulse.

Without detailed discussion of SHEW formation and propagation, we briefly describe here several features of SHEW that are important for the discussions below. First, SHEW can appear at laser fluence below damage threshold according to obtained in [17, 18] expression for SHEW threshold

\[
E_{th} \approx \frac{n_0}{n_2} \left( \exp \left( \frac{\Delta x}{s} \right) - 1 \right).
\]

(1)
where \( s \) is length of path of effective nonlinear propagation in transparent material, \( \Delta x \) is length of meshed part of wave cycle: \( \Delta x \leq s \) and \( \Delta x \leq s/4 \). For example, "pessimistic" estimation of disruption threshold corresponds to meshing of a quarter of optical cycle \( \Delta x = 0.25 \lambda / n_0 \) within rather small interaction path \( s = z = 15 \lambda_0 \) and it is \( I_{th} \leq 1.18 \times 10^{14} \text{ W/cm}^2 \) for \( n_0 = 1.41 \), \( n_2 = 2 \times 10^{-16} \text{ cm}^2/\text{W} \) (fused silica). Confocal parameter corresponds to focal spot radius \( r_f = 2.18 \lambda_0 (= 1.71 \text{ \mu m}, \lambda_0 = 0.8 \text{ \mu m}) \). "Optimistic" estimation gives \( I_{th} \leq 6 \times 10^{12} \text{ W/cm}^2 \) for \( s = z = 120 \lambda_0 / n_0 \), \( \Delta x = 0.1 \lambda_0 / n_0 \) (focal spot radius \( r_f = 6.18 \lambda_0 \)).

Formation of SHEW results in appearing of abrupt variation of electric-field strength referred to as SHEW front (Fig. 2, points 1, 2). The front becomes smoother and turns into complicated structure under action of dispersion (Fig. 2).

As one can see in Fig. 2, abrupt SHEW front can be approximated by linear dependence on space coordinate for early steps of SHEW propagation while the rest of laser-radiation period looks like unperturbed or lightly perturbed part of a sine. In the first approximation one can neglect field distortions near SHEW front appearing during SHEW propagation and take into account other important SHEW feature – becoming of its front sharper with developing of SHEW. Bearing this in mind, we use below the following approximate description of SHEW (Fig. 3). SHEW front is approximated by linear dependence, and front depth \( \Delta \) varies from \( 0.1 \lambda_0 / n_0 \) (weak SHEW describing initial stages of its formation) to \( 0.01 \lambda_0 / n_0 \) (strong SHEW at late stages of its formation). Other part of wave profile is approximated by sine.

Thus, the following description of SHEW electromagnetic field is used: SHEW front appears with approximately linear variations of electric-field strength while field profile is approximately sine between two neighboring SHEW fronts at least at early stages of SHEW formation (Fig. 2). That implies the following description of filed variations:

\[
E(x, t) = R \cdot (x - V \cdot t), \quad R = \frac{\partial E}{\partial x};
\]

within SHEW front, \( E(x, t) = E_0 \) before SHEW front where field strength reaches maximum, and \( E(x, t) = E_0 (kx-\omega t) \) behind SHEW front where field varies approximately linearly starting with zero. SHEW front described by (3) is assumed to move at speed \( V \) that depends on value of electric-field strength \( E \) and electric induction \( D \) before SHEW front \( E_1, D_1 \).
and behind it $E_3$, $D_2$:

$$ V = \frac{c_0 \cdot (E_2 - E_1)}{\mu_0 \cdot (D_2 - D_1)} $$

(4)

For the case depicted in Fig. 2, one can assume $E_1 = 0$, $E_2 = E_0$ where $E_0$ is field amplitude. Then, one obtains the following estimation of SHEW speed from (4): $V \approx c_0 \frac{E_0}{(E_0^2 + \varepsilon_2 E_0^3)} \approx c_0 \frac{1}{n_0^2}$. Thus, SHEW moves $n_0$ times slower than electromagnetic waves forming the SHEW. That implies possible reflection of higher harmonics at SHEW front resulting in complicated interplay between them that cannot be described within approximation of single-direction propagation.

One more important property of SHEW is incubation of its action on crystal particles (e.g., dipoles). As one can see from Fig. 2, that happens due to breaking of symmetry of harmonic waves resulting from formation of SHEW front. Moreover, interaction of SHEW front with a dipole can be especially effective because a sine part of deformed optical cycle forms a dipole, which reaches its maximum value before it begins to interact with SHEW front that can be referred to as “pre-action” of sine part of optical cycle moving before SHEW front.

3. INITIATING OF FEMTOSECOND LASER-INDUCED DAMAGE

As it follows from experimental results, initial stages of femtosecond laser-matter interactions must be managed by fast mechanisms with very small inertia because typical pulse duration is less than time of energy transfer from electrons to phonons. The mechanisms must be rather universal, without strong dependence on wavelength if the latter is within transparency band. They must act for pulse duration from several hundreds of femtoseconds to few tens of femtoseconds. The mechanisms must include both effective ionization taking place before irreversible changes of material properties and non-thermal laser-induced damage of transparent materials. We suppose SHEW to be the most suitable nonlinear electrodynamical process for being fast mechanism of initiating of femtosecond damage and desorption. There are two reasons for that connected with main features of SHEW [15 - 18]:

- generation of higher harmonics (odd harmonics in isotropic medium) – can result in effective ionization;
- formation of abrupt shock front (can result in straight action on crystal lattice).

General picture of femtosecond laser-matter interactions with participating of SHEW can be as follows. SHEW interaction with transparent materials is dominating mechanism of processes taking place at single-shot as well as at few first shots of low-rate multi-shot interactions. Strong SHEW corresponding to disruption of electric field is formed in case of tight focusing when the pathway of effective nonlinear interaction is small enough for nonlinear distortions to dominate over dispersion. That type of SHEW can damage crystal lattice through removing of ions out of crystal points and formation of point defects, e.g., vacancies. Probably, strong SHEW can produce macroscopic damage of material near focal area. The damage can result from straight action of electric field of SHEW front on dipoles in crystal lattice if amplitude of input wave exceeds certain threshold [15, 16]. In case of not tight focusing only weak SHEW (corresponding to disruption of space derivation of electric field strength) can appear. It is accompanied by higher harmonics generation resulting in ionization and formation of color centers. Macroscopic damage cannot be produced in that case because strong SHEW does not appear due to influence of color dispersion. Important point is that ionization takes place at laser fluence below damage threshold because formation of even weak SHEW is accompanied by generation of HH. Gradient force appearing near SHEW front due to large gradient of laser intensity can be large enough to result in significant pressure what can change conditions of material modification. That phase turns into the next phase of femtosecond interactions dominated by non-equilibrium processes of relaxation, non-diffusion and diffusion motion of SHEW-generated electron plasma and defects, in particular, delocalization of crystal points and even ablation from surface if laser fluence is high enough.

Thus, there can be distinguished the following three mechanisms of initiating of non-thermal interaction of femtosecond laser pulse with transparent materials: ionization, straight action of electric field of SHEW front on crystal lattice, and action of large pressure resulting from large gradient of laser intensity near SHEW front. All the mechanisms are considered below.

3.1. Ionization – competition between several mechanisms

Main mechanisms of ionization treated within traditional approaches are multiphoton [3, 4, 7], avalanche [4, 7] and tunneling [3] ionization. Among them multiphoton ionization is usually taken as the most probable mechanism which is observed in experiments on femtosecond laser-induced damage of solids [3, 4, 7]. That is true in case when nonlinear optical effects are neglected, and laser radiation is described within model of plane harmonic wave. Bearing in mind generation of higher harmonics during pulse propagation and possible formation of electromagnetic shocks, one can add
two more mechanisms of ionization - ionization by higher harmonics and ionization by SHEW front [15, 16]. Multiphoton ionization is considered vs. ionization by higher harmonics and SHEW front in this section.

In the first approximation speed of electron generation \( dn/dt \) (ionization rate) can be described by a constant \( G \) that depends on material and radiation parameters rather than on electron density [20]:

\[
\frac{dn}{dt} = G \propto \alpha \cdot I
\]

where \( \alpha \) is absorption coefficient dependent on laser intensity \( I \) in case of multiphoton absorption:

\[
\alpha_{\text{N-photon}} \propto n^N \cdot \sigma_N \cdot I^N
\]

where \( n^* \) is density of absorbing particles, \( \sigma_N \) is absorption cross section. In case of one-photon absorption \( \sigma_N \) gives linear absorption:

\[
\alpha_{\text{lin}} = n^* \cdot \sigma_N
\]  

Expressions (5) – (7) allow to estimate ionization rates for one-photon absorption of \( N \)-th order higher harmonic and \( N \)-photon absorption. The most optimistic estimations for multiphoton absorption can be obtained for the case \( N=3 \) because absorption cross-section \( \sigma_N \) decreases fast with increasing of \( N \). On the other hand, it follows from experimental data of Section 1 that three-photon absorption is the lowest-order multiphoton absorption that can take place in wide band-gap materials. According to estimations and numerical results [21] intensity \( I_{\text{MPP}} \) of higher harmonics participating in ionization can reach about 10% of radiation intensity \( I_0 \) at initial laser wavelength. On the other hand, cross-section for one-photon absorption \( \sigma_1 \cdot I_0 \) is about \( 10^{-16} \text{ cm}^2 \) [22] which gives absorption \( \alpha_1 \cdot I_0 \approx 10^6 \text{ cm}^{-1} \). Three-photon absorption is given as:

\[
\alpha_{3\text{-photon}} = \alpha_1 \cdot n^* \cdot I_0 \cdot E^3 \cdot \beta \cdot E^4
\]

where \( \beta \approx 10^{-54} \text{ 1/(cm}^2 \text{ s)} [22, 23] \). Thus, for speed of free-electron generation at laser intensity \( 5 \cdot 10^{13} \text{ W/cm}^2 \) (corresponding field amplitude \( E=2 \cdot 10^8 \text{ V/cm} \)) one obtains [20]

\[
\frac{G_{3\text{-photon}}}{G_{3\text{-harmonic}}} = \frac{\alpha_{3\text{-photon}} I_0}{\alpha_1 \cdot I_0 \cdot \sigma_N} \approx 0.0001
\]

Thus, in presence of SHEW in isotropic dielectric, the lowest order odd harmonic along produces 10000 times more electrons than 3-photon ionization, i.e., multiphoton ionization gives less than 0.01% of total amount of free electrons. Ratio of ionization speeds decreases with increasing of order of harmonics and multiphoton absorption because probability of multiphoton absorption decreases fast while absorption of HH increases. Thus, ionization by HH is much more effective than multiphoton ionization widely accepted in recent theoretical models [3, 7].

After SHEW front has passed, it can leave point defects, electrons, color centers and other defects [17, 18] which can have energy levels in band gap. That makes possible low-order multiphoton ionization when electron absorbs two – three photons and jumps from valence band to one of intermediate states in band gap, then absorbs two – three photons again and jumps to other intermediate level and so forth until it reaches conduction band (Fig. 4). Probability of such “multi-jump” multiphoton ionization is higher and threshold is smaller than corresponding values for usual multiphoton absorption due to larger absorption cross-section [24]. Several positive feedbacks can appear in this process resulting in blow-up ionization and generation of point defects within focal area [24].

Ionization by HH seems to be the most effective at leading edge of femtosecond laser pulse even if SHEW front does not appear due to strong influence of color dispersion. Ionization rate for ionization through generation of \( N \)-th harmonic is proportional to \( I_0^N \) because intensity of HH increases as \( N \)-th order of input laser intensity \( I_0 \). On the other hand, \( N \)-photon absorption has the same dependence \( I_0^N \) on input intensity [22] that has been observed in many experiments. Thus, experimental distinguishing of those two processes is not a trivial problem, and the law \( I_0^N \) cannot be attributed to \( N \)-photon absorption alone.

Other important feature is two- or three-photon absorption of HH with suitable quantum energy. Efficiency of that process is smaller than efficiency of one-photon absorption: M-photon ionization through absorption of HH of \( N \)-th order with intensity \( I_N \) is proportional to \( I_0^M \cdot I_N^{M+N} \). Important point is that in some particular cases ionization by HH can be of small efficiency. That is possible in case when a) there is small energy transfer to HH with photon energy large enough for one-photon ionization; b) two- or three-photon ionization by HH of smaller order is impossible because their intensity is not enough. For example, laser radiation with input wavelength \( \lambda_0=4.00 \mu \text{m} \) propagating in fused silica (\( E_0=7.5 \text{ eV} \)) can result in generation of HH upto 21-st order: \( E_0/\hbar \omega_0 \approx 21 \). Then rather sharp SHEW front can appear before ionization by 21-st harmonic becomes significant. In such cases one can consider ionization by SHEW front as it was considered in [15, 16]. That process can be considered as simultaneous absorption of several photons of HH (Fig. 5). Simultaneous
Fig. 4. Energy levels of SHEW-induced defects in band gap and electron transitions between them occurring due to absorption of low-order HH. $E_{CC}$, $E_{CC}'$ - energy levels of laser-induced color centers, $E_a$ and $E_g$ - energy levels of laser-induced vacancies and other defects. Energy of main-harmonic photon is $h\nu$.

Fig. 5. Scheme of electron transitions through band gap due to simultaneous absorption of several HH of low order. Minimum order of HH required for such transitions is given by (9). Energy of main-harmonic photon is $h\nu$. Probability of multiphoton processes (a, c) increases with decreasing of order of ionization. The highest probability of ionization is reached for the process with all different photons (b in Fig. 5).

Absorption of HH with all different frequencies is the most probable process because its total absorption cross section is the largest among all possible processes with participation of two or more photons with similar quantum energy (Fig. 5). In this case, ionization begins when intensity of HH or certain minimum order exceeds threshold level. Minimum order of HH can be easily calculated as

$$N \geq \frac{E_g}{h\nu_0} - 1,$$

(9)

where $\nu_0$ is central frequency of input laser pulse. For example, $N \geq 8.165$ for considered above example with $\lambda_0=4.00\ \mu$m.

Thus, SHEW can produce ionization (referred to as straight SHEW-induced ionization) even if each appearing higher harmonic has so small photon energy that cannot ionize the material along through one-photon absorption.

Concluding remarks of this section are about avalanche and tunneling ionization. The first of them can contribute to ionization much more than it is usually assumed because it can have about 10000 times more sccd electrons at leading edge of femtosecond pulse appearing due to ionization by HH than due to ionization resulting from multiphoton absorption of photons of input laser frequency. The other type of ionization – tunneling – has not been touched upon in this paper because its probability is usually less than probability of multiphoton ionization except the case of very high damage threshold [3] when tunneling of electrons can take place in very specific conditions that should be discussed in a separate paper.

3.2. Non-thermal damage mechanism

The problem of SHEW interaction with transparent materials is very complicated. Bearing that in mind, we start consideration of this problem with the simplest classical model [15, 16] when electric field of laser radiation is described by classical electrodynamics (that is quite correct for high-power radiation) and motion of structural units of crystal is described by equations of classical mechanics. Advantages of that approach are quite clear:

1) obtaining of simple model and equations that can be integrated;
2) developing of clear intuitive insight into the problem of SHEW-matter interactions;
3) possibility of comparison with similar results for plane harmonic waves [for example, 1, 25].

Considering structural units of ionic crystal [15, 16], one can distinguish two general types of particles – single charges and dipoles. In the simplest model of SHEW interaction with crystal lattice and point defects there should be taken into account the following: 1) action of SHEW electric field described by force $F_{SHEW} = qE$ for each single charge; 2) bonding force appearing due to particle motion in a potential well $U(x)$ and described by force $F_B = \nabla U$; 3) damping due to energy transfer to surrounding particles described by damping force $F_D = -m\gamma dv/dt$ where $\gamma$ is damping constant. Considering motion of single charge $q=Ne$ consisting of $N$ units of electron charge $e$, we use the following equation [15, 16]:
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\[ m \frac{d^2 \mathbf{r}}{dt^2} = N \cdot e \cdot \mathbf{E} - m \cdot \mathbf{\gamma} \cdot \frac{d\mathbf{r}}{dt} - \mathbf{\nabla} U \]  

where \( \mathbf{r} = (x, y, z) \). In case of single free charge (free electron) the latter term in right-hand part of (10) disappears.

Motion of a dipole consisting of two particles with masses \( m_1 \) and \( m_2 \) with charges of \( q = Ne \) should be described by a couple of equations similar to (10) written for each charge forming the dipole. Those equations can be transformed into system of other two equations. The first of them describes motion of mass center of the dipole

\[ M \frac{d^2 \mathbf{R}}{dt^2} = N \cdot e \cdot (\mathbf{d}, \nabla) \cdot \mathbf{E} - M \cdot \mathbf{\gamma} \cdot \frac{d\mathbf{R}}{dt} - \mathbf{\nabla} U , \]  

and the second one describes motion of the charges with respect to each other, i.e., variations of dipole momentum:

\[ m_{1,2} \frac{d^2 \mathbf{d}_{1,2}}{dt^2} = -m_{1,2} \omega_0^2 \mathbf{d}_{1,2} - m_{1,2} \mathbf{\gamma} \cdot \frac{d\mathbf{d}_{1,2}}{dt} + Ne \mathbf{E} , \]  

where \( d \) is dipole length. Equations (10) - (12) do not include terms describing action of magnetic field that is very small as compared to \( F_{\text{SHEW}} \) for particle speeds much below speed of light.

Bearing in mind geometry of plane wave (electric-field vector is along \( y \)-coordinate axis while the wave moves along \( x \)-coordinate axis), one can separate vector equations (10) - (12) and reduce them to simpler form. Then separated equations can be integrated in quadratures for accepted model of SHEW (3). As a result one obtains speed of motion in a certain direction, and kinetic energy transferred from SHEW wave of amplitude \( F_0 \) to the particles can be found. In the first approximation damping can be neglected because duration of SHEW-front action is much less than usual value of \( 1/\chi \). Then one can obtain expressions for energy transferred from single SHEW front to single free charge \( q = Ne \), ion with charge \( q = Ne \) in potential well (bonded single charge), and a dipole with momentum \( p = d_0(Ne) \) [15, 16]. Those expressions allow calculating of absorption of SHEW energy due to its transfer to particles of crystal lattice and calculation of SHEW amplitude required for moving particles away from their potential wells. The latter problem is of primary interest.

Moving away an electron from its potential well means ionization by SHEW front as it was discussed in previous section and formation of color center. Moving of neutral or charged dipole away from its well means laser-induced delocalization of crystal points and formation of point defect like a vacancy or interstitial [1]. SHEW-induced delocalization of crystal points at surface of material is desorption or ablation [1]. All these processes depend critically on depth of SHEW front \( \Delta \).

Equations (10) – (12) allow calculating of threshold SHEW amplitude for corresponding process: kinetic energy of a particle received from SHEW must be equal to the depth of potential well \( U_0 \) for ions at crystal lattice (threshold of laser-induced delocalization) and \( U_0^* \) for electron in valence band. Thus, we calculate intensity of laser field at which kinetic energy transferred from single SHEW to the particle front is close to maximum potential energy of bonded particle. The depth of potential well for electron is about band gap (8 eV for fused silica). Potential-well depth for ion at crystal lattice is about \( U_0 \approx 0.8 \) eV [16]. Using obtained equations and data, one get the following estimations for SHEW amplitudes:

1) threshold of removing of an ion (\( N \)-charged dipole)

\[ F_0^* = \frac{\Delta \cdot \sqrt{2M_e (U_0 - W_0^*)}}{Ne d_0 \sin \left( \frac{\Delta \cdot \omega_0}{V} \right) - \frac{\Delta^2}{2V}} , \]  

where \( U_0 \approx \frac{M_A}{N_A} \int_{\tau_0}^{\tau_{\text{we}}} C(T) dt \)  

(13)

2) threshold of electron removing from potential well (SHEW-induced ionization)

\[ E_0^* = \frac{\Delta \cdot \sqrt{2m_e (U_0^* - W_0^*)}}{e d_0 \sin \left( \frac{\Delta \cdot \omega_0}{V} \right) - \frac{\Delta^2}{2V}} , \]  

(14)

3) threshold of removing of neutral dipole from potential well

\[ E_0'' = \frac{\Delta \cdot \omega_0 \sqrt{2M (U_0 - W_0)}}{ed_0 \sin \left( \frac{\Delta \cdot \omega_0}{V} \right)} , \]  

where \( U_0 \approx \frac{M_A}{N_A} \int_{\tau_0}^{\tau_{\text{we}}} C(T) dt \)  

(15)
where $W_0$ and $W_0^*$ are initial kinetic energies of corresponding particles in absence of SHEW, $C(T)$ is heat capacity per kg, $N_A=6.022\times10^{23}$ 1/mol is Avogadro number, $M_\Lambda$ is molecular weight (kg/mol).

One of the most important results following from (13) and (14) is that for rather weak SHEW (front depth $\Delta=0.1\lambda$) ionization takes place before delocalization of ions and the latter always take place before neutral dipoles are moved away from their potential wells. SHEW-induced straight ionization and moving a single ion away from its potential well is more effective than moving away an atom because energy transferred from single SHEW front to the ion is about an order of magnitude higher than energy transferred to an atom [15, 16]. But there is an area of SHEW parameters within which removing of dipole from potential well occurs at lower amplitude of electric-field strength than ion delocalization [15, 16].

Other interesting conclusions from (13) – (15) are 1) linear dependence of threshold laser intensity for ionization on band gap, 2) linear dependence of threshold laser intensity for delocalization on molecular weight and specific heat capacity. Using (13) – (15) one can obtain estimations of thresholds for ionization, ion and atom delocalization to be produced by single front of weak and strong SHEW [15, 16]. Those thresholds are much higher than inner atomic electric-field strength and experimentally measured values that points out at limited applicability of classical description to consideration of SHEW-induced processes.

3.3. Action of gradient force

One more important non-thermal effect is connected with action of radiation pressure and gradient force. The latter force appears and grows with appearing of laser-induced variations of refraction and is given by [26]:

$$
\vec{f} = \frac{E^2}{8\pi} \cdot \nabla \varepsilon + \nabla \left( \rho \frac{E^2}{8\pi} \left[ \frac{\partial \varepsilon}{\partial \rho} \right]_{r=const} \right) + \frac{\varepsilon_0 - 1}{4\pi\varepsilon} \left[ \frac{\partial \varepsilon}{\partial \rho} \right]_{r=const} \left[ E \times \vec{H} \right]
$$

where $\rho$ is medium density, $\varepsilon$ is dielectric function including both linear and nonlinear parts. SHEW model is very promising in this connection too because space variations of laser-induced refraction have very large gradients near SHEW front. Really, accepting dependence of dielectric function on laser field in the form $\varepsilon = \varepsilon_0 + \varepsilon_2 E^2$, one can estimate value of gradient force from (16) as

$$
|f| = \frac{E^4}{4\pi\lambda} \cdot \varepsilon_2 + \frac{E^2}{4\pi\lambda} \cdot \rho \cdot \left[ \frac{\partial \varepsilon}{\partial \rho} \right]_{r=const}
$$

near SHEW front with depth $\Delta$. That force increases much with decreasing of SHEW front depth and can reach values enough for material deformation. Really, assuming SHEW front depth to be 0.05 $\lambda$ and taking data corresponding to fused silica, one can estimate pressure near SHEW front as 500 atmospheres. That can be of great importance for understanding of mechanisms of femtosecond laser-induced surface evolution, in particular, formation of surface ripple patterns.

3.4. Comparison with experiments

SHEW model is in good qualitative agreement with many peculiarities of femtosecond laser-matter interactions [1 - 11]. Really, very high thresholds of femtosecond damage and ablation are very close to obtained estimation of threshold for SHEW formation [16, 17] what makes proposed model very promising for study of femtosecond laser-induced processes at high laser fluences. Generation of higher harmonics can be a model for description of generation of higher harmonics of very high order (21 - 27 harmonics in UV and X-ray ranges) observed during femtosecond interactions [10].

Important point is also strong dependence of SHEW formation on focusing conditions. Strong SHEW can appear only in case of tight focusing because in that case effective path of SHEW formation is small enough for generated harmonics to have small phase differences due to dispersion. Then harmonics are well synchronized and form sharp SHEW front. Interesting point is that damage is observed in the same conditions when strong SHEW can appear, i.e., in case of tight focusing only [5]. Increasing of focal spot radius results in increasing of the path of SHEW formation, influence of dispersion becomes stronger and abrupt SHEW front can disappear due to large phase differences between different harmonics. In the most optimistic case weak SHEW can appear but it cannot produce damage because there is no large gradient of laser intensity near its front. That corresponds observed formation of color centers only without damage of the material [5]. In that case other nonlinear effects become important, for example, self-focusing and self-defocusing [5].

Sequence of laser-induced processes during femtosecond damage [4] is also in good agreement with proposed picture of SHEW formation. Really, at early stage of SHEW propagation depth of SHEW front is large and the SHEW is weak, thus,
ionization by higher harmonics is much more efficient than delocalization. Increasing of laser fluence results in appearing of strong SHEW that can ionize atoms and ions as well as move single atoms and ions away from their positions in crystal lattice. That results on formation of point defects that are not visible but lead to increasing of scattering [4]. Further increasing of laser fluence makes SHEW so “strong” that density of damaged lattice points becomes large and damaged site becomes visible. Changes of SHEW-induced material structure can vary from appearing of voids (strong SHEW moves away all ions and atoms) to transition from crystal to amorphous structure [3, 4]. Presented model is also in good agreement with absence of thermal damage around ablated and damaged sites because SHEW-induced damage of crystal lattice is very fast process and energy transfer to heat is rather small.

4. NONEQUILIBRIUM PHASE

After laser energy comes to localized excitations (Fig. 1) and electron plasma appears during laser pulse propagation, the processes of non-equilibrium energy transfer start. Description of those processes presents unsolved problem till now. Most recent models for description of those processes are based on Boltzmann’s equation [for example, 27] while two important points should be taken into account in this connection. First, appearing of laser-induced defects at the stage of initiating of femtosecond interaction can change crystal lattice in such way that traditional formulation of Boltzmann’s equation becomes not valid [28]. Other difficult problem with application of Boltzmann’s equation appears in case of amorphous media of glass type, while several approaches to that problem have been developed [28]. Second, Boltzmann’s equation becomes not valid in case of strong electron-phonon coupling [28]. Influence of that factor is very difficult to be estimated because there is no reliable data on electron-phonon coupling in dielectrics. Discussion of all those problems cannot be done in the framework of this paper because of its limited volume in spite of clear importance of those questions.

5. THERMAL PROCESSES OF MULTI-PULSE FEMTOSECOND DAMAGE AND ABLATION

After thermalization of energy inside electronic sub-system and relaxation of anharmonic excitations (Fig. 1) the energy is transferred to phonons (thermal relaxation) and photons (radiative relaxation). The first process results in heating of irradiated material after single pulse has gone what is referred to as after-heating. Thermal description of that processes can be applied at time no earlier than characteristic energy thermalization time what is about 10^{-14} – 10^{-12} s for electron subsystem and 10^{-12} – 10^{-13} s for phonon subsystem. Relaxation time for laser-induced plasma is about 5×10^6 s [4], thus, quasi-equilibrium heated electron and photon systems co-exist and exchange energy for a rather long time. Then, description of crystal heating must be based on model taking into account electron relaxation (both thermal and radiative), electron diffusion and energy exchange between electron and phonon sub-systems. Initial energy comes to this phase of femtosecond interaction from previous non-equilibrium processes and must be described through initial conditions. Possible approach to description of after-heating process can be based on modified two-temperature model [29-32] coupled (as it was proposed by Prof. M.N.Libenson) with diffusion equation for electrons [33].

Together with absorption, pulse repetition rate is the most critical parameter for thermal processes. Influence of pulse repetition rate is connected with accumulation of heating from pulse to pulse. It can be illustrated with simple estimations. Considering temperature distribution in focal volume induced by single pulse, one can express temperature as [34]

\[ T(r,t) = T_0 \cdot F(r) \cdot \exp \left( -\frac{t}{\tau} \right) = T_0 \cdot F(r) \cdot \exp \left( -f \cdot \frac{a \cdot t}{d^2} \right), \]

where \( T_0 \) is maximum temperature, \( F(r) \) describes space distribution, \( \tau = \frac{a^2}{(f-a)} \) is characteristic decay time, \( f \) is geometry dependent constant factor, \( a \) (m^2/s) is thermal conductivity, \( d \) is characteristic dimension of heated volume. Approximating focal volume by sphere of radius \( R \) equal to focal spot radius, one have \( d=R \). Taking into account data for fused silica (\( a=5.766\times10^{-6} \) m^2/s at room temperature), one obtains then the following estimations:

\( \tau=1.757\times10^{-7} \) sec. for \( R=1 \) \( \mu \)m, \( \tau=1.757\times10^{-5} \) sec. for \( R=10 \) \( \mu \)m, and \( \tau=1.757\times10^{-3} \) sec. for \( R=100 \) \( \mu \)m.

Value of decay time varies a little for different geometries [34] – sphere, cylinder, ellipsoid. Thus, description of focal area as a sphere does not give large error in decay time value. Obtained values of decay time determine critical pulse repetition rates. For example, at 100 kHz repetition rate (time interval between two neighboring single femtosecond pulses is about 10^{-9} s) for focal spot radius 10 \( \mu \)m one obtains: \( T(t=10^{-5} s) / T(t=0) = \exp(-1/1.757) = 0.66 \). Thus, about 66% of thermal energy stays within focal area by the time next pulse arrives, and accumulation of thermal energy can be rather large. Important point is that decay time increases (and critical repetition rate decreases) as \( R^2 \) with increasing of focal spot size, and 1 kHz repetition rate can be enough for heat significant accumulation inside focal area at focal spot radius 100 \( \mu \)m.
Significant accumulation of thermal energy during multi-pulse irradiation can result in significant temperature-induced variations of optical parameters, in particular, appearing of positive feedbacks through temperature-induced variations of absorption and refraction [24]. Strong incubation effect can be expected for multi-pulse damage at repetition rates above 1 MHz while incubation effect at low repetition rates can be rather small what has been observed in experiments [6, 8].

6. CONCLUSIONS

Considering of experimental data on femtosecond interactions with transparent materials shows that two types of damage and ablation mechanisms can be distinguished - thermal damage and ablation taking place at multi-shot action with high repetition rates, and non-thermal damage and ablation appearing at single-shot or at low repetition rates. Critical repetition rate determines dominating of one of the mechanisms in formation of ablation crater or damage site and depends on temperature decay time determined by size of focal area and temperature conductivity.

Non-thermal mechanisms should be connected with nonlinear optical processes among which generation of higher harmonics is the most promising. Those mechanisms can dominate at initial stages of femtosecond interaction with no respect to repetition rate. In case of single-shot and low repetition rate interactions they can dominate even in formation of ablation crater. Interaction of electromagnetic shocks appearing on optical cycle due to HH generation can be considered as a possible mechanism of non-thermal damage and ablation. Attractive features of SHEW connected with abrupt SHEW front near that one can expect large laser-induced pressure and damage of crystal lattice due to straight action of electric field of SHEW front. Presented model has good qualitative agreement with many experimental regularities of femtosecond laser-matter interactions.

Multiple-pulse action is accompanied by incubation of SHEW-induced defects resulting in increasing of absorption at input laser wavelength and higher-harmonic wavelengths. Thus, in case of multi-shot femtosecond action with high repetition rate it is possible to distinguish fast mechanisms acting during few first shots and slow mechanisms connected with incubation of laser-induced defects and after-heating produced through absorption by the defects that dominates in formation of ablation crater. This idea is supported by observed morphology of ablation craters formed by multi-pulse radiation at high repetition rates [1, 2].

Presented estimations show that ionization by higher harmonics and by shock front can be dominating mechanisms of ionization at leading part of femtosecond pulse. It can result in more than 100 times higher ionization rate than that resulting from multiphoton absorption. That means, that density of seed electrons for developing of avalanche ionization can be at least 100 times more than it is usually accepted on the bases of model of multiphoton absorption.

7. ACKNOWLEDGEMENTS

Authors wish to thank Prof. M.N.Libenson (S.I.Vavilov State Optical Inst., Russia) and Dr. B.Rethfeld (University of Essen, Germany) for fruitful discussions of various aspects of shock waves and laser-matter interaction. This work was partly supported by INTAS (project 97-31777) and grant of Russian Foundation for Basic Research N 00-02-16716.

8. REFERENCES


Investigation of nonlinear optical parameters of metal composites by Z-scan technique

A. I. Ryasnyansky, R. A. Ganeev, Sh. R. Kamalov, M. K. Kodirov, T. Usmanov

NPO Akadempribor, Academy of Sciences of Uzbekistan, Tashkent 700143, Uzbekistan

† Samarkand State University, Samarkand 703004, Uzbekistan

ABSTRACT

Investigations of nonlinear optical parameters of Au, Ag, Pt and Cu colloidal solutions by Z-scan method are presented. Nonlinear refractive indices of these solutions on the wavelength of Nd:YAG laser radiation (λ=1.064 nm) and its second harmonic (λ=532 nm) have been measured. Two-photon absorption and nonlinear susceptibilities of these solutions have been studied.
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1. INTRODUCTION

Investigation of nonlinear refractive indices, two-photon absorption coefficients and nonlinear optical processes connected with self-focusing and self-defocusing of various media is of current interest. The optical nonlinearities of such media are attractive for potential applications in nonlinear optical signal processing and optical devices. Nonlinear refraction of materials is of great interest for a variety of nonlinear optical applications. It should be noted, that although such methods as nonlinear interferometry, degenerate four wave mixing (DFWM) and non-degenerate three wave mixing are very sensitive, there are some problems connected with their application. These techniques require relatively complicated experimental apparatus. Interpretation of measurements of optical nonlinearities of materials are often complicated by the presence or the competition of two or more nonlinear processes. In many cases above mentioned experimental methods cannot separate these nonlinearities. At the same time another technique reported earlier as Z-scan method allows to determine the basic nonlinear optical characteristics caused by different nonlinear processes.

In these papers the new high-sensitive single beam method for determination of nonlinear refraction indices, nonlinear susceptibilities and two-photon absorption coefficients was applied for the first time. This method based on investigation of changes of Gaussian beam intensity profile in the far field during moving of the sample through the focal plane. This process accompanied by changing of power density as the radiation flow remains relatively constant. The main advantage of this method is the fact that for nonlinear optical characteristics determination it is necessary to know only transmission data of the investigated sample. This method is capable to separate the contribution of refractive and absorptive nonlinearities in the case when both two nonlinearities are presented simultaneously.

Nonlinear optical characteristics of colloidal solutions of metals are under active investigation during last time due to their using as optical limiters of high-power laser radiation. These materials demonstrate high nonlinearities and fast response, especially in the frequency region of surface plasma resonance. Most of nonlinear optical studies of metal colloidal solutions were made using DFWM method. First wave-conjugation experiments in gold and silver colloidal solutions have shown large reflective index enhancement near the plasma resonance frequency. On the basis of such investigations the range of perspective colloidal solutions was suggested for the optical limiting experiments. Authors of Ref. 6 have shown the connection between small particles associates in metal colloidal solutions and their fractal properties. In Refs. 4,7 it was shown that copper colloidal solution has the considerable value of nonlinear refractive index. The same results have been obtained for silver and gold colloidal solutions.

Nonlinear susceptibilities $\chi^{(3)}$ of silver and gold colloidal solutions were investigated in Refs. 3,8,9. The value of $\chi^{(3)}$ changed from $10^{-11}$ to $10^{-14}$ esu depending on fraction of metal particles in composite. At the same time nonlinear optical susceptibilities of silver and gold metal particles were in the range of (1-5)$\times10^8$ esu and (2-4)$\times10^8$ esu respectively. A value
of $\chi^{(3)} = 10^{-7}$ esu has been reported in Ref. 11 for copper doped glasses which makes these materials effective for optical limiting.

In this paper, the nonlinear optical parameters of colloidal solutions of various metals (silver, gold, copper and platinum) using Z-scan method were investigated. We measured nonlinear refractive indices, nonlinear optical susceptibilities and nonlinear absorption of such solutions on the wavelength of Nd:YAG laser radiation and its second harmonic ($\lambda = 1.064$ nm and 532 nm, $\tau = 35$ ps).
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**Fig. 1.** Experimental set-up: FL – focusing lens; C – cell with colloidal solutions; PD$_1$, PD$_2$ – photodiodes; DV – digital voltmeters; A – aperture; T – table; P – glass plate.

2. EXPERIMENTAL SET-UP

In our experiments Nd:YAG laser which generated picosecond pulse train was used. Single pulse ($\tau = 35$ ps) extracted from the train was amplified up to 2 mJ. We investigated nonlinear optical characteristics of metal colloidal solutions on the wavelength of Nd:YAG laser radiation (1.064 nm) and its second harmonic (532 nm).

Laser radiation was focused by 25-cm focal length lens (FL, Fig. 1). 5-mm thick quartz cell (C) with colloidal solution moved along Z-axis through the focal point. Spot size of focused radiation was 150 $\mu$m, which corresponded to the intensity of $4 \times 10^{11}$ W cm$^{-2}$, i.e. it was lower than the threshold of optical damage and multiphoton ionisation of colloidal solution. Using of 15-cm focal length lenses caused an optical ionisation of colloidal solution. Laser radiation had 10% energy fluctuations. Energy of each input pulse was measured by calibrated photodiode (PD$_1$, FD-24K and digital voltmeter (DV)). Calibrated filters were used for laser radiation energy measurements. 1-mm aperture was set-up at the distance of 150 cm from the focusing point which transmitted nearly $S = 0.01$ of whole output radiation. Photodiode (PD$_2$, FD-24K) was kept behind this aperture for measurement of output radiation. To avoid non-stability of laser radiation on our results, we used the ratio of transmitted and incident radiation. Experiment set-up with closed aperture ($S = 0.01$) allowed to determine the sign and magnitude of nonlinear refraction index ($n_2$) and nonlinear susceptibility ($\chi^{(3)}$). For measurements of two-photon absorption coefficient ($\beta$), the experimental set-up with open aperture was used. To determine the dependence of sample’s transmission on the intensity of laser radiation, detector was kept at such distance from the sample that allowed to measure all transmitted radiation. So, decreasing of sample’s transmission was attributed to the nonlinear absorption.

To prepare the colloidal gold solution, 30 ml of 1% sodium citrate solution was added to 250 ml of boiling tetrachloroauric acid solution. The mixture was boiled till deep wine red colour was obtained indicating formation of gold colloidal solution. Metal platinum was used to prepare platinum colloidal solution. For this purpose, 0.1 g of platinum was dissolved in HCl and HNO$_3$ mixture, so that 1 ml of solution contained 1 mg of platinum. To prepare the standard Cu solution we dissolved 4 g of CuSO$_4$ in one litre of distilled water. In this case 1 ml of solution contained 1 mg of Cu. For preparation of standard Ag solution we dissolved 20 mg of colliargolum in 200 ml of bidistilled water and heated this solution at 90 °C.
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3. EXPERIMENTAL RESULTS AND DISCUSSION

Optical absorption spectra of metal colloidal solutions have been changed as a result of laser irradiation. In the case of non-aggregated colloidal gold solution the absorption peak was located in the region of 525 nm that coincided with results reported earlier. After irradiation the aggregated colloidal gold absorption peak has moved to $\lambda = 550$ nm. This fact can be explained by aggregation of colloidal gold under the action of radiation. Hydrosol colour during this experiment has changed from wine-red to violet-red. The same picture was observed in the case of other colloidal solutions, particularly in colloidal silver.
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*Fig. 2. Normalised transmission as a function of colloidal gold cell position in closed aperture scheme.*

Silver colloidal solution is a well-known classical object for optical phenomena investigation. Surface plasma resonance in the case of silver hydrosol is located in the region of 410–420 nm. Silver colloidal aggregation under the action of radiation was observed in Ref. 13. It is also led both to the surface plasma resonance frequency shift to the long-wave spectrum region and to the changes of nonlinear optical properties. Spectral shift observed in our experiments with colloidal silver can be explained by particles aggregation in to the fractal clusters accompanied by dipole-dipole interaction of light induced dipole moments with the surrounded particles.

Metal colloidal solutions were investigated in a number of studies with the purpose to study aggregate's growth under the action of radiation. In these papers absorption spectra of solutions were used to determine the changing of particles size. In Refs. 12,13 sharp increasing of particles aggregation under the action of radiation was observed.

Characteristic dependencies of samples transmission ($T$) in closed aperture scheme as a function of cell position respectively to focal point for $\lambda=1.064$ nm are shown for colloidal gold in Fig. 2.a. The same dependencies were investigated for other metal colloidal solutions. All colloidal solutions had nonlinear refractive indices of positive sign excluding gold solution. The same picture was observed for $\lambda=532$ nm excluding copper colloidal solution, where the nonlinear refractive index has changed its sign from positive to negative (Fig. 3). Observed dependencies can be explained by Kerr-induced nonlinearities, which led to the changing of refractive index in strong electromagnetic field.

Cubic nonlinearities of refractive index ($n$) which depends on the radiation intensity can be determined as follows:

$$n = n_0 + 0.5 n_2 |E|^2 = n_0 + \gamma I,$$

(1)
where $n_0$ - linear refractive index, $n_2$ - nonlinear refractive index, $I$ - radiation intensity, $E$ - electric field of electromagnetic wave.

$n_2$ and $\gamma$ are connected with the following relation:

$$\gamma [m^2/W] = 40 \pi n_2 [esu] / [cm/s] n_0,$$

(2)

where $c$ - light velocity.

Reported earlier investigation of gold aggregates at the wavelength of 532 nm have shown that changes of the refraction index can be due to the different physical mechanisms. Refraction index changes under the action of nanosecond pulses ($\tau=30$ ns) were observed in Ref. 10. This result was attributed to the thermal-induced changing of media density during pulse propagation due to its particular absorption. They could not registered ultra-fast component of $n_2$ using radiation with pulse duration of 4 ps ($I=10^8$ W cm$^{-2}$). The top limit appreciated by them, for the "fast" component of a nonlinear susceptibility was approximately $\chi^{(3)}=2.9 \times 10^{-14}$ esu while for nanosecond pulses this value was much higher ($4.5 \times 10^{-11}$ esu).
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**Fig. 3.** Normalised transmission as a function of colloidal copper cell position in closed aperture scheme. $a - \lambda=1.064$ nm, $b - \lambda=532$ nm.

In our experiments, power density in the focus has been chosen such a way that there were no optical damage on the cell surface and inside the media volume. For gold solutions we used $I \leq 4 \times 10^{11}$ W/cm$^2$. This intensity was below the damage threshold which was estimated as $8 \times 10^{11}$ W cm$^{-2}$ (for $\lambda=1.064$ nm).

For calculations of nonlinear-optical parameters of samples we used equations of Z-scan theory:

$$\Delta T_{pv} = 0.404 \ (1 - S)^{0.25} \ |\Delta \Phi_0|$$

(3)

and
\[ \Delta \Phi_0 = \left( \frac{2 \pi}{\lambda} \right) n_2 I L_{\text{eff}}, \]  
\[ (4) \]

where \( \Delta T_{pv} \) – normalised difference between peak-to-value transmission, \( I \) – radiation intensity, \( S \) – transmission of the aperture, \( \Delta \Phi_0 \) – phase distortion of radiation passed through the cell, \( L_{\text{eff}} \) – sample’s effective length, that can be determined as follows:

\[ L_{\text{eff}} = \left[ 1 - \exp \left( - \alpha L \right) \right] / \alpha \]  
\[ (5) \]

Here \( L \) – length of the sample, \( \alpha \) - linear absorption.

Nonlinear refractive indices for colloidal gold were calculated to be \( n_2 = -1.82 \times 10^{-14} \text{ esu} \) for \( \lambda = 1.064 \text{ nm} \) and \( n_2 = -1.96 \times 10^{-13} \text{ esu} \) for \( \lambda = 532 \text{ nm} \).

Nonlinear susceptibility of colloidal gold was determined from the equation:

\[ \chi^{(3)} \text{ [esu]} = \gamma \left[ \frac{m^2}{W} \right] n_0^2 / 5.26 \times 10^{-6} K^{(3)} \]  
\[ (6) \]

(where \( K^{(3)} \) – numerical factor, considering as 1) and was calculated to be \( 1.68 \times 10^{-15} \text{ esu} \) for \( \lambda = 1.064 \text{ nm} \), and \( 1.8 \times 10^{-14} \text{ esu} \) for \( \lambda = 532 \text{ nm} \). Obtained value of nonlinear susceptibility for colloidal gold solution for \( \lambda = 532 \text{ nm} \) was in a good agreement with the result reported in Ref. 10. For Ag, Pt and Cu solutions the nonlinear susceptibilities were determined by the same way.

![Graph showing normalised transmission as a function of colloidal gold cell position in open aperture scheme.](image)

**Fig. 4.** Normalised transmission as a function of colloidal gold cell position in open aperture scheme.

Calculated results for linear absorption coefficients (\( \alpha \)), nonlinear refractive indices (\( n_2 \)), nonlinear susceptibilities (\( \chi^{(3)} \)) and two-photon absorption coefficients (\( \beta \)) of investigated colloidal solutions for two wavelengths are presented in Table 1.
Nonlinear refraction in such materials takes place as the result of different mechanisms such as Kerr effect,\textsuperscript{16} thermal focusing,\textsuperscript{17} population-induced focusing,\textsuperscript{18} etc. Taking into account the fact that power density in our experiments was large enough (4×10\textsuperscript{11} W cm\textsuperscript{-2}), the ratio of aggregate's hyperpolarizability causing Kerr-induced self-focusing and self-defocusing should overlap other two mechanisms.

Nonlinear absorption measurements of investigated solutions have shown, that it took place only for colloidal gold. Fig. 4 shows an open aperture experiments on transition measurements of colloidal gold. One can see the characteristic normalised transmission dependence on the cell position with the respect to focal point.

In our case nonlinear absorption was due to reverse saturable absorption (RSA) as a result of aggregate's excitation into the high-located levels with larger absorption cross-section in comparison with ground levels. It should be noted that samples which show RSA are of great interest for optical limiters elaboration, which can be used for eyes and high-sensitive sensors protection from intense radiation.

| Table 1. Nonlinear optical characteristics of metal colloidal solutions. |
|----------------------------------|----------------|----------------|----------------|----------------|----------------|
| Hydrosol | λ\textsubscript{1} | α\textsubscript{2} | n\textsubscript{2}×10\textsuperscript{14} | χ(3)×10\textsuperscript{15} | β×10\textsuperscript{13} |
|         | nm  | cm\textsuperscript{-1} | esu units | esu units | cm×W\textsuperscript{-1} |
| Au      | 1064 | 0.6 | -1.82 | 1.68 | 9.84 |
|         | 532 | 0.94 | -19.6 | 18.1 | 94 |
| Ag      | 1064 | 0.22 | 3.39 | 3.12 | |
|         | 532 | 0.51 | 10.2 | 9.37 | |
| Cu      | 1064 | 0.12 | 4.2 | 3.86 | |
|         | 532 | 0.07 | -13.8 | 12.7 | |
| Pt      | 1064 | 0.87 | 1.13 | 1.04 | |
|         | 532 | 0.23 | 8.8 | 8.11 | |

Two-photon absorption coefficient was determined as follows:\textsuperscript{20}

\[
\beta = \frac{q_0}{IL_{\text{eff}}} \tag{7}
\]

and

\[
T_0 = q_0^{-1} \times \ln (1 + q_0), \tag{8}
\]

where $T_0$ - normalised transmission minimum in open aperture experiment, $q_0$ - dimensionless parameter. Two-photon absorption coefficient was calculated to be 9.8×10\textsuperscript{-13} cmW\textsuperscript{-1} (λ=1.064 nm) and 9.4×10\textsuperscript{-12} cmW\textsuperscript{-1} (λ=532 nm) for colloidal gold.

Nonlinear absorption of Ag, Pt and Cu colloidal solutions was negligible for λ=1.064 nm. It can be explained by the fact that surface plasma resonance of such materials is located in the UV spectrum region, excluding Cu solutions. An additional studies should be done for clearance of the last fact.

4. CONCLUSIONS

Investigations of nonlinear optical parameters of metal colloidal solutions (Ag, Pt, Au, Cu) are presented. Such media are of great interest due to their possible application in the experiments which include optical modulation and optical limiting of laser radiation. Our Z-scan experiments allowed to measure the third-order nonlinear susceptibilities that cause the refractive index change of such media and also nonlinear refractive indices and nonlinear absorption coefficients. It was shown that Cu, Ag and Pt colloidal solutions had positive value of nonlinear refractive index (for λ = 1.064 nm) but in the case of colloidal gold it had negative sign. The same picture remained on the wavelength of 532 nm excluding Cu colloidal solution for which nonlinear refractive index had changed its sign for negative. It can be explained by the fact that its surface plasma resonance is located in the near IR spectrum region.
Our experiments have shown that nonlinear susceptibilities of investigated solutions have been 4 to 5 orders lower in comparison with nonlinear susceptibilities of metal particles. It should be noted that nonlinear absorption has taken place only in the case of Au colloidal solution (for $\lambda = 1.064$ nm).
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