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Abstract

A layerwise geometrically nonlinear theory for a thick sandwich plate was developed by introducing assumptions on a variation of transverse strains in the thickness direction of the faces and the core of the plate. An effect of transverse extensibility or compressibility of the core and the face sheets is taken into account, and the terms associated with transverse shear strain of the face sheets and the core are included into the expression for the strain energy. Displacements, obtained by integration of the strain-displacement relations, depend non-linearly on a coordinate in the thickness direction, and are continuous at the boundaries between the face sheets and the core. The nonlinear von-Karman strain-displacement relations are used in order to provide a representation of the moderately large rotations. The in-plane stresses are computed from the constitutive relations in each ply of the face sheets, using each ply’s material properties, and the transverse stresses are computed by substituting the in-plane stresses into equations of motion and by integrating the equations of motion. Such a method of computation of the transverse stress components allows one to obtain accurate results, because this method leads to satisfaction of conditions of continuity of the transverse stresses at the boundaries between the face sheets and the core, at the boundaries between the plies of the face sheets, and allows one to satisfy stress boundary conditions at both the upper and lower external surfaces.

A finite element formulation was developed for a sandwich cargo platform under its impact against the ground, modelled as an elastic Winkler foundation. This formulation was done for a plate in cylindrical bending, and a finite element program was written on the basis of this formulation, with the capability of taking account of damage progression in time. The damage prediction is performed with the use of the Hashin’s and Tsai-Wu criteria by reducing, at each step of time integration, the appropriate material characteristics of those plies within a finite element in which failure occurs. The stresses and displacements, computed by this program, are shown to be in good agreement with the known exact solutions of various static and dynamic problems. Example problems of stress and failure analysis of sandwich cargo-delivery platforms during their impact against the elastic foundations are considered. In these example problems, the stresses as functions of time are computed at certain locations in the platforms with account of damage progression, i.e. with account of degradation of material characteristics of the failing plies. The locations of the failures, the modes of failures and the times of their occurrence are defined by the program.
The theory of the sandwich plates, presented in the dissertation, does not require many degrees of freedom in the finite element formulation and has a wide range of applicability. It can be used for analysis of both thick and thin sandwich plates, with thick and thin face sheets, with transversely rigid and transversely flexible faces and cores.
Chapter 1

Introduction

Thick sandwich composite panels have many Air Force applications. One such application is the design of cargo delivery platforms that undergo extensive failure though ground impact. A study of this phenomenon requires an analysis of the sandwich plates with the development of an exact state of stress. A finite element analysis with the use of solid elements can provide information about all stress components, but such an approach is often unacceptable for real structures, because it requires many degrees of freedom. A computational cost can be reduced by using two-dimensional plate formulations. The formulations of thick sandwich plates in the past, using two-dimensional approaches, lack the ability to predict the necessary stress components that can lead to realistic states of stress for use in failure analysis. The work developed in this dissertation overcomes the shortcomings of the two-dimensionality by incorporating a method which contains the associated conditions of through-the-thickness strains and failure response. In addition, this work takes into account the appropriate equations of motion pertaining to the plate under the impact with an elastic foundation.

The sandwich plates have a well pronounced zigzag variation of the in-plane displacements in the thickness direction, due to their high ratios of thickness to in-plane dimensions and large difference of elastic moduli of the face sheets and the core. Such characteristics of the sandwich plates make it necessary to use a layerwise approach in their analysis, the idea of which is to introduce the separate simplifying assumptions regarding through-the-thickness variation of either displacements, or strains or stresses within each face sheet and the core. Besides, in order to achieve a high accuracy of stress computation, in a model of the sandwich plate with a thick core and thick face sheets, it must be
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assumed that the in-plane displacements vary nonlinearly in the thickness direction of both the core and the face sheets, and, in the expression for the strain energy, the transverse direct and shear strains need to be taken into account not only in the core, but also in the face sheets.

The two-dimensional layerwise finite element formulations of this type, for analysis of thick sandwich plates with transversely compressible or extensible cores and face sheets and with nonlinear variation of the in-plane displacements in the thickness direction of both the core and the face sheets, have not been presented extensively in literature so far. Development of such a finite element formulation and its application to progressive failure analysis of sandwich cargo-delivery platforms under their ground impact, is the objective of this dissertation.

To determine a load-carrying capacity and service life of a composite structure, it is necessary to predict the initiation and evolution of the damage. When the stresses, as functions of time, in the composite structure are known as a result of solving the plate-bending problem, then the onset of failure can be predicted by applying an appropriate failure criterion. It has been observed that after the initial failure in a single layer of a composite structure, loading can still be carried. Therefore, the subsequent failure prediction is required to determine the dynamic response of the platform in the presence of some damage. There are many proposed theories to predict the onset of failures and their progression. A set of failure criteria that can predict modes of failures in the composite laminates, and in which failures are due to the combination of in-plane and transverse stresses were suggested by Hashin (1980). In our study these criteria are used for the face sheets of the sandwich platform. For the core of the sandwich platform, we use the Tsai-Wu criterion.

It is possible to predict the first occurrence of failure (first-ply failure) in a composite laminate without much difficulty (Reifsnider and Masters (1982), Highsmith and Reisfinder (1982), Talreja (1985), Hashin (1985), Reddy and Pandley (1987), Reddy, Y.S.N. and Reddy, J. N. (1992), Daniel and Ishai (1994), Barbero (1999)). But it is more difficult to predict the subsequent failures after the initial damage has occurred, since the detailed stress analysis of a composite laminate with thousands of small cracks becomes practically impossible. In the progressive failure analysis, this problem is dealt with in an indirect way. It is assumed that the damaged material can be replaced with an equivalent material with degraded properties, and the stress analysis of a composite laminate with degraded properties is conducted without taking into account the singularities of the stress field near the crack tips.

One of the first attempts to model the failure behavior of composite laminates by progressive failure analysis was done by Petit and Waddoups (1969). They used the classical laminated plate
theory for stress analysis and an incremental loading procedure for failure analysis. As the incremental loading proceeded, the individual lamina elastic constants were updated. Ultimate failure of a laminate was assumed to occur when the in-plane laminate stiffness matrix $[A]$ became singular, or when a diagonal term of $[A]$ became negative.

Chang et al. (1984, 1987) performed progressive failure analysis of notched composite laminates in tension and compression by using the finite element model based on the classical plate theory. Stiffness reduction was carried out at the element level and a failure criterion originally proposed by Yamada and Sun was used.

Tan (1991) included the effect of thermal residual stresses and hygroscopic stresses in his progressive failure model. The classical laminated plate theory was used for stress analysis, and the Tsai-Wu criterion was used for failure prediction.

The progressive failure models, considered so far, were based on computation only of the in-plane stresses and could not take into account the delamination type of failure. Ochoa and Engblom (1987) used a higher order plate theory for stress analysis and computed the transverse shear and normal stresses from the equilibrium equations. Stiffness reduction was carried out at Gauss points, and Hashin's failure criterion was used for the failure prediction.

Lee (1982) performed a fully three-dimensional failure analysis of biaxially loaded laminates with a central hole. The finite element mesh consisted of 8-node brick elements, and a special kind of loading condition was used that made it possible to analyze only a quarter of the entire laminate. The stiffness reduction was carried out at the element level, taking into account three types of damage models: fiber breakage, transverse cracking and delamination.

Sun (1989) performed progressive failure analysis of angle-ply laminates by using an iterative three-dimensional finite element approach. The average stress in each element and the Hashin's failure criterion were used for failure prediction.

Tolson and Zabaras (1991) developed a seven degree of freedom finite element model for laminated composite plates. The model utilizes three displacements, two rotations of normals about the plate midplane, and two rotations of the normals to the datum surface. The in-plane stresses were calculated from the constitutive equations, and the transverse stresses - from the three-dimensional equilibrium equations. The maximum stress, Lee, Hashin, Hoffman and Tsai-Wu failure criteria were used. The procedure for determining the strength of a laminate involved an incremental load analysis. For a given load the stresses in each lamina were determined with respect to the material coordinates. When failure in a lamina occurred, the stiffness was modified and the load increased
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until the final failure was reached.

Eason and Ochoa (1996) incorporated a shear deformable composite element with built-in progressive damage capability into a commercial finite element program ABAQUS, as a user element. The constitutive equations were used for calculation of the in-plane stresses, and the equilibrium equations were used to calculate the transverse shear and normal stresses. When a damage was detected at a quadrature point, damage was accounted for by reducing stiffness of the lamina at the quadrature point, in correspondence with the failure mode. The criterion with quadratic interaction between stresses and the maximum stress criterion were used for failure prediction.

In all the above references, the material failure was considered for structures under static deformations, and not much work has been done to study the influence of geometric nonlinearity and transverse normal stress on the failure behavior of composite laminates subjected to bending loads. In the present work the stress and failure analysis is conducted for a dynamic problem, and both the geometric nonlinearity and the transverse normal stress are taken into account.

In the dynamic finite element program, that is developed for the analysis of our problem, the damage progression is taken into account by reducing, at each step of time integration, the values of appropriate material constants of those plies within a finite element in which failure occurs. After that, the element and global stiffness matrices are recomputed, and the finite element analysis is restarted at the same time step, i.e. stresses are calculated at the same moment of time with a new stiffness matrix. If no failure occurs, analysis proceeds to the next time step. Otherwise, the appropriate material constants are reduced again. The degraded material characteristics of a failed ply within a finite element are assumed to be small fractions of the original material characteristics of the undamaged material, but not equal to zero, in order to avoid ill-conditioning of the finite element equations (large differences of relative magnitudes of terms in the stiffness matrix, that results in large computational errors). The average stress in each element and the Hashin failure criterion for the face sheets together with the Tsai-Wu criterion for the core are used for failure prediction. In this work, all integrations required in the calculation of the element stiffness matrices are performed in closed form, using programs for symbolic computation (MAPLE and "Scientific Workplace"). No numerical quadratures were used. This feature leads to savings in computations, that is important in this work, where the finite element method is used for nonlinear dynamic analysis, that requires updating of the stiffness matrix in each step of time integration.

To study the impact-generated damage, it is important to get accurate information not only for the in-plane stresses, but also for the transverse stresses, which are not negligible in thick sandwich
panels. The transverse stresses play a significant role in the various modes of failure. Therefore, we have a three-dimensional problem. Theoretically, one can model fiber composite structures with three-dimensional finite elements, representing a thickness of each ply with a thickness of at least one element. But practically this leads either to the elements with large aspect ratios, resulting in ill-conditioning of the finite element equations, or to an excessively large number of degrees of freedom in the model, if the large element aspect ratios are avoided by making in-plane dimensions of the three-dimensional elements not much larger than their thickness. Therefore, the composite structures are usually modeled by putting several plies into the thickness of one element. This can be achieved by dividing the laminate into a number of sublaminates, each of which contains several plies, and by introducing some simplifying assumptions regarding the through-the-thickness distribution of displacements, strains or stresses within each sublaminate. This leads to the layerwise (or discrete-layer) plate theories, in which each sublaminate is analyzed as a single layer with the averaged through-the-thickness material properties. In the post-processing procedure the stresses are computed in each ply, using each ply's material properties (not the averaged though-the-thickness material properties). The layerwise theories of the laminated plates, beams or shells, based on different assumptions, were developed, for example, by Whitney (1969), Mau (1973), Chou and Carleone (1973), Swift, G. W. and Heller, R. A. (1974), Durocher and Solecki (1975), Seide (1980), Di Sciuva (1984, 1986, 1987), Mukarami (1986), Ren (1986), Hinrichsen and Palazotto (1986), Chaudhuri and Seide (1987), Reddy (1987). The layerwise theories can represent the zigzag variation of the in-plane displacements in the thickness direction. This zigzag variation is more pronounced for thick laminates, where the transverse shear moduli change abruptly through the thickness, and it can be seen in the exact three-dimensional elasticity solutions, obtained by Pagano (1969, 1970), Pagano and Hatfield (1972), Srinivas, Joga Rao and Rao (1970), Srinivas and Rao (1970), Noor (1973), Pikul (1977), Savoia and Reddy (1992). The sandwich plate, that is considered in this dissertation, has the characteristics that make the discrete-layer approach necessary, namely high thickness-to-length ratio, and large difference in values of elastic moduli of the face sheets and the core. In this layerwise model of the sandwich plate there are three sublaminates: the face sheets and the core.

According to the existing exact three-dimensional elasticity solutions for composite laminates, mentioned earlier, and the exact elasticity solutions for homogeneous isotropic beams and plates (Saada (1993), Vlasov (1957)) the strains, stresses and in-plane displacements in the plates vary nonlinearly in the thickness direction of the plate. In two-dimensional plate or shell theories these
nonlinear variations can be captured by maintaining the higher-order terms in the expansions of displacements in the thickness coordinate. Such theories were proposed by Sun and Whitney (1973), Lo et. al. (1977, 1978), Reddy (1984), Reddy and Liu (1985), Murthy and Vellaiachamy (1987), Hinrichsen and Palazotto (1986, 1988), Tessler (1991), Greer and Palazotto (1996) and others. In all these references, except that of Greer and Palazotto (1996), the transverse displacement is assumed to be constant in the thickness direction, or, in other words, the direct transverse strain $\varepsilon_{zz}$ is assumed to be equal to zero. In our model of the sandwich plate, the in-plane displacements vary quadratically in the thickness direction, and the transverse displacement varies linearly in the thickness direction within the thickness of a sublamine. This is achieved by assuming that the transverse strains $\varepsilon_{zz}$, $\varepsilon_{xz}$ and $\varepsilon_{yz}$ are constant in the thickness direction, and by integrating the strain-displacement relations in order to obtain displacements in terms of the unknown functions and the transverse coordinate (the unknown functions depend on the in-plane coordinates $x$ and $y$). In this procedure of integrating the strain-displacement relations the constants of integration are chosen such that conditions of continuity of the displacements at the interfaces between the sublaminates are satisfied.

In the plate theories, the transverse stresses, obtained from constitutive equations, turn out discontinuous at the interfaces between the plies of a sublamine with different material properties (or between the plies of the whole laminate in single-layer theories), due to assumed continuity of strains at the interfaces between these plies. This is a violation of the third Newton’s law. Therefore, the accuracy of the transverse stresses, computed from the constitutive equations, is not sufficient to use them in failure criteria.

That is why, many authors e.g. Lo et al. (1978), Lajczok (1986), Chaudhuri (1986), Chaudhuri and Seide (1987), Reddy (1984), Barbero and Reddy (1989), Barbero et al.(1990), Byun and Kapania (1991), obtained only the in-plane stresses from the constitutive relations, and expressed the transverse stresses in terms of the in-plane stresses by integrating three-dimensional equilibrium equations (or equations of motion in dynamic problems). In this case, the continuity of the transverse stresses can be enforced by defining the constants of integration from these conditions of continuity.

Many researchers studied the sandwich plates with thick, vertically incompressible cores and thin incompressible face sheets, using layerwise models. Most of the layerwise models of such structures are based on the piecewise linear through the thickness approximations of in-plane displacement, in

The assumption of linear variation of the in-plane displacements in the thickness direction, i.e., the assumption, that the cross-sections of the core and the face sheets remain plane after deformation, holds only for the cross-sections that are far from supports or locations of concentrated and partially distributed loads. Therefore, the discrete-layer models with higher-order through-the-thickness displacement approximations for each layer (Chan and Foo (1977), Gutierrez and Webber (1980), Kutilowski and Myslekki (1991), Liu and Chen (1991), Herup (1996)) produce more accurate results. In all of the models of the sandwich plates discussed above, the transverse displacement does not vary in the thickness direction, i.e., the plates are assumed to be incompressible in the thickness direction.

The modern cores are usually made of plastic foams and non-metallic honeycombs, like Aramid and Nomex. These cores have properties similar to those used traditionally (for example, metallic honeycombs), but due to their transverse compressibility (i.e., ability of such cores to change height under applied loads) the direct transverse strain $\varepsilon_{zz}$ becomes important. Therefore, the models of the sandwich plates with the cores made of plastic foams or non-metallic honeycombs must not exclude the change of height of the core. Frostig, Baruch et al (1992, 1996) developed a theory of a sandwich beam with thin face sheets in which account is taken of transverse compressibility of the core, and the longitudinal displacement in the core varies nonlinearly in the thickness direction. In this theory the longitudinal displacement in the face sheets varies linearly in the thickness direction, and the transverse displacement of the face sheets does not vary in the thickness direction (i.e., the transverse direct strain $\varepsilon_{zz}$ in the face sheets is assumed to be equal to zero in the expression for the strain energy). The transverse shear strain $\varepsilon_{xz}$ in the face sheets is also considered to be negligibly small in the expression for the strain energy, that is used for variational derivation of the differential equations for the unknown functions. The transverse shear stress in the face sheets can be computed by integration of the pointwise equilibrium equation $\sigma_{xx,z} + \sigma_{zz,z} = 0$

Under certain circumstances, when the face sheets are thick, when the plate is loaded by a concentrated or partially distributed load, or when the plate is on an elastic foundation, taking account of the direct transverse strain $\varepsilon_{zz}$ in the face sheets and the transverse shear strain $\varepsilon_{xz}$ in the face sheets in the expression for the strain energy allows one to obtain a higher accuracy of the stress computation. Besides, in order to achieve a high accuracy of stress computation in the thick
face sheets, a model for such a plate must assume or lead to the nonlinear through-the-thickness variation of the in-plane displacements not only in the core (as in the works of Frostig, Baruch et al.), but also in the face sheets.

Construction of a computational scheme that satisfies these requirements can be approached, for example, with the help of the layerwise laminated plate theory of Reddy (1996), which is a generalization of many other displacement-based layerwise theories of laminated plates. In this theory the displacement field in the k-th layer is written as

\[ u^{(k)}(x, y, z, t) = \sum_{j=1}^{m} u_j^{(k)}(x, y, t) \phi_j^{(k)}(z), \]

\[ v^{(k)}(x, y, z, t) = \sum_{j=1}^{m} v_j^{(k)}(x, y, t) \phi_j^{(k)}(z), \]

\[ w^{(k)}(x, y, z, t) = \sum_{j=1}^{n} w_j^{(k)}(x, y, t) \psi_j^{(k)}(z), \]

where \( u_j^{(k)}(x, y, t), v_j^{(k)}(x, y, t), w_j^{(k)}(x, y, t) \) are the unknown functions and \( \phi_j^{(k)}(z) \) and \( \psi_j^{(k)}(z) \) are chosen to be the Lagrange interpolation functions of the thickness coordinate, in order to provide the required continuity of displacements and discontinuity of the transverse strains across the interface between adjacent thickness subdivisions. This theory allows one to achieve a high accuracy of computation of all stress components in the composite laminates, but for this purpose it requires a large number of thickness subdivisions of the laminate. This leads to a large number of the unknown functions and degrees of freedom in a finite element model. In effect, the finite element model, based on this generalized layerwise laminated plate theory is equivalent to the three-dimensional finite element model. In order to reduce a number of the unknown functions in the layerwise model of a laminated plate, one can use a concept of a sublaminating, i.e. make the number of thickness subdivisions less than the number of material layers, and deal with the material properties, averaged through the thickness of a sublaminating. In a model of the sandwich plate it is natural to choose three sublaminates: the two face sheets and the core. With such a small number of the sublaminates, the nature of assumptions on the through-the-thickness variation of displacements can have a large effect on the accuracy of the computed stresses. Therefore, in a layerwise model of the sandwich plate with only three sublaminates, it is desirable to have a flexibility in the choice of the functions that represent through-the-thickness variation of displacements.

Pikul (1995) suggested an approach to construction of a layered shell theory, based on representation of the transverse components of the strain tensor in the k-th layer of the shell in the following
approximate form

\[ \varepsilon_{xz}^{(k)}(x, y, z, t) = f_1^{(k)}(z) \phi_1^{(k)}(x, y), \]
\[ \varepsilon_{yz}^{(k)}(x, y, z, t) = f_2^{(k)}(z) \phi_2^{(k)}(x, y), \]
\[ \varepsilon_{zz}^{(k)}(x, y, z, t) = f_3^{(k)}(z) \phi_3^{(k)}(x, y), \]

where \( \phi_i^{(k)}(x, y) \) are the unknown functions of the tangential coordinates and \( f_1^{(k)}(z) \), \( f_2^{(k)}(z) \), \( f_3^{(k)}(z) \) are some known functions that represent variation of the transverse strains in the thickness direction.

The differential equations for the unknown functions were derived from the boundary conditions on one of the external surfaces and from the conditions of minimization of the discrepancy between the assumed transverse strains and the transverse strains obtained from the strain-stress relations with transverse stresses being expressed in terms of the unknown functions with the use of the equilibrium equations. A finite element formulation based on this approach was not performed by this author.

In the dissertation, in order to construct a layerwise sandwich plate theory that takes account of the transverse strains in both the face sheets and the core but has fewer unknown functions (and therefore fewer degrees of freedom in the finite model) than the Reddy’s layerwise theory, a computational scheme is constructed in which the simplifying assumptions, that lead to a plate-type theory, are made for the transverse strains, similarly to the Pikul’s theory, but, unlike the Pikul’s theory, these assumptions are introduced into the virtual work principle in order to construct a finite element formulation. The assumptions are made with respect to the variation of the transverse strains in the thickness direction of the faces and the core of the sandwich plate. The displacements are then obtained by integration of these assumed transverse strains, and the constants of integration are chosen to satisfy the conditions of continuity of the displacements across the borders between the face sheets and the core. In such a method, the required continuity of the displacements in the thickness direction is satisfied regardless of the assumed type of through-the-thickness distribution of the transverse strains. This leads to a larger number of choices of simplifying assumptions about the variation of strains (and, therefore, displacements) in the thickness direction, and, therefore allows a better adjustment of the computational scheme to the conditions under which the sandwich plate is analyzed by a layerwise method with only three sublaminates (being the face sheets and the core). This allows one to achieve any desired degree of nonlinearity of the through-the-thickness variation of the displacements without an increase of the number of the unknown functions, and, therefore, without an increase of the number of the degrees of freedom in finite element models. The transverse stresses are computed by integration of the pointwise equilibrium equations, that leads
to satisfaction of conditions of continuity of the transverse stresses across the boundaries between the face sheets and the core and satisfaction of stress boundary conditions on the upper and lower surfaces of the plate.

In the present work, a model was developed based on the simplest of such assumptions that do not ignore in the expression for the strain energy the transverse shear and normal strains in both the face sheets and the core. It is assumed that the transverse strains do not vary in the thickness direction within the face sheets and the core, but can be different functions of the in-plane coordinates in the face sheets and the core. In the post-process stage, these first approximations of the transverse strains can be improved by substituting the transverse stresses, obtained by integration of the pointwise equilibrium equations into the strain-stress relations. The improved values of the transverse strains depend on the z-coordinate (z-axis is in the thickness direction). In this model, the transverse displacement, obtained by integration of the assumed transverse normal strain, varies linearly in the thickness direction within a sublaminat, and the in-plane displacements, obtained by integration of the assumed transverse shear strains, vary quadratically within the thickness of a sublaminat.

The theory of the sandwich plate, presented in the dissertation, does not require many degrees of freedom in the finite element formulation and has a wide range of applicability. It can be used for analysis of both thick and thin sandwich plates, with thick and thin face sheets, with transversely rigid and transversely flexible faces and cores. Besides, in the finite element analysis of the thin sandwich plates, the shear locking phenomenon does not occur.

In our model we use the Green-Lagrange strain tensor and the energy-conjugate to it second Piola-Kirchhoff stress tensor. Due to relatively high velocities of the platform when it hits the ground, we need to provide the capability of the model to represent moderately large displacements and rotations (displacements of the order of thickness of the platform, and rotations of the order of 10-15 degrees). For the problems with such characteristics, in the strain-displacement relations for the Green’s strain tensor, the non-linear terms \((\frac{\partial w}{\partial x})^2, (\frac{\partial w}{\partial y})^2, (\frac{\partial u}{\partial x}) (\frac{\partial u}{\partial y})\) are not negligible as compared to \(\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial v}{\partial x}, \frac{\partial v}{\partial y}, \frac{\partial w}{\partial x}, \frac{\partial w}{\partial y}\), and all other non-linear terms in the strain-displacement relations are negligible (von Karman (1910), Palazotto and Dennis (1992), Reddy (1996)). So, the strain-displacement relations, used in our model, are (von Karman strains):

\[
\varepsilon_{xx} = \frac{\partial u}{\partial x} + \frac{1}{2} \left( \frac{\partial w}{\partial x} \right)^2, \quad \varepsilon_{xy} = \frac{1}{2} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial w}{\partial x} \frac{\partial w}{\partial y} \right),
\]
\[
\varepsilon_{xx} = \frac{1}{2} \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right), \quad \varepsilon_{yy} = \frac{\partial u}{\partial y} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 \\
\varepsilon_{yz} = \frac{1}{2} \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial y} \right), \quad \varepsilon_{zz} = \frac{\partial w}{\partial z}
\] (1.1)

In our study the expressions for the transverse stresses in terms of the unknown functions, obtained by integration of the pointwise equations of motion\(^1\)

\[
\sigma_{xx,x} + \sigma_{yy,y} + \sigma_{zz,z} + F_x = \rho \ddot{u}, \quad \sigma_{yx,x} + \sigma_{yy,y} + \sigma_{yz,z} + F_y = \rho \ddot{v},
\]

\[
\sigma_{xx,x} + \sigma_{yy,y} + \sigma_{zz,z} + \frac{\partial}{\partial z} (\sigma_{xx} w_x + \sigma_{yx} w_y) + \frac{\partial}{\partial y} (\sigma_{yz} w_x + \sigma_{yy} w_y) + F_z = \rho \ddot{w},
\] (1.2)

contain derivatives of the unknown functions of the order higher than the degree of the interpolation polynomials, used in the finite element formulation. These higher order derivatives can not be computed as derivatives of the piecewise\(^2\) interpolation polynomials, used in the finite element formulation, because such method would lead to vanishing of these higher order derivatives, that can be wrong for a particular problem. Therefore, some numerical procedure is necessary to construct these higher-order derivatives from the nodal values of the unknown functions, obtained as a result of the finite element solution. Byun and Kapania (1991) used a least-squares global \(^3\) polynomial approximation of the nodal values of displacements\(^4\), and calculated various higher order derivatives of the displacements as derivatives of these global approximation polynomials. The two types of polynomials were used in the global displacement approximation: Chebishev polynomials and a class of orthogonal polynomials, defined by the following recurrence formula:

\[
P_0 (x) = 1, \quad P_{-1} (x) = 0, \quad P_{r+1} (x) = (x - \alpha_{r+1}) P_r (x) - \beta_r P_{r-1} (x) \quad (r = 0, 1, 2, ...),
\] (1.3)

where

\[
\alpha_{r+1} = \frac{\sum_{i=1}^{m} a_i [P_r (x_i)]^2}{\sum_{i=1}^{m} a_i [P_r (x_i)]^2}, \quad \beta_r = \frac{\sum_{i=1}^{m} a_i [P_r (x_i)]^2}{\sum_{i=1}^{m} a_i [P_{r-1} (x_i)]^2}
\] (1.4)

\(^1\)these are equations of motion, variationally consistent with the Von-Karman strain-displacement equations.
\(^2\)defined over a domain of a finite element
\(^3\)defined over the whole area of the plate
\(^4\)these nodal values of the unknown functions were taken directly from the finite element solution
and \( a_i \) are values of weighting functions at data points \( x_i \). The higher order derivatives, computed by both methods were in good agreement with the values of derivatives obtained from exact solutions.

In this study, for computation of the higher order derivatives a finite-difference scheme was applied, using the nodal data from the finite element solution. The numerical experiments showed that, despite the simplicity of such a method, it can produce quite accurate values of the derivatives, if the finite element mesh is sufficiently fine.

In the dissertation, we will consider a dynamic response of the cargo platform dropped on the ground modelled as elastic foundation. The Winkler (1867) model of the elastic foundation is the simplest model for expressing relationship of pressure and deflection of the foundation surface. This relationship can be expressed as

\[
p(x, y) = -kw(x, y),
\]

where \( k \) is a modulus of surface reaction with units of force per cubic length, and \( w(x, y) \) is a ground surface displacement. The characteristic feature of this soil mechanics relationship is that it leads to discontinuity of the surface displacement. It is obvious that a correction had to be found since the surface displacement is present beyond the loaded region. Pasternak (1954) developed a relationship in which some interaction between the spring elements occurred. The proposed response equation was:

\[
p(x, y) = -kw(x, y) - G\Delta^2 w(x, y),
\]

where \( k \) and \( G \) are two foundation parameters, and \( \Delta^2 \) is the Laplace operator. Unfortunately, this relationship produces concentrated reactions along the free edges of the structure. Kerr (1964) proposed a correction to the Pasternak model by adding a spring layer on top of a shearing layer, that is considered more appropriate for elastic foundation analyses, but the expression is much more complicated, resulting in a sixth order partial differential equation (Kneifati, 1985). It was decided that as an initial attempt at representing the overall problem, we would only consider the simpler Winkler foundation representation. It is possible to consider the more accurate expressions.

The subsequent chapters contain some preliminary considerations regarding construction of plate theories, based on assumed transverse strains, development of the two-dimensional geometrically nonlinear computational model of the composite sandwich plate with account of transverse stresses, transverse flexibility and damage progression, development of a simplified model of the sandwich composite plate and the corresponding finite element formulation, description of the finite element
program based on this formulation and discussion of results for an example problem, obtained with help of this finite element program.
Chapter 2

Preliminary Considerations
Regarding Construction of a Plate
Theory, Based on Assumed
Transverse Strains

In thick sandwich plates the transverse shear strains $\varepsilon_{xz}$, $\varepsilon_{yz}$ and transverse direct strain $\varepsilon_{zz}$ can be not negligibly small as compared to the in-plane strains $\varepsilon_{xx}$, $\varepsilon_{yy}$, $\varepsilon_{xy}$ (it is implied that the $z$-axis is in the direction of the plate's thickness, and $x$- and $y$- coordinates are in the plane of the plate's middle surface, as shown, for example in Figure 2.1). This is especially true if the plate is on an elastic foundation or is loaded by a partially distributed load, as it is in the case of a cargo platform, dropped on the ground. The corresponding transverse stresses $\sigma_{xz}$, $\sigma_{yz}$ and $\sigma_{zz}$ can also be not negligibly small under the same conditions. Therefore, in analysis of such plates it can be important that in the expressions for the strain energy density the terms $\sigma_{xz}\varepsilon_{xz}$, $\sigma_{yz}\varepsilon_{yz}$ and $\sigma_{zz}\varepsilon_{zz}$ are taken into account.

The two-dimensional computational models of plates are usually deduced from the three-dimensional formulations by making some assumptions about through-the-thickness distribution of either displacements or strains or stresses in the plates. We construct a plate theory of the sandwich plate
by making assumptions on distribution of the transverse strains $\varepsilon_{zz}, \varepsilon_{xz}$ and $\varepsilon_{yz}$ in the thickness of the face sheets and the core, i.e. by assuming that these transverse strains are some known functions of the $z$-coordinate within the face sheets and the core. Such method of constructing a two-dimensional plate theory provides a convenient way to make displacements continuous across the boundaries between the face sheets and the core: the expressions for the displacements are obtained by integration of the strain-displacement relations and the constants of integration are chosen such that the conditions of continuity of displacements are satisfied.

But before proceeding to the actual problem of the dissertation, we will study and compare, in a simpler problem of cylindrical bending of a sandwich plate with homogeneous isotropic face sheets and the core, the accuracy and computational efficiency of theories based on two different kinds of assumptions on transverse strains:

1) the transverse strains are non-zero in both the face sheets and the core, do not depend on $z$-coordinate within the face sheets and the core, but each of these strains is a different function of the in-plane coordinate within each sublaminate (a face sheet or a core);

2) the assumed transverse strains in the face sheets, that enter into the expression for the strain energy density, are equal to zero, and the assumed transverse strains in the core do not vary in $z$-direction.

As it was mentioned in the first chapter, the transverse stresses will be computed by integration of the pointwise equilibrium equations for each sublaminate. In this integration the number of constants of integration is equal to the number of interfaces between the sublaminates plus one. Therefore, these constants of integration can be chosen to satisfy the conditions of continuity of the transverse stresses at the interfaces between the sublaminates and the boundary conditions on one of the external surfaces (upper or lower). In this chapter it will be shown that if the governing differential equations for the unknown functions have an exact solution, then the transverse stresses, obtained by integration of the pointwise equilibrium equations, satisfy exactly the boundary conditions on both the upper and lower external surfaces. Proving this fact requires less voluminous derivations if a homogeneous plate is considered, rather than the sandwich plate. Therefore, this chapter is started by considering a model of a homogeneous isotropic plate in cylindrical bending, based on assumptions, similar to those that will be applied to the sandwich plates: the transverse strains will be assumed to be non-zero and not dependent on the $z$-coordinate (not varying in the thickness direction). In this chapter it will be shown also that if the unknown functions of the model of the sandwich plate are computed by the finite element method (which is equivalent to approximate
solving the differential equations for the unknown functions), then the boundary conditions on one of the external surfaces (upper or lower) are satisfied approximately by the transverse stresses obtained from the pointwise equilibrium equations, in addition to exact satisfaction of the boundary conditions on the other external surface and conditions of continuity of the transverse stresses between the sublaminates.

2.1 Cylindrical Bending of a Homogeneous Isotropic Plate

In this section we will consider construction of a theory of cylindrical bending of a homogeneous isotropic plate, based on assumption that the transverse strains are not negligible in the expression for the strain energy, and on the assumption that these strains do not vary in the thickness direction. The purpose of this paragraph is to evaluate the accuracy of stresses, obtained from a computational model based on such assumptions, and to determine if the boundary conditions on both the upper and lower surfaces are satisfied exactly by the transverse stresses obtained by integration of the pointwise equilibrium equations. It will be shown also that in this theory the stress boundary conditions on the lateral surfaces are satisfied in the integral sense, i.e. conditions of static equilibrium are satisfied. Using this theory, a problem of a simply supported plate under a uniform loading on the upper surface will be solved and the solution will be compared with the exact elasticity solution. This comparison will enable an assessment of the accuracy of the theory, based on the above mentioned assumptions on the transverse strains.

Cylindrical bending implies the condition of plane strain, i.e.

\[ v = 0, \quad \frac{\partial u}{\partial y} = 0, \quad \frac{\partial w}{\partial y} = 0, \]

which can occur if the plate's dimension in the y-direction (that will be called width \(b\)) is much larger than its dimension in the x-direction (that will be called length \(L\)) and the loadings on the upper and lower surfaces of the plate do not vary in the y-direction (figure 2.1). The problem is considered on the basis of linear elasticity, i.e. in the general form it is described by the following equations:

equilibrium equations

\[ \sigma_{ij,j} = 0; \]

(2.1.2)
CHAPTER 2

strain-displacement relations

\[ \varepsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}) ; \]  
(2.1.3)

constitutive equations

\[ \sigma_{ij} = \frac{E}{1 + \nu} \left( \varepsilon_{ij} + \frac{\nu}{1 - 2\nu} \varepsilon_{\alpha \beta} \delta_{ij} \right) ; \]  
(2.1.4)

boundary conditions

\[ \sigma_{zz} = 0, \sigma_{zz} = -\frac{q_1}{b} \text{ at } z = \frac{h}{2} ; \]  
(2.1.5)

\[ \sigma_{zz} = 0, \sigma_{zz} = \frac{q_u}{b} \text{ at } z = \frac{h}{2} ; \]  
(2.1.6)

where \( q_1 \) and \( q_u \) are projections on the z-axis of forces per unit length \( \left( \frac{df}{dx} \right) \) at the lower and upper surfaces correspondingly (by \( q_1 \) and \( q_u \) we denote not absolute values of forces per unit length, but their projections on the z-axis, therefore values \( q_1 \) and \( q_u \) can be positive or negative, depending on direction of the forces);

conditions of static equilibrium\(^1\):

\[ \int_{-h/2}^{h/2} \sigma_{zz} \, dz = 0 \text{ at } x = 0, L , \]  
(2.1.7)

\[ \int_{-h/2}^{h/2} \sigma_{zz} \, dz = 0 \text{ at } x = 0, L , \]  
(2.1.8)

\(^1\)None of the plate theories are capable of providing exact satisfaction of stress boundary conditions at the contour of a plate, i.e. satisfaction of the stress boundary conditions at the contour of a plate at each value of z-coordinate (coordinate in the thickness direction). Therefore, we require satisfaction of the stress boundary conditions only in the integral sense, i.e. conditions of static equilibrium. Our "exact" elasticity solution, the purpose of which is to evaluate the accuracy of the stresses, produced by our plate theory, will also satisfy the stress boundary conditions only in the integral sense, unlike that of Pagano (1960), which satisfies the stress boundary conditions exactly. We chose to require that our "exact" elasticity solution satisfies only the mitigated, integral stress boundary conditions, because such requirement allows one to obtain analytical expressions for stresses. The truly exact solution of Pagano, which satisfies the stress boundary conditions at each point of the plate contour, contains coefficients which can be obtained only numerically, and it is too rigorous for our purposes, because its comparison with the solution, based on the plate theory, will only reveal the fact that the plate theory can not take account of edge effects, that is known in advance.
\[ b \int_{-h/2}^{h/2} \left[ \sigma_{xz}(L) - \sigma_{xz}(0) \right] \, dz = -\int_{0}^{L} (q_l + q_u) \, dx. \quad (2.1.9) \]

In view of plane strain assumptions (2.1.1), the strain-displacement relations (2.1.3), take the form:

\[ \varepsilon_{xx} = u_{,x}, \quad (2.1.10) \]

\[ \varepsilon_{zz} = \frac{1}{2} (u_{,z} + w_{,z}), \quad (2.1.11) \]

\[ \varepsilon_{zz} = w_{,z}, \quad (2.1.12) \]

\[ \varepsilon_{xy} = 0, \quad \varepsilon_{yy} = 0, \quad \varepsilon_{yz} = 0, \quad (2.1.13) \]

and the constitutive equations (2.1.4) become

\[ \sigma_{xx} = \frac{E}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \varepsilon_{xx} + \nu \varepsilon_{zz} \right], \quad (2.1.14) \]

\[ \sigma_{yy} = \frac{E}{(1 + \nu)(1 - 2\nu)} \left( \varepsilon_{xx} + \varepsilon_{zz} \right), \quad (2.1.15) \]

\[ \sigma_{zz} = \frac{E}{(1 + \nu)(1 - 2\nu)} \left[ \nu \varepsilon_{xx} + (1 - \nu) \varepsilon_{zz} \right], \quad (2.1.16) \]

\[ \sigma_{xz} = \frac{E}{1 + \nu} \varepsilon_{xz}, \quad (2.1.17) \]

\[ \sigma_{xy} = 0, \quad \sigma_{yz} = 0. \quad (2.1.18) \]

The equilibrium equations for the plane strain condition have the form

\[ \sigma_{xx,x} + \sigma_{xz,z} = 0, \quad (2.1.19) \]

\[ \sigma_{xx,x} + \sigma_{xz,z} = 0. \quad (2.1.20) \]

In order to construct a plate theory, additional simplifying assumptions will be made regarding dependence of the transverse strains, \( \varepsilon_{xx} \) and \( \varepsilon_{zz} \), on the \( z \)-coordinate. The purpose of this chapter is
to study the accuracy of a plate theory, based on the assumptions that $\varepsilon_{xx}$ and $\varepsilon_{zz}$ are independent of the $z$-coordinate:

$$\varepsilon_{zz} = \varepsilon_{zz}(x), \quad (2.1.21)$$

$$\varepsilon_{zz} = \varepsilon_{zz}(x). \quad (2.1.22)$$

Integration of equation (2.1.12) yields

$$w(x, z) - w|_{z=0} = \int_0^z \frac{\partial w}{\partial z} \, dx = \int_0^z \varepsilon_{zz}(x) \, dz = \varepsilon_{zz}(x) \, z,$$

where

$$w_0(x) \equiv w|_{z=0}. \quad (2.1.23)$$

Therefore,

$$w(x, z) = w_0(x) + \varepsilon_{zz}(x) \, z. \quad (2.1.24)$$

From equation (2.1.11), we receive

$$\frac{\partial u}{\partial z} = 2\varepsilon_{zz}(x) - \frac{dw(x)}{dx}.$$}

Integration of the last equation yields

$$u(x, z) - u|_{z=0} = \int_0^z \frac{\partial u}{\partial z} \, dz = \int_0^z (2\varepsilon_{xx} - w_{,x}) \, dz =$$

$$= \int_0^z (2\varepsilon_{xx} - w_{,x} - \varepsilon_{zz,x} \, x) \, dz = (2\varepsilon_{xx} - w_{,x}) \, z - \varepsilon_{zz,x} \, \frac{z^2}{2},$$

where

$$u|_{z=0} \equiv u_0(x). \quad (2.1.25)$$

Therefore,

$$u(x, z) = u_0(x) + [2\varepsilon_{xx}(x) - w_{,x}(x)]z - \frac{1}{2} \varepsilon_{zz,x}(x)z^2. \quad (2.1.26)$$
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So, we have four unknown functions in this problem:

\[ u_0(x), \ u_0(x), \ \varepsilon_{zz}(x), \ \varepsilon_{zz}(x). \]

Let us express strains and stresses in terms of the unknown functions. Strain \( \varepsilon_{xx} \) can be found by substituting expression (2.1.26) into the strain-displacement relation (2.1.10):

\[ \varepsilon_{xx} = u'_0 + (2\varepsilon'_{zz} - w''_0) z - \frac{1}{2} \varepsilon'''_{zz} z^2. \]  \( \text{(2.27)} \)

Here and further primes denote derivatives with respect to \( x \)-coordinates. Substitution of expression (2.1.27) into constitutive relation (2.1.14) yields:

\[ \sigma^H_{xx} = \frac{E}{(1 + \nu)(1 - 2\nu)} \left\{ (1 - \nu) \left[ u'_0 + (2\varepsilon'_{zz} - w''_0) z - \frac{1}{2} \varepsilon'''_{zz} z^2 \right] + \nu \varepsilon_{zz} \right\}. \]  \( \text{(2.28)} \)

Here the superscript \( H \) means that the stress was obtained from the Hooke's law, as opposed to stresses \( \sigma_{xx} \) and \( \sigma_{zz} \), which will be obtained from the equilibrium equations. To find expressions for the transverse stresses in terms of the unknown functions, we integrate the equilibrium equations (2.1.19) and (2.1.20), in which for stress \( \sigma_{xx} \) we take its expression (2.1.28), obtained from the Hooke's law:

\[ \sigma^H_{xx,x} + \sigma_{xx,z} = 0, \quad \sigma_{xx,x} + \sigma_{zz,z} = 0. \]

From the first equilibrium equation, we obtain

\[ \sigma_{zz} - \sigma_{zz}\bigg|_{z = -h/2} = \int_{-h/2}^{z} \sigma_{xx,z} \, dz = -\int_{-h/2}^{z} \sigma^H_{xx,z} \, dz, \]

where \( \sigma_{zz}\bigg|_{z = -h/2} = 0 \) due to the boundary condition (2.1.6). The substitution of expression (2.1.28) for \( \sigma^H_{xx} \) into the last equation yields

\[ \sigma_{zz} = -\frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ u'_0 \left( z + \frac{h}{2} \right) + \frac{1}{2} \left( 2\varepsilon''_{zz} - w''_0 \right) \left( z^2 - \frac{h^2}{4} \right) - \frac{1}{6} \varepsilon'''_{zz} \left( z^3 + \frac{h^3}{8} \right) \right] - \]

\[ \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \varepsilon'_{zz} \left( z + \frac{h}{2} \right). \]  \( \text{(2.29)} \)

From the second equilibrium equation we obtain

\[ \sigma_{zz} - \sigma_{zz}\bigg|_{z = -h/2} = \int_{-h/2}^{z} \sigma_{xx,z} \, dz = -\int_{-h/2}^{z} \sigma_{xx,x} \, dz. \]

due to BC (2.1.5)
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Substitution of expression (2.1.29) for $\sigma_{zz}$ into the last equation gives

$$
\sigma_{zz} = -\frac{ql}{b} + \frac{E(1-\nu)}{(1+\nu)(1-2\nu)} \left[ \frac{1}{8} (2z + h)^2 \varepsilon_{0}^{''} + \frac{1}{24} (z - h)(2z + h)^2 \left( 2\varepsilon_{zz}^{'''} - \varepsilon_{0}^{V} \right) \right]
- \frac{1}{384} \left( 4z^2 - 4hz + 3h^2 \right) (2z + h)^2 \varepsilon_{zz}^{IV} + \frac{E\nu}{(1+\nu)(1-2\nu)} \frac{1}{8} (2z + h)^2 \varepsilon_{zz}^{''},
$$

(2.1.30)

where the superscript IV means the 4-th derivative with respect to $x$-coordinate.

Expressions for the transverse stresses in terms of the unknown functions can also be obtained from Hooke's law. Upon substitution of expression (2.1.27) for $\varepsilon_{zz}$ into the constitutive equation (2.1.16), we receive

$$\sigma_{zz}^H = \frac{E}{(1+\nu)(1-2\nu)} \left\{ \nu \left[ \varepsilon_{0}^{'} + \left( \varepsilon_{zz}^{'} - \varepsilon_{0}^{''} \right) z - \frac{1}{2} \varepsilon_{zz}^{''} z^2 \right] + (1-\nu) \varepsilon_{zz} \right\}.
$$

(2.1.31)

We will also write the constitutive equation (2.1.17) in the form

$$\sigma_{zz}^H = \frac{E}{1+\nu} \varepsilon_{zz}.
$$

(2.1.32)

We see that expressions (2.1.29) and (2.1.30) for the transverse stresses $\sigma_{zz}$ and $\sigma_{zz}$ in terms of the unknown functions, obtained from the equilibrium equations, are different from the corresponding expressions (2.1.32) and (2.1.31) for $\sigma_{zz}^H$ and $\sigma_{zz}^H$, obtained from the constitutive equations. It was already shown that the transverse stresses $\sigma_{zz}$ and $\sigma_{zz}$, obtained from the equilibrium equations, satisfy the boundary conditions (2.1.5) at the lower surface of the plate, and it will be shown later that they satisfy also the boundary conditions (2.1.6) at the upper surface of the plate. Besides, as it will be shown later, in composite plate theory the transverse stresses obtained from the equilibrium equations (or equations of motion in dynamic problems) can be forced to satisfy also the conditions of continuity of the transverse stresses at the interfaces between the plies with different material properties. On the other hand, the transverse stresses obtained from the constitutive equations, do not satisfy the boundary conditions either at the upper surface or at the lower one, and do not satisfy the conditions of continuity of the transverse stresses at the interfaces between the plies in composite plates. Therefore, the transverse stresses obtained by integrating the equilibrium equations are more accurate.

Now, let us derive differential equations for the unknown functions $u_0(x)$, $w_0(x)$, $\varepsilon_{zz}(x)$, $\varepsilon_{zz}(x)$ and boundary conditions, using the principle of virtual work. The virtual work principle is a convenient way of reducing the three-dimensional continuum mechanics problems to the two-dimensional and one dimensional problems for the following reasons:
1) It allows to formalize the process of derivation of the governing differential equations in terms of
the unknown functions and natural boundary conditions, i.e. boundary conditions on the part of
the surface, where the displacements are not imposed.

2) The number of boundary conditions, formally derived from the virtual work principle, is equal to
the order of the governing differential equations for the unknown functions. This can be not the case
if the differential equations for the unknown functions of the plate model are derived by averaging
(through the plate’s thickness) the pointwise equilibrium equations, due to contradictions between
the equations of elasticity, brought about by introducing the simplifying assumptions. An example
of such case is the boundary conditions at a free end of a plate in the classical plate theory based on
the Kirchhoff – Love assumptions (Saada, 1993). The use of a variational method allowed Kirchhoff
to obtain the free-end boundary conditions, consistent with the governing differential equations.

4) The level of accuracy of all equations of a plate theory, derived from the virtual work principle,
is the same and is consistent with the simplifying assumptions that lead to the plate theory.

5) The finite element formulation is most easily performed on the basis of the variational formulation.

The virtual work principle is

\[ \delta U - \delta' W = 0, \]  \hspace{1cm} (2.1.33)

where \( U \) is strain energy of the plate and \( \delta' W \) is virtual work of external forces, acting on the plate.
In the notation \( \delta' W \) the prime is used over the \( \delta \) because in case of nonconservative external loads,
the virtual work of external loads is not a variation of some state function \( W \). Here we follow the
notation of Washizu (1982).

The expression for the strain energy has the form

\[
U = \frac{1}{2} \iiint_{(V)} \left( \sigma_{xx}^H \varepsilon_{xx} + 2 \sigma_{xx}^H \varepsilon_{xz} + \sigma_{zz}^H \varepsilon_{zz} + \sigma_{yy}^H \varepsilon_{yy} + 2 \sigma_{xy}^H \varepsilon_{xy} + 2 \sigma_{yz}^H \varepsilon_{yz} \right) dV = \hspace{1cm} (2.1.34)
\]

where \( \varepsilon_{xx}, \varepsilon_{xz}, \varepsilon_{zz}, \varepsilon_{yy}, \varepsilon_{xy}, \varepsilon_{yz} \) are strain components,
\( \sigma_{xx}^H, \sigma_{xx}^H, \sigma_{zz}^H, \sigma_{yy}^H, \sigma_{xy}^H, \sigma_{yz}^H \) are stress components.
The constitutive equations (2.1.14), (2.1.16) and (2.1.17) can be written in the form
\[
\begin{pmatrix}
\sigma_{xx}^H \\
\sigma_{xz}^H \\
\sigma_{z \nu}^H
\end{pmatrix} = \frac{E}{1 + \nu} \begin{bmatrix}
\frac{1-\nu}{1-2\nu} & 0 & \frac{\nu}{1-2\nu} \\
0 & \frac{1}{2} & 0 \\
\frac{\nu}{1-2\nu} & 0 & \frac{1-\nu}{1-2\nu}
\end{bmatrix} \begin{pmatrix}
\varepsilon_{xx} \\
2\varepsilon_{xz} \\
\varepsilon_{zz}
\end{pmatrix} \, dz \, dx. \quad \text{(2.1.35)}
\]

Substitution of (35) into (34) yields:
\[
U = \frac{bE}{2(1+\nu)} \int_{0}^{\frac{L}{b}} \int_{-\frac{b}{2}}^{\frac{b}{2}} \begin{pmatrix}
\varepsilon_{xx} \\
2\varepsilon_{xz} \\
\varepsilon_{zz}
\end{pmatrix}^T \begin{bmatrix}
\frac{1-\nu}{1-2\nu} & 0 & \frac{\nu}{1-2\nu} \\
0 & \frac{1}{2} & 0 \\
\frac{\nu}{1-2\nu} & 0 & \frac{1-\nu}{1-2\nu}
\end{bmatrix} \begin{pmatrix}
\varepsilon_{xx} \\
2\varepsilon_{xz} \\
\varepsilon_{zz}
\end{pmatrix} \, dz \, dx. \quad \text{(2.1.36)}
\]

In view of relation (2.1.27), we can write
\[
\begin{pmatrix}
\varepsilon_{xx} \\
2\varepsilon_{xz} \\
\varepsilon_{zz}
\end{pmatrix} = \begin{bmatrix}
1 & z & -\frac{1}{2}z^2 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix} \begin{pmatrix}
u_0' \\
2\varepsilon_{xx} - w_0'' \\
\varepsilon_{zz}' \\
2\varepsilon_{xz}'' \\
\varepsilon_{zz}
\end{pmatrix}. \quad \text{(2.1.37)}
\]

If equation (2.1.37) is substituted into (2.1.36), we receive
\[
U = \frac{bE}{2(1+\nu)} \int_{0}^{L} \begin{pmatrix}
u_0' \\
2\varepsilon_{xx} - w_0'' \\
\varepsilon_{zz}' \\
2\varepsilon_{xz}'' \\
\varepsilon_{zz}
\end{pmatrix}^T \begin{pmatrix}
u_0 \\
2\varepsilon_{xx} - w_0'' \\
\varepsilon_{zz}' \\
2\varepsilon_{xz}'' \\
\varepsilon_{zz}
\end{pmatrix} \, dx, \quad \text{(2.1.38)}
\]

where
\[
[C] = \int_{-\frac{b}{2}}^{\frac{b}{2}} \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\frac{1-\nu}{1-2\nu} & 0 & \frac{\nu}{1-2\nu} & 0 & 0 \\
\frac{\nu}{1-2\nu} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix} \, dz =
\]
\[ = \frac{h}{2\nu - 1} \begin{bmatrix}
\nu - 1 & 0 & \frac{1}{24} h^2 (1 - \nu) & 0 & -\nu \\
0 & \frac{1}{2} h^2 (\nu - 1) & 0 & 0 & 0 \\
\frac{1}{24} h^2 (1 - \nu) & 0 & \frac{1}{320} h^4 (\nu - 1) & 0 & \frac{1}{24} h^2 \nu \\
0 & 0 & 0 & \nu - \frac{1}{2} & 0 \\
-\nu & 0 & \frac{1}{24} h^2 \nu & 0 & \nu - 1
\end{bmatrix}. \] (2.1.39)

The substitution of (2.1.39) into (2.1.38) yields
\[ U = \int_0^L \hat{U} \, dx , \] (2.1.40)

where
\[ \hat{U} \left( u_0', \varepsilon_{xx}, \varepsilon_{xx}', \varepsilon_{zz}, \varepsilon_{zz}' \right) = \frac{b Eh}{2(1 + \nu)(2\nu - 1)} \left[ (\nu - 1) \left( u_0' \right)^2 + \frac{h^2 (1 + \nu)}{12} u_0 \varepsilon_{zz}'' - \\ + \frac{2\nu u_0 \varepsilon_{zz} + \frac{h^2 (\nu - 1)}{12} (2 \varepsilon_{zz}' - \varepsilon_{zz}'')^2 + \frac{h^4 (\nu - 1)}{320} (\varepsilon_{zz}'')^2 + \\ + \frac{h^2 \nu}{12} \varepsilon_{zz}'' \varepsilon_{zz} + 4 \left( \nu - \frac{1}{2} \right) \varepsilon_{zz}' + (\nu - 1) \varepsilon_{zz}'' \right] . \] (2.1.41)

So,
\[ \delta U = \int_0^L \left( \frac{\partial \hat{U}}{\partial u_0} \delta u_0 + \frac{\partial \hat{U}}{\partial \varepsilon_{xx}} \delta \varepsilon_{xx} + \frac{\partial \hat{U}}{\partial \varepsilon_{zz}} \delta \varepsilon_{zz} + \frac{\partial \hat{U}}{\partial \varepsilon_{zz}'} \delta \varepsilon_{zz}' + \frac{\partial \hat{U}}{\partial \varepsilon_{zz}''} \delta \varepsilon_{zz}'' \right) \, dx . \] (2.1.42)

The integration by parts in the last expression yields
\[ \delta U = -\int_0^L \frac{d}{dx} \frac{\partial \hat{U}}{\partial u_0} \delta u_0 \, dx + \frac{\partial \hat{U}}{\partial u_0} \delta u_0|_0^L + \int_0^L \frac{d^2}{dx^2} \frac{\partial \hat{U}}{\partial \varepsilon_{zz}} \delta \varepsilon_{zz} \, dx + \frac{\partial \hat{U}}{\partial \varepsilon_{zz}} \delta \varepsilon_{zz}|_0^L - \frac{d}{dx} \frac{\partial \hat{U}}{\partial \varepsilon_{zz}'} \delta \varepsilon_{zz}' \, dx + \frac{\partial \hat{U}}{\partial \varepsilon_{zz}'} \delta \varepsilon_{zz}'|_0^L + \] \[ + \int_0^L \left( \frac{\partial \hat{U}}{\partial \varepsilon_{zz}''} + \frac{d^2}{dx^2} \frac{\partial \hat{U}}{\partial \varepsilon_{zz}''} \right) \delta \varepsilon_{zz} \, dx + \frac{\partial \hat{U}}{\partial \varepsilon_{zz}''} \delta \varepsilon_{zz}|_0^L - \frac{d}{dx} \frac{\partial \hat{U}}{\partial \varepsilon_{zz}''} \delta \varepsilon_{zz}|_0^L . \] (2.1.43)
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The virtual work of external forces has the form
\[ \delta' W = \int_0^L q_u \delta w |_{x = h/2} \, dx + \int_0^L q_l \delta w |_{x = -h/2} \, dx. \]  \hfill \text{(2.1.44)}

According to equation (2.1.24),
\[ \delta w = \delta w_0 + z \delta \varepsilon_{zz}. \]  \hfill \text{(2.1.45)}

Therefore,
\[ \delta' W = \int_0^L q_u \left( \delta w_0 + \frac{h}{2} \delta \varepsilon_{zz} \right) \, dx + \int_0^L q_l \left( \delta w_0 - \frac{h}{2} \delta \varepsilon_{zz} \right) \, dx. \]  \hfill \text{(2.1.46)}

Upon substitution of expression (2.1.43) and (2.1.46) into the principle of virtual work, \( \delta U - \delta' W = 0 \), and equating to zero the coefficients of the variations of the unknown functions \( u_0, w_0, \varepsilon_{xz}, \varepsilon_{zz} \) and the boundary terms, we receive the following differential equations and boundary conditions:

\[ \delta u_0 : \quad \frac{d}{d x} \frac{\partial \hat{U}}{\partial u_0} = 0 \quad (0 \leq x \leq L), \]

\[ \delta w_0 : \quad \frac{d^2}{d x^2} \frac{\partial \hat{U}}{\partial w_0} = q_u + q_l \quad (0 \leq x \leq L), \]

\[ \delta \varepsilon_{xz} : \quad \frac{\partial \hat{U}}{\partial \varepsilon_{xz}} - \frac{d}{d x} \frac{\partial \hat{U}}{\partial \varepsilon_{xz}} = 0 \quad (0 \leq x \leq L), \]

\[ \delta \varepsilon_{zz} : \quad \frac{\partial \hat{U}}{\partial \varepsilon_{zz}} + \frac{d^2}{d x^2} \frac{\partial \hat{U}}{\partial \varepsilon_{zz}^2} = \frac{h}{2} (q_u - q_l) \quad (0 \leq x \leq L). \]

Either \( \frac{\partial \hat{U}}{\partial u_0} = 0 \) or \( u_0 \) is specified at \( x = 0, L \).

Either \( \frac{\partial \hat{U}}{\partial \varepsilon_{xz}} = 0 \) or \( \varepsilon_{xz} \) is specified at \( x = 0, L \).

Either \( \frac{\partial \hat{U}}{\partial w_0} = 0 \) or \( w_0 \) is specified at \( x = 0, L \).

Either \( \frac{d}{d x} \frac{\partial \hat{U}}{\partial w_0} = 0 \) or \( w_0 \) is specified at \( x = 0, L \).
Either \( \frac{\partial \vU}{\partial \varepsilon'_{zz}} = 0 \) or \( \varepsilon'_{zz} \) is specified at \( x = 0, L \).

Either \( \frac{d}{dx} \frac{\partial \vU}{\partial \varepsilon''_{zz}} = 0 \) or \( \varepsilon_{zz} \) is specified at \( x = 0, L \).

The substitution of expression (41) for \( \vU \) into these equations yields the following differential equations and boundary conditions:

\[
\delta u_0 : \quad (1 - \nu) \left( u''_0 - \frac{h^2}{24} \varepsilon''_{zz} \right) + \nu \varepsilon'_{zz} = 0 \quad (0 \leq x \leq L), \quad (2.1.47)
\]

\[
\delta w_0 : \quad \frac{1 - \nu}{(1 + \nu)(1 - 2\nu)} \frac{bEh^3}{12} \left( w'_0 - 2 \varepsilon''_{zz} \right) = q_u + q_l \quad (0 \leq x \leq L), \quad (2.1.48)
\]

\[
\delta \varepsilon_{zz} : \quad \varepsilon_{zz} + \frac{h^2 (1 - \nu)}{12(1 - 2\nu)} \left( w'''_0 - 2 \varepsilon'''_{zz} \right) = 0 \quad (0 \leq x \leq L), \quad (2.1.49)
\]

\[
\delta \varepsilon_{zz} : \quad \nu \left( u'_0 - \frac{h^2}{24} \varepsilon''_{zz} \right) + (1 + \nu) \left[ \varepsilon_{zz} + \frac{h^2}{8} \left( \frac{h^2}{40} \varepsilon''_{zz} - \frac{1}{3} u'''_0 \right) \right] \quad (0 \leq x \leq L), \quad (2.1.50)
\]

Either \( (1 - \nu) \left( u'_0 - \frac{h^2}{24} \varepsilon''_{zz} \right) + \nu \varepsilon_{zz} = 0 \) or \( u_0 \) is specified at \( x = 0, L \). \quad (2.1.51)

Either \( 2 \varepsilon'_{zz} - w''_0 = 0 \) or \( \varepsilon_{zz} \) is specified at \( x = 0, L \). \quad (2.1.52)

Either \( 2 \varepsilon'_{zz} - w''_0 = 0 \) or \( u'_0 \) is specified at \( x = 0, L \). \quad (2.1.53)

Either \( 2 \varepsilon''_{zz} - w'''_0 = 0 \) or \( u_0 \) is specified at \( x = 0, L \). \quad (2.1.54)

Either \( (1 - \nu) \left( u'_0 - \frac{3}{40} h^2 \varepsilon''_{zz} \right) + \nu \varepsilon_{zz} = 0 \) or \( \varepsilon'_{zz} \) is specified at \( x = 0, L \). \quad (2.1.55)

Either \( (1 - \nu) \left( u''_0 - \frac{3}{40} h^2 \varepsilon'''_{zz} \right) + \nu \varepsilon'_{zz} = 0 \) or \( \varepsilon_{zz} \) is specified at \( x = 0, L \). \quad (2.1.56)
Equations (2.1.47) and (2.1.48) can be derived, also, by substituting expressions (2.1.29) and (2.1.30) for stresses \( \sigma_{zz} \) and \( \sigma_{zz} \), obtained from the equilibrium equations, into the boundary conditions (2.1.6) at the upper surface of the beam. Indeed,

\[
0 = \sigma_{zz} \bigg|_{x = h/2} = -\frac{Eh}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \left( u_0'' - \frac{h^2}{24} \varepsilon_{zz}'' \right) + \nu \varepsilon_{zz}' \right],
\]

(2.1.57)

\[
\frac{q_0}{b} = \sigma_{zz} \bigg|_{x = h/2} = -\frac{q_0}{b} + \frac{Eh^2}{2(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \left( u_0'' - \frac{h^2}{24} \varepsilon_{zz}'' \right) + \nu \varepsilon_{zz}' \right] + \frac{Eh^3}{12} \frac{1 - \nu}{(1 + \nu)(1 - 2\nu)} \left( u_0'' - \varepsilon_{zz}'' \right).
\]

(2.1.58)

due to eqn. (56)

Equations (2.1.57) and (2.1.58) are the same as equations (2.1.47) and (2.1.48), derived from the principle of total potential energy. So, the principle of total potential energy produces differential equations for the unknown functions such that their solution guarantees that the expressions for the transverse stresses \( \sigma_{zz} \) and \( \sigma_{xz} \) (obtained from the equilibrium equations), in terms of the unknown functions, satisfy the boundary conditions (2.1.6) at the upper surface of the plate. Satisfaction of the boundary conditions (2.1.5) at the lower surface of the plate by the stresses \( \sigma_{zz} \) and \( \sigma_{xz} \) (obtained from the equilibrium equations) is guaranteed by the fact that these conditions were used in the process of deriving expressions for \( \sigma_{zz} \) and \( \sigma_{xz} \) from the equilibrium equations.

Let us express the conditions of static equilibrium (2.1.7)–(2.1.9) in terms of the unknown functions \( u_0, u_0', \varepsilon_{zz}, \varepsilon_{zz}' \). The substitution of expression (2.1.28) for \( \sigma_{zz}^{H} \) into the conditions of static equilibrium (2.1.7) and (2.1.9) yields

\[
(1 - \nu) u_0' - \frac{h^2}{24} \varepsilon_{zz}'' + \nu \varepsilon_{zz}' = 0 \text{ at } x = 0, L,
\]

(2.1.59)

\[
2\varepsilon_{zz}' - u_0'' = 0 \text{ at } x = 0, L.
\]

(2.1.60)

Let us substitute expression (2.1.29) for \( \sigma_{zz} \) into the left-hand side of static equilibrium condition (2.1.9)

\[
b \int_{-h/2}^{h/2} \left[ \sigma_{zz}(L) - \sigma_{zz}(0) \right] dz = \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \frac{bh^3}{12} \left( 2\varepsilon_{zz}'' - u_0'' \right) \Bigg|_{0}^{L} - \frac{Ebh^2}{2(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \left( u_0'' - \frac{h^2}{24} \varepsilon_{zz}'' \right) + \nu \varepsilon_{zz}' \right] \Bigg|_{0}^{L}.
\]

due to diff. eqn. (47)
Using differential equation (2.1.48), we can write the right-hand side of the static equilibrium condition (2.1.9) in the form

\[- \int_0^L (q_u + q_l) \, dx = \frac{E \,(1 - \nu)}{(1 + \nu) \,(1 - 2\nu)} \frac{bh^3}{12} \left(2\varepsilon_{xx}'' - w_0''\right)\bigg|_0^L.\]

From the last two equations it follows that the left-hand side \( b \int_{-h/2}^{h/2} [\sigma_{zz} (L) - \sigma_{zz} (0)] \, dz \) of the static equilibrium equation (2.1.9) is identically equal to its right-hand side \(- \int_0^L (q_u + q_l) \, dx\). Since the static equilibrium conditions (2.1.7) and (2.1.8), being expressed in terms of the unknown functions of our plate theory (equations (2.1.59) and (2.1.60)), are the same as the natural boundary conditions of the plate theory (equations (2.1.51), (2.1.52) and (2.1.53)), and since the static equilibrium condition (2.1.9), being expressed in terms of the unknown functions of our plate theory, is an identity, we make a conclusion that our plate theory guarantees satisfaction of all the static equilibrium conditions (2.1.7)–(2.1.9).

Now, let us solve a problem of **cylindrical bending of a plate, simply supported at the edges** \( x = 0, L \), **under a uniform load** \( q_u \), **applied to the upper surface** (figure 2.2). The results will be compared with the exact elasticity solution.

The boundary conditions (2.1.51)–(2.1.56) for this problem take the form

\[(1 - \nu) \left( \varepsilon_{xx}^{'} - \frac{h^2 \varepsilon_{zz}^{''}}{24} \right) + \nu \varepsilon_{zz} = 0 \text{ at } x = 0, L, \tag{2.1.61}\]

\[2\varepsilon_{xx}^{'} - w_0'' = 0 \text{ at } x = 0, L, \tag{2.1.62}\]

\[w_0 = 0 \text{ at } x = 0, L, \tag{2.1.63}\]

\[(1 - \nu) \left( \varepsilon_{xx}^{'''} - \frac{3}{40} h^2 \varepsilon_{zz}^{'''} \right) + \nu \varepsilon_{zz}^{'} = 0 \text{ at } x = 0, L, \tag{2.1.64}\]

\[(1 - \nu) \left( \varepsilon_{xx}^{'''} - \frac{3}{40} h^2 \varepsilon_{zz}^{'''} \right) + \nu \varepsilon_{zz}^{''} = 0 \text{ at } x = 0, L. \tag{2.1.65}\]

In addition, due to symmetry of the problem,

\[
\varepsilon_{xx}(0) = -\varepsilon_{xx}(L), \quad u \left( \frac{L}{2} \right) = 0. \tag{2.1.66}
\]
Differential equations (2.1.47)–(2.1.50) can be written as the following independent sets of equations:

1) equation

\[
\frac{hbE}{1 + \nu} \varepsilon_{xx}' = -q_u \quad (0 \leq x \leq L)
\]

with symmetry condition

\[
\varepsilon_{xx}(0) = -\varepsilon_{xx}(L);
\]

2) equation

\[
\frac{1 - \nu}{(1 + \nu) (1 - 2\nu)} \frac{bEh^3}{12} \left( w_0^{IV} - 2 \varepsilon_{xx}'' \right) = q_u \quad (0 \leq x \leq L)
\]

with boundary conditions

\[
2\varepsilon_{xx}' - w_0'' = 0, \quad w_0 = 0 \text{ at } x = 0, L;
\]

3) equations

\[
(1 - \nu) \left( u_0'' - \frac{h^2}{24} \varepsilon_{xx}'' \right) + \nu \varepsilon_{xx}' = 0 \quad (0 \leq x \leq L)
\]

and

\[
\nu \left( u_0' - \frac{h^2}{24} \varepsilon_{xx}' \right) + (1 - \nu) \left[ \varepsilon_{xx} + \frac{h^2}{8} \left( \varepsilon_{xx}IV - \frac{1}{3} u_0'' \right) \right] = \frac{(1 + \nu) (1 - 2\nu)}{bE} q_u \quad (0 \leq x \leq L)
\]

with boundary conditions

\[
(1 - \nu) \left( u_0' - \frac{h^2}{24} \varepsilon_{xx}' \right) + \nu \varepsilon_{xx} = 0 \text{ at } x = 0, L,
\]

\[
(1 - \nu) \left( u_0'' - \frac{h^2}{24} \varepsilon_{xx}'' \right) + \nu \varepsilon_{xx}' = 0 \text{ at } x = 0, L
\]

and symmetry condition

\[
u \left( \frac{L}{2} \right) = 0.
\]

For \( q_u = \text{const} \) these equations have the following solution

\[
u_0 = -\nu (1 + \nu) \frac{q_u}{bE} \left( x - \frac{L}{2} \right), \quad (2.1.68)
\]

\[
u_0 = \frac{q_u (1 + \nu)}{2bh^3 (1 - \nu) E} x (x - L) \left[ (1 - 2\nu) \left( x^2 - Lx - L^2 \right) - 2h^2 (1 - \nu) \right], \quad (2.1.69)
\]
\[ \varepsilon_{xz} = \frac{q_u (1 + \nu)}{2bEh} (L - 2z), \]  

(2.1.70)

\[ \varepsilon_{zz} = (1 + \nu)(1 - \nu) \frac{q_u}{bE}. \]  

(2.1.71)

Substitution of expressions (2.1.68)-(2.1.71) into the expressions (2.1.28), (2.1.29) and (2.1.30) for \( \sigma_{xz}^H, \sigma_{xz}, \sigma_{zz} \) yields

\[ \sigma_{xz}^H = - \frac{6q_u}{bh^3} x (x - L) z, \]  

(2.1.72)

\[ \sigma_{xz} = \frac{6q_u}{bh^3} \left( x - \frac{L}{2} \right) \left( z^2 - \frac{h^2}{4} \right), \]  

(2.1.73)

\[ \sigma_{zz} = - \frac{q_u}{2bh^3} (2z + h)^2 (z - h). \]  

(2.1.74)

It can be verified that the conditions of static equilibrium

\[ b \int_{-\frac{b}{2}}^{\frac{b}{2}} [\sigma_{xz}(L) - \sigma_{xz}(0)] \, dz = - \int_{0}^{L} q_u \, dx, \]  

(2.1.75)

\[ \int_{-\frac{b}{2}}^{\frac{b}{2}} \sigma_{xz}^H \, dz = 0 \text{ at } x = 0, L, \]  

(2.1.76)

\[ \int_{-\frac{b}{2}}^{\frac{b}{2}} \sigma_{xz}^H z \, dz = 0 \text{ at } x = 0, L \]  

(2.1.77)

are satisfied by the found stresses (2.1.72)-(2.1.74). The expressions (2.1.72)-(2.1.74) for the stresses satisfy the equilibrium equations

\[ \begin{align*} 
\sigma_{xx,x} + \sigma_{xz,z} &= 0, \\
\sigma_{xz,x} + \sigma_{zz,z} &= 0 
\end{align*} \]  

(2.1.78)

the boundary conditions

\[ \begin{align*} 
\sigma_{xz} = 0, & \quad \sigma_{zz} = -\frac{q_l}{b} \text{ at } z = -\frac{b}{2} \\
\sigma_{xz} = 0, & \quad \sigma_{zz} = \frac{q_u}{b} \text{ at } z = \frac{b}{2} 
\end{align*} \]  

(2.1.79)
and the conditions of static equilibrium (2.1.75)-(2.1.77). But the equation of compatibility in terms of stress

$\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} \right) (\sigma_{xx} + \sigma_{zz}) = 0 \tag{2.1.80}$

is not satisfied by the expressions (2.1.72) and (2.1.74), obtained from the plate theory. Therefore, the expressions for stresses (2.1.72)-(2.1.74), obtained from the plate theory, are not exact.

The exact elasticity solution (within a framework of linear elasticity) for the plate in cylindrical bending (in plane strain condition), which satisfies the equilibrium equations (2.1.78), boundary conditions (2.1.79), conditions of static equilibrium (2.1.75)-(2.1.77) and equation of compatibility in terms of stress (2.1.80), is derived in Appendix 2-A. This solution is:

$\sigma_{xx} = -\frac{6}{h^3} \frac{q_u}{b} x (x - L) z + \frac{4q_u}{b} \frac{z^3}{h^3} - \frac{3}{5} \frac{q_u}{b} \frac{z}{h}, \tag{2.1.81}$

$\sigma_{xz} = \frac{6}{h^3} \frac{q_u}{b} \left( x - \frac{L}{2} \right) \left( z^2 - \frac{h^2}{4} \right), \tag{2.1.82}$

$\sigma_{zz} = -\frac{1}{2h^3} \frac{q_u}{b} (2z + h)^2 (z - h). \tag{2.1.83}$

Comparison of formulas (2.1.72)-(2.1.74) and (2.1.81)-(2.1.83) shows that the theory of a homogeneous plate, based on assumption $\varepsilon_{xz} = \varepsilon_{xz}(x), \varepsilon_{zz} = \varepsilon_{zz}(x)$, produces exact expressions for the transverse stresses $\sigma_{xz}$ and $\sigma_{zz}$, if these stresses are calculated by integration of equilibrium equations (not from Hooke’s law). But expression (2.1.72) for the in-plane stress $\sigma_{xx}^H$, calculated from the plate theory, differs from the corresponding exact stress (expression (2.1.81)).

Let us compare the exact stress $\sigma_{xx}$ with the one obtained from the plate theory at a point $x = \frac{L}{2}, z = \frac{h}{2}$, i.e. at a point, where, according to the plate theory, the stress $\sigma_{xx}$ is the highest. From formulas (2.1.70) and (2.1.79) we find

$\sigma_{xx}^{\text{plate theory}} = \frac{3}{4} \frac{q}{b} \left( \frac{L}{h} \right)^2 \text{ at } x = \frac{L}{2}, z = \frac{h}{2}, \tag{2.1.84}$

$\sigma_{xx}^{\text{exact}} = \frac{3}{4} \frac{q}{b} \left( \frac{L}{h} \right)^2 + \frac{1}{5} \frac{q}{b} \text{ at } x = \frac{L}{2}, z = \frac{h}{2}. \tag{2.1.85}$

So, a relative error in computation of $\sigma_{xx}$, produced by the plate theory, is

$\frac{\sigma_{xx}^{\text{exact}} - \sigma_{xx}^{\text{plate theory}}}{\sigma_{xx}^{\text{exact}}} = \frac{1}{4} \left( \frac{L}{h} \right)^2 + 1.$
Therefore, in order for relative error of the plate theory not to exceed 5%, the height to length ratio of the plate must not exceed 0.44426:

\[
\frac{h}{L} \leq 0.44426.
\]

This condition is met for the problem, which is the topic of the dissertation. So, a theory of homogeneous plates, based on assumption that the transverse strains do not vary in the thickness direction, produces sufficiently accurate values of all stresses, both in-plane and transverse. The transverse strains, as unknown functions of the problem, which, according to the assumptions (2.1.21) and (2.1.22), do not vary in the thickness direction, were found to be expressed by the formulas (2.1.70) and (2.1.71). This is the first form of the transverse strains:

\[
(\varepsilon_{zz})^{(I)} = \frac{q_u(1+\nu)}{2bEh} (L - 2x),
\]  

(2.1.84)

\[
(\varepsilon_{zz})^{(II)} = (1 + \nu)(1 - \nu) \frac{q_u}{bE}. 
\]  

(2.1.85)

The more accurate expressions for the transverse strains (second form of the transverse strains) can be found by substitution of the transverse stresses \(\sigma_{zz}\) and \(\sigma_{zz}^{H}\), obtained from the equilibrium equations (expressions (2.1.73) and (2.1.74)), into the strain-stress relations

\[
((\varepsilon_{zz})^{(II)} = \frac{1 + \nu}{E} \sigma_{zz},
\]  

(2.1.86)

\[
((\varepsilon_{zz})^{(II)} = \frac{1 - \nu^2}{E} \left( \sigma_{zz} - \frac{\nu}{1 - \nu} \sigma_{zz}^{H} \right). 
\]  

(2.1.87)

The substitution yields:

\[
(\varepsilon_{zz})^{(II)} = \frac{1 + \nu}{E} \frac{6q_u}{bh^3} \left( x - \frac{L}{2} \right) \left( z^2 - \frac{h^2}{4} \right), 
\]  

(2.1.88)

\[
(\varepsilon_{zz})^{(II)} = \frac{q_u}{2Ebh^3} \left[ (\nu - 1)(2z + h)^2 (z - h) + 6\nu x(x - L)z \right]. 
\]  

(2.1.89)

For consistency of nomenclature, the stresses \(\sigma_{zz}^{H}\) and \(\sigma_{zz}^{H}\), obtained from the Hooke's law, must be called the first forms of transverse stresses:

\[
\sigma_{zz}^{H} \equiv (\sigma_{zz})^{(I)}, \quad \sigma_{zz}^{H} \equiv (\sigma_{zz})^{(II)},
\]

and the stresses \(\sigma_{zz}\) and \(\sigma_{zz}\), obtained from the equilibrium equations, must be called the second forms of the transverse stresses:

\[
\sigma_{zz} \equiv (\sigma_{zz})^{(II)}, \quad \sigma_{zz} \equiv (\sigma_{zz})^{(II)}. 
\]
In-plane strain $\varepsilon_{xx}$ and in-plane stress $\sigma_{xx}$ have only one form. The second forms of the transverse strains and stresses are more accurate than the first forms. Stress $\sigma_{yy}$ can be found by substituting expressions for strains $\varepsilon_{xx}$ and $(\varepsilon_{xx})^{(II)}$ into the constitutive equation (2.1.15).

In this section we came to the conclusion that a theory of a homogeneous plate, based on the assumption that the transverse stresses do not vary in the thickness direction, leads to sufficiently accurate results if the thickness of a plate is much smaller than its length and width. In the next section we will consider construction of a layerwise theory of cylindrical bending of a sandwich plate, based on the similar assumptions: the assumed transverse strains (i.e. the first forms of the transverse strains) do not vary in the thickness direction within a layer (a face sheet or a core) of a sandwich plate, but can be different in different layers. Then we will consider a problem of cylindrical bending of a simply supported sandwich plate under a constant load and compare a solution of the problem, based on the plate theory, with the exact elasticity solution. This will enable us to evaluate the validity of the assumptions on the transverse strains. In order to avoid the excessive complexity of the problem, we will consider the material of the face sheets and the core to be isotropic.
2.2 Cylindrical Bending of a Sandwich Isotropic Plate

2.2.1 Formulation of the Problem Based on Linear Elasticity

Let us consider cylindrical bending of a wide sandwich plate with isotropic face sheets and the core (Figure 2.3). The upper and lower surfaces of the plate are under loads with intensity (force per unit length) $q_u$ and $q_l$. By $q_u$ and $q_l$ we denote not absolute values of the load intensities, but projections of the load intensities on the z-axis, i.e. $q_u$ and $q_l$ can be positive or negative, depending on direction of the load.

We will denote a number of a layer of the plate by a superscript $k$ ($k = 1, 2, 3$).

The equations of linear elasticity, as applied to this problem, have the form: equilibrium equations:

\[ \sigma_{xz}^{(k)} + \sigma_{zx}^{(k)} = 0, \quad (2.2.1) \]
\[ \sigma_{zz}^{(k)} + \sigma_{zz}^{(k)} = 0; \quad (2.2.2) \]

Strain-displacement relations for plane strain are:

\[ \varepsilon_{zz}^{(k)} = u_{zz}^{(k)}, \quad (2.2.3) \]
\[ \varepsilon_{zz}^{(k)} = w_{zz}^{(k)}, \quad (2.2.4) \]
\[ \varepsilon_{xz}^{(k)} = \frac{1}{2} \left( u_{zz}^{(k)} + w_{zz}^{(k)} \right), \quad (2.2.5) \]
\[ \varepsilon_{yz}^{(k)} = \varepsilon_{yx}^{(k)} = \varepsilon_{zy}^{(k)} = 0; \quad (2.2.6) \]

The constitutive relations for plane strain can be stated as:

\[ \sigma_{zz}^{(k)} = \frac{E^{(k)}}{1 + \nu^{(k)}} \left[ 1 - \nu^{(k)} \right] \left( \varepsilon_{zz}^{(k)} + \nu^{(k)} \varepsilon_{xx}^{(k)} \right); \quad (2.2.7) \]
\[ \sigma_{zz}^{(k)} = \frac{E^{(k)}}{1 + \nu^{(k)}} \left[ 1 - \nu^{(k)} \right] \left( \varepsilon_{zz}^{(k)} + \nu^{(k)} \varepsilon_{xx}^{(k)} \right); \quad (2.2.8) \]
\[ \sigma_{yy}^{(k)} = \frac{E^{(k)}}{1 + \nu^{(k)}} \left( \varepsilon_{xx}^{(k)} + \varepsilon_{zz}^{(k)} \right) = \nu^{(k)} \left( \sigma_{xx}^{(k)} + \sigma_{zz}^{(k)} \right); \quad (2.2.9) \]
\[ \sigma_{zz}^{(k)} = \frac{E^{(k)}}{1 + \nu^{(k)}} \varepsilon_{zz}^{(k)}, \quad (2.2.10) \]

\[ \sigma_{xx}^{(k)} = 0; \quad (2.2.11) \]

or, in the inverse form

\[ \varepsilon_{xx}^{(k)} = \frac{1 - (\nu^{(k)})^2}{E^{(k)}} \left( \sigma_{xx}^{(k)} - \frac{\nu^{(k)}}{1 - \nu^{(k)}} \sigma_{zz}^{(k)} \right); \quad (2.2.12) \]

\[ \varepsilon_{zz}^{(k)} = \frac{1 - (\nu^{(k)})^2}{E^{(k)}} \left( \sigma_{zz}^{(k)} - \frac{\nu^{(k)}}{1 - \nu^{(k)}} \sigma_{xx}^{(k)} \right); \quad (2.2.13) \]

\[ \varepsilon_{xx}^{(k)} = \frac{1 + \nu^{(k)}}{E^{(k)}} \sigma_{xx}^{(k)}; \quad (2.2.14) \]

\[ \varepsilon_{yy}^{(k)} = \varepsilon_{xx}^{(k)} = \varepsilon_{zz}^{(k)} = 0; \quad (2.2.15) \]

The boundary conditions at the upper and lower surfaces are

\[ \sigma_{xx}^{(1)} = 0, \sigma_{zz}^{(1)} = -\frac{q_1}{b} \text{ at } z = -\frac{h}{2} = z_1; \quad (2.2.16) \]

\[ \sigma_{xx}^{(3)} = 0, \sigma_{zz}^{(3)} = \frac{q_u}{b} \text{ at } z = \frac{h}{2} = z_3; \quad (2.2.17) \]

The continuity of displacements and stresses at the interfaces between the core and the face sheets can be stated as:

\[ u^{(1)} = u^{(2)}, \sigma^{(1)} = \sigma^{(2)}, \sigma_{xx}^{(1)} = \sigma_{xx}^{(2)}, \sigma_{zz}^{(1)} = \sigma_{zz}^{(2)} \text{ at } z = -\frac{t}{2} = z_2, \quad (2.2.18) \]

\[ u^{(2)} = u^{(3)}, \sigma^{(2)} = \sigma^{(3)}, \sigma_{xx}^{(2)} = \sigma_{xx}^{(3)}, \sigma_{zz}^{(2)} = \sigma_{zz}^{(3)} \text{ at } z = \frac{t}{2} = z_3. \quad (2.2.19) \]

The conditions of static equilibrium yield:

\[ \begin{array}{c}
\frac{h}{2} \\
-\frac{h}{2}
\end{array} \left. \left( \sigma_{xx} \right) \right|_{x=L} - \left. \left( \sigma_{xx} \right) \right|_{x=0} \, dz = \int_0^L (q_l + q_u) \, dx,
\]

or

\[ \begin{array}{c}
-\frac{t}{2} \\
 \frac{h}{2} \\
-\frac{t}{2}
\end{array} \left( \sigma_{zz} \right)_0 \, dz + \begin{array}{c}
\frac{t}{2} \\
 \frac{h}{2}
\end{array} \left( \sigma_{zz} \right)_0 \, dz + \int_0^L 0 \, dz = -\frac{1}{b} \int_0^L (q_l + q_u) \, dx. \quad (2.2.20) \]
The formulation of the problem includes also the boundary conditions at \( x = 0, L \). For example, for a plate, simply supported along the edges \( x = 0, L \), the boundary conditions have the form: mitigated (integral) stress boundary conditions, that can also be looked upon as conditions of static equilibrium

\[
\begin{align*}
\int_{-h/2}^{h/2} \sigma_{zz}^{(1)} \, dz &= 0 \text{ at } x = 0, L \\
\int_{-t/2}^{t/2} \sigma_{zz}^{(2)} \, dz &= 0 \text{ at } x = 0, L \\
\int_{-t/2}^{t/2} \sigma_{zz}^{(3)} \, dz &= 0 \text{ at } x = 0, L \\
\int_{-h/2}^{h/2} \sigma_{xx} \, dz &= 0 \text{ at } x = 0, L
\end{align*}
\]  

(2.2.21)

\[
\begin{align*}
\int_{-h/2}^{h/2} \sigma_{xx} \, dz &= 0 \text{ at } x = 0, L \\
\int_{-t/2}^{t/2} \sigma_{xx} \, dz &= 0 \text{ at } x = 0, L \\
\int_{-h/2}^{h/2} \sigma_{xx} \, dz &= 0 \text{ at } x = 0, L
\end{align*}
\]  

or

(2.2.22)

and the displacement boundary conditions

\[
w = 0 \text{ at } x = 0, L \text{ and } z = 0.
\]  

(2.2.23)

If the boundary conditions and the load are symmetric with respect to the plane \( x = \frac{L}{2} \), then we also have a symmetry condition

\[
u \left( \frac{L}{2} \right) = 0.
\]  

(2.2.24)

### 2.2.2 Construction of a Plate Theory for Cylindrical Bending of an Isotropic Sandwich Plate, Based on Linear Elasticity

In order to construct a plate theory, we make an assumption that the transverse strains do not vary in the thickness direction within a layer (a face sheet or a core) of a sandwich plate, but can be
different in different layers:

\[ \varepsilon_{zz}^{(k)} = \varepsilon_{zz}^{(k)}(z), \quad \varepsilon_{zz}^{(k)} = \varepsilon_{zz}^{(k)}(z) \quad (k = 1, 2, 3). \quad (2.2.25) \]

These are the first forms of the transverse strains. To indicate that the assumed transverse strains of equations (2.2.25) are the first forms of the strains, we will also use another notation:

\[ \varepsilon_{zz}^{(k)} \equiv \left( \varepsilon_{zz}^{(k)} \right)^{(I)}, \quad \varepsilon_{zz}^{(k)} \equiv \left( \varepsilon_{zz}^{(k)} \right)^{(I)}. \quad (2.2.26) \]

The notation (2.2.26), with the second upper superscript, will be used only when it is necessary to distinguish between the first and the second forms of the transverse strains.

The unknown functions of the problem are

\[ u_0(x) = u^{(2)} \bigg|_{z=0} = u|_{z=0}, \quad w_0(x) = w^{(2)} \bigg|_{z=0} = w|_{z=0}, \quad \varepsilon_{zz}^{(k)}(x), \quad \varepsilon_{zz}^{(k)}(x) \quad (k = 1, 2, 3). \quad (2.2.27) \]

So, there are 8 unknown functions in this theory of cylindrical bending of a sandwich plate.
Expressions for displacements \( u(x, z) \), \( w(x, z) \) in terms of the unknown functions

\[
\begin{align*}
&u_0, w_0, \varepsilon^{(k)}_{xx}, \varepsilon^{(k)}_{zz} \quad (k = 1, 2, 3)
\end{align*}
\]

Let us integrate strain-displacement relations (2.2.4)

\[
\varepsilon^{(k)}_{zz} = \varphi^{(k)}_z.
\]

For the core of the sandwich plate \((k=2)\), which contains plane \(z=0\), we receive

\[
\begin{align*}
\left. w^{(2)}(x, z) - w^{(2)}(x, z_0) \right|_{z=0} &= \int_0^z \frac{\partial w^{(2)}}{\partial z} \, dz = \int_0^z \varepsilon^{(2)}_{zz}(x, z) \, dz \quad (z_2 \leq z \leq z_3),
\end{align*}
\]

or

\[
\begin{align*}
w^{(2)}(x, z) &= w_0(x) + \int_0^z \varepsilon^{(2)}_{zz}(x) \, dz \quad (z_2 \leq z \leq z_3). \quad (2.2.28)
\end{align*}
\]

From equation (2.2.28) it follows

\[
\begin{align*}
w^{(2)}(x, z_2) &= w_0 + \int_0^{z_2} \varepsilon^{(2)}_{zz} \, dz. \quad (2.2.29)
\end{align*}
\]

Integration of equation \( \varepsilon^{(1)}_{zz} = \frac{\partial w^{(1)}}{\partial z} \) from \(z_2\) to \(z\), where \(z\) belongs to the region of the lower face sheet \((z_1 \leq z \leq z_2)\), yields

\[
\begin{align*}
w^{(1)} - w^{(1)}(x, z_2) &= \int_{z_2}^{z} \frac{\partial w^{(1)}}{\partial z} \, dz = \int_{z_2}^{z} \varepsilon^{(1)}_{zz} \, dz \quad (z_1 \leq z \leq z_2). \quad (2.2.30)
\end{align*}
\]

or, due to continuity condition \( w^{(1)}(x, z_2) = w^{(2)}(x, z_2) \),

\[
\begin{align*}
w^{(1)}(x, z) &= w^{(2)}(x, z_2) + \int_{z_2}^{z} \varepsilon^{(1)}_{zz} \, dz. \quad (2.2.31)
\end{align*}
\]

If we substitute expression (2.2.29) for \( w^{(2)}(x, z_2) \) into (2.2.31), we receive

\[
\begin{align*}
w^{(1)}(x, z) &= w_0 + \int_0^{z_2} \varepsilon^{(2)}_{zz} \, dz + \int_{z_2}^{z} \varepsilon^{(1)}_{zz} \, dz \quad (z_1 \leq z \leq z_2). \quad (2.2.32)
\end{align*}
\]

Analogously, if we integrate equation \( \varepsilon^{(3)}_{zz} = \frac{\partial w^{(3)}}{\partial z} \) and satisfy the continuity condition at the interface between the second and the third zone, \( w^{(3)}(x, z_3) = w^{(2)}(x, z_3) \), we receive

\[
\begin{align*}
w^{(3)}(x, z) &= w_0 + \int_0^{z_3} \varepsilon^{(2)}_{zz} \, dz + \int_{z_3}^{z} \varepsilon^{(3)}_{zz} \, dz \quad (z_3 \leq z \leq z_4). \quad (2.2.33)
\end{align*}
\]
CHAPTER 2

Integration in equations (2.2.28), (2.2.32) and (2.2.33) yields

\[ w^{(1)} = w_0 + \varepsilon^{(2)}_{xx} z_2 + \varepsilon^{(1)}_{xz} (z - z_2) \quad (z_1 \leq z \leq z_2), \]  
\[ w^{(2)} = w_0 + \varepsilon^{(2)}_{xz} z \quad (z_2 \leq z \leq z_3), \]  
\[ w^{(3)} = w_0 + \varepsilon^{(2)}_{zz} z_3 + \varepsilon^{(3)}_{zz} (z - z_3) \quad (z_3 \leq z \leq z_4). \]  

(2.2.34)  
(2.2.35)  
(2.2.36)

Now, let us find expressions for displacements \( u^{(1)}, u^{(2)}, u^{(3)} \) in terms of the unknown functions. From the strain-displacement relations (2.2.5) we receive

\[ u^{(k)}_{,z} = 2\varepsilon^{(k)}_{zz} - w^{(k)}_{,x}. \]  

(2.2.37)

Integration of equation (2.2.37) yields

\[ u^{(2)} (x, z) - u^{(2)} \bigg|_{z=0}^{z=z_2} = \int_0^z \frac{\partial u^{(2)}}{\partial z} \, dz = \int_0^z \left( 2\varepsilon^{(2)}_{xx} - w^{(2)}_{,x} \right) \, dz \quad (z_2 \leq z \leq z_3), \]  
\[ u^{(1)} (x, z) - u^{(1)} \bigg|_{z=z_2}^{z=z_3} = \int_{z_2}^{z_3} \frac{\partial u^{(1)}}{\partial z} \, dz = \int_{z_2}^{z_3} \left( 2\varepsilon^{(1)}_{xx} - w^{(1)}_{,x} \right) \, dz \quad (z_1 \leq z \leq z_2), \]  
\[ u^{(3)} (x, z) - u^{(3)} \bigg|_{z=z_3}^{z=z_4} = \int_{z_3}^{z_4} \frac{\partial u^{(3)}}{\partial z} \, dz = \int_{z_3}^{z_4} \left( 2\varepsilon^{(3)}_{xx} - w^{(3)}_{,x} \right) \, dz \quad (z_3 \leq z \leq z_4). \]  

(2.2.38)  
(2.2.39)  
(2.2.40)

When we substitute expressions (2.2.34) - (2.2.36) for \( w^{(1)}, w^{(2)}, w^{(3)} \) into expressions (2.2.38) - (2.2.40), perform the integration in the resulting expressions and find the constants of integration from the conditions of continuity of displacements \( u \) at the interfaces between the zones,

\[ u^{(1)} \bigg|_{z=z_2}^{z=z_2} = u^{(2)} \bigg|_{z=z_2}^{z=z_2}, \quad u^{(2)} \bigg|_{z=z_3}^{z=z_3} = u^{(3)} \bigg|_{z=z_3}^{z=z_3}, \]

we receive expressions for displacements \( u^{(1)}, u^{(2)}, u^{(3)} \) in terms of the unknown functions \( u_0 (x), \) \( u_0 (x), \varepsilon^{(k)}_{xx} (x), \varepsilon^{(k)}_{zz} (x): \)

\[ u^{(1)} = u_0 + \left( 2\varepsilon^{(2)}_{xx} - w_{0,z} \right) z_2 - \frac{1}{2} \varepsilon^{(2)}_{zz} z_2^2 + \left( 2\varepsilon^{(1)}_{xx} - u_{0,x} - \varepsilon^{(2)}_{xz} z_2 \right) (z - z_2) \]
\[ - \frac{1}{2} \varepsilon^{(1)}_{zz} (z - z_2)^2 \quad (z_1 \leq z \leq z_2), \]  

(2.2.41)
\[ u^{(2)} = u_0 + \left( 2 \varepsilon_{zz}^{(2)} - w_{0,z} \right) z - \frac{1}{2} \varepsilon_{zz,z}^{(2)} z^2 \quad (z_2 \leq z \leq z_3), \]  

\[ u^{(3)} = u_0 + \left( 2 \varepsilon_{zz}^{(2)} - w_{0,z} \right) z_3 - \frac{1}{2} \varepsilon_{zz,z}^{(2)} z_3^2 + \left( 2 \varepsilon_{zz}^{(3)} - w_{0,z} - \varepsilon_{zz,z}^{(2)} z_3 \right) (z - z_3) - \frac{1}{2} \varepsilon_{zz,z}^{(3)} (z - z_3)^2 \quad (z_3 \leq z \leq z_4). \]  

Expressions (2.2.41)–(2.2.43) can be written in the form

\[ u^{(1)} = \psi_{u0}^{(1)} + \psi_{u1}^{(1)} z + \psi_{u2}^{(1)} z^2, \]  

\[ u^{(2)} = \psi_{u0}^{(2)} + \psi_{u1}^{(2)} z + \psi_{u2}^{(2)} z^2, \]  

\[ u^{(3)} = \psi_{u0}^{(3)} + \psi_{u1}^{(3)} z + \psi_{u2}^{(3)} z^2, \]  

where

\[ \psi_{u0}^{(1)} = u_0 + 2z_2 \left( \varepsilon_{zz}^{(1)} - \varepsilon_{zz}^{(2)} \right) + \frac{1}{2} z_2^2 \left( \varepsilon_{zz,z}^{(2)} - \varepsilon_{zz,z}^{(1)} \right), \]  

\[ \psi_{u1}^{(1)} = 2 \varepsilon_{zz}^{(1)} - w_{0,z} + z_2 \left( \varepsilon_{zz,z}^{(1)} - \varepsilon_{zz,z}^{(2)} \right), \]  

\[ \psi_{u2}^{(1)} = -\frac{1}{2} \varepsilon_{zz,z}^{(1)}, \]  

\[ \psi_{u0}^{(2)} = u_0, \]  

\[ \psi_{u1}^{(2)} = 2 \varepsilon_{zz}^{(2)} - w_{0,z}, \]  

\[ \psi_{u2}^{(2)} = -\frac{1}{2} \varepsilon_{zz,z}^{(2)}, \]  

\[ \psi_{u0}^{(3)} = u_0 + 2z_3 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(3)} \right) + \frac{1}{2} z_3^2 \left( \varepsilon_{zz,z}^{(2)} - \varepsilon_{zz,z}^{(3)} \right), \]  

\[ \psi_{u1}^{(3)} = 2 \varepsilon_{zz}^{(3)} - w_{0,z} + z_3 \left( \varepsilon_{zz,z}^{(3)} - \varepsilon_{zz,z}^{(2)} \right), \]  

\[ \psi_{u2}^{(3)} = -\frac{1}{2} \varepsilon_{zz,z}^{(3)}. \]
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In-Plane Strains $\varepsilon^{(1)}_{xx}, \varepsilon^{(2)}_{xx}, \varepsilon^{(3)}_{xx}$ in Terms of the Unknown Functions

$u_0, w_0, \varepsilon^{(k)}_{xx} (k = 1, 2, 3)$

Substitution of the expressions (2.2.44)-(2.2.46) into the strain-displacement relations $\varepsilon^{(k)}_{xx} = \frac{\partial y^{(k)}}{\partial x}$ yields

$$\varepsilon^{(1)}_{xx} = \psi^{(1)}_{xx0} + \psi^{(1)}_{xx1} z + \psi^{(1)}_{xx2} z^2, \quad (2.2.47)$$

$$\varepsilon^{(2)}_{xx} = \psi^{(2)}_{xx0} + \psi^{(2)}_{xx1} z + \psi^{(2)}_{xx2} z^2, \quad (2.2.48)$$

$$\varepsilon^{(3)}_{xx} = \psi^{(3)}_{xx0} + \psi^{(3)}_{xx1} z + \psi^{(3)}_{xx2} z^2, \quad (2.2.49)$$

where

$$\psi^{(1)}_{xx0} = u_0, \quad 2z_2 \left( \varepsilon^{(2)}_{xx,xx} - \varepsilon^{(1)}_{xx,xx} \right) + \frac{1}{2} z_2 \left( \varepsilon^{(2)}_{xx,xx} - \varepsilon^{(1)}_{xx,xx} \right), \quad (2.2.50)$$

$$\psi^{(1)}_{xx1} = 2\varepsilon^{(1)}_{xx,xx} - w_0, \quad z_2 \left( \varepsilon^{(1)}_{xx,xx} - \varepsilon^{(2)}_{xx,xx} \right), \quad (2.2.51)$$

$$\psi^{(1)}_{xx2} = -\frac{1}{2} \varepsilon^{(1)}_{xx,xx}, \quad (2.2.52)$$

$$\psi^{(2)}_{xx0} = u_0, \quad (2.2.53)$$

$$\psi^{(2)}_{xx1} = 2\varepsilon^{(2)}_{xx,xx} - w_0, \quad (2.2.54)$$

$$\psi^{(2)}_{xx2} = -\frac{1}{2} \varepsilon^{(2)}_{xx,xx}, \quad (2.2.55)$$

$$\psi^{(3)}_{xx0} = u_0, \quad 2z_3 \left( \varepsilon^{(2)}_{xx,xx} - \varepsilon^{(3)}_{xx,xx} \right) + \frac{1}{2} z_3 \left( \varepsilon^{(2)}_{xx,xx} - \varepsilon^{(3)}_{xx,xx} \right), \quad (2.2.56)$$

$$\psi^{(3)}_{xx1} = 2\varepsilon^{(3)}_{xx,xx} - w_0, \quad z_3 \left( \varepsilon^{(3)}_{xx,xx} - \varepsilon^{(2)}_{xx,xx} \right), \quad (2.2.57)$$

$$\psi^{(3)}_{xx2} = -\frac{1}{2} \varepsilon^{(3)}_{xx,xx}, \quad (2.2.58)$$
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Using the found expression for the in-plane strains in terms of the unknown functions, we can write the following matrix relations, which will be useful in writing the expression for strain energy in terms of the unknown functions

\[
\begin{align*}
\{ \varepsilon^{(k)}(x, z) \} = &\ [Z(z)] \{ f^{(k)}(x) \} \\
&\ (k = 1, 2, 3),
\end{align*}
\]

where

\[
\begin{align*}
\{ \varepsilon^{(k)}(x, z) \} = &\ \begin{pmatrix}
\varepsilon_x^{(k)} \\
2\varepsilon_z^{(k)} \\
\varepsilon_{zz}^{(k)}
\end{pmatrix},
\end{align*}
\]

\[
[Z(z)] = \begin{bmatrix}
1 & z & z^2 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1
\end{bmatrix},
\]

\[
\{ f^{(k)}(x) \} = \begin{pmatrix}
\varphi_{x0}^{(k)} \\
\varphi_{x1}^{(k)} \\
\varphi_{xz}^{(k)} \\
\varphi_{xz}^{(k)} \\
2\varepsilon_z^{(k)} \\
\varepsilon_{zz}^{(k)}
\end{pmatrix}.
\]

Expressions for In-Plane Stresses and the First Forms of Transverse Stresses in Terms of the Unknown Functions \( u_0, w_0, \varepsilon_{zz}^{(k)}, \varepsilon_{zz}^{(k)} \) \( (k = 1, 2, 3) \).

We will distinguish between the two forms of expressions for the transverse stresses in terms of the unknown functions: the first forms, \( H^{(k)} \sigma_{zz}^{(k)} \equiv (I) \sigma_{zz}^{(k)} \) and \( H^{(k)} \sigma_{zz}^{(k)} \equiv (II) \sigma_{zz}^{(k)} \), obtained from the Hooke's law by substituting into the stress-strain relations the assumed transverse strains (2.2.25), (which we also called the first forms of the transverse strains and denoted as \( \varepsilon_{zz}^{(k)} \equiv (I) \varepsilon_{zz}^{(k)} \equiv (II) \varepsilon_{zz}^{(k)} \)), and the second forms of transverse stresses, obtained from the equilibrium equations (2.2.1) and (2.2.2), which will be denoted as \( \sigma_{zz}^{(k)} \equiv (I) \sigma_{zz}^{(k)} \) and \( \sigma_{zz}^{(k)} \equiv (II) \sigma_{zz}^{(k)} \). We showed in the first section of this chapter that in homogeneous plates the second forms of expressions for the transverse stresses satisfy the stress boundary conditions at the upper and lower surfaces of the plate. We will show
later that the same is true for the second forms of the transverse stresses in the sandwich plates. Besides, the second forms of the transverse stresses in the sandwich plate satisfy the conditions of continuity of the transverse stresses at the interfaces between the layers with different material properties. The first form of the transverse stresses can not satisfy the mentioned boundary and continuity conditions. Therefore, the second form of the transverse stresses is more accurate than the first one. The expressions for the in-plane stresses \( \sigma_{zz}^{(k)} \) in terms of the unknown functions will be determined only from the Hooke’s law and, therefore, these expressions will be denoted by \( H_{\sigma_{zz}}^{(k)} \).

Constitutive relations (2.27), (2.2.8) and (2.2.10) can be written in matrix form as follows

\[
\begin{align*}
\{ H_{\sigma}^{(k)} \} &= \left[ C^{(k)} \right] \{ \varepsilon^{(k)} \} \quad (k = 1, 2, 3), \\
&= \begin{cases} 
H\sigma_{xx}^{(k)} \\
H\sigma_{yy}^{(k)} \\
H\sigma_{zz}^{(k)}
\end{cases},
\end{align*}
\]

where

\[
\{ H\sigma^{(k)} \} = \begin{cases} 
H\sigma_{xx}^{(k)} \\
H\sigma_{yy}^{(k)} \\
H\sigma_{zz}^{(k)}
\end{cases},
\]

\[
\left[ C^{(k)} \right] = \frac{E^{(k)}}{1 + v} \begin{bmatrix}
\frac{1-v^{(k)}}{1-2v^{(k)}} & \frac{v^{(k)}}{1-2v^{(k)}} & 0 \\
0 & \frac{1}{2} & 0 \\
\frac{v^{(k)}}{1-2v^{(k)}} & 0 & \frac{1-v^{(k)}}{1-2v^{(k)}}
\end{bmatrix},
\]

\[
\{ \varepsilon^{(k)} \} = \begin{cases} 
\varepsilon_{xx}^{(k)} \\
2\varepsilon_{xy}^{(k)} \\
\varepsilon_{zz}^{(k)}
\end{cases}.
\]

Using equation (2.2.59) we can write

\[
\{ H\sigma^{(k)} \} = \left[ C^{(k)} \right] \begin{cases} 
Z(\varepsilon) \{ f^{(k)}(x) \}
\end{cases}.
\]

**Strain Energy of the Sandwich Plate**

Strain energy of the sandwich plates consists of strain energies of the face sheets and the core.
Therefore, it can be written as follows:

\[
U = \frac{1}{2} \iint_{(V_1)} \left( H_{\sigma_{xx}} \varepsilon_{xx} + 2 H_{\sigma_{xy}} \varepsilon_{xy} + H_{\sigma_{yy}} \varepsilon_{yy} + 2 H_{\sigma_{xz}} \varepsilon_{xz} + 2 H_{\sigma_{yz}} \varepsilon_{yz} \right) dV + \frac{1}{2} \iint_{(V_2)} \left( H_{\sigma_{xx}} \varepsilon_{xx} + 2 H_{\sigma_{xy}} \varepsilon_{xy} + H_{\sigma_{yy}} \varepsilon_{yy} + 2 H_{\sigma_{xz}} \varepsilon_{xz} + 2 H_{\sigma_{yz}} \varepsilon_{yz} \right) dV + \frac{1}{2} \iint_{(V_3)} \left( H_{\sigma_{xx}} \varepsilon_{xx} + 2 H_{\sigma_{xy}} \varepsilon_{xy} + H_{\sigma_{yy}} \varepsilon_{yy} + 2 H_{\sigma_{xz}} \varepsilon_{xz} + 2 H_{\sigma_{yz}} \varepsilon_{yz} \right) dV,
\]

where \( V_1, V_2, V_3 \) are volumes of the lower face sheet, core and upper face sheet. The underbraced terms in the above expression are equal to zero due to the condition of plane strain. Using definitions (2.2.60) and (2.2.64), we can write the expression for the strain energy in the form

\[
U = \frac{1}{2} b \int_0^{z_2} \int_{x_1}^{x_2} \{ \varepsilon^{(1)} \}^T \{ H \sigma^{(1)} \} dx dz + \frac{1}{2} b \int_0^{z_2} \int_{x_1}^{x_2} \{ \varepsilon^{(2)} \}^T \{ H \sigma^{(2)} \} dx dz + \frac{1}{2} b \int_0^{z_2} \int_{x_1}^{x_2} \{ \varepsilon^{(3)} \}^T \{ H \sigma^{(3)} \} dx dz = \]

\[
= \frac{1}{2} b \int_0^{z_2} \int_{x_1}^{x_2} \{ \varepsilon^{(1)} \}^T \{ C^{(1)} \} \{ \varepsilon^{(1)} \} dx dz + \frac{1}{2} b \int_0^{z_2} \int_{x_1}^{x_2} \{ \varepsilon^{(2)} \}^T \{ C^{(2)} \} \{ \varepsilon^{(2)} \} dx dz + \frac{1}{2} b \int_0^{z_2} \int_{x_1}^{x_2} \{ \varepsilon^{(3)} \}^T \{ C^{(3)} \} \{ \varepsilon^{(3)} \} dx dz.
\]

One can substitute expression (2.2.59) into the last expression yielding

\[
U = \frac{1}{2} b \int_0^{L} \left\{ f^{(1)} (x) \right\}^T \left( \int_{x_1}^{x_2} Z(z)^T \{ C^{(1)} \} \{ Z(z) \} dz \right) \left\{ f^{(1)} (x) \right\} dx + \frac{1}{2} b \int_0^{L} \left\{ f^{(2)} (x) \right\}^T \left( \int_{x_1}^{x_2} Z(z)^T \{ C^{(2)} \} \{ Z(z) \} dz \right) \left\{ f^{(2)} (x) \right\} dx + \frac{1}{2} b \int_0^{L} \left\{ f^{(3)} (x) \right\}^T \left( \int_{x_1}^{x_2} Z(z)^T \{ C^{(3)} \} \{ Z(z) \} dz \right) \left\{ f^{(3)} (x) \right\} dx,
\]
or

$$U = \frac{1}{2} b \int_0^L \left( \{ f^{(1)}(x) \}^T \{ D^{(1)} \} \{ f^{(1)}(x) \} \right. + \left. \{ f^{(2)}(x) \}^T \{ D^{(2)} \} \{ f^{(2)}(x) \} \right. + \left. \{ f^{(3)}(x) \}^T \{ D^{(3)} \} \{ f^{(3)}(x) \} \right) dx ,$$

(2.2.68)

where

$$D^{(1)} = \int_{\frac{z_1}{2}}^{z_2} [Z(x)]^T [C^{(1)}] [Z(x)] dz =$$

$$= \frac{E_1}{1 + \nu_1} \left[ \begin{array}{ccccc}
(1 - \nu_1) \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & \frac{1}{3} (1 - \nu_1) \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & 0 & \nu_1 \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} \\
\frac{1}{2} (1 - \nu_1) \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & \frac{1}{3} (1 - \nu_1) \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & 0 & \frac{1}{2} \nu_1 \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} \\
\frac{1}{3} (1 - \nu_1) \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & \frac{1}{3} (1 - \nu_1) \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & 0 & \frac{1}{3} \nu_1 \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} \\
0 & 0 & 0 & \frac{1}{2} z_1 - \frac{1}{2} z_2 & 0 \\
\nu_1 \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & \frac{1}{2} \nu_1 \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & \frac{1}{3} \nu_1 \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} & 0 & (1 - \nu_1) \frac{\xi_1 - \xi_2}{\xi_1 - \xi_2} \end{array} \right],$$

(2.2.69)

and

$$D^{(2)} = \int_{\frac{z_2}{2}}^{z_3} [Z(x)]^T [C^{(2)}] [Z(x)] dz =$$

$$= \frac{E_2}{1 + \nu_2} \left[ \begin{array}{ccccc}
(1 - \nu_2) \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & \frac{1}{3} (1 - \nu_2) \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & 0 & \nu_2 \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} \\
\frac{1}{2} (1 - \nu_2) \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & \frac{1}{3} (1 - \nu_2) \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & 0 & \frac{1}{2} \nu_2 \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} \\
\frac{1}{3} (1 - \nu_2) \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & \frac{1}{3} (1 - \nu_2) \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & 0 & \frac{1}{3} \nu_2 \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} \\
0 & 0 & 0 & \frac{1}{2} z_2 - \frac{1}{2} z_3 & 0 \\
\nu_2 \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & \frac{1}{2} \nu_2 \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & \frac{1}{3} \nu_2 \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} & 0 & (1 - \nu_2) \frac{\xi_2 - \xi_3}{\xi_2 - \xi_3} \end{array} \right],$$

(2.2.70)
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\[
\begin{align*}
E_3 &= \frac{1}{1 + \nu_3} \begin{bmatrix}
(1 - \nu_3) \frac{x_1 - x_2}{2\nu_3 - 1} & \frac{1}{2} (1 - \nu_3) \frac{x_2 - x_3}{2\nu_3 - 1} & \frac{1}{3} (1 - \nu_3) \frac{x_3 - x_1}{2\nu_3 - 1} & 0 & \nu_3 \frac{x_1 - x_2}{2\nu_3 - 1} \\
\frac{1}{2} (1 - \nu_3) \frac{x_1 - x_2}{2\nu_3 - 1} & (1 - \nu_3) \frac{x_2 - x_3}{2\nu_3 - 1} & \frac{1}{4} (1 - \nu_3) \frac{x_3 - x_1}{2\nu_3 - 1} & 0 & \frac{1}{2} \nu_3 \frac{x_3 - x_2}{2\nu_3 - 1} \\
\frac{1}{3} (1 - \nu_3) \frac{x_2 - x_3}{2\nu_3 - 1} & \frac{1}{4} (1 - \nu_3) \frac{x_3 - x_1}{2\nu_3 - 1} & (1 - \nu_3) \frac{x_1 - x_2}{2\nu_3 - 1} & 0 & \frac{1}{3} \nu_3 \frac{x_1 - x_3}{2\nu_3 - 1} \\
0 & 0 & 0 & 0 & \frac{1}{2} z_4 - \frac{1}{2} z_3 \\
\nu_3 \frac{x_1 - x_2}{2\nu_3 - 1} & \frac{1}{2} \nu_3 \frac{x_2 - x_3}{2\nu_3 - 1} & \frac{1}{3} \nu_3 \frac{x_3 - x_1}{2\nu_3 - 1} & 0 & (1 - \nu_3) \frac{x_1 - x_2}{2\nu_3 - 1}
\end{bmatrix} \\
\end{align*}
\]  
(2.2.71)

The expression \((2.2.68)\) for the potential energy can be written in the form

\[
U = \frac{1}{2} \int_0^L \begin{bmatrix}
\{ f^{(1)} \} \\
\{ f^{(2)} \} \\
\{ f^{(3)} \}
\end{bmatrix}^T
\begin{bmatrix}
[D^{(1)}] & \{ f^{(1)} \} \\
[D^{(2)}] & \{ f^{(2)} \} \\
[D^{(3)}] & \{ f^{(3)} \}
\end{bmatrix}
\begin{bmatrix}
\{ f^{(1)} \} \\
\{ f^{(2)} \} \\
\{ f^{(3)} \}
\end{bmatrix}
\, dx =
\]  
(2.2.72)

or

\[
U = \frac{1}{2} \int_0^L \{ f \}^T \begin{bmatrix}
[D^{(1)}] & \{ 0 \} & \{ 0 \}
\{ 0 \} & [D^{(2)}] & \{ 0 \}
\{ 0 \} & \{ 0 \} & [D^{(3)}]
\end{bmatrix}
\begin{bmatrix}
\{ f^{(1)} \} \\
\{ f^{(2)} \} \\
\{ f^{(3)} \}
\end{bmatrix}
\, dx,
\]  
(2.2.73)

where

\[
\{ f \}^T = \begin{bmatrix}
\{ f^{(1)} \} \\
\{ f^{(2)} \} \\
\{ f^{(3)} \}
\end{bmatrix},
\]  
(2.2.74)

\[
[D] = \begin{bmatrix}
[D^{(1)}] & \{ 0 \} & \{ 0 \} \\
\{ 0 \} & [D^{(2)}] & \{ 0 \} \\
\{ 0 \} & \{ 0 \} & [D^{(3)}]
\end{bmatrix}.
\]  
(2.2.75)
Virtual Work of External Forces in Terms of Variations of the Unknown Functions \( u_0, w_0, \varepsilon^{(k)}_{zz}, \varepsilon^{(k)}_{zz} \)

Virtual work of loads on the upper and lower surfaces, \( q_u \) and \( q_l \) correspondingly, is

\[
\delta'W = \int_0^L \left( q_l \delta w|_{z=z_l} + q_u \delta w|_{z=z_u} \right) \, dx =
\]

\[
= \int_0^L \left( q_l \delta w^{(1)}|_{z=z_l} + q_u \delta w^{(3)}|_{z=z_u} \right) \, dx . \tag{2.2.75}
\]

In notation \( \delta'W \) the prime is used because in case of nonconservative external loads, the virtual work \( \delta'W \) is not a variation of some state function \( W \).

If equations (2.2.34) and (2.2.36) are used then

\[
\delta w^{(1)}|_{z=z_l} = \delta w_0 + z_2 \delta \varepsilon^{(2)}_{zz} + (z_1 - z_2) \delta \varepsilon^{(1)}_{zz} ,
\]

\[
\delta w^{(3)}|_{z=z_u} = \delta w_0 + z_3 \delta \varepsilon^{(2)}_{zz} + (z_4 - z_3) \delta \varepsilon^{(3)}_{zz} . \tag{2.2.76}
\]

The results of (2.2.76) can be substituted into (2.2.75) yielding

\[
\delta'W = \int_0^L q_l \left[ \delta w_0 + z_2 \delta \varepsilon^{(2)}_{zz} + (z_1 - z_2) \delta \varepsilon^{(1)}_{zz} \right] \, dx +
\]

\[
+ \int_0^L q_u \left[ \delta w_0 + z_3 \delta \varepsilon^{(2)}_{zz} + (z_4 - z_3) \delta \varepsilon^{(3)}_{zz} \right] \, dx . \tag{2.2.77}
\]

Finite Element Formulation for Static Problem of Cylindrical Bending of the Sandwich Isotropic Plate

The column-matrices \( \{ f^{(k)} \} \), defined by equation (2.2.62), can be written in the form

\[
\{ f^{(1)} \} \equiv \begin{bmatrix}
\varphi^{(1)}_{zz0} \\
\varphi^{(1)}_{zz1} \\
\varphi^{(1)}_{zz2} \\
2 \varepsilon^{(2)}_{zz} \\
\varepsilon^{(2)}_{zz}
\end{bmatrix} \equiv \begin{bmatrix}
u_{0,x} + 2z_2 \left( \varepsilon^{(2)}_{zz,xx} - \varepsilon^{(1)}_{zz,xx} \right) + \frac{1}{2} \varepsilon^{(2)}_{zz,xx} - \frac{1}{2} \varepsilon^{(1)}_{zz,xx} \\
2 \varepsilon^{(1)}_{zz,xx} - u_{0,xx} + z_2 \left( \varepsilon^{(1)}_{zz,xx} - \varepsilon^{(2)}_{zz,xx} \right) \\
- \frac{1}{2} \varepsilon^{(1)}_{zz,xx} \\
2 \varepsilon^{(1)}_{zz} \\
\varepsilon^{(1)}_{zz}
\end{bmatrix} =
\]
\[
\begin{align*}
\frac{d}{dx} & \quad 0 \quad -2z_2 \frac{d}{dx} \quad -\frac{3}{2} z_2^2 \frac{d^2}{dx^2} \quad 2z_2 \frac{d}{dx} \quad \frac{3}{2} z_2^2 \frac{d^2}{dx^2} \quad 0 \quad 0 \\
0 & \quad -\frac{d^2}{dx^2} \quad 2 \frac{d}{dx} \quad 2z_2 \frac{d^2}{dx^2} \quad 0 \quad -2z_2 \frac{d^2}{dx^2} \quad 0 \quad 0 \\
0 & \quad 0 \quad 0 \quad -\frac{1}{2} \frac{d^2}{dx^2} \quad 0 \quad 0 \quad 0 \quad 0 \\
0 & \quad 0 \quad 2 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \\
0 & \quad 0 \quad 0 \quad 1 \quad 0 \quad 0 \quad 0 \quad 0 \\
\end{align*}
\]

\[\begin{pmatrix}
\phi_{x=0}^{(2)} \\
\phi_{x=1}^{(2)} \\
\phi_{x=2}^{(2)} \\
2 \epsilon_{x=2}^{(2)} \\
\epsilon_{x=2}^{(2)}
\end{pmatrix}
\equiv
\begin{pmatrix}
\phi_{x=0}^{(2)} \\
2 \epsilon_{x=2}^{(2)} - u_0^{(2)} \\
-\frac{1}{2} \epsilon_{x=2}^{(2)} \\
2 \epsilon_{x=2}^{(2)} \\
2 \epsilon_{x=2}^{(2)}
\end{pmatrix}
= \begin{pmatrix}
u_0 \\
w_0 \\
\epsilon_{x=1}^{(1)} \\
\epsilon_{x=2}^{(1)} \\
\epsilon_{x=2}^{(1)}
\end{pmatrix}, \quad (2.2.78)
\]

\[
\begin{align*}
\frac{d}{dx} & \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \\
0 & \quad -\frac{d^2}{dx^2} \quad 0 \quad 0 \quad 2 \frac{d}{dx} \quad 0 \quad 0 \\
0 & \quad 0 \quad 0 \quad 0 \quad -\frac{1}{2} \frac{d^2}{dx^2} \quad 0 \quad 0 \\
0 & \quad 0 \quad 0 \quad 0 \quad 2 \quad 0 \quad 0 \\
0 & \quad 0 \quad 0 \quad 0 \quad 1 \quad 0 \quad 0 \\
\end{align*}
\]

\[\begin{pmatrix}
\phi_{x=0}^{(3)} \\
\phi_{x=1}^{(3)} \\
\phi_{x=2}^{(3)} \\
2 \epsilon_{x=2}^{(3)} \\
\epsilon_{x=2}^{(3)}
\end{pmatrix}
\equiv
\begin{pmatrix}
u_{0,z} + 2z_3 \epsilon_{x=2}^{(3)} - \epsilon_{x=2,z}^{(3)} + \frac{1}{2} z_2^2 \epsilon_{x=2,z}^{(3)} - \epsilon_{x=2,zz}^{(3)} \\
2 \epsilon_{x=2,z}^{(3)} - u_{0,zz} + z_3 \epsilon_{x=2,z}^{(5)} - \epsilon_{x=2,zz}^{(2)} \\
-\frac{1}{2} \epsilon_{x=2,zz}^{(3)} \\
2 \epsilon_{x=2}^{(3)} \\
\epsilon_{x=2}^{(3)}
\end{pmatrix}
= \begin{pmatrix}
u_0 \\
w_0 \\
\epsilon_{x=1}^{(1)} \\
\epsilon_{x=2}^{(1)} \\
\epsilon_{x=2}^{(1)}
\end{pmatrix}, \quad (2.2.79)
\]
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\[
egin{bmatrix}
\frac{d}{dx} & 0 & 0 & 0 & 2u_0 \frac{d}{dx} & \frac{1}{2} \frac{d^2}{dx^2} & \frac{1}{2} \frac{d^2}{dx^2} & -2z_0 \frac{d}{dx} & -\frac{1}{2} \frac{d^2}{dx^2} \\
0 & -\frac{d^2}{dx^2} & 0 & 0 & -z_0 \frac{d^2}{dx^2} & 0 & 2 \frac{d}{dx} & z_0 \frac{d^2}{dx^2} \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \frac{d^2}{dx^2} \\
0 & 0 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
u_0 \\
w_0 \\
\varepsilon_0^{(1)} \\
\varepsilon_{zz}^{(1)} \\
\varepsilon_0^{(2)} \\
\varepsilon_{zz}^{(2)} \\
\varepsilon_0^{(3)} \\
\varepsilon_{zz}^{(3)}
\end{bmatrix}.
\tag{2.2.80}
\]

Equations (2.2.78)-(2.2.80) can be written briefly in the form

\[
\{f^{(1)}\} = [\partial_1] \{F\},
\]

\[
(5 \times 1) \quad (5 \times 8)(8 \times 1)
\]

\[
\{f^{(2)}\} = [\partial_2] \{F\},
\]

\[
(5 \times 1) \quad (5 \times 8)(8 \times 1)
\]

\[
\{f^{(3)}\} = [\partial_3] \{F\},
\]

\[
(5 \times 1) \quad (5 \times 8)(8 \times 1)
\]

or

\[
\begin{bmatrix}
\{f^{(1)}\} \\
(5 \times 1)
\end{bmatrix}
= 
\begin{bmatrix}
[\partial_1] \\
(5 \times 8)
\end{bmatrix}
\begin{bmatrix}
\{F\} \\
(8 \times 1)
\end{bmatrix},
\tag{2.2.81}
\]

where

\[
\{F\} \equiv 
\begin{bmatrix}
u_0 \\
w_0 \\
\varepsilon_0^{(1)} \\
\varepsilon_{zz}^{(1)} \\
\varepsilon_0^{(2)} \\
\varepsilon_{zz}^{(2)} \\
\varepsilon_0^{(3)} \\
\varepsilon_{zz}^{(3)}
\end{bmatrix},
\tag{2.2.82}
\]
is column-matrix of the unknown functions of the problem and

$$
[\vartheta_1] \equiv \begin{bmatrix}
\frac{d}{dx} & 0 & -2z_2 \frac{d}{dx} & -\frac{1}{2}z_2^2 \frac{d^2}{dx^2} & 2z_2 \frac{d}{dx} & \frac{1}{2}z_2^2 \frac{d^2}{dx^2} & 0 & 0 \\
0 & -\frac{d^2}{dx^2} & 2 \frac{d}{dx} & z_2 \frac{d^2}{dx^2} & 0 & -z_2 \frac{d^2}{dx^2} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2}z_2^2 \frac{d^2}{dx^2} & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix},
$$

(2.2.83)

$$
[\vartheta_2] \equiv \begin{bmatrix}
\frac{d}{dx} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{d^2}{dx^2} & 0 & 0 & 2 \frac{d}{dx} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{2}z_2^2 \frac{d^2}{dx^2} & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix},
$$

(2.2.84)

$$
[\vartheta_3] \equiv \begin{bmatrix}
\frac{d}{dx} & 0 & 0 & 0 & 2z_3 \frac{d}{dx} & \frac{1}{2}z_3 \frac{d^2}{dx^2} & -2z_3 \frac{d}{dx} & -\frac{1}{2}z_3^2 \frac{d^2}{dx^2} \\
0 & -\frac{d^2}{dx^2} & 0 & 0 & -z_3 \frac{d^2}{dx^2} & 2 \frac{d}{dx} & z_3 \frac{d^2}{dx^2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2}z_2^2 \frac{d^2}{dx^2} \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix},
$$

(2.2.85)

Thus, from the notation (2.2.73)

\[
\{f\} \equiv \begin{bmatrix}
\{f^{(1)}\} \\
\{f^{(2)}\} \\
\{f^{(3)}\}
\end{bmatrix}
\]

and the notation

\[
[\vartheta] \equiv \begin{bmatrix}
[\vartheta_1] \\
[\vartheta_2] \\
[\vartheta_3]
\end{bmatrix}
\]

(2.2.86)
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One can write equation (2.2.81) in the form

\[
\{f\} = [\partial] \{F\}.
\]

(2.2.87)

The substitution of expression (2.2.87) into expression (2.2.72) for the strain energy yields

\[
U = \frac{1}{2} b \int_0^L \left( [\partial] \{F\} \right)^T [D] [\partial] \{F\} \, dx.
\]

(2.2.89)

Strain energy of a finite element is

\[
\bar{U} = \frac{1}{2} b \int_0^{x_2} \left( [\partial] \{F\} \right)^T [D] [\partial] \{F\} \, dx =
\]

\[
= \frac{1}{2} b \int_0^1 \left( [\partial] \{F\} \right)^T [D] [\partial] \{F\} \, d\xi,
\]

(2.2.90)

where \(x_1\) and \(x_2\) are coordinates of the end-points of a finite element in a global coordinate system; \(\xi\) is an \(x\)-coordinate in a local, element coordinate system (figure 2.4); \(l = x_2 - x_1\) is a length of a finite element.

According to equation (2.2.77), virtual work of external forces, acting on a finite element of the plate, is

\[
\bar{W} = \int_0^t \left[ (q_i + q_u) \delta \psi_0 + (z_1 - z_2) q_l \delta \varepsilon_{zz}^{(1)} + (z_2 q_i + z_3 q_u) \delta \varepsilon_{zz}^{(2)} + (z_4 - z_3) q_u \delta \varepsilon_{zz}^{(3)} \right] \, d\xi =
\]

\[
= \int_0^1 \begin{bmatrix}
\delta \psi_0 \\
\delta \psi_0 \\
\delta \varepsilon_{zz}^{(1)} \\
\delta \varepsilon_{zz}^{(2)} \\
\delta \varepsilon_{zz}^{(2)} \\
\delta \varepsilon_{zz}^{(3)} \\
\delta \varepsilon_{zz}^{(3)}
\end{bmatrix}^T
\begin{bmatrix}
0 \\
q_l + q_u \\
(z_1 - z_2) q_l \\
0 \\
(z_2 q_i + z_3 q_u) \\
0 \\
(z_4 - z_3) q_u
\end{bmatrix}
\]

\[
\bar{W} = \int_0^1 \left( [\delta \{F\}] \right)^T \{q\} \, d\xi,
\]

(2.2.91)

where \(\{F\}\) is defined by equation (2.2.82), and

\[
\{q\} \equiv \begin{bmatrix}
0 & (q_i + q_u) & 0 & (z_1 - z_2) q_l & 0 & (z_2 q_i + z_3 q_u) & 0 & (z_4 - z_3) q_u
\end{bmatrix}^T.
\]

(2.2.92)
So, the principle of total potential energy for a finite element, \( \delta U - \delta W = 0 \), takes the form

\[
\frac{1}{2b} \delta \int_0^l \begin{pmatrix} [\delta] & \{F\} \\ (15 \times 8)(8 \times 1) \end{pmatrix}^T \begin{pmatrix} [D] & [\delta] \\ (15 \times 15)(15 \times 8)(8 \times 1) \end{pmatrix} \begin{pmatrix} \{F\} \\ (8 \times 1) \end{pmatrix} \begin{pmatrix} \delta \{q\} \\ (8 \times 1) \end{pmatrix} \, d\bar{x} = 0. \quad (2.2.93)
\]

Now, we need to represent the unknown functions \( u_0, \psi_0, \varepsilon_{xz}^{(k)}, \varepsilon_{zz}^{(k)} \) by interpolation polynomials. The maximum order of derivatives of \( u_0 \) and of \( \varepsilon_{xz}^{(k)} \) \( (k = 1, 2, 3) \), entering into the virtual work principle (2.2.93), is 1, as observed from investigating equations (2.2.78)–(2.2.80). Therefore, interpolation polynomials for \( u_0 \) and \( \varepsilon_{xz}^{(k)} \) must be of at least first degree, and across boundaries between elements there must be continuity of, at least, \( u_0 \) and \( \varepsilon_{xz}^{(k)} \) (continuity of derivatives of \( u_0 \) and \( \varepsilon_{xz}^{(k)} \) is not required). Therefore, we choose the first degree Lagrange polynomials to interpolate \( u_0 \) and \( \varepsilon_{xz}^{(k)} \) \( (k = 1, 2, 3) \) as functions of \( \bar{x} \):

\[
u_0 = \left[ \begin{array}{c} M_1 \\ M_2 \end{array} \right] \left\{ \bar{u} \right\} = \left[ \begin{array}{c} M_1 \\ M_2 \end{array} \right] \left\{ \bar{u} \right\}, \quad (2.2.94)
\]

\[
\varepsilon_{xz}^{(k)} = \left[ \begin{array}{c} M_1 \\ M_2 \end{array} \right] \left\{ \varepsilon^{(k)} \right\} = \left[ \begin{array}{c} M_1 \\ M_2 \end{array} \right] \left\{ \varepsilon^{(k)} \right\}, \quad (2.2.95)
\]

where

\[
M_1 = 1 - \frac{\bar{x}}{l}, \quad M_2 = \frac{\bar{x}}{l}, \quad (2.2.96)
\]

\[
\left\{ \bar{u} \right\} = \begin{pmatrix} u_0(0) \\ u_0(l) \end{pmatrix}, \quad (2.2.97)
\]

\[
\left\{ \varepsilon^{(k)} \right\} = \begin{pmatrix} \varepsilon_{xz}^{(k)}(0) \\ \varepsilon_{xz}^{(k)}(l) \end{pmatrix}, \quad (2.2.98)
\]

In the same fashion, the maximum order of derivatives of \( u_0 \) and \( \varepsilon_{xz}^{(k)} \) is 2. Therefore, interpolation polynomials for \( u_0 \) and \( \varepsilon_{xz}^{(k)} \) must be of at least second degree and must have derivatives, continuous at the element boundaries up to the first order (i.e. \( u_0, \frac{du_0}{dx}, \varepsilon_{xz}^{(k)} \) and \( \frac{d\varepsilon_{xz}^{(k)}}{dx} \) must be continuous). Therefore, we choose the Hermite polynomial of the third degree to interpolate \( u_0 \) and \( \varepsilon_{xz}^{(k)} \) (the lowest degree of the Hermite polynomials is three):

\[
u_0 = \left[ \begin{array}{c} N_1 \\ N_2 \\ N_3 \\ N_4 \end{array} \right] \left\{ \bar{w} \right\} = \left[ \begin{array}{c} N_1 \\ N_2 \\ N_3 \\ N_4 \end{array} \right] \left\{ \bar{w} \right\}, \quad (2.2.99)
\]

\[
\varepsilon_{xz}^{(k)} = \left[ \begin{array}{c} N_1 \\ N_2 \\ N_3 \\ N_4 \end{array} \right] \left\{ \varepsilon^{(k)} \right\} = \left[ \begin{array}{c} N_1 \\ N_2 \\ N_3 \\ N_4 \end{array} \right] \left\{ \varepsilon^{(k)} \right\}, \quad (2.2.100)
\]
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where

\[ N_1 = 1 - \frac{3x^2}{l^2} + \frac{2x^3}{l^3}, \quad N_2 = x - \frac{2x^2}{l} + \frac{x^3}{l^2}, \quad N_3 = \frac{3x^2}{l^2} - \frac{2x^3}{l^3}, \quad N_4 = -\frac{x^2}{l} + \frac{x^3}{l^2}. \]  

(2.2.101)

\[ \{ \tilde{w} \} = \begin{cases} w_0(0) \\ w'_0(0) \\ w_0(l) \\ w'_0(l) \end{cases}, \]  

(2.2.102)

\[ \{ \varepsilon^{(k)} \} = \begin{cases} \varepsilon^{(k)}_{zz}(0) \\ \frac{d\varepsilon^{(k)}_{zz}}{dx}(0) \\ \varepsilon^{(k)}_{zz}(l) \\ \frac{d\varepsilon^{(k)}_{zz}}{dx}(l) \end{cases}. \]  

(2.2.103)

The column-matrix \( \{ F \} \) of the unknown functions of the problem, defined by equation (82), now can be written in the form:

\[ \{ F \} \equiv \begin{pmatrix} u_0 \\ w_0 \\ \varepsilon_{zz}^{(1)} \\ \varepsilon_{zz}^{(1)} \\ \varepsilon_{zz}^{(2)} \\ \varepsilon_{zz}^{(2)} \\ \varepsilon_{zz}^{(3)} \\ \varepsilon_{zz}^{(3)} \end{pmatrix} = \begin{pmatrix} [M] \{ \tilde{w} \} \\ [N] \{ \tilde{w} \} \\ [M] \{ \varepsilon^{(1)} \} \\ [N] \{ \varepsilon^{(1)} \} \\ [M] \{ \varepsilon^{(2)} \} \\ [N] \{ \varepsilon^{(2)} \} \\ [M] \{ \varepsilon^{(3)} \} \\ [N] \{ \varepsilon^{(3)} \} \end{pmatrix} \]

(2.2.104)
\[ \{ F \} = [Q] \{ d \}, \]
\[ \begin{align*}
(8 \times 1) & \quad (8 \times 24)(24 \times 1) \\
\end{align*} \]

where

\[ [Q] \equiv \begin{bmatrix}
[M]_{(1 \times 2)} & [0] & [0] & [0] & [0] & [0] & [0] & [0] \\
[0] & [N]_{(1 \times 4)} & [0] & [0] & [0] & [0] & [0] & [0] \\
[0] & [0] & [M]_{(1 \times 2)} & [0] & [0] & [0] & [0] & [0] \\
[0] & [0] & [0] & [N]_{(1 \times 4)} & [0] & [0] & [0] & [0] \\
[0] & [0] & [0] & [0] & [M]_{(1 \times 2)} & [0] & [0] & [0] \\
[0] & [0] & [0] & [0] & [0] & [N]_{(1 \times 4)} & [0] & [0] \\
[0] & [0] & [0] & [0] & [0] & [0] & [M]_{(1 \times 2)} & [0] \\
[0] & [0] & [0] & [0] & [0] & [0] & [0] & [N]_{(1 \times 4)}
\end{bmatrix} \]
is a matrix of shape functions, and

\[
\{\bar{d}\} = \begin{bmatrix} \{\bar{u}\} \\ \{\bar{w}\} \\ \{\bar{e}^{(1)}\} \\ \{\bar{e}^{(2)}\} \\ \{\bar{e}^{(3)}\} \end{bmatrix} = \begin{bmatrix} d_1 \\ d_2 \\ \vdots \\ \vdots \\ d_{24} \end{bmatrix}
\]  

(2.2.107)

is a vector of nodal degrees of freedom of an element. In equation (2.2.107)

\[
d_1 = u_0 (0), \quad d_2 = u_0 (l), \quad d_3 = w_0 (0), \quad d_4 = w_0' (0), \quad d_5 = u_0 (l), \quad d_6 = w_0' (l),
\]

\[
d_7 = \varepsilon_{zz}^{(1)} (0), \quad d_8 = \varepsilon_{zz}^{(1)} (l), \quad d_9 = \varepsilon_{zz}^{(1)} (0), \quad d_{10} = \frac{d\varepsilon_{zz}^{(1)}}{dx} (0), \quad d_{11} = \varepsilon_{zz}^{(1)} (l),
\]

\[
d_{12} = \frac{d\varepsilon_{zz}^{(1)}}{dx} (l), \quad d_{13} = \varepsilon_{zz}^{(2)} (0), \quad d_{14} = \varepsilon_{zz}^{(2)} (l), \quad d_{15} = \varepsilon_{zz}^{(2)} (0), \quad d_{16} = \frac{d\varepsilon_{zz}^{(2)}}{dx} (0),
\]

\[
d_{17} = \varepsilon_{zz}^{(2)} (l), \quad d_{18} = \frac{d\varepsilon_{zz}^{(2)}}{dx} (l), \quad d_{19} = \varepsilon_{zz}^{(3)} (0), \quad d_{20} = \varepsilon_{zz}^{(3)} (l), \quad d_{21} = \varepsilon_{zz}^{(3)} (0),
\]

\[
d_{22} = \frac{d\varepsilon_{zz}^{(3)}}{dx} (0), \quad d_{23} = \varepsilon_{zz}^{(3)} (l), \quad d_{24} = \frac{d\varepsilon_{zz}^{(3)}}{dx} (l).
\]  

(2.2.108)
These are the nodal degrees of freedom of an element.

Let us write expression (2.2.90) for the strain energy of a finite element in terms of the nodal degrees of freedom:

\[
U = \frac{1}{2} b \int_{0}^{l} \begin{pmatrix}
[F(x)]
\end{pmatrix}^T \begin{pmatrix}
[D]
\end{pmatrix} \begin{pmatrix}
[F(x)]
\end{pmatrix} d\bar{x} =
\]

\[
= \frac{1}{2} b \int_{0}^{l} \begin{pmatrix}
[ \partial ]
\end{pmatrix}^T \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[D]
\end{pmatrix} \begin{pmatrix}
[ \partial ]
\end{pmatrix} \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[d]
\end{pmatrix} d\bar{x} =
\]

\[
= \frac{1}{2} b \int_{0}^{l} \begin{pmatrix}
[d]^T
\end{pmatrix} \begin{pmatrix}
[ \partial ]
\end{pmatrix} \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[D]
\end{pmatrix} \begin{pmatrix}
[ \partial ]
\end{pmatrix} \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[d]
\end{pmatrix} d\bar{x} =
\]

\[
= \frac{1}{2} \begin{pmatrix}
[d]^T
\end{pmatrix} \begin{pmatrix}
[b]
\end{pmatrix} \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[D]
\end{pmatrix} \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[d]
\end{pmatrix} d\bar{x},
\]

or

\[
\overline{U} = \frac{1}{2} \begin{pmatrix}
[d]^T
\end{pmatrix} \begin{pmatrix}
[k]
\end{pmatrix} \begin{pmatrix}
[d]
\end{pmatrix},
\tag{2.2.109}
\]

where

\[
\begin{pmatrix}
[k]
\end{pmatrix} = b \int_{0}^{l} \begin{pmatrix}
[ \partial ]
\end{pmatrix} \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[D]
\end{pmatrix} \begin{pmatrix}
[ \partial ]
\end{pmatrix} \begin{pmatrix}
[Q(x)]
\end{pmatrix} d\bar{x}.
\tag{2.2.110}
\]

Let us write expression (2.2.91) for the virtual work of external forces, acting on a finite element of the plate, in terms of variations of the nodal degrees of freedom:

\[
\overline{\delta W} = \int_{0}^{l} \begin{pmatrix}
[ \delta (x)]
\end{pmatrix}^T \begin{pmatrix}
[q(x)]
\end{pmatrix} d\bar{x} = \int_{0}^{l} \begin{pmatrix}
[ \delta (x)]
\end{pmatrix}^T \begin{pmatrix}
[Q(x)]
\end{pmatrix} \begin{pmatrix}
[d]
\end{pmatrix} d\bar{x} =
\]

\[
= \begin{pmatrix}
[d]^T
\end{pmatrix} \int_{0}^{l} \begin{pmatrix}
[Q(x)]
\end{pmatrix}^T \begin{pmatrix}
[q(x)]
\end{pmatrix} d\bar{x},
\]

or

\[
\overline{\delta W} = \begin{pmatrix}
[ \delta (x)]^T
\end{pmatrix} \begin{pmatrix}
[r]
\end{pmatrix},
\tag{2.2.111}
\]

where

\[
\begin{pmatrix}
[r]
\end{pmatrix} = \int_{0}^{l} \begin{pmatrix}
[Q(x)]
\end{pmatrix}^T \begin{pmatrix}
[q(x)]
\end{pmatrix} d\bar{x}.
\tag{2.2.112}
\]
Let us substitute expressions (2.2.109) and (2.2.111) into the principle of total potential energy for a finite element, \( \delta U - \delta W = 0 \):

\[
0 = \delta \left( \frac{1}{2} \{d\}^T \begin{bmatrix} k \end{bmatrix} \{d\} \right) - \delta \{d\}^T \{r\} = \\
= \frac{1}{2} \left( \delta \{d\}^T \begin{bmatrix} k \end{bmatrix} \{d\} \right) + \frac{1}{2} \{d\}^T \begin{bmatrix} k \end{bmatrix} \delta \{d\} - \left( \delta \{d\}^T \right) \{r\}. \tag{2.2.113}
\]

But

\[
\left( \delta \{d\}^T \right) \begin{bmatrix} k \end{bmatrix} \{d\} = \{d\}^T \begin{bmatrix} k \end{bmatrix} \delta \{d\},
\]

therefore, equation (2.2.113) takes the form

\[
\left( \delta \{d\}^T \right) \left( \begin{bmatrix} k \end{bmatrix} \{d\} - \{r\} \right) = 0,
\]

or

\[
\begin{bmatrix} k \end{bmatrix} \{d\} = \{r\}. \tag{2.2.114}
\]

This is equilibrium equation for a finite element in terms of the nodal degrees of freedom. For convenience of representation of a load, acting on a wide plate in cylindrical bending, let us divide the left-hand and the right-hand sides of equation (2.2.114) by \( b \):

\[
\frac{1}{b} \begin{bmatrix} k \end{bmatrix} \{d\} = \frac{1}{b} \{r\}, \tag{2.2.115}
\]

where

\[
\begin{bmatrix} k \end{bmatrix} = \frac{1}{b} \begin{bmatrix} k \end{bmatrix} = \int_0^l \begin{bmatrix} \partial \{Q(\overline{X})\}^T \\ (15 \times 8) \quad (8 \times 24) \end{bmatrix} \begin{bmatrix} D \end{bmatrix} \begin{bmatrix} \partial \{Q(\overline{X})\} \end{bmatrix} d\overline{X}, \tag{2.2.116}
\]

\[
\{r\} = \frac{1}{b} \{r\} = \frac{1}{b} \int_0^l \begin{bmatrix} Q(\overline{X}) \end{bmatrix}^T \{q(\overline{X})\} d\overline{X}. \tag{2.2.117}
\]
Matrices \([k]\) and \(\{r\}\) are the **stiffness matrix** and **load vector** of a finite element. In equations (2.2.116) and (2.2.117) matrix \([\delta]\) is defined by equation (2.2.86), matrix \([Q]\)-by equation (2.2.106), matrix \([D]\)-by equation (2.2.74), matrix \(\{q\}\)-by equation (2.2.92).

The components of the element stiffness matrix were computed analytically, with the help of a program for symbolic computation. Some components of the stiffness matrix are shown in Appendix 2-B.

**Second forms of expressions for the transverse stresses in terms of** \(u_0, w_0, \varepsilon^{(k)}_z, \varepsilon^{(k)}_s\)

After computing the unknown functions \(u_0(x), w_0(x), \varepsilon^{(k)}_z(x), \varepsilon^{(k)}_s(x)\) \((k = 1, 2, 3)\) as a result of solving the finite element equations, we can find displacements, strains and stresses in the plate as functions of \(x\)- and \(z\)-coordinates (there is no dependence on the \(y\)-coordinate because we consider cylindrical bending). The displacements can be computed by formulas (2.2.34)-(2.2.36) and (2.2.41)-(2.2.42), the in-plane strains \(\varepsilon^{(1)}_z, \varepsilon^{(2)}_z, \varepsilon^{(3)}_z\) - by formulas (2.2.47)-(2.2.49), the in-plane stresses \(\sigma^{(1)}_z, \sigma^{(2)}_z, \sigma^{(3)}_z\) - by formulas (2.2.67). The first forms of expressions for the transverse stresses in terms of \(u_0(x), w_0(x), \varepsilon^{(k)}_z(x), \varepsilon^{(k)}_s(x)\) (equations (2.2.67)), i.e. expressions for the transverse stresses obtained from the constitutive relations, were used only for the purpose of expressing the strain energy in terms of the unknown functions, which was used for the finite element formulation and can also be used for deriving differential equilibrium equations in terms of the unknown functions. In order to compute the transverse stresses, we will use the second forms of expressions for the transverse stresses in terms of \(u_0(x), w_0(x), \varepsilon^{(k)}_z(x), \varepsilon^{(k)}_s(x)\) (denoted as \(\sigma^{(k)}_z \equiv \left(\sigma^{(k)}_z\right)^{(II)}\), \(\sigma^{(k)}_s \equiv \left(\sigma^{(k)}_s\right)^{(II)}\)), obtained from the equilibrium equations (2.2.1) and (2.2.2). As it was mentioned previously, the second forms of the transverse stresses are more accurate than the first forms.

First, let us write expressions (2.2.67) for the in-plane stresses \(\sigma^{(1)}_z, \sigma^{(2)}_z, \sigma^{(3)}_z\) in expanded form:

\[
\sigma^{(1)}_z = \frac{E(1)}{1 + \nu(1)} \left[ \frac{1 - \nu(1)}{1 - 2\nu(1)} \left( u_{0,x} + 2z_2 \left( \varepsilon^{(2)}_{z,xx} - \varepsilon^{(1)}_{z,xx} \right) + \frac{1}{2} z_2 \left( \varepsilon^{(2)}_{z,zz} - \varepsilon^{(1)}_{z,zz} \right) \right) + \right.
\]

\[
\left. + \frac{E(1)}{1 + \nu(1)} \frac{\nu(1)}{1 - 2\nu(1)} \varepsilon^{(1)}_{z,x} + \right.
\]

\[
\left. + \frac{E(1)}{1 + \nu(1)} \left( \frac{1 - \nu(1)}{1 - 2\nu(1)} \left[ 2\varepsilon^{(1)}_{z,xx} - w_{0,xx} + z_2 \left( \varepsilon^{(1)}_{z,zz} - \varepsilon^{(2)}_{z,zz} \right) \right] \right) \right] z =
\]
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\[
\frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \varepsilon^{(1)}_{zz,xx} z^2 ,
\]

\[
\begin{align*}
H \sigma^{(2)}_{zz} &= \frac{E^{(2)}}{1 + \nu^{(2)}} \frac{1 - \nu^{(2)}}{1 - 2\nu^{(2)}} u_{0,z} + \frac{E^{(2)}}{1 + \nu^{(2)}} \frac{\nu^{(2)}}{1 - 2\nu^{(2)}} \varepsilon^{(2)}_{zz} z^2 + \\
&+ \frac{E^{(2)}}{1 + \nu^{(2)}} \frac{1 - \nu^{(2)}}{1 - 2\nu^{(2)}} \left( 2\varepsilon^{(2)}_{zz,xx} - w_{0,xx} \right) z - \frac{1}{2} \frac{E^{(2)}}{1 + \nu^{(2)}} \frac{1 - \nu^{(2)}}{1 - 2\nu^{(2)}} \varepsilon^{(2)}_{zz,xx} z^2 ,
\end{align*}
\]

\[
H \sigma^{(3)}_{zz} = \frac{E^{(3)}}{1 + \nu^{(3)}} \frac{1 - \nu^{(3)}}{1 - 2\nu^{(3)}} \left[ u_{0,z} + \frac{1}{2} \lambda z^2 \left( \varepsilon^{(3)}_{zz,xx} - \varepsilon^{(3)}_{zz,xx} \right) + \frac{1}{2} \lambda^2 z^2 \left( \varepsilon^{(3)}_{zz,xx} - \varepsilon^{(3)}_{zz,xx} \right) \right] + \\
&+ \frac{E^{(3)}}{1 + \nu^{(3)}} \frac{\nu^{(3)}}{1 - 2\nu^{(3)}} \varepsilon^{(3)}_{zz} z^2 + \\
&+ \frac{E^{(3)}}{1 + \nu^{(3)}} \frac{1 - \nu^{(3)}}{1 - 2\nu^{(3)}} \left[ 2\varepsilon^{(3)}_{zz,xx} - w_{0,xx} + z_3 \left( \varepsilon^{(3)}_{zz,xx} - \varepsilon^{(3)}_{zz,xx} \right) \right] z - \\
&- \frac{1}{2} \frac{E^{(3)}}{1 + \nu^{(3)}} \frac{1 - \nu^{(3)}}{1 - 2\nu^{(3)}} \varepsilon^{(3)}_{zz,xx} z^2 .
\]

Now, let us find expressions for \( \sigma^{(k)}_{zz,zz} \) and \( \sigma^{(k)}_{zz,zz} \) by integration of equilibrium equations (2.2.1) and (2.2.2). Performing integration of the first equilibrium equation for the lower face sheet of the sandwich plate (k=1),

\[
\sigma^{(1)}_{zz,zz} + \sigma^{(1)}_{zz,zz} = 0,
\]

with respect to \( z \) in the direction from the lower surface of the plate to its upper surface, we receive

\[
\sigma^{(1)}_{xz} = \left. \sigma^{(1)}_{xz} \right|_{z=z_1} - \int_{z_1}^{z_2} H \sigma^{(1)}_{zz,xx} \, dz \quad (z_1 \leq z \leq z_2) ,
\]

where \( \sigma^{(1)}_{zz} \right|_{z=z_1} = 0 \) due to the first boundary condition (2.2.20). From (2.2.21) it follows that

\[
\sigma^{(1)}_{xz} \bigg|_{z=z_2} = - \int_{z_1}^{z_2} H \sigma^{(1)}_{zz,xx} \, dz .
\]
Integration of the first equilibrium equation for the core of the sandwich plate (k=2),

$$\sigma_{x,z}^{(2)} + \sigma_{z,z}^{(2)} = 0,$$

from $z_2$ to $z$, where $z_2 \leq z \leq z_3$, yields

$$\sigma_{z,z}^{(2)} = \sigma_{z,z}^{(2)} \bigg|_{z=z_2} - \int_{z_2}^{z} H \sigma_{x,z}^{(2)} \, dz. \tag{2.2.123}$$

According to the continuity conditions (2.2.23) between the plies with different material properties and according to equation (2.2.122), we have

$$\sigma_{z,z}^{(2)} \bigg|_{z=z_2} = \sigma_{z,z}^{(1)} \bigg|_{z=z_2} = -\int_{z_1}^{z_2} H \sigma_{x,z}^{(1)} \, dz. \tag{2.2.124}$$

Substitution of (2.2.124) into (2.2.123) yields:

$$\sigma_{z,z}^{(2)} = -\int_{z_1}^{z_2} H \sigma_{x,z}^{(1)} \, dz - \int_{z_2}^{z} H \sigma_{x,z}^{(2)} \, dz \quad (z_2 \leq z \leq z_3). \tag{2.2.125}$$

For the upper face sheet (k=3) we receive analogously

$$\sigma_{z,z}^{(3)} = -\int_{z_1}^{z_2} H \sigma_{x,z}^{(1)} \, dz - \int_{z_2}^{z_3} H \sigma_{x,z}^{(2)} \, dz - \int_{z_3}^{z} H \sigma_{x,z}^{(3)} \, dz \quad (z_3 \leq z \leq z_4). \tag{2.2.126}$$

Substitution of expressions (2.2.118)-(2.2.120) into expressions (2.2.121), (2.2.125) and (2.2.126) yields the required second forms of expressions for the transverse stresses $\sigma_{z,z}^{(k)}$ in terms of the functions $u_0$, $w_0$, $\varepsilon_{zz}^{(k)}$, $\varepsilon_{zz}^{(k)}$:

$$
\begin{align*}
\left(\sigma_{z,z}^{(1)}\right)^{(II)} &\equiv \sigma_{z,z}^{(1)} = \\
&= \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ u_{0,zz} + 2z_2 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz,zz}^{(1)} \right) + \frac{1}{2} z_2^2 \left( \varepsilon_{zz,zz}^{(2)} - \varepsilon_{zz,zz,zz}^{(1)} \right) \right] (z_1 - z) + \\
&+ \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{\nu^{(1)}}{1 - 2\nu^{(1)}} \varepsilon_{zz,x}^{(1)} (z_1 - z) + \\
&+ \frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ 2\varepsilon_{zz}^{(1)} - u_{0,xx} + z_2 \left( \varepsilon_{zz,zz}^{(1)} - \varepsilon_{zz,zz,zz}^{(2)} \right) \right] (z_1^2 - z^2) - \\
\end{align*}
$$
\[
\frac{1}{6} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \varepsilon^{(1)}_{zz,xxx} (z_1^3 - z_3^3), \tag{2.2.127}
\]

\[
\left( \sigma^{(2)}_{zz} \right)^{(II)} \equiv \sigma^{(3)}_{zz} =
\]

\[
= \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ u_0,zz + 2z_2 \left( \varepsilon^{(2)}_{zz,zzz} - \varepsilon^{(1)}_{zz,zz} \right) + \frac{1}{2} z_2^2 \left( \varepsilon^{(3)}_{zz,zzz} - \varepsilon^{(1)}_{zz,zzz} \right) \right] (z_1 - z_2) +
\]

\[
+ \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{\nu^{(1)}}{1 - 2\nu^{(1)}} \varepsilon^{(1)}_{zz,zz} (z_1 - z_2) +
\]

\[
+ \frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ 2\varepsilon^{(1)}_{zz,zz} - u_0,zz + z_2 \left( \varepsilon^{(1)}_{zz,zzz} - \varepsilon^{(2)}_{zz,zzz} \right) \right] (z_1^2 - z_2^2) -
\]

\[
\frac{1}{6} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \varepsilon^{(1)}_{zz,zz} (z_1^3 - z_3^3) +
\]

\[
+ \frac{E^{(2)}}{(1 - 2\nu^{(2)}) (1 + \nu^{(2)})} \left[ (1 - \nu^{(2)}) u_0,xx + \nu^{(2)} \varepsilon^{(2)}_{xx,xx} \right] (z_2 - z) +
\]

\[
+ \frac{1}{2} \frac{E^{(2)}}{1 + \nu^{(3)}} \frac{1 - \nu^{(2)}}{1 - 2\nu^{(2)}} \left[ 2\varepsilon^{(2)}_{xx,xx} - u_0,xx \right] (z_2^2 - z^2) - \frac{1}{3} \varepsilon^{(2)}_{xx,xxx} (z_2^3 - z^3), \tag{2.2.128}
\]

\[
\left( \sigma^{(3)}_{zz} \right)^{(II)} \equiv \sigma^{(3)}_{zz} =
\]
\[ \begin{align*}
&= \frac{E(1)}{1 + \nu(1)} \left[ u_{0,xx} + 2z_2 \left( \epsilon_{zz,xx}^{(2)} - \epsilon_{xx,zz}^{(1)} \right) + \frac{1}{2} z_2 \epsilon_{zz,xx}^{(2)} - \epsilon_{zz,zz}^{(1)} \right] (z_1 - z_2) + \\
&\quad + \frac{E(1)}{1 + \nu(1)} \frac{1 - \nu(1)}{1 - 2\nu(1)} \epsilon_{zz,xx}^{(1)} (z_1 - z_2) + \\
&\quad + \frac{1}{2} E(1) \frac{1 - \nu(1)}{1 - 2\nu(1)} \left[ 2 \epsilon_{zz,xx}^{(1)} - u_{0,xxx} + z_2 \left( \epsilon_{zz,xxx}^{(1)} - \epsilon_{xx,zz}^{(2)} \right) \right] (z_1^2 - z_2^2) - \\
&\quad + \frac{1}{6} E(1) \frac{1 - \nu(1)}{1 - 2\nu(1)} \epsilon_{zz,xxx}^{(1)} (z_1^3 - z_2^3) + \\
&\quad + \frac{E(2)}{(1 - 2\nu(2))(1 + \nu(3))} \left[ (1 - \nu(2)) u_{0,xx} + \nu(2) \epsilon_{zz,xx}^{(2)} \right] (z_2 - z_3) + \\
&\quad + \frac{1}{2} E(2) \frac{1 - \nu(2)}{1 + \nu(3)} \frac{1 - 2\nu(2)}{1 + \nu(3)} \left[ 2 \epsilon_{zz,xx}^{(2)} - u_{0,xxx} \right] \left( z_2^2 - z_3^2 \right) - \frac{1}{3} \epsilon_{zz,xxx}^{(2)} (z_2^3 - z_3^3) + \\
&\quad + \frac{E(3)}{1 + \nu(3)} \frac{1 - \nu(3)}{1 - 2\nu(3)} \left[ u_{0,xx} + 2z_3 \left( \epsilon_{zz,xx}^{(2)} - \epsilon_{zz,xx}^{(3)} \right) + \frac{1}{2} z_3 \epsilon_{zz,xx}^{(2)} - \epsilon_{zz,zz}^{(3)} \right] (z_3 - z) + \\
&\quad + \frac{E(3)}{1 + \nu(3)} \frac{1 - \nu(3)}{1 - 2\nu(3)} \epsilon_{zz,xxx}^{(3)} (z_3 - z) + \\
&\quad + \frac{1}{2} E(3) \frac{1 - \nu(3)}{1 + \nu(3)} \frac{1 - 2\nu(3)}{1 + \nu(3)} \left[ 2 \epsilon_{zz,xx}^{(3)} - u_{0,xxx} + z_3 \left( \epsilon_{zz,xxx}^{(3)} - \epsilon_{xx,zz}^{(2)} \right) \right] (z_3^2 - z^2) - \\
&\quad - \frac{1}{6} E(3) \frac{1 - \nu(3)}{1 + \nu(3)} \frac{1 - 2\nu(3)}{1 + \nu(3)} \epsilon_{zz,xxx}^{(3)} (z_3^3 - z^3). \\
\end{align*} \]

Integration of equilibrium equations

\[ \sigma_{zz}^{(k)} + \sigma_{zz}^{(k)} = 0 \quad (k = 1, 2, 3) \]

yields

\[ \begin{align*}
\sigma_{zz}^{(1)} &= \sigma_{zz}^{(1)} \bigg|_{z = z_1} - \int_{z_1}^{z} \sigma_{zz,xx}^{(1)} \, dz \quad (z_1 \leq z \leq z_2), \\
\end{align*} \]

where \( \sigma_{zz}^{(1)} \bigg|_{z = z_1} = -\frac{q}{b} \) due to a boundary condition (2.2.20),

\[ \begin{align*}
\sigma_{zz}^{(2)} &= -\frac{q}{b} - \int_{z_1}^{z} \sigma_{zz,xx}^{(1)} \, dz - \int_{z_2}^{z} \sigma_{zz,xx}^{(2)} \, dz \quad (z_2 \leq z \leq z_3), \\
\sigma_{zz}^{(3)} &= -\frac{q}{b} - \int_{z_1}^{z} \sigma_{zz,xx}^{(1)} \, dz - \int_{z_2}^{z} \sigma_{zz,xx}^{(2)} \, dz - \int_{z_3}^{z} \sigma_{zz,xx}^{(3)} \, dz \quad (z_3 \leq z \leq z_4). \\
\end{align*} \]
Substitution of (2.2.127)−(2.2.129) into (2.2.130)−(2.2.132) yields

\[
\left( \sigma^{(1)}_{zz} \right)^{(1)} = \sigma^{(1)}_{zz} = -\frac{q}{b} +
\]

\[
\frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z - z_1)^2 \left[ \frac{d^2 u_0}{dx^3} + 2z_2 \left( \frac{d^3 \varepsilon_{zz}^{(2)}}{dx^3} - \frac{d^3 \varepsilon_{zz}^{(1)}}{dx^3} \right) + \frac{1}{4} z_2^2 \left( \frac{d^4 \varepsilon_{zz}^{(2)}}{dx^4} - \frac{d^4 \varepsilon_{zz}^{(1)}}{dx^4} \right) \right] +
\]

\[
\frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{\nu^{(1)}}{1 - 2\nu^{(1)}} (z - z_1)^2 \frac{d^2 \varepsilon_{zz}^{(1)}}{dx^2} +
\]

\[
\frac{1}{6} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z + 2z_1) (z - z_1)^2 \left[ 2 \frac{d^3 \varepsilon_{zz}^{(1)}}{dx^3} - \frac{d^4 u_0}{dx^4} + z_2 \left( \frac{d^4 \varepsilon_{zz}^{(1)}}{dx^4} - \frac{d^4 \varepsilon_{zz}^{(2)}}{dx^4} \right) \right] -
\]

\[
\frac{1}{24} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z^2 + 2z_1 z + 3z_1^2) (z - z_1)^2 \frac{d^4 \varepsilon_{zz}^{(1)}}{dx^4},
\]

(2.2.133)
\[ \left( \sigma_{zz}^{(2)} \right)^{(11)} = -\frac{q_1}{b} + \]
\[
\frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z_2 - z_1)^2 \left[ \frac{d^2 u_0}{dx^3} + 2z_2 \left( \frac{d^3 \varepsilon_{zz}^{(1)}}{dx^3} - \frac{d^3 \varepsilon_{zz}^{(1)}}{dx^3} \right) + \frac{1}{4} z_2^2 \left( \frac{d^4 \varepsilon_{zz}^{(1)}}{dx^4} - \frac{d^4 \varepsilon_{zz}^{(2)}}{dx^4} \right) \right] + \frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z_2 - z_1)^2 \frac{d^2 \varepsilon_{zz}^{(2)}}{dx^2} + \]
\[
\frac{1}{6} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z_2 + 2z_1) (z_2 - z_1)^2 \left[ \frac{2}{3} \frac{d^3 \varepsilon_{zz}^{(1)}}{dx^3} - \frac{d^4 u_0}{dx^4} + z_2 \left( \frac{d^4 \varepsilon_{zz}^{(1)}}{dx^4} - \frac{d^4 \varepsilon_{zz}^{(2)}}{dx^4} \right) \right] - \]
\[
\frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left( 2z_2 + 2z_1 z_2 + 3z_2^2 \right) (z_2 - z_1)^2 \frac{d^2 \varepsilon_{zz}^{(1)}}{dx^2} + \]
\[
+ \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ \frac{d^2 u_0}{dx^3} + 2z_2 \left( \varepsilon_{zz,zz}^{(2)} - \varepsilon_{zz,zz}^{(1)} \right) + \frac{1}{2} z_2 \left( \frac{d^4 \varepsilon_{zz}^{(1)}}{dx^4} - \frac{d^3 \varepsilon_{zz}^{(1)}}{dx^4} \right) \right] (z_1 - z_2) (z_2 - z) + \]
\[
\frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \frac{d^2 \varepsilon_{zz}^{(1)}}{dx^2} (z_1 - z_2) (z_2 - z) + \]
\[
\frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ 2 \frac{d^3 \varepsilon_{zz}^{(1)}}{dx^3} - \frac{d^4 u_0}{dx^4} + z_2 \left( \frac{d^4 \varepsilon_{zz}^{(1)}}{dx^4} - \frac{d^4 \varepsilon_{zz}^{(2)}}{dx^4} \right) \right] (z_1 - z_2) (z_2 - z) + \]
\[
\frac{E^{(2)}}{1 - 2\nu^{(2)}} \frac{1}{(1 + \nu^{(2)}) (1 + \nu^{(2)})} \left[ \frac{1}{2} (z_2 - z)^2 + \right] \]
\[
\frac{1}{3} \frac{E^{(2)}}{2 + \nu^{(2)}} \frac{1 - \nu^{(2)}}{1 - 2\nu^{(2)}} \left[ \frac{2}{3} \frac{d^4 \varepsilon_{zz}^{(3)}}{dx^4} - \frac{d^4 u_0}{dx^4} \right] (z_2 + z) (z_2 - z)^2 - \]
\[
\frac{1}{3} \frac{d^4 \varepsilon_{zz}^{(2)}}{dx^4} \frac{1}{4} (3z_2^2 + 2z_2 z + z^2) (z_2 - z)^2 \right] , \quad (2.2.134)
\[
\left( \sigma^{(3)}_{zz} \right)^{(11)} \equiv \sigma^{(3)}_{zz} = -\frac{q_i}{b} + \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z_2 - z_1)^2 \left[ \frac{d^3 u_{0}}{d x^3} + 2z_2 \left( \frac{d^3 \varepsilon^{(2)}_{xx}}{d x^3} - \frac{d^3 \varepsilon^{(1)}_{xx}}{d x^3} \right) + \frac{1}{4} z_2^2 \left( \frac{d^4 \varepsilon^{(2)}_{xx}}{d x^4} - \frac{d^4 \varepsilon^{(1)}_{xx}}{d x^4} \right) \right] + \\
\frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z_2 - z_1)^2 \frac{d^2 \varepsilon^{(1)}_{xx}}{d x^2} + \\
\frac{1}{6} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z_2 + 2z_1) (z_2 - z_1)^2 \left[ \frac{2}{3} \frac{d^3 \varepsilon^{(1)}_{xx}}{d x^3} - \frac{d^4 w_{0}}{d x^4} + z_2 \left( \frac{d^4 \varepsilon^{(1)}_{xx}}{d x^4} - \frac{d^4 \varepsilon^{(2)}_{xx}}{d x^4} \right) \right] - \\
\frac{1}{24} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} (z_2 + 2z_1) (z_2 - z_1)^2 \frac{d^4 \varepsilon^{(1)}_{xx}}{d x^4} + \\
\frac{1}{6} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ \frac{d^3 u_{0}}{d x^3} + 2z_2 \left( \varepsilon^{(2)}_{xx,xx} - \varepsilon^{(1)}_{xx,xx} \right) + \\
\frac{1}{2} z_2^2 \left( \frac{d^4 \varepsilon^{(2)}_{xx}}{d x^4} - \frac{d^4 \varepsilon^{(1)}_{xx}}{d x^4} \right) \right] (z_1 - z_2) (z_2 - z_3) + \\
\frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \frac{d^2 \varepsilon^{(1)}_{xx}}{d x^2} (z_1 - z_2) (z_2 - z_3) + \\
\frac{1}{2} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \left[ \frac{2}{3} \frac{d^3 \varepsilon^{(1)}_{xx}}{d x^3} - \frac{d^4 w_{0}}{d x^4} + z_2 \left( \frac{d^4 \varepsilon^{(1)}_{xx}}{d x^4} - \frac{d^4 \varepsilon^{(2)}_{xx}}{d x^4} \right) \right] (z_1 - z_2)^2 (z_2 - z_3) - \\
\frac{1}{6} \frac{E^{(1)}}{1 + \nu^{(1)}} \frac{1 - \nu^{(1)}}{1 - 2\nu^{(1)}} \frac{d^4 \varepsilon^{(1)}_{xx}}{d x^4} (z_1 - z_2)^2 (z_2 - z_3) + \\
+ \frac{E^{(2)}}{1 - 2\nu^{(2)} (1 + \nu^{(2)})} \left[ (1 - \nu^{(2)}) \frac{d^3 u_{0}}{d x^3} + \nu^{(2)} \frac{d^3 \varepsilon^{(2)}_{xx}}{d x^3} \right] \frac{1}{2} (z_2 - z_3)^2 + \\
\frac{1}{2} \frac{E^{(2)}}{1 + \nu^{(2)} (1 - 2\nu^{(2)})} \left[ \frac{2}{3} \frac{d^3 \varepsilon^{(2)}_{xx}}{d x^3} - \frac{d^4 w_{0}}{d x^4} \right] \frac{1}{3} (2z_2 + z_3) (z_2 - z_3)^2 - \\
\frac{1}{3} \frac{d^4 \varepsilon^{(2)}_{xx}}{d x^4} \frac{1}{4} (3z_2^2 + 2z_2 z_3 + z_3^2) (z_2 - z_3)^2 \right] +
\]
Second forms of expressions for the transverse strains in terms of the unknown functions

The first forms of the transverse strains $\varepsilon_{zz}^{(k)}, \varepsilon_{z\bar{z}}^{(k)}$ ($k = 1, 2, 3$) are the unknown functions of the problem, that can be found directly from the finite element solution, as the nodal variables. The more accurate values of the transverse strains, the second forms of the transverse strains, can be computed by substituting the second forms of the transverse stresses, formulas (2.2.127)–(2.2.129) and (2.2.130)–(2.2.133) into the strain-stress relations (2.2.13) and (2.2.14):

\[
(\varepsilon_{zz}^{(k)})^{(II)} \left[ \frac{1 - \nu^{(k)}}{E^{(k)}} \right] = \frac{1 - \nu^{(k)}}{1 - \nu^{(k)}} H \frac{\sigma_{zz}^{(k)}}{1 - \nu^{(k)}},
\]

\[
(\varepsilon_{z\bar{z}}^{(k)})^{(II)} = \frac{1 + \nu^{(k)}}{E^{(k)}} \left( \sigma_{z\bar{z}}^{(k)} \right)^{(II)}.
\]
(k = 1, 2, 3).

The in-plane stresses $H \sigma_{xz}^{(k)}$, which enter into these formulas, are computed by formulas (2.2.118)-(2.2.120).

Satisfaction of stress boundary conditions on the upper surface

In the process of derivation of the second forms of expressions for the transverse stresses in terms of the functions $u_0$, $w_0$, $\varepsilon_{xz}^{(k)}$, $\varepsilon_{zz}^{(k)}$ (equations (2.2.127)-(2.2.129) and (2.2.133)-(2.2.135)), we used stress boundary conditions at the lower surface and the conditions of continuity of the transverse stresses at the interfaces of the layers of sandwich plate:

$\sigma_{xz}^{(3)} = 0$, $\sigma_{zz}^{(3)} = -\frac{q_l}{b}$ at $z = -\frac{h}{2} = z_1$;

$\sigma_{zz}^{(1)} = \sigma_{xz}^{(2)}$, $\sigma_{zz}^{(1)} = \sigma_{zz}^{(2)}$ at $z = -\frac{t}{2} = z_2$;

$\sigma_{zz}^{(2)} = \sigma_{zz}^{(3)}$, $\sigma_{zz}^{(2)} = \sigma_{zz}^{(3)}$ at $z = \frac{t}{2} = z_3$;

Therefore, the second forms of the transverse stresses satisfy these boundary and continuity conditions. When we considered a homogeneous plate, we showed that the second forms of the transverse stresses satisfy also the boundary conditions at the upper surface of the plate. Now, let us show that the same is true for the sandwich plate in cylindrical bending, i.e. the second forms of the transverse stresses satisfy the boundary conditions at the upper surface. These boundary conditions, written here again, are

$\sigma_{zz}^{(3)} = 0$ at $z = \frac{h}{2} = z_4$, \hspace{1cm} (2.2.138)

$\sigma_{zz}^{(3)} = \frac{q_u}{b}$ at $z = \frac{h}{2} = z_4$. \hspace{1cm} (2.2.139)

Like in the case of homogeneous plates, this can be proven by showing that the differential equations for the unknown functions, that result from substitution of the second forms of the transverse stresses into the boundary conditions on the upper surface (equations (2.2.138) and (2.2.139)), are the same
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equations that follow from the virtual work principle\(^2\). But in case of the sandwich plates, or laminated composite plates, such a proof requires very voluminous derivations. Therefore, for the sandwich plates the same thing will be shown in slightly different way: it will be shown that the differential equations in terms of force and moment resultants, that are derived by requiring that the second forms of the transverse stresses on the upper surface are equal to the externally applied loads on the upper surface, are the same equations that follow from the virtual work principle.

Substitution of expression (2.2.126) into the boundary condition (2.2.138) yields

\[
\int_{z_1}^{z_2} H^{(1)} \sigma_{xx,x} \, dz + \int_{z_2}^{z_3} H^{(2)} \sigma_{xx,x} \, dz + \int_{z_3}^{z_4} H^{(3)} \sigma_{xx,x} \, dz = 0, \quad (2.2.140)
\]
or

\[
\frac{d}{dz} \int_{z_1}^{z_4} \sigma_{xx} \, dz = 0, \quad (2.2.141)
\]

where

\[
H \sigma_{xx} \equiv \begin{cases} 
H^{(1)} \sigma_{xx} & \text{in } z_1 \leq z \leq z_2 \\
H^{(2)} \sigma_{xx} & \text{in } z_2 \leq z \leq z_3 \\
H^{(3)} \sigma_{xx} & \text{in } z_3 \leq z \leq z_4
\end{cases} \quad (2.2.142)
\]

Introducing an in-plane force resultant, defined as

\[
N_{xx} \equiv \sum_{k=1}^{l} \int_{z_k}^{z_{k+1}} H^{(k)} \sigma_{xx} \, dz, \quad (2.2.143)
\]

\(^2\)Therefore, the system of differential equations for the unknown functions, that is derived from the virtual work principle, contains those differential equations that can be derived also by substituting the second forms of the transverse stresses into the boundary conditions (2.2.138) and (2.2.139) on the upper surface. Therefore the solution of this system of differential equations for the unknown functions, derived from the virtual work principle, is such, that being substituted into the expressions for the second forms of the transverse stresses in terms of the unknown functions (field variables), this solution guarantees that the second forms of the transverse stresses satisfy the boundary conditions on the upper surface. More generally, the fact that the same differential equations for the unknown functions (but not all of them) can be derived both from the boundary conditions on the upper surface and from the virtual work principle, means that the virtual work principle contains information that the second forms of the transverse stresses satisfy the boundary conditions on the upper surface. Therefore, the finite element formulation, based on the virtual work principle, leads to the finite element solution for the field variables that guarantees the approximate equality of transverse stresses (written in terms of those field variables) on the upper surface to the external loads (per unit area) on the upper surface.
we can write equation (2.2.141) in the form
\[
\frac{dN_{zz}}{dx} = 0. \tag{2.2.144}
\]
Substitution of expression (2.2.132) into the boundary condition (2.2.139) yields
\[
-\frac{q_i}{b} - \int_{z_1}^{z_2} \sigma_{zz, i}^{(1)} \, dz - \int_{z_2}^{z_3} \sigma_{zz, i}^{(2)} \, dz - \int_{z_3}^{z_4} \sigma_{zz, i}^{(3)} \, dz = \frac{q_u + q_i}{b}, \tag{2.2.145}
\]
or
\[
\frac{d}{dx} \int_{z_1}^{z_4} \sigma_{zz} \, dz + \frac{q_u + q_i}{b} = 0, \tag{2.2.146}
\]
where
\[
\sigma_{zz} = \begin{cases} 
\sigma_{zz}^{(1)} & \text{in } z_1 \leq z \leq z_2 \\
\sigma_{zz}^{(2)} & \text{in } z_2 \leq z \leq z_3 \\
\sigma_{zz}^{(3)} & \text{in } z_3 \leq z \leq z_4 
\end{cases}. \tag{2.2.147}
\]
Using definition of a transverse force resultant
\[
Q_{zz} = \int_{z_1}^{z_4} \sigma_{zz} \, dz = \sum_{k=1}^{3} \int_{z_{k-1}}^{z_k} \sigma_{zz}^{(k)} \, dz = \sum_{k=1}^{3} Q_{zz}^{(k)}, \tag{2.2.148}
\]
where
\[
Q_{zz}^{(k)} = \int_{z_{k-1}}^{z_k} \sigma_{zz}^{(k)} \, dz,
\]
we can write equation (2.2.148) in the form
\[
\frac{dQ_{zz}}{dx} + \frac{q_u + q_i}{b} = 0. \tag{2.2.149}
\]
Differential equations (2.2.144) and (2.2.149) are the stress boundary conditions at the upper surface of the plate in cylindrical bending, expressed in terms of the force resultants. Equations (2.2.144) and (2.2.149) express the statement that the second forms of transverse stresses\(^3\) satisfy the boundary conditions at the upper surface. The same equations follow from the principle of virtual work (Appendix 2-C). Therefore, the virtual work principle contains information that the second forms

\(^3\)obtained from the pointwise equilibrium equations (2.2.1) and (2.2.2)
of the transverse stresses $\sigma_{xz}$, $\sigma_{zz}$, satisfy the boundary conditions (2.2.138) and (2.2.139) on the upper surface of the layered plate. Therefore, the finite element formulation, based on the principle of virtual work, guarantees that the second forms of the transverse stresses (expressions (2.2.127)–(2.2.129) and (2.2.133)–(2.2.135), satisfy approximately the boundary conditions (2.2.138) and (2.2.139) on the upper surface of the plate.
2.3 Comparison of Results of the Plate Theory with Exact Elasticity Solution for a Simply Supported Isotropic Sandwich Plate in Cylindrical Bending under a Uniform Load on the Upper Surface

Let us consider cylindrical bending of a symmetric sandwich plate with isotropic face sheets and the core (Figure 2.3). The upper surface of the plate is under a uniform load with intensity (force per unit length) \( q_u \). By \( q_u \) we denote not an absolute value of the load intensity, but a projection of the load intensity on the \( z \)-axis, therefore \( q \) can be positive or negative, depending on direction of the load. Along the edges \( x = 0, L \) the plate is simply supported. The Young’s moduli of the face sheets are equal and will be denoted by \( E_1 \) and the Young’s modulus of the core will be denoted by \( E_2 \). We will consider the Poisson ratio \( \nu \) to be the same for all layers.

A load vector of a finite element is defined by equation (2.2.117), written here again:

\[
\{ r \} = \frac{1}{b} \int_0^l \begin{bmatrix} \{ Q(x) \} & \{ q(x) \} \end{bmatrix} d\bar{x}, \tag{2.3.1}
\]

where \( \{ Q \} \) is defined by equation (2.2.106), and \( \{ q \} \) is defined by equation (2.2.92). Computations give the following result for the load vector:

\[
\begin{align*}
  r_1 &= 0, \quad r_2 = 0, \quad r_3 = \frac{1}{2} l^2 q_u, \quad r_4 = \frac{1}{12} l^2 q_u, \quad r_5 = \frac{1}{2} l^2 q_u, \quad r_6 = -\frac{1}{12} l^2 q_u, \quad r_7 = 0, \\
  r_8 &= 0, \quad r_9 = 0, \quad r_{10} = 0, \quad r_{11} = 0, \quad r_{12} = 0, \quad r_{13} = 0, \quad r_{14} = 0, \quad r_{15} = \frac{1}{2} l x_3 q_u, \\
  r_{16} &= \frac{1}{12} l^2 q_u (x_2 - x_3), \quad r_{17} = \frac{1}{2} l x_3 q_u, \quad r_{18} = -\frac{1}{12} l^2 q_u x_3, \quad r_{19} = 0, \quad r_{20} = 0, \\
  r_{21} &= \frac{1}{2} l q_u (z_4 - x_3), \quad r_{22} = \frac{1}{12} l^2 q_u (z_4 - x_3), \quad r_{23} = \frac{1}{2} l q_u (z_4 - x_3), \\
  r_{24} &= -\frac{1}{12} l^2 q_u (z_4 - x_3).
\end{align*}
\]

As an example, let us consider a sandwich plate with steel face sheets and an isotropic core, made of foam. We assume the following properties of the face sheets and the core:

- core: Young’s modulus \( E_2 = 1.0192 \times 10^8 \frac{N}{m^2} \), \( \nu = 0.3 \), thickness \( t = 2 \times 10^{-2} m \), mass density \( \rho_c = 2 \times 10^2 \frac{kg}{m^3} \),

- face sheets: Young’s modulus \( E_1 = 1.9796 \times 10^{11} \frac{N}{m^2} \), Poisson ratio \( \nu = 0.3 \), thickness of each face sheet \( \frac{h}{2} = 1 \times 10^{-3} m \), mass density \( \rho_1 = 7.8 \times 10^3 \frac{kg}{m^3} \).
The total thickness of the plate is \( h = 2.2 \times 10^{-2} \text{m} \). We will consider the lengths \( L \) of the plate, varying in the range from 0.05\text{m} to 1.2\text{m}. In order to provide the condition of cylindrical bending, we assume that the width \( b \) of the plate is much higher than its length \( L \). The plate is under the load \( \frac{q}{b} = -1 \times 10^5 \frac{N}{m^2} \) (directed downward, in the negative direction of z-axis). In this example problem the plate is weightless, i.e. the intensity of gravity field is considered to be equal to zero.

We will compare the stress \( \sigma_{xx} \), obtained from the finite element solution, based on the plate theory, and from the exact solution, presented in Appendix 2-E. The stresses will be evaluated at \( x = \frac{L}{2} \) and at various values of z-coordinate. In this linear static problem, the transverse stresses \( \sigma_{xz} \) and \( \sigma_{zz} \) are obtained by substituting the stress \( \sigma_{xx} \) into the equilibrium equations \( \sigma_{xx,x} + \sigma_{xx,z} = 0 \), \( \sigma_{zz,x} + \sigma_{zz,z} = 0 \) and integrating these equilibrium equations. Therefore, if the in-plane stress \( \sigma_{xx} \) is accurate, the transverse stresses \( \sigma_{xz} \) and \( \sigma_{zz} \) must be accurate too, if the numerical procedures of integrating the equilibrium equations are correct. Therefore, in this chapter, the purpose of which is to evaluate the quality of the simplifying assumptions on which our plate theory is based, it is sufficient to compare only the in-plane stress \( \sigma_{xx} \), obtained from the finite element analysis, with that of exact elasticity solution.

The tables below show the results of comparison.
Table 2.1: Comparison of exact and finite element solutions for stress $\sigma_{xx}$ in a simply supported uniformly loaded sandwich plate with homogeneous isotropic face sheets and the core. Stress $\sigma_{xx}$ is computed at $x = \frac{b}{2}$, thickness of the plate is $h = 0.022m$, thickness of each face sheet is $0.001m$, length $L$ of the plate varies.

<table>
<thead>
<tr>
<th>$L$ (m)</th>
<th>$\frac{h}{L}$</th>
<th>$\sigma_{xx}$ at $z = -\frac{h}{2}$ $(\times 10^6 \frac{N}{m^2})$</th>
<th>$\sigma_{xx}$ at $z = \frac{h+x_s}{2}$ $(\times 10^6 \frac{N}{m^2})$</th>
<th>$\sigma_{xx}$ at $z = \frac{h}{2}$ $(\times 10^6 \frac{N}{m^2})$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact, plate theory</td>
<td>exact, plate theory</td>
<td>exact, plate theory</td>
</tr>
<tr>
<td>0.05</td>
<td>0.44</td>
<td>1.556, 1.555 error 0.06 %</td>
<td>-1.484, -1.481 error 0.2 %</td>
<td>-1.556, -1.555 error 0.06 %</td>
</tr>
<tr>
<td>0.1</td>
<td>0.22</td>
<td>6.222, 6.221 error 0.02%</td>
<td>-5.938, -5.922 error 0.3 %</td>
<td>-6.222, 6.221 error 0.02%</td>
</tr>
<tr>
<td>0.2</td>
<td>0.11</td>
<td>24.887, 24.875 error 0.05%</td>
<td>-23.75, -23.69 error 0.25%</td>
<td>-24.887, -24.875 error 0.05%</td>
</tr>
<tr>
<td>0.3</td>
<td>0.07</td>
<td>55.99, 55.97 error 0.04%</td>
<td>-53.45, -53.23 error 0.4%</td>
<td>-55.99, -55.97 error 0.04%</td>
</tr>
<tr>
<td>0.4</td>
<td>0.055</td>
<td>99.54, 99.49 error 0.03%</td>
<td>-95.02, -94.64 error 0.4%</td>
<td>-99.54, -99.49 error 0.03%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.044</td>
<td>155.5, 155.4 error 0.06%</td>
<td>-148.5, -147.91 error 0.4%</td>
<td>-155.5, -155.4 error 0.06%</td>
</tr>
<tr>
<td>0.6</td>
<td>0.037</td>
<td>223.97, 223.75 error 0.1%</td>
<td>-213.8, -212.74 error 0.5%</td>
<td>-223.97, -223.75 error 0.1%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.031</td>
<td>304.85, 304.69 error 0.05%</td>
<td>-291.0, -289.3 error 0.6%</td>
<td>-304.85, -304.69 error 0.05%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0275</td>
<td>398.2, 399.18 error 0.2%</td>
<td>-380.1, -378.3 error 0.5%</td>
<td>-398.2, 399.18 error 0.2%</td>
</tr>
<tr>
<td>0.9</td>
<td>0.024</td>
<td>503.9, 504.5 error 0.1%</td>
<td>-481.0, -477.5 error 0.7%</td>
<td>-503.9, 504.5 error 0.1%</td>
</tr>
<tr>
<td>1</td>
<td>0.022</td>
<td>622.1, 624.4 error 0.4%</td>
<td>-593.9, -587.55 error 1.1%</td>
<td>-622.1, -624.4 error 0.4%</td>
</tr>
<tr>
<td>1.1</td>
<td>0.02</td>
<td>752.8, 756.6 error 0.5%</td>
<td>-718.58, -698.7 error 2.8%</td>
<td>-752.8, 756.6 error 0.5%</td>
</tr>
<tr>
<td>1.2</td>
<td>0.018</td>
<td>895.9, 873.2 error 2.5%</td>
<td>-855.2, -790.85 error 7.5%</td>
<td>-895.9, 873.2 error 2.5%</td>
</tr>
</tbody>
</table>
Table 2.2: Comparison of exact and finite element solutions for stress $\sigma_{xx}$ in a simply supported uniformly loaded sandwich plate with homogeneous isotropic face sheets and the core. Stress $\sigma_{xx}$ is computed at $x = \frac{L}{2}$ ($L = 0.5m$), thickness of the plate is $h=0.022m$, thickness of the face sheet $\tau$ varies

<table>
<thead>
<tr>
<th>$\tau$ (m)</th>
<th>$\frac{h}{\tau}$</th>
<th>$\sigma_{xx}$ at $z = -\frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{5h+4\tau}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.045</td>
<td>155.5</td>
<td>155.4</td>
<td>-148.5</td>
</tr>
<tr>
<td>0.002</td>
<td>0.09</td>
<td>85.60</td>
<td>85.48</td>
<td>-77.82</td>
</tr>
<tr>
<td>0.003</td>
<td>0.14</td>
<td>62.94</td>
<td>62.83</td>
<td>-54.35</td>
</tr>
<tr>
<td>0.004</td>
<td>0.18</td>
<td>52.18</td>
<td>52.09</td>
<td>-42.69</td>
</tr>
<tr>
<td>0.005</td>
<td>0.18</td>
<td>46.245</td>
<td>46.18</td>
<td>-35.728</td>
</tr>
<tr>
<td>0.006</td>
<td>0.27</td>
<td>42.76</td>
<td>42.67</td>
<td>-31.09</td>
</tr>
<tr>
<td>0.010</td>
<td>0.45</td>
<td>38.78</td>
<td>38.69</td>
<td>-21.14</td>
</tr>
</tbody>
</table>

So, we see, that the layerwise theory of the sandwich plates, based on assumptions of non-zero, constant (in the thickness direction) transverse strains in the face sheets and the core, leads to highly accurate values of the in-plane stresses. Therefore, the high accuracy of the transverse stresses can also be achieved, if they are computed by integration of equilibrium equations (or equations of motion in dynamic case), in which the in-plane stresses are substituted. But this approach to construction of the sandwich plate theory leads to the finite element formulation with many degrees of freedom per element: 24 degrees of freedom for a one-dimensional element for cylindrical bending. Therefore, in the next section a simplified approach to construction of the sandwich plate theory, with fewer degrees of freedom in the finite element formulation will be considered.

2.4 Simplified theory of a sandwich plate in cylindrical bending

If the thickness of the face sheets is much lower than the thickness of the core, then we can consider the face sheets on the basis of the classical plate theory, i.e. set the first forms of the transverse
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strains (assumed transverse strains) in the face sheets equal to zero:

\[ \varepsilon^{(1)}_{zz} = 0, \varepsilon^{(1)}_{xx} = 0, \varepsilon^{(3)}_{zz} = 0, \varepsilon^{(3)}_{xx} = 0, \]

The accuracy of analysis with these additional assumptions will be verified in the end of this section by comparing results of the finite element analysis, based on assumptions (2.4.1), with the corresponding exact elasticity solutions. The assumptions (2.4.1) do not mean that the transverse strains and stresses in the face sheets are completely ignored in this computational model. In the post-process stage, the second form of the transverse stresses is computed by substitution of the in-plane stress \( \sigma_{zz} \) into the pointwise equilibrium equations \( \sigma_{xx,x} + \sigma_{zz,z} = 0 \), \( \sigma_{zz,z} + \sigma_{zz,x} = 0 \), and by integration of these equations. Then the second form of the transverse strains can be obtained by substitution of the second form of the transverse stresses into strain-stress relations. So, the assumed transverse strains, defined by equations (2.4.1), are used only in the expression for the strain energy, that is used for the finite element formulation. If one needs the values of the transverse stresses in the face sheets that counteract the external forces, and the corresponding transverse strains, one has to use the second form of these strains and stresses.

The similar approaches to analysis of the sandwich plates with thin face sheets, in which either transverse strains or transverse stresses in the face sheets are assumed to be equal to zero, are adopted, for example, by Mead (1972), Markus and Nanashi (1981), Whitney (1987), Al-Qarra (1988), Yu (1997) and other authors.

Besides, according to assumptions (2.2.25), we have

\[ \varepsilon^{(2)}_{zz} = \varepsilon^{(2)}_{xx}(x), \varepsilon^{(2)}_{xx} = \varepsilon^{(2)}_{zz}(x). \]  

If there are no external in-plane forces, applied to the plate, then, due to the fact that the Poisson's ratio of the core is usually small, we can set

\[ u_0 = 0. \]  

So, the unknown functions of the problem in our simplified theory of cylindrical bending of sandwich plates are

\[ u_0(x), \varepsilon^{(2)}_{xx}(x), \varepsilon^{(2)}_{zz}(x). \]

In an example problem we will show that this simplified approach to the analysis of the sandwich plates, based on the additional assumptions (2.4.1) and (2.4.3) does not lead to a significant loss of accuracy of stress computation if the face sheets are thin as compared to the core.
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In this simplified computational model all of the formulas of section 2.2 are applicable, if according to the assumptions (2.4.1) and (2.4.3), we set \( \varepsilon_{zz}^{(1)} = 0, \varepsilon_{zz}^{(3)} = 0, \varepsilon_{zz}^{(3)} = 0, u_0 = 0. \) In the finite element formulation of the nonsimplified model, presented in section 2.2 of this chapter, the nodal variables are (Figure 2.4):

\[
\begin{align*}
&u_0, w_0, \frac{du_0}{dx}, \varepsilon_{zz}^{(1)}, \varepsilon_{zz}^{(1)}, \frac{d\varepsilon_{zz}^{(1)}}{dx}, \varepsilon_{zz}^{(2)}, \varepsilon_{zz}^{(2)}, \frac{d\varepsilon_{zz}^{(2)}}{dx}, \varepsilon_{zz}^{(3)}, \varepsilon_{zz}^{(3)}, \frac{d\varepsilon_{zz}^{(3)}}{dx}. \\
&\quad \text{(2.4.4)}
\end{align*}
\]

In the simplified model, the nodal variables, associated with the unknown functions \( \varepsilon_{zz}^{(1)}, \varepsilon_{zz}^{(1)}, \varepsilon_{zz}^{(2)}, \varepsilon_{zz}^{(3)}, u_0 \) are to be set equal to zero:

\[
\begin{align*}
&u_0 = 0, \varepsilon_{zz}^{(1)} = 0, \varepsilon_{zz}^{(1)} = 0, \frac{d\varepsilon_{zz}^{(1)}}{dx} = 0, \varepsilon_{zz}^{(3)} = 0, \varepsilon_{zz}^{(3)} = 0, \frac{d\varepsilon_{zz}^{(3)}}{dx} = 0. \\
&\quad \text{(2.4.5)}
\end{align*}
\]

So, the nodal variables of the simplified model of the sandwich pate in cylindrical bending are

\[
\begin{align*}
&u_0, \frac{du_0}{dx}, \varepsilon_{zz}^{(2)}, \varepsilon_{zz}^{(2)}, \frac{d\varepsilon_{zz}^{(2)}}{dx}. \\
&\quad \text{(2.4.6)}
\end{align*}
\]

In order to find the accuracy of stress computation by the simplified model of the sandwich plates, presented in this section, let us consider the same numerical example as in section 2.3 (page 2-71) and compare the results with the exact elasticity solution (Appendix 2-E). The tables of comparison are given below.
Table 2.3: Comparison of exact and finite element solutions, based on the simplified model, for stress $\sigma_{xx}$ in a simply supported uniformly loaded sandwich plate with homogeneous isotropic face sheets and the core. Stress $\sigma_{xx}$ is computed at $x = \frac{L}{4}$, thickness of the plate is $h = 0.022m$, thickness of each face sheet is $0.001m$, length $L$ of the plate varies.

<table>
<thead>
<tr>
<th>$L$ (m)</th>
<th>$\frac{h}{L}$</th>
<th>$\sigma_{xx}$ at $z = -\frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{z_1 + z_2}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exact</td>
<td>plate theory</td>
<td>exact</td>
<td>plate theory</td>
</tr>
<tr>
<td>0.05</td>
<td>0.44</td>
<td>1.556</td>
<td>$1.555$</td>
<td>$-1.484$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.06%$</td>
<td>$error \ 0.5%$</td>
<td>$error \ 0.5%$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.22</td>
<td>6.222</td>
<td>$6.219$</td>
<td>$-5.938$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.05%$</td>
<td>$error \ 0.5%$</td>
<td>$error \ 0.5%$</td>
</tr>
<tr>
<td>0.2</td>
<td>0.11</td>
<td>24.887</td>
<td>$24.865$</td>
<td>$-23.75$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.05%$</td>
<td>$error \ 0.5%$</td>
<td>$error \ 0.5%$</td>
</tr>
<tr>
<td>0.3</td>
<td>0.07</td>
<td>55.99</td>
<td>$55.92$</td>
<td>$-53.45$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.12%$</td>
<td>$error \ 0.5%$</td>
<td>$error \ 0.5%$</td>
</tr>
<tr>
<td>0.4</td>
<td>0.055</td>
<td>99.54</td>
<td>$99.38$</td>
<td>$-95.02$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.16%$</td>
<td>$error \ 0.5%$</td>
<td>$error \ 0.5%$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.044</td>
<td>155.5</td>
<td>$155.3$</td>
<td>$-148.5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.13%$</td>
<td>$error \ 0.5%$</td>
<td>$error \ 0.5%$</td>
</tr>
<tr>
<td>0.6</td>
<td>0.037</td>
<td>223.97</td>
<td>$223.64$</td>
<td>$-213.8$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.15%$</td>
<td>$error \ 0.5%$</td>
<td>$error \ 0.5%$</td>
</tr>
<tr>
<td>0.7</td>
<td>0.031</td>
<td>304.85</td>
<td>$304.58$</td>
<td>$-291.0$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.09%$</td>
<td>$error \ 0.65%$</td>
<td>$error \ 0.65%$</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0275</td>
<td>398.2</td>
<td>$400.015$</td>
<td>$-380.1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.46%$</td>
<td>$error \ 0.8%$</td>
<td>$error \ 0.8%$</td>
</tr>
<tr>
<td>0.9</td>
<td>0.024</td>
<td>503.9</td>
<td>$505.0$</td>
<td>$-481.0$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.2%$</td>
<td>$error \ 0.96%$</td>
<td>$error \ 0.96%$</td>
</tr>
<tr>
<td>1</td>
<td>0.022</td>
<td>622.1</td>
<td>$625.1$</td>
<td>$-593.9$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 0.48%$</td>
<td>$error \ 1.2%$</td>
<td>$error \ 1.2%$</td>
</tr>
<tr>
<td>1.1</td>
<td>0.02</td>
<td>752.8</td>
<td>$744.5$</td>
<td>$-718.58$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 1.1%$</td>
<td>$error \ 3.8%$</td>
<td>$error \ 3.8%$</td>
</tr>
<tr>
<td>1.2</td>
<td>0.018</td>
<td>895.9</td>
<td>$837.5$</td>
<td>$-855.2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$error \ 6.5%$</td>
<td>$error \ 11%$</td>
<td>$error \ 11%$</td>
</tr>
</tbody>
</table>
Table 2.4: Comparison of exact and finite element solutions for stress $\sigma_{xz}$ in a simply supported uniformly loaded sandwich plate with homogeneous isotropic face sheets and the core for stress $\sigma_{zt}$ at $x = \frac{L}{2}$ ($L = 0.5m$). Thickness of the plate is $h=0.022m$, thickness of the face sheet $\tau$ varies for stress $\sigma_{xz}$ at $x = \frac{L}{2}$ ($L = 0.5m$), thickness of the plate is $h=0.022m$, thickness of the face sheet $\tau$ varies.

<table>
<thead>
<tr>
<th>$\tau$ (m)</th>
<th>$\frac{h}{2}$</th>
<th>$\sigma_{zz}$ at $z = -\frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{L}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact</td>
<td>plate theory</td>
<td>exact</td>
</tr>
<tr>
<td>0.001</td>
<td>0.045</td>
<td>155.5</td>
<td>155.3 error 0.13%</td>
<td>-148.5</td>
</tr>
<tr>
<td>0.002</td>
<td>0.09</td>
<td>85.60</td>
<td>85.39 error 0.2%</td>
<td>-77.82</td>
</tr>
<tr>
<td>0.003</td>
<td>0.14</td>
<td>62.94</td>
<td>62.78 error 0.25%</td>
<td>-54.35</td>
</tr>
<tr>
<td>0.004</td>
<td>0.18</td>
<td>52.18</td>
<td>52.04 error 0.27%</td>
<td>-42.69</td>
</tr>
<tr>
<td>0.005</td>
<td>0.18</td>
<td>46.245</td>
<td>46.12 error 0.27%</td>
<td>-35.728</td>
</tr>
<tr>
<td>0.006</td>
<td>0.27</td>
<td>42.76</td>
<td>42.63 error 0.3%</td>
<td>-31.09</td>
</tr>
<tr>
<td>0.010</td>
<td>0.45</td>
<td>38.78</td>
<td>38.64 error 0.4%</td>
<td>-21.14</td>
</tr>
</tbody>
</table>

We see that with a simplified approach to construction of the sandwich plate theory, we have achieved an accuracy of the stresses that is quite acceptable for practical analysis of thick sandwich plates, though slightly worse than the accuracy of the stresses obtained with the non-simplified approach, i.e. with non-zero assumed stresses in the face sheets. The advantage of the simplified model of the sandwich plate, presented in this section, is a lower number of degrees of freedom in finite element models. This conclusion allows to apply the similar simplified approach to modeling the sandwich plates with the laminated composite face sheets and anisotropic core. The finite element program for analysis of the sandwich cargo platforms, dropped on the ground, with account of damage progression, presented in the chapter 5, is based on the simplified theory presented in this section.
2.5 Appendix 2-A

Exact solution for a simply supported homogeneous plate in cylindrical bending under a uniform load on the upper surface

This problem is solved in order to compare the stresses obtained from exact solution with the stresses obtained from the plate theory, based on assumed transverse strains, presented in chapter 2, equations (2.1.72)–(2.1.74). The exact solution for a wide simply supported uniformly loaded plate in cylindrical bending (which is a plane strain problem with respect to the y-direction) presented in this Appendix, is similar to the exact solution for a narrow rectangular simply supported uniformly loaded beam (which is a plane stress problem with respect to the y-direction) presented in the book of Saada (1993).

Let us consider the problem of cylindrical bending of a plate of length \( L \), height \( h \) and width \( b \). Cylindrical bending implies that \( b \gg h \). The plate is under the uniform load, acting on the upper surface with intensity (force per unit length) \( q_u \) (Figure 2.2). By \( q_u \) we denoted not an absolute value of the load intensity, but a projection of the load intensity on the z-axis, i.e. \( q_u \) can be positive or negative, depending on the direction of the load. The sides \( x = 0, L \) are acted upon by reaction forces \( \frac{q_u L}{2} \), and the longitudinal forces and moments at these edges are equal to zero. So, the boundary conditions for this problem can be written in the form:

\[
\sigma_{xz} = 0 \text{ and } \sigma_{zz} = \frac{q_u}{b} \text{ at } z = \frac{h}{2}, \tag{2-A.1}
\]

\[
\sigma_{xz} = 0 \text{ and } \sigma_{zz} = 0 \text{ at } z = -\frac{h}{2}, \tag{2-A.2}
\]

\[
\int_{-b}^{b} \sigma_{xx} \, dz = 0 \text{ and } \int_{-b}^{b} \sigma_{xx} \, z \, dz = 0 \text{ at } x = 0, L. \tag{2-A.3}
\]

The boundary conditions for the edges \( x = 0, L \) are written on the basis of Saint-Venant principle, according to which the substitution of the actual load by the statically equivalent load influences the distribution of stresses only in the limited area around the place of application of the external load.
Let us write the equilibrium equations and the equation of compatibility in terms of stress:

$$
\frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xz}}{\partial z} = 0,
$$  \hspace{1cm} (2-A.4)

$$
\frac{\partial \sigma_{xz}}{\partial x} + \frac{\partial \sigma_{zz}}{\partial z} = 0,
$$  \hspace{1cm} (2-A.5)

$$
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} \right) (\sigma_{xx} + \sigma_{zz}) = 0. \tag{2-A.6}
$$

As a first approximation, we will assume that the stresses $\sigma_{xx}, \sigma_{xz}, \sigma_{zz}$ are defined by the known expressions for beams from Mechanics of Materials courses. Then we will add to these expressions some unknown functions and find these functions by requiring that the expressions for the stresses satisfy the equilibrium equations (4) and the compatibility equation (5). The first approximation for the stresses is

$$
\sigma_{xx} = \frac{M(x)}{I_y} z = \frac{q(x)(L-x)}{2I_y} z,
$$

$$
\sigma_{xz} = 0,
$$

$$
\sigma_{zz} = \frac{QS}{I_y b},
$$

where $I_y = \frac{1}{12}bh^3$ is a moment of inertia of rectangular cross-section with respect to y-axis, $Q = \frac{4M}{dx}$ is a shear force, $S = \int \int z \, dz \, dy = -\frac{1}{2}b \left( z^2 - \frac{h^2}{4} \right)$ is the first moment of rectangular cross section above a line $z = \text{const}$. So, the first approximation for the stresses has the form:

$$
\sigma_{xx} = -\frac{6}{h^3} \frac{q(x)}{b} (x - L) z, \tag{2-A.7}
$$

$$
\sigma_{zz} = \frac{6}{h^3} \frac{q(x)}{b} \left( x - \frac{L}{2} \right) \left( z^2 - \frac{h^2}{4} \right), \tag{2-A.8}
$$

$$
\sigma_{xz} = 0. \tag{2-A.9}
$$

These expressions for stresses do not satisfy the equilibrium equation (5). In order to satisfy the equilibrium equation (5), let us find $\sigma_{zz}$ from this equation:

$$
\sigma_{zz} = \left. \sigma_{zz} \right|_{z=h/2} = \int_{h/2}^{z} \frac{\partial \sigma_{zz}}{\partial z} \, dz = -\int_{h/2}^{z} \frac{\partial \sigma_{zz}}{\partial x} \, dz,
$$
\[ \sigma_{zz} = -\frac{1}{2h^3} \frac{q_u}{b} (2z + h)^2 (z - h). \]  

(2-A.10)

Expression (10) satisfies the boundary conditions (1) and (2) for \( \sigma_{zz} \).

The equilibrium equation (4) is satisfied by the first approximations of \( \sigma_{xx} \) and \( \sigma_{zz} \) (expressions (7) and (8)), but the compatibility equation (6) is not satisfied by the first approximation of \( \sigma_{xx} \) and \( \sigma_{zz} \) (expressions (7) and (10)). To satisfy the compatibility equation (6) we use the fact that the equilibrium equation (4) will still be satisfied, if we add to the expression (7) for \( \sigma_{xx} \) some function of \( z \):

\[ \sigma_{xx} = -\frac{6}{h^3} \frac{q_u}{b} x (x - L) z + f(z). \]  

(2-A.11)

If we substitute expressions (10) and (11) for \( \sigma_{zz} \) and \( \sigma_{xx} \) into the equation of compatibility (6), we receive the differential equation

\[ -\frac{24 q_u}{h^3} \frac{x}{b} + \frac{d^2 f(z)}{dz^2} = 0 \]  

(2-A.12)

the solution of which is

\[ f(z) = \frac{4}{h^3} \frac{q_u}{b} z^3 + C_1 z + C_2. \]  

(2-A.13)

So, expression (11) for \( \sigma_{xx} \) takes the form:

\[ \sigma_{xx} = -\frac{6}{h^3} \frac{q_u}{b} x (x - L) z + \frac{4}{h^3} \frac{q_u}{b} z^3 + C_1 z + C_2. \]  

(2-A.14)

The constants of integration \( C_1 \) and \( C_2 \) must be found from the conditions (3). From (14) it follows that

\[ \int_{-\frac{b}{2}}^{\frac{b}{2}} \sigma_{xx} \, dz = C_2 h, \]

\[ \int_{-\frac{b}{2}}^{\frac{b}{2}} \sigma_{xx} \, dz = \frac{1}{20} \frac{q_u}{b} h^2 + \frac{1}{12} C_1 h^3 - \frac{1}{2} \frac{q_u}{b} x^2 + \frac{1}{2} \frac{q_u}{b} xL. \]

Therefore, from conditions (3) we obtain:

\[ C_2 = 0, \]

\[ C_1 = -\frac{3}{5h} \frac{q_u}{b}. \]
and expression (14) for $\sigma_{xz}$ takes the form:

$$
\sigma_{xz} = -\frac{6}{h^3} \frac{q_u}{b} x (x - L) z + \frac{4}{h^3} \frac{q_u}{b} z^3 - \frac{3}{5h} \frac{q_u}{b} z.
$$

(2-A.15)

So, we found that expressions (8), (10) and (15) satisfy the boundary conditions (1)-(3), the equilibrium equations (4), (5) and the equation of compatibility in terms of stress (6). Therefore, expressions (8), (10) and (15) are the solution of the problem. Stress $\sigma_{yy}$ can be found from the following plane-strain relation:

$$
\sigma_{yy} = \nu (\sigma_{xx} + \sigma_{zz}).
$$

(2-A.16)

So, the exact solution for stresses in a plate, in cylindrical bending, is

$$
\sigma_{zz} = \frac{6}{h^3} \frac{q_u}{b} \left( x - \frac{L}{2} \right) \left( z^2 - \frac{h^2}{4} \right),
$$

$$
\sigma_{zz} = -\frac{1}{2h^3} \frac{q_u}{b} (2z + h)^2 (z - h),
$$

$$
\sigma_{xx} = -\frac{6}{h^3} \frac{q_u}{b} x (x - L) z + \frac{4}{h^3} \frac{q_u}{b} z^3 - \frac{3}{5h} \frac{q_u}{b} z,
$$

$$
\sigma_{yy} = \nu (\sigma_{xx} + \sigma_{zz}).
$$
2.6 Appendix 2-B

Some components of an element stiffness matrix for an isotropic sandwich plate, for an element with 24 degrees of freedom

The components of the stiffness matrix were derived by exact integration with the use of symbolic computation capabilities of the program "Scientific Workplace". In this Appendix only few components of the stiffness matrix are shown, because of limitations on the size of the dissertation.

\[
k_{11} = E_1 \frac{z_1 - z_2 - \nu z_1 + \nu z_2}{l(1 + \nu)(2\nu - 1)} - E_2 \frac{-z_2 + z_3 + \nu z_2 - \nu z_3}{l(1 + \nu)(2\nu - 1)} - E_3 \frac{-z_3 + z_4 + \nu z_3 - \nu z_4}{l(1 + \nu)(2\nu - 1)},
\]

\[
k_{12} = -E_1 \frac{z_1 - z_2 - \nu z_1 + \nu z_2}{l(1 + \nu)(2\nu - 1)} + E_2 \frac{-z_2 + z_3 + \nu z_2 - \nu z_3}{l(1 + \nu)(2\nu - 1)} + E_3 \frac{-z_3 + z_4 + \nu z_3 - \nu z_4}{l(1 + \nu)(2\nu - 1)},
\]

\[k_{13} = 0,
\]

\[
k_{14} = -\frac{1}{2} E_1 \frac{z_1^2 - z_2^2 - \nu z_1^2 + \nu z_2^2}{l(1 + \nu)(2\nu - 1)} + \frac{1}{2} E_2 \frac{-z_2^2 + z_3^2 + \nu z_2^2 - \nu z_3^2}{l(1 + \nu)(2\nu - 1)} + \frac{1}{2} E_3 \frac{-z_3^2 + z_4^2 + \nu z_3^2 - \nu z_4^2}{l(1 + \nu)(2\nu - 1)},
\]

\[k_{15} = 0,
\]

\[
k_{16} = \frac{1}{2} E_1 \frac{z_1^2 - z_2^2 - \nu z_1^2 + \nu z_2^2}{l(1 + \nu)(2\nu - 1)} - \frac{1}{2} E_2 \frac{-z_2^2 + z_3^2 + \nu z_2^2 - \nu z_3^2}{l(1 + \nu)(2\nu - 1)} - \frac{1}{2} E_3 \frac{-z_3^2 + z_4^2 + \nu z_3^2 - \nu z_4^2}{l(1 + \nu)(2\nu - 1)},
\]

\[
k_{17} = -E_1 \frac{2z_2 z_1 - z_2^2 - 2z_2 \nu z_1 + \nu z_2^2 - z_1^2 + \nu z_1^2}{l(1 + \nu)(2\nu - 1)},
\]

\[
k_{18} = E_1 \frac{2z_2 z_1 - z_2^2 - 2z_2 \nu z_1 + \nu z_2^2 - z_1^2 + \nu z_1^2}{l(1 + \nu)(2\nu - 1)},
\]

\[
k_{22} = E_1 \frac{z_1 - z_2 - \nu z_1 + \nu z_2}{l(1 + \nu)(2\nu - 1)} - E_2 \frac{-z_2 + z_3 + \nu z_2 - \nu z_3}{l(1 + \nu)(2\nu - 1)} - E_3 \frac{-z_3 + z_4 + \nu z_3 - \nu z_4}{l(1 + \nu)(2\nu - 1)},
\]

\[k_{23} = 0,
\]
\[ k_{24} = \frac{1}{2} E_1 \frac{z_2^3 - z_2^2 - \nu z_2^2 + \nu z_2^3}{l (1 + \nu) (2\nu - 1)} - \frac{1}{2} E_2 \frac{-z_2^2 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l (1 + \nu) (2\nu - 1)} - \frac{1}{2} E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l (1 + \nu) (2\nu - 1)}, \]

\[ k_{25} = 0, \]

\[ k_{26} = -\frac{1}{2} E_1 \frac{z_2^3 - z_2^2 - \nu z_2^3}{l (1 + \nu) (2\nu - 1)} + \frac{1}{2} E_2 \frac{-z_2^2 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l (1 + \nu) (2\nu - 1)} + \frac{1}{2} E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l (1 + \nu) (2\nu - 1)}, \]

\[ k_{27} = E_1 \frac{2x_2 z_1 - z_2^2 - 2z_2 \nu z_1 + \nu z_2^3 - z_2^3 + \nu z_2^3}{l (1 + \nu) (2\nu - 1)}, \]

\[ k_{28} = -E_1 \frac{2x_2 z_1 - z_2^2 - 2z_2 \nu z_1 + \nu z_2^3 - z_2^3 + \nu z_2^3}{l (1 + \nu) (2\nu - 1)}, \]

\[ k_{33} = 4E_1 \frac{z_2^3 - z_2^3 - \nu z_2^3 + \nu z_2^3}{l^3 (1 + \nu) (2\nu - 1)} - 4E_2 \frac{-z_2^3 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l^3 (1 + \nu) (2\nu - 1)} - 4E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l^3 (1 + \nu) (2\nu - 1)}, \]

\[ k_{34} = 2E_1 \frac{z_2^3 - z_2^3 - \nu z_2^3 + \nu z_2^3}{l^2 (1 + \nu) (2\nu - 1)} - 2E_2 \frac{-z_2^3 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l^2 (1 + \nu) (2\nu - 1)} - 2E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l^2 (1 + \nu) (2\nu - 1)}, \]

\[ k_{35} = -4E_1 \frac{z_2^3 - z_2^3 - \nu z_2^3 + \nu z_2^3}{l^3 (1 + \nu) (2\nu - 1)} + 4E_2 \frac{-z_2^3 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l^3 (1 + \nu) (2\nu - 1)} + 4E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l^3 (1 + \nu) (2\nu - 1)}, \]

\[ k_{36} = 2E_1 \frac{z_2^3 - z_2^3 - \nu z_2^3 + \nu z_2^3}{l^2 (1 + \nu) (2\nu - 1)} - 2E_2 \frac{-z_2^3 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l^2 (1 + \nu) (2\nu - 1)} - 2E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l^2 (1 + \nu) (2\nu - 1)}, \]

\[ k_{37} = 0, \]

\[ k_{38} = 0, \]

\[ k_{44} = \frac{4}{3} E_1 \frac{z_2^3 - z_2^3 - \nu z_2^3 + \nu z_2^3}{l (1 + \nu) (2\nu - 1)} - \frac{4}{3} E_2 \frac{-z_2^3 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l (1 + \nu) (2\nu - 1)} - \frac{4}{3} E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l (1 + \nu) (2\nu - 1)}, \]

\[ k_{45} = -2E_1 \frac{z_2^3 - z_2^3 - \nu z_2^3 + \nu z_2^3}{l^2 (1 + \nu) (2\nu - 1)} + 2E_2 \frac{-z_2^3 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l^2 (1 + \nu) (2\nu - 1)} + 2E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l^2 (1 + \nu) (2\nu - 1)}, \]

\[ k_{46} = \frac{2}{3} E_1 \frac{z_2^3 - z_2^3 - \nu z_2^3 + \nu z_2^3}{l (1 + \nu) (2\nu - 1)} - \frac{2}{3} E_2 \frac{-z_2^3 + z_2^3 + \nu z_2^3 - \nu z_2^2}{l (1 + \nu) (2\nu - 1)} - \frac{2}{3} E_3 \frac{-z_3^3 + z_4^3 + \nu z_3^3 - \nu z_3^2}{l (1 + \nu) (2\nu - 1)}, \]
\[ k_{47} = \frac{1}{3} E_1 \frac{3 x_2 x_1^2 - x_2^3 - 3 x_2 \nu x_1^2 + \nu x_2^3 - 2 x_1^3 + 2 \nu x_3}{l (1 + \nu)(2\nu - 1)}, \]

\[ k_{48} = -\frac{1}{3} E_1 \frac{3 x_2 x_1^2 - x_2^3 - 3 x_2 \nu x_1^2 + \nu x_2^3 - 2 x_1^3 + 2 \nu x_3}{l (1 + \nu)(2\nu - 1)}, \]

\[ k_{55} = \frac{4 E_1}{l^3 (1 + \nu)(2\nu - 1)} - \frac{4 E_2}{l^3 (1 + \nu)(2\nu - 1)} - \frac{4 E_3}{l^3 (1 + \nu)(2\nu - 1)}, \]

\[ k_{56} = -\frac{2 E_1}{l^2 (1 + \nu)(2\nu - 1)} + \frac{2 E_2}{l^2 (1 + \nu)(2\nu - 1)} + \frac{2 E_3}{l^2 (1 + \nu)(2\nu - 1)}, \]

\[ k_{57} = 0, \]

\[ k_{58} = 0, \]

\[ k_{66} = \frac{4}{3} \frac{E_1}{l (1 + \nu)(2\nu - 1)} - \frac{4}{3} \frac{E_2}{l (1 + \nu)(2\nu - 1)} - \frac{4}{3} \frac{E_3}{l (1 + \nu)(2\nu - 1)}, \]

\[ k_{67} = -\frac{1}{3} E_1 \frac{3 x_2 x_1^2 - x_2^3 - 3 x_2 \nu x_1^2 + \nu x_2^3 - 2 x_1^3 + 2 \nu x_3}{l (1 + \nu)(2\nu - 1)}, \]

\[ k_{68} = \frac{1}{3} E_1 \frac{3 x_2 x_1^2 - x_2^3 - 3 x_2 \nu x_1^2 + \nu x_2^3 - 2 x_1^3 + 2 \nu x_3}{l (1 + \nu)(2\nu - 1)}. \]
2.7 Appendix 2-C

Remarks on variational principles and equilibrium equations for a plate in cylindrical bending in terms of force and moment resultants

In chapter 2 we wrote the stress boundary conditions on the upper surface of the sandwich plate

\( \sigma_{zz}^{(3)} = 0 \) at \( z = \frac{h}{2} = z_4 \) (eqn 2.2.141), \( \sigma_{zz}^{(3)} = \frac{q_b}{h} \) at \( z = \frac{h}{2} = z_4 \) (eqn 2.2.142), \(^4\)

in terms of the force resultants\(^5\):

\[
\frac{dN_{xz}}{dx} = 0, \quad \text{(equation 2.2.144)},
\]

\[
\frac{dQ_{xz}}{dx} + \frac{q_v + q_i}{b} = 0 \quad \text{(equation 2.2.149)}.
\]

It was stated in chapter 2 that equations (2.2.144) and (2.2.149) follow also from the virtual work principle, and the reader was referenced to this Appendix. From this we will be able to make a conclusion that the virtual work principle contains information that the second forms of the transverse stresses satisfy the boundary conditions on the upper surface of the plate\(^6\). Therefore, the finite element formulation, based on the virtual work principle, guarantees that the second forms of the transverse stresses satisfy approximately the boundary conditions on the upper surface of the plate.

Our finite element formulation of the problem of cylindrical bending of the sandwich plate is based on the virtual work principle:

\[
\sum_{k=1}^{3} \int_{\Gamma} \left( H_{\sigma_{zz}^{(k)}} \delta_{zz}^{(k)} + H_{\sigma_{zz}^{(k)}} \delta_{zz}^{(k)} + H_{\sigma_{zz}^{(k)}} \delta_{zz}^{(k)} \right) dV
\]

---

\(^4\) where \( \sigma_{zz}^{(3)} \) and \( \sigma_{zz}^{(3)} \) are second forms of transverse stresses, obtained by integration of the pointwise equilibrium equations \( \sigma_{zz,x} + \sigma_{zz,z} = 0, \sigma_{zz,z} + \sigma_{zz,z} = 0 \)

\(^5\) defined by formulae \( Q_{xz} \equiv \int_{z_1}^{z_2} \delta_{xz} \ dz = \sum_{k=1}^{3} \int_{z_k}^{z_{k+1}} \sigma_{zz}^{(k)} \ dz \) and \( N_{xz} \equiv \int_{0}^{l} \sigma_{xz} \ dz = \sum_{k=1}^{3} \int_{z_k}^{z_{k+1}} H_{\sigma_{zz}^{(k)}} \ dz \)

\(^6\) in addition to satisfaction of the boundary conditions on the lower surface of the plate and conditions of continuity of the transverse stresses at the the interfaces between the layers of the layered plate, that is guaranteed by the fact that these boundary and continuity conditions were used in the process of integration of the pointwise equilibrium equations \( \sigma_{zz,x} + \sigma_{zz,z} = 0 \) and \( \sigma_{zz,z} + \sigma_{zz,z} = 0 \) in order to obtain stresses \( \sigma_{zz} \) and \( \sigma_{zz} \).
\begin{equation}
- \int_0^L q_u \left( \frac{\partial w^{(3)}}{\partial z} \right)_{z=z_t} \, dx - \int_0^L q_i \left( \frac{\partial w^{(1)}}{\partial z} \right)_{z=z_i} \, dx = 0,
\end{equation}

where the superscript \( k \) denotes a number of a layer. The transverse stresses, that enter into equation (2-C.1), are the first forms of the transverse stresses, i.e. they are expressed in terms of the unknown functions with the help of the Hooke's law, equations (2.2.63). If in equation (2-C.1) instead of the first forms of the transverse stresses \( H\sigma_{zz}^{(k)} \), \( H\sigma_{zz}^{(k)} \) we put the second forms of the transverse stresses \( \sigma_{zz}^{(k)} \), \( \sigma_{zz}^{(k)} \) (equations (2.2.127)-(2.2.129) and (2.2.133)-(2.2.135)), i.e. transverse stresses obtained from the pointwise equilibrium equations, we obtain the virtual work principle, written in the form

\begin{equation}
\sum_{k=1}^{3} \iiint_{V^{(k)}} \left( H\sigma_{zz}^{(k)} \delta e_{xx}^{(k)} + \sigma_{zz}^{(k)} \delta e_{zz}^{(k)} + \sigma_{zz}^{(k)} \delta e_{zz}^{(k)} \right) \, dV
\end{equation}

\begin{equation}
- \int_0^L q_u \left( \frac{\partial w^{(3)}}{\partial z} \right)_{z=z_t} \, dx - \int_0^L q_i \left( \frac{\partial w^{(1)}}{\partial z} \right)_{z=z_i} \, dx = 0,
\end{equation}

which is equivalent to the virtual work principle, expressed by equation (2-C.1). The equivalency of variational equations (2-C.1) and (2-C.2) is in the sense that both of them produce the same differential equations for the unknown functions \( u_0, w_0, \varepsilon_{zz}^{(k)}, \varepsilon_{zz}^{(k)} \) and boundary conditions. This idea is discussed at greater length in Appendix D.

Now, from the virtual work principle, written in the form of equation (2-C.2), let us obtain the equilibrium equations for a sandwich plate in cylindrical bending in terms of force and moment resultants. For this we need to substitute in equation (2-C.2) expressions (2.2.47)-(2.2.49) for \( \varepsilon_{zz}^{(k)} \) in terms of the unknown functions \( u_0, w_0, \varepsilon_{zz}^{(k)}, \varepsilon_{zz}^{(k)} \), perform integration by parts in order to relieve the variations of the unknown functions, collect the coefficients of variations of the unknown functions and set them equal to zero separately. As a result of this, we receive the following equilibrium equations of a sandwich plate in cylindrical bending in terms of force and moment resultants:

\begin{equation}
\delta u_0 : \quad \frac{dN_{zz}}{dx} = 0,
\end{equation}

\begin{equation}
\delta w_0 : \quad \frac{d^2 M_{zz}}{dx^2} + \frac{q_u + q_i}{b} = 0,
\end{equation}

\begin{equation}
\delta \varepsilon_{zz}^{(k)} : \quad \frac{dM_{zz}^{(k)}}{dx} - Q_{zz}^{(k)} = 0 \quad (k = 1, 2, 3),
\end{equation}

\begin{equation}
\delta \varepsilon_{zz}^{(k)} : \quad \frac{1}{2} \frac{d^2 R_{zz}^{(k)}}{dx^2} - N_{zz}^{(k)} = 0 \quad (k = 1, 2, 3).
\end{equation}
where the force and moment resultants are defined as follows:

\[ N_{xx} = \int_{z_1}^{z_4} H \sigma_{xx} \, dz = \sum_{k=1}^{k=3} \int_{z_k}^{z_{k+1}} H \sigma_{xx}^{(k)} \, dz, \]  
(2-C.7)

\[ M_{xx}^{(k)} = \int_{z_k}^{z_{k+1}} H \sigma_{xx}^{(k)} \, z \, dz, \]  
(2-C.8)

\[ M_{xx} = \int_{z_1}^{z_4} H \sigma_{xx} \, z \, dx = \sum_{k=1}^{k=3} \int_{z_k}^{z_{k+1}} H \sigma_{xx}^{(k)} \, z \, dz = \sum_{k=1}^{k=3} M_{xx}^{(k)}, \]  
(2-C.9)

\[ Q_{zz}^{(k)} = \int_{z_k}^{z_{k+1}} \sigma_{xx}^{(k)} \, dz, \]  
(2-C.10)

\[ Q_{zz} = \int_{z_1}^{z_4} \sigma_{zz} \, dz = \sum_{k=1}^{k=3} \int_{z_k}^{z_{k+1}} \sigma_{zz}^{(k)} \, dz = \sum_{k=1}^{k=3} Q_{zz}^{(k)}, \]  
(2-C.11)

\[ P_{xz}^{(k)} = \int_{z_k}^{z_{k+1}} \sigma_{xz}^{(k)} \, z^2 \, dz, \]  
(2-C.12)

\[ N_{zz}^{(k)} = \int_{z_k}^{z_{k+1}} \sigma_{zz}^{(k)} \, dz. \]  
(2-C.13)

If we sum up equations (2-C.5), we receive

\[ \sum_{k=1}^{3} \frac{dM_{xx}^{(k)}}{dx} - \sum_{k=1}^{3} Q_{zz}^{(k)} = 0, \]  
(2-C.14)

or

\[ \frac{dM_{xx}}{dx} - Q_{xz} = 0. \]  
(2-C.15)

From equations (2-C.4) and (2-C.15) it follows:

\[ \frac{dQ_{xz}}{dx} + \frac{q_u + q_i}{b} = 0. \]  
(2-C.16)
Equilibrium equations (2-C.13) and (2-C.16), obtained from the virtual work principle, are the same as equations (2.2.144) and (2.2.149), which express the statement that the second forms of the transverse stresses satisfy the boundary conditions on the upper surface of the sandwich plate. Therefore, the virtual work principle contains information that the second forms of the transverse stresses satisfy the boundary conditions on the upper surface of the plate.

\footnote{Note that the transverse force resultants $Q_{2z}^{(k)}$, which enter into the equation (2-C.16), are defined the same way as $q_{2z}^{(k)}$, which enter into the equation (2.2.149): they are defined in terms of $\sigma_{2z}^{(k)}$, the second forms of the transverse shear stresses, not in terms of $\sigma_{xx}^{(k)}$.}
2.8 Appendix 2-D

Equivalence of the virtual work principle for a plate with transverse stresses obtained from the pointwise equilibrium equations, to the virtual work principle for a plate with transverse stresses obtained from the constitutive equations

In Appendix 2-C a statement was made (with a reference to the Appendix 2-D) that the virtual work principle for a plate can be written in two equivalent forms:

\[
\iint\int_{(V)} \left( \sigma_{xx} \delta \epsilon_{xx} + 2 \sigma_{xz} \delta \epsilon_{xz} + \sigma_{zz} \delta \epsilon_{zz} \right) \, dV
\]

\[
- \int_{0}^{L} q_u \left( \frac{\partial w}{\partial z} \right)_{z=z_1} \, dx - \int_{0}^{L} q_i \left( \frac{\partial w}{\partial z} \right)_{z=z_1} \, dx = 0
\]  \hspace{1cm} (2-D.1)

and

\[
\iint\int_{(V)} \left( \sigma_{xx} \delta \epsilon_{xx} + 2 \sigma_{xz} \delta \epsilon_{xz} + \sigma_{zz} \delta \epsilon_{zz} \right) \, dV
\]

\[
- \int_{0}^{L} q_u \left( \frac{\partial w}{\partial z} \right)_{z=z_1} \, dx - \int_{0}^{L} q_i \left( \frac{\partial w}{\partial z} \right)_{z=z_1} \, dx = 0
\] , \hspace{1cm} (2-D.2)

where in the first equation the transverse stresses \( \sigma_{xx}, \sigma_{zz} \) are obtained from the constitutive equations, and in the second equation the transverse stresses \( \sigma_{xx} \) and \( \sigma_{zz} \) are expressed in terms of the unknown functions by integration of the pointwise equilibrium equations \( \sigma_{ij,j} = 0 \). The equivalence of variational principles (2-D.1) and (2-D.2) is in the sense that both of these variational principles produce the same differential equations and boundary conditions.

This statement was a necessary logical link in the proof that the finite element formulation, based on the virtual work principle (2-D.1) guarantees that the second forms of the transverse stresses \(^{8}\) satisfy the boundary conditions on the upper surface of the plate (pages 79 – 82).

\(^{8}\) obtained by integration of the equilibrium equations \( \sigma_{xx,z} + \sigma_{xz,z} = 0, \sigma_{xx,z} + \sigma_{zz,z} = 0 \).
In this Appendix we will show that for homogeneous isotropic plates the virtual work principles (2-D.1) and (2-D.2) produce the same differential equations and boundary conditions. For a sandwich plate this can be shown in a similar fashion, but the derivation is much more voluminous.

The differential equations and boundary conditions for a homogeneous isotropic plate were derived from the virtual work principle (2-D.1) in chapter 2 (equations (2.1.47)-(2.1.56)), and these equations, written here again, are:

\[ \delta u_0 : \quad (1 - \nu) \left( u''_0 - \frac{h^2}{24} \varepsilon''_{zz} \right) + \nu \varepsilon'_{zz} = 0 \quad (0 \leq x \leq L) \quad \text{(eqn 2.1.47)}, \]

\[ \delta w_0 : \quad \frac{1 - \nu}{(1 + \nu)(1 - 2\nu)} \frac{bEh^3}{12} \left( w''_0 - 2\varepsilon''_{zz} \right) = q_u + q_t \quad (0 \leq x \leq L) \quad \text{(eqn 2.1.48)}, \]

\[ \delta \varepsilon_{zz} : \quad \varepsilon_{zz} + \frac{h^2(1 - \nu)}{12(1 - 2\nu)} \left( w''_0 - 2\varepsilon''_{zz} \right) = 0 \quad (0 \leq x \leq L) \quad \text{(eqn 2.1.49)}, \]

\[ \delta \varepsilon_{zz} : \quad \nu \left( u'_0 - \frac{h^2}{24} \varepsilon''_{zz} \right) + (1 + \nu) \left[ \varepsilon_{zz} + \frac{h^2}{8} \left( \frac{h^2}{40} \varepsilon''_{zz} - \frac{1}{3} u''_0 \right) \right] = \frac{(1 + \nu)(1 - 2\nu)}{bE} (q_u - q_t) \quad (0 \leq x \leq L) \quad \text{(eqn 2.1.50)}. \]

Either \((1 - \nu) \left( u'_0 - \frac{h^2}{24} \varepsilon''_{zz} \right) + \nu \varepsilon_{zz} = 0\) or \(u_0\) specified at \(x = 0, L\) \quad \text{(eqn 2.1.51)};

either \(2 \varepsilon'_{zz} - w''_0 = 0\) or \(\varepsilon_{zz}\) specified at \(x = 0, L\) \quad \text{(eqn 2.1.52)};

either \(2 \varepsilon'_{zz} - w''_0 = 0\) or \(w'_0\) specified at \(x = 0, L\) \quad \text{(eqn 2.1.53)};

either \(2 \varepsilon''_{zz} - w''_0 = 0\) or \(w'_0\) specified at \(x = 0, L\) \quad \text{(eqn 2.1.54)};

either \((1 - \nu) \left( u'_0 - \frac{3}{40} h^2 \varepsilon''_{zz} \right) + \nu \varepsilon_{zz} = 0\) or \(\varepsilon'_{zz}\) specified at \(x = 0, L\) \quad \text{(eqn 2.1.55)};

either \((1 - \nu) \left( u''_0 - \frac{3}{40} h^2 \varepsilon''_{zz} \right) + \nu \varepsilon'_{zz} = 0\) or \(\varepsilon'_{zz}\) specified at \(x = 0, L\) \quad \text{(eqn 2.1.56)}.

Now, let us derive differential equations and boundary conditions from the virtual work principle (2-D.2). The expressions for the strain and the stresses in terms of the unknown functions \(u_0(x)\),
$w_0(x)$, $\varepsilon_{zz}(x)$, $\varepsilon_{zz}(x)$, that enter into the virtual work principle (2.2.2), were found in chapter 2.

These expressions are

$$w = w_0(x) + \varepsilon_{zz}(x)$$  \hspace{1em} (eqn 2.1.24),

$$\varepsilon_{zz} = \varepsilon'_0 + (2\varepsilon_{zz}' - \omega_0') z - \frac{1}{2} \varepsilon_{zz}'' z^2$$  \hspace{1em} (eqn 2.1.27),

$$\sigma_{zz} = \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ \varepsilon''_0 \left(z + \frac{h}{2}\right) + \frac{1}{2} (2\varepsilon'' + \omega_0') \left(z^2 - \frac{h^2}{4}\right) - \frac{1}{6} \varepsilon_{zz}'' \left(z^3 + \frac{h^3}{8}\right) \right] - \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \varepsilon'_{zz} \left(z + \frac{h}{2}\right)$$  \hspace{1em} (eqn 2.1.29),

$$\sigma_{zz} = -\frac{q_1}{b} + \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ \frac{1}{8} (2z + h)^2 \varepsilon''_0 + \frac{1}{24} (z - h)(2z + h)^2 \left(2\varepsilon'' + \omega_0'\right) \right]$$

$$-\frac{1}{384} (4z^2 - 4hz + 3h^2) (2z + h)^2 \varepsilon''_{zz} + \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \frac{1}{8} (2z + h)^2 \varepsilon''_{zz}$$  \hspace{1em} (2.1.30).

Substitution of equations (2.1.24), (2.1.27) – (2.1.30) into equation (2.2.2) yields:

$$0 = b \int_0^{h/2} \int_{-h/2}^{h/2} \frac{E}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \left[ \varepsilon'_0 + (2\varepsilon_{zz}' - \omega_0') z - \frac{1}{2} \varepsilon_{zz}'' z^2 \right] + \nu \varepsilon_{zz} \right] \times$$

$$\times \left[ \delta u'_0 + (2\delta \varepsilon_{zz}' - \delta \omega_0') z - \frac{1}{2} \delta \varepsilon_{zz}'' z^2 \right] \, dz \, dx +$$

$$+ b \int_0^{h/2} \int_{-h/2}^{h/2} \left\{ -\frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ \varepsilon''_0 \left(z + \frac{h}{2}\right) + \frac{1}{2} (2\varepsilon'' + \omega_0') \left(z^2 - \frac{h^2}{4}\right) - \frac{1}{6} \varepsilon_{zz}'' \left(z^3 + \frac{h^3}{8}\right) \right] -$$

$$- \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \varepsilon'_{zz} \left(z + \frac{h}{2}\right) \right\} 2 \delta \varepsilon_{zz} \, dz \, dx +$$

$$+ b \int_0^{h/2} \int_{-h/2}^{h/2} \left\{ -\frac{q_1}{b} + \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ \frac{1}{8} (2z + h)^2 \varepsilon''_0 + \frac{1}{24} (z - h)(2z + h)^2 \left(2\varepsilon'' + \omega_0'\right) \right] \right\}$$
\[ -\frac{1}{384} \left( 4z^2 - 4hz + 3h^2 \right) \left( 2z + h \right)^2 \varepsilon_{zz}^{IV} \] + \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \frac{1}{8} \left( 2z + h \right)^2 \varepsilon_{zz}^{II} \Bigg\} \delta\varepsilon_{zz} \, dz \, dx + \\
+ \int_0^L \frac{h}{2} \left( q_l - q_u \right) (\delta\varepsilon_{zz}) \, dx - \int_0^L \left( q_l + q_u \right) (\delta u_0) \, dx. \tag{2-D.3} \]

Performing integration with respect to \( z \) in equation (2-D.3), we obtain:

\[ \frac{E}{(1 + \nu)(1 - 2\nu)} h^b \int_0^L \left[ (1 - \nu) \left( u_0' - \frac{1}{24} h^2 \varepsilon_{zz}^{II} \right) + \nu \varepsilon_{zz} \right] \delta u_0' \, dx + \]

\[ + \frac{E}{(1 + \nu)(1 - 2\nu)} \frac{1}{6} h^3 b \int_0^L \left( 2\varepsilon_{zz}^{I} - w_0'' \right) \delta\varepsilon_{zz} \, dx \]

\[ - \frac{E}{(1 + \nu)(1 - 2\nu)} \frac{1}{12} h^3 b \int_0^L \left( 2\varepsilon_{zz}^{I} - w_0'' \right) \delta u_0'' \, dx + \]

\[ + \frac{E}{(1 + \nu)(1 - 2\nu)} h^3 b \int_0^L \left[ (1 - \nu) \left( \frac{1}{24} u_0'^2 + \frac{1}{320} h^2 \varepsilon_{zz}^{II} \right) - \frac{1}{24} \nu \varepsilon_{zz} \right] \delta\varepsilon_{zz} \, dx + \]

\[ + \frac{E}{(1 + \nu)(1 - 2\nu)} b \int_0^L \left\{ -(1 - \nu) \left[ \frac{1}{2} h^2 u_0'' - \frac{1}{12} h^3 \left( 2\varepsilon_{zz}^{II}'' - w_0'' \right) - \frac{1}{48} h^4 \varepsilon_{zz}^{IV} \right] - \nu \frac{1}{2} h^2 \varepsilon_{zz}^{I} \right\} \delta\varepsilon_{zz} \, dx + \]

\[ + b \int_0^L \left\{ \frac{q_l}{h} + \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ \frac{1}{6} h^3 u_0'''' - \frac{1}{24} h^4 \left( 2\varepsilon_{zz}^{II}'' - w_0'' \right) \right] \right\} \delta\varepsilon_{zz} \, dx. \tag{2-D.4} \]

Integration by parts in equation (2-D.4) yields:

\[ \frac{Ehb}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \left( u_0' - \frac{1}{24} h^2 \varepsilon_{zz}^{II} \right) + \nu \varepsilon_{zz} \right] (\delta u_0) \bigg|_0^L \]
\[- \frac{E h b}{(1 + \nu)(1 - 2\nu)} \int_0^L \left[ \left( 1 - \nu \right) \left( w''_0 - \frac{1}{24} h^2 \varepsilon''_{zz} + \nu \varepsilon'_{zz} \right) \right] (\delta u_0) \, dx + \]

\[+ \frac{1}{6} h^3 b \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left( 2\varepsilon'_{xz} - w''_0 \right) (\delta \varepsilon_{xz}) \bigg|_0^L \]

\[- \frac{1}{6} h^3 b \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} \int_0^L \left( 2\varepsilon''_{xz} - w'''_0 \right) (\delta \varepsilon_{xz}) \, dx \]

\[- \frac{1}{12} h^3 b \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left( 2\varepsilon'_{xz} - w''_0 \right) (\delta u'_0) \bigg|_0^L + \]

\[+ \frac{1}{12} h^3 b \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left( 2\varepsilon''_{xz} - w'''_0 \right) (\delta u_0) \bigg|_0^L \]

\[- \frac{1}{12} h^3 b \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} \int_0^L \left( 2\varepsilon'''_{xz} - w'''_0 \right) (\delta u_0) \, dx \]

\[+ \frac{E}{(1 + \nu)(1 - 2\nu)} h^3 b \left[ \left( 1 - \nu \right) \left( -\frac{1}{24} u'_0 + \frac{1}{320} h^2 \varepsilon''_{zz} \right) - \frac{1}{24} \nu \varepsilon'_{zz} \right] \delta \varepsilon'_{zz} \bigg|_0^L \]

\[- \frac{E}{(1 + \nu)(1 - 2\nu)} h^3 b \left[ \left( 1 - \nu \right) \left( -\frac{1}{24} u''_0 + \frac{1}{320} h^2 \varepsilon'''_{zz} \right) - \frac{1}{24} \nu \varepsilon''_{zz} \right] \delta \varepsilon''_{zz} \bigg|_0^L + \]

\[+ \frac{E}{(1 + \nu)(1 - 2\nu)} h^3 b \int_0^L \left[ \left( 1 - \nu \right) \left( -\frac{1}{24} u'''_0 + \frac{1}{320} h^2 \varepsilon''''_{zz} \right) - \frac{1}{24} \nu \varepsilon'''_{zz} \right] (\delta \varepsilon_{zz}) \, dx + \]

\[+ \frac{E}{(1 + \nu)(1 - 2\nu)} \int_0^L \left\{ \left( 1 - \nu \right) \left[ \frac{1}{2} h^2 u''_0 - \frac{1}{12} h^3 \left( 2\varepsilon''_{zz} - w''_0 \right) - \frac{1}{48} h^4 \varepsilon''''_{zz} \right] - \nu \frac{1}{2} h^2 \varepsilon''_{zz} \right\} 2 \delta \varepsilon_{zz} \, dx + \]

\[+ b \int_0^L \left\{ -\frac{q}{b} h + \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ \frac{1}{6} h^3 u''_0 - \frac{1}{24} h^4 \left( 2\varepsilon''_{zz} - w''_0 \right) \right] \right\} \]
\[
\delta u_0 : \quad (1 - \nu) \left( u_0'' - \frac{1}{24} h^2 \varepsilon''_{zz} \right) + \nu \varepsilon'_{zz} = 0, \quad (2-D.6)
\]

\[
\delta w_0 : \quad \frac{E h^3 b}{12} \frac{(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left( w_0''' - 2\varepsilon'''_{zz} \right) - (q_l + q_u) = 0, \quad (2-D.7)
\]

\[
\delta \varepsilon_{zz} : \quad - \frac{1}{6} h^3 b \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} (2\varepsilon'''_{zz} - w_0''') + \frac{E}{(1 + \nu)(1 - 2\nu)} 2b \times \\
\times \left\{ - (1 - \nu) \left[ \frac{1}{12} h^3 u_0'' - \frac{1}{12} h^3 (2\varepsilon'''_{zz} - w_0''') - \frac{1}{45} h^4 \varepsilon'''_{zz} \right] - \nu \frac{1}{2} h^2 \varepsilon'_{zz} \right\} = 0, \quad (2-D.8)
\]

\[
\delta \varepsilon_{zz} : \quad \frac{h}{2} (q_l - q_u) + b \left\{ - \frac{q_l}{b} h + \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left[ \frac{1}{6} h^3 u_0'' - \frac{1}{24} h^4 (2\varepsilon'''_{zz} - w_0''') \right] - \frac{1}{120} h^5 \varepsilon''''_{zz} \right\} + \\
+ \frac{E}{(1 + \nu)(1 - 2\nu)} h^3 b \left[ (1 - \nu) \left( - \frac{1}{24} u_0''' + \frac{1}{320} h^2 \varepsilon''''_{zz} \right) - \frac{1}{24} \nu \varepsilon'''_{zz} \right] = 0. \quad (2-D.9)
\]

After simple transformations, equation (2-D.8) can be written in the form

\[
\delta \varepsilon_{zz} : (1 - \nu) \left( u_0'' - \frac{1}{24} h^2 \varepsilon''_{zz} \right) + \nu \varepsilon'_{zz} = 0, \quad (2-D.8')
\]

and equation (2-D.9) can be written in the form:

\[
\delta \varepsilon_{zz} : \quad \frac{E h^3 b}{12} \frac{(1 - \nu)}{(1 + \nu)(1 - 2\nu)} \left( w_0''' - 2\varepsilon'''_{zz} \right) - (q_l + q_u) + \\
+ \frac{E h^2 b}{4 (1 + \nu)(1 - 2\nu)} \left\{ (1 - \nu) \left( u_0''' - \frac{1}{24} h^2 \varepsilon''_{zz} \right) + \nu \varepsilon''_{zz} \right\} = 0. \quad (2-D.9')
\]
In summary, the differential equations that follow from the virtual work principle (2-D.2), are the following:

\[
\delta u_0 : \quad (1 - \nu) \left( u_0'' - \frac{1}{24} h^2 \varepsilon_{zz}''' \right) + \nu \varepsilon_{zz}' = 0, \quad (2-D.6)
\]

\[
\delta w_0 : \quad \frac{E h^3 b}{12 (1 + \nu) (1 - 2\nu)} \left( w_0'' - 2\varepsilon_{zz}''' \right) - (q_l + q_u) = 0 \quad (2-D.7)
\]

\[
\delta \varepsilon_{xz} : \quad (1 - \nu) \left( u_0'' - \frac{1}{24} h^2 \varepsilon_{zz}''' \right) + \nu \varepsilon_{zz}' = 0, \quad (2-D.8')
\]

\[
\delta \varepsilon_{zz} : \quad \frac{E h^3 b}{12 (1 + \nu) (1 - 2\nu)} \left( w_0'' - 2\varepsilon_{zz}''' \right) - (q_l + q_u) = 0. \quad (2-D.9')
\]

We see that only two out of these four equations are independent, but these two equations are the same equations that follow from the virtual work principle (2-D.1). As can be seen from equation (2-D.5), the boundary conditions, that follow from the virtual work principle (2-D.2), are the same as the boundary conditions that follow from the virtual work principle (2-D.1) (equations 2.1.51 – 2.1.56).

In a similar fashion it can be shown that the same conclusions can be made for the layerwise model of the sandwich plate. But for the layerwise model of the sandwich plate the proof is much more voluminous.
2.9 Appendix 2-E

Exact Elasticity Solution for a Simply Supported Isotropic Sandwich Plate in Static Cylindrical Bending under a Uniform Load on the Upper Surface

Let us consider cylindrical bending of a wide symmetric sandwich plate with isotropic face sheets and the core (Figure 2.3). The upper surface of the plate is under a uniform load with intensity (force per unit length) $q$. By $q$ we denoted not an absolute value of the load intensity, but a projection of the load intensity on the $z$-axis, i.e. $q$ can be positive or negative, depending on the direction of the load. Along the edges $x = 0, L$ the plate is simply supported. We will denote a number of layer of the plate by a superscript $k$ ($k = 1, 2, 3$). The Young’s moduli of the face sheets are different from that of the core ($E^{(1)} = E^{(3)} \neq E^{(2)}$), but the Poisson ratio is the same for all layers ($\nu^{(1)} = \nu^{(2)} = \nu^{(3)}$).

The equations of linear elasticity, as applied to this problem, have the form:

equilibrium equations:

\[ \sigma^{(k)}_{xx,xx} + \sigma^{(k)}_{zz,zz} = 0, \]  
(2-E.1)

\[ \sigma^{(k)}_{xz,xx} + \sigma^{(k)}_{zz,zz} = 0; \]  
(2-E.2)

strain-displacement relations for plane strain:

\[ \varepsilon^{(k)}_{xx} = u^{(k)}_{xx}, \]  
(2-E.3)

\[ \varepsilon^{(k)}_{xz} = u^{(k)}_{xz}, \]  
(2-E.4)

\[ 2\varepsilon^{(k)}_{zz} = u^{(k)}_{zz} + w^{(k)}_{zz}, \]  
(2-E.5)

\[ \varepsilon^{(k)}_{yy} = \varepsilon^{(k)}_{yz} = \varepsilon^{(k)}_{zy} = 0; \]  
(2-E.6)

constitutive relations for plane strain:

\[ \sigma^{(k)}_{xx} = \frac{E^{(k)}}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \varepsilon^{(k)}_{xx} + \nu \varepsilon^{(k)}_{zz} \right]; \]  
(2-E.7)
\[ \sigma_{zz}^{(k)} = \frac{E^{(k)}}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu)\varepsilon_{zz}^{(k)} + \nu\varepsilon_{xx}^{(k)} \right]; \]  
(2-E.8)

\[ \sigma_{yy}^{(k)} = \frac{E^{(k)}}{(1 + \nu)(1 - 2\nu)} \left( \varepsilon_{xx}^{(k)} + \varepsilon_{zz}^{(k)} \right) = \nu \left( \sigma_{xx}^{(k)} + \sigma_{zz}^{(k)} \right); \]  
(2-E.9)

\[ \sigma_{xx}^{(k)} = \frac{E^{(k)}}{1 + \nu} \varepsilon_{xx}^{(k)}; \]  
(2-E.10)

\[ \sigma_{yy}^{(k)} = \sigma_{yz}^{(k)} = 0; \]  
(2-E.11)

or, in the inverse form

\[ \varepsilon_{xx}^{(k)} = \frac{1 - \nu^2}{E^{(k)}} \left( \sigma_{xx}^{(k)} - \frac{\nu}{1 - \nu} \sigma_{zz}^{(k)} \right); \]  
(2-E.12)

\[ \varepsilon_{zz}^{(k)} = \frac{1 - \nu^2}{E^{(k)}} \left( \sigma_{zz}^{(k)} - \frac{\nu}{1 - \nu} \sigma_{xx}^{(k)} \right); \]  
(2-E.13)

\[ \varepsilon_{zz}^{(k)} = \frac{1 + \nu}{E^{(k)}} \sigma_{zz}^{(k)}; \]  
(2-E.14)

\[ \varepsilon_{yy}^{(k)} = \varepsilon_{xy}^{(k)} = \varepsilon_{yz}^{(k)} = 0; \]  
(2-E.15)

boundary conditions:

\[ w = 0 \text{ at } x = 0, L \text{ and } z = 0; \]  
(2-E.16)

\[ \begin{cases} \int_{-h/2}^{-l/2} \sigma_{zz}^{(1)} \, dz = 0 \text{ at } x = 0, L \\ \int_{-h/2}^{t/2} \sigma_{zz}^{(2)} \, dz = 0 \text{ at } x = 0, L \\ \int_{-l/2}^{h/2} \sigma_{zz}^{(3)} \, dz = 0 \text{ at } x = 0, L \end{cases} \]  
(2-E.17)
or

\[
\int_{-h/2}^{-t/2} \sigma_{zx}^{(1)} z \, dz + \int_{-t/2}^{t/2} \sigma_{zx}^{(2)} z \, dz + \int_{t/2}^{h/2} \sigma_{zx}^{(3)} z \, dz = 0 \text{ at } x = 0, L; \tag{2-E.18}
\]

\[
\int_{-h/2}^{h/2} \sigma_{zx} \, dz = \frac{q_u}{b} \frac{L}{2} \text{ at } x = 0,
\]

\[
\int_{-h/2}^{h/2} \sigma_{zx} \, dz = -\frac{q_u}{b} \frac{L}{2} \text{ at } x = L
\]

or

\[
\int_{-h/2}^{-t/2} \sigma_{zx}^{(1)} \, dz + \int_{-t/2}^{t/2} \sigma_{zx}^{(2)} \, dz + \int_{t/2}^{h/2} \sigma_{zx}^{(3)} \, dz = \frac{q_u}{b} \frac{L}{2} \text{ at } x = 0; \tag{2-E.19}
\]

\[
\int_{-h/2}^{-t/2} \sigma_{zx}^{(1)} \, dz + \int_{-t/2}^{t/2} \sigma_{zx}^{(2)} \, dz + \int_{t/2}^{h/2} \sigma_{zx}^{(3)} \, dz = -\frac{q_u}{b} \frac{L}{2} \text{ at } x = L; \tag{2-E.20}
\]

\[
\sigma_{zx}^{(1)} = 0, \sigma_{zx}^{(1)} = 0 \text{ at } z = -\frac{h}{2}; \tag{2-E.21}
\]

\[
\sigma_{zx}^{(3)} = 0, \sigma_{zx}^{(3)} = \frac{q_u}{b} \text{ at } z = \frac{h}{2}; \tag{2-E.22}
\]

symmetry condition:

\[
u \left( \frac{L}{2} \right) = 0; \tag{2-E.23}
\]

continuity of displacements and stresses at the interfaces between the core and the face sheets:

\[
u^{(1)} = u^{(2)}, w^{(1)} = w^{(2)}, \sigma_{zx}^{(1)} = \sigma_{zx}^{(2)}, \sigma_{zx}^{(1)} = \sigma_{zx}^{(2)} \text{ at } z = -\frac{t}{2}; \tag{2-E.24}
\]

\[
u^{(2)} = u^{(3)}, w^{(2)} = w^{(3)}, \sigma_{zx}^{(2)} = \sigma_{zx}^{(3)}, \sigma_{zx}^{(2)} = \sigma_{zx}^{(3)} \text{ at } z = \frac{t}{2}. \tag{2-E.25}
\]

We will find exact elasticity solution of this problem, following a procedure, suggested by Pikul (1977) for a problem with different boundary conditions.
Let us take shear strains of the layers in the form

\[ \varepsilon_{xz}^{(k)} = R \left( x^2 - c^{(k)} \right) x, \]  

(2.26)

where \( R \) and \( c^{(k)} \) are the unknown constants, which are to be defined. Upon substitution of (2.26) into the constitutive relations (2.10), we receive

\[ \sigma_{xz}^{(k)} = \frac{E^{(k)}}{1 + \nu} R \left( x^2 - c^{(k)} \right) x. \]  

(2.27)

Let us substitute expression (2.27) into the equilibrium equations (2.1) and (2.2), and integrate them with respect to \( x \) and \( z \) correspondingly:

\[ \sigma_{xx}^{(k)} = -\frac{E^{(k)}}{1 + \nu} R \left[ x^2 z + \varphi^{(k)}(z) \right], \]  

(2.28)

\[ \sigma_{zz}^{(k)} = -\frac{E^{(k)}}{1 + \nu} R \left[ \frac{z^3}{3} - c^{(k)} z + \psi^{(k)}(x) \right], \]  

(2.29)

where \( \varphi^{(k)}(z) \) and \( \psi^{(k)}(x) \) are the arbitrary functions of integration. Substitution of expressions (2.28) and (2.29) into the constitutive relations (2.12) and (2.13) yields:

\[ \varepsilon_{xx}^{(k)} = -(1 - \nu) R \left[ x^2 z + \varphi^{(k)}(z) - \frac{\nu}{1 - \nu} \left( \frac{z^3}{3} - c^{(k)} z + \psi^{(k)}(x) \right) \right], \]  

(2.30)

\[ \varepsilon_{zz}^{(k)} = -(1 - \nu) R \left[ \frac{z^3}{3} - c^{(k)} z + \psi^{(k)}(x) - \frac{\nu}{1 - \nu} \left( x^2 z + \varphi^{(k)}(z) \right) \right]. \]  

(2.31)

Substitution of (2.30) into (2.3) and integration of the resulting equation with respect to \( x \) yields:

\[ u^{(k)} = -(1 - \nu) R \left[ \frac{x^3}{3} z + x \varphi^{(k)}(z) - \frac{\nu}{1 - \nu} \left( \frac{z^3}{3} - c^{(k)} z \right) x - \frac{\nu}{1 - \nu} \int \psi^{(k)}(x) \, dx + \chi^{(k)}(z) \right]. \]  

(2.32)

where \( \chi^{(k)}(z) \) is an arbitrary function of integration. Substitution of (2.31) into (2.4) and integration of the resulting equation with respect to \( z \) yields

\[ w^{(k)} = -R (1 - \nu) \left[ \frac{z^4}{12} - c^{(k)} \frac{z^2}{2} + z \varphi^{(k)}(z) - \frac{\nu}{1 - \nu} \frac{z^2}{2} - \frac{\nu}{1 - \nu} \int \varphi^{(k)}(z) \, dz + \lambda^{(k)}(x) \right]. \]  

(2.33)
Upon substitution of expressions (2-E.32) and (2-E.33) for displacements into the strain-displacement relation (2-E.5), we receive the second form of expression for $\varepsilon_{xx}^{(k)}$:

\[
\varepsilon_{xx}^{(k)} = -R (1 - \nu) \left[ \frac{x^3}{3} + z \frac{d\varphi^k}{dz} \left( \frac{z^2}{2} - c^{(k)} \right) + \frac{d\lambda^{(k)}}{dx} \right] - \frac{\nu}{1 - \nu} \frac{x}{1 - \nu} \left( \frac{z^2}{2} - c^{(k)} \right) x + \frac{d\lambda^{(k)}}{dx} + \frac{d\psi^k}{dx} (x) \left( \frac{z^2}{2} - c^{(k)} \right) x + \frac{d\lambda^{(k)}}{dx} \right].
\]

(2-E.34)

Exact elasticity solution is possible if both expressions for $\varepsilon_{xx}^{(k)}$, (2-E.26) and (2-E.34), are identically equal:

\[
R \left( \frac{z^2 - c^{(k)}}{x} \right) = -R (1 - \nu) \left[ \frac{x^3}{3} + z \frac{d\varphi^k}{dz} \left( \frac{z^2}{2} - c^{(k)} \right) x + \frac{d\lambda^{(k)}}{dx} + \frac{d\psi^k}{dx} (x) \right].
\]

(2-E.35)

In order to find the functions $\varphi^k (x)$, $\psi^k (x)$, $\lambda^k (x)$ and $\chi^k (x)$, which make the identity (2-E.35) possible, let us represent the functions $\varphi^k (x)$, $\psi^k (x)$ and $\lambda^k (x)$ in the form:

\[
\begin{align*}
\varphi^k (x) &= \varphi_1^k (x) + \varphi_2^k (x) + \varphi_3^k (x) + \varphi_4^k (x), \\
\psi^k (x) &= \psi_1^k (x) + \psi_2^k (x), \\
\lambda^k (x) &= \lambda_1^k (x) + \lambda_2^k (x).
\end{align*}
\]

(2-E.36)

Substitution of (2-E.36) into (2-E.35) yields

\[
\left( \frac{x^3}{3} + \frac{d\lambda^k}{dx} (x) \right) + \left[ \frac{x}{1 - \nu} \frac{d\varphi^k}{dz} \left( \frac{z^2}{2} - c^{(k)} \right) x + \frac{d\chi^k}{dz} \right] + \frac{\nu}{1 - \nu} \left( \frac{z^2}{2} - c^{(k)} \right) x + \frac{d\lambda^k}{dx} + \frac{d\psi^k}{dx} (x)
\]

\[
\left( \frac{d\varphi^k}{dz} + \frac{d\lambda^k}{dx} \right) + \left( \frac{d\psi^k}{dz} + \frac{d\chi^k}{dz} + \frac{d\psi^k}{dx} (x) \right) \equiv 0.
\]

(2-E.37)

The identity (2-E.37) will take place, if each term in brackets in (2-E.37) is equal to zero. This leads us to differential equations for the functions $\varphi_i^k (x)$ ($i = 1, 2, 3, 4$), $\psi_1^k (x)$, $\psi_2^k (x)$, $\lambda_1^k (x)$, $\lambda_2^k (x)$.

When we solve these differential equations and substitute the found functions into expressions (2-
E.36), we find

\[
\varphi^{(k)}(x) = \frac{\nu(3 - \nu) - 1}{1 - \nu} \left( \frac{z^3}{3} - c^{(k)}z \right) + \frac{\nu}{1 - \nu} \frac{z^3}{3} + \frac{\beta^{(k)} z^2}{2} + \kappa^{(k)} z + a^{(k)},
\]

\[
\psi^{(k)}(x) = -\beta^{(k)} \frac{z^2}{2} + e^{(k)} x + b^{(k)},
\]

\[
\lambda^{(k)}(x) = -\frac{x^4}{12} - \frac{\kappa^{(k)} z^2}{2} + d^{(k)},
\]

\[
\chi^{(k)}(z) = -\frac{e^{(k)} z^2}{2} + \kappa^{(k)},
\]

(2-E.38)

where \(a^{(k)}, \beta^{(k)}, d^{(k)}, e^{(k)}, \beta^{(k)}, -\kappa^{(k)}\) and \(\kappa^{(k)}\) are constants of integration. Substitution of (2-E.38) into (2-E.28), (2-E.29), (2-E.32) and (2-E.33) yields

\[
\sigma_{xx}^{(k)} = -\frac{E^{(k)}}{1 + \nu} R \left[ \frac{z^3}{3} + \frac{\nu(3 - \nu) - 1}{1 - \nu} \left( \frac{z^3}{3} - c^{(k)}z \right) + \frac{\nu}{1 - \nu} \frac{z^3}{3} + \frac{\beta^{(k)} z^2}{2} + \frac{-\kappa^{(k)} z + a^{(k)}}{2} \right],
\]

(2-E.39)

\[
\sigma_{zz}^{(k)} = -\frac{E^{(k)}}{1 + \nu} R \left[ \frac{z^3}{3} - c^{(k)}z - \beta^{(k)} \frac{z^2}{2} + \frac{e^{(k)} x + b^{(k)}}{2} \right],
\]

(2-E.40)

\[
u^{(k)} = -(1 - \nu) R \left[ \frac{z^3}{3} x + z + \frac{1}{3} (\nu - 1) \left( z^2 - 3c^{(k)} \right) z x + \frac{\nu}{1 - \nu} \frac{z^3}{3} x + \frac{\beta^{(k)} z^2}{2} x + \frac{-\kappa^{(k)} z x + a^{(k)} x}{2} + \frac{\nu}{1 - \nu} \left( \beta^{(k)} \frac{z^3}{6} - \frac{e^{(k)} z^2}{2} - b^{(k)} x \right) - \frac{e^{(k)} z^2}{2} + \frac{\kappa^{(k)}}{2} \right],
\]

(2-E.41)

\[
w^{(k)} = -R(1 - \nu) \left[ \frac{z^4}{12} - c^{(k)} \frac{z^2}{2} + z \left( -\beta^{(k)} \frac{z^2}{2} + \frac{e^{(k)} x + b^{(k)}}{2} \right) - \frac{\nu}{1 - \nu} \frac{z^2}{2} + \frac{\nu^2(3 - \nu) - \nu}{(1 - \nu)^2} \left( \frac{z^4}{12} - c^{(k)} z^2 \right) - \frac{\nu^2}{(1 - \nu)^2} \frac{z^4}{12} - \frac{\nu}{1 - \nu} - \frac{\kappa^{(k)} z^2}{2} - \frac{\nu}{1 - \nu} \frac{a^{(k)} z - \frac{x^4}{12} - \frac{d^{(k)}}{2}}{2} \right].
\]

(2-E.42)

Substitution of expressions (2-E.39)-(2-E.42) into the boundary conditions, symmetry conditions and continuity conditions (2-E.16)-(2-E.25) yields equations for the constants of integration. Solving these equations and substituting expressions for the constants of integration into expressions (2-E.27), (2-E.39) and (2-E.40) for stresses, we receive

\[
\sigma_{zz}^{(1)} = \frac{q_n}{b} \frac{6E^{(1)}(1)}{h^3 E^{(1)}(1) + \eta^3 E^{(2)}} \left( \frac{z^2 - \frac{1}{4} h^2}{x - \frac{1}{2} L} \right),
\]

(2-E.43)
\[
\sigma_{zz}^{(2)} = \frac{q_u}{b} \frac{6E^{(2)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left( z^2 - \frac{1}{4} \frac{h^2 E^{(1)} - t^2 E^{(1)} + t^2 E^{(2)}}{E^{(2)}} \right) \times
\left( x - \frac{1}{2} L \right),
\]

\[
\sigma_{zz}^{(3)} = \frac{q_u}{b} \frac{6E^{(1)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left( z^2 - \frac{1}{4} \frac{h^2}{h^3} \right) \left( x - \frac{1}{2} L \right),
\]

\[
\sigma_{xx}^{(1)} = \frac{q_u}{b} \frac{6E^{(1)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left\{ (L - x) \frac{1}{5} \left[ \frac{3}{4} \frac{h^2 + t^2}{h} + \frac{ht}{t^3 + h^3} \right] z + \frac{2}{3} z^3 - \frac{1}{15} \frac{ht}{h + t} + \frac{1}{60} \right\} ,
\]

\[
\sigma_{xx}^{(2)} = \frac{q_u}{b} \frac{E^{(2)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left[ 6(L - x) \frac{1}{5} \left[ \frac{3}{4} \frac{h^2 + t^2}{h} + \frac{ht}{t^3 + h^3} \right] + \frac{2}{3} z^3 - \frac{1}{15} \frac{ht}{h + t} + \frac{1}{60} \right] ,
\]

\[
\sigma_{xx}^{(3)} = \frac{q_u}{b} \frac{6E^{(1)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left\{ (L - x) \frac{1}{5} \left[ \frac{3}{4} \frac{h^2 + t^2}{h} + \frac{ht}{t^3 + h^3} \right] z + \frac{2}{3} z^3 + \frac{1}{15} \frac{ht}{h + t} + \frac{1}{60} \right\} ,
\]

\[
\sigma_{zz}^{(1)} = -\frac{q_u}{b} \frac{6E^{(1)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left( \frac{1}{3} z^3 - \frac{1}{4} \frac{h^2 z - \frac{1}{12} h^3}{E^{(2)}} \right),
\]

\[
\sigma_{zz}^{(2)} = -\frac{q_u}{b} \frac{6E^{(1)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left( \frac{1}{3} z^3 - \frac{1}{4} \frac{h^2 E^{(1)} - t^2 E^{(1)} + t^2 E^{(2)}}{E^{(2)}} \right) \times \frac{1}{12} \frac{h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)}}{E^{(2)}} ,
\]

\[
\sigma_{zz}^{(3)} = -\frac{q_u}{b} \frac{6E^{(1)}}{(h^3 E^{(1)} - t^3 E^{(1)} + t^3 E^{(2)})} \left[ \frac{1}{3} z^3 - \frac{1}{4} \frac{h^2 z - \frac{1}{12} h^3}{E^{(1)}} \right] + \frac{1}{6} \left( \frac{E^{(2)}}{E^{(1)}} \right) t^3 ,
\]

\[
w_0 \equiv w^{(2)}_{zz} \bigg|_{z=0} = -\frac{q}{b E_1 h^3} \frac{3(1 - \nu^2)}{E_1 h^3 - E_1 t^3 + E_2 t^3 x(L - x)} \times \left[ \frac{1}{6} \left( x - \frac{L}{2} \right)^2 - \frac{5}{24} L^2 - \left( \frac{2}{5} + \frac{1}{4} \frac{\nu}{4 - 1 - \nu} \right) \frac{E_1 h^5 - E_1 t^5 + E_2 t^5}{E_1 h^3 - E_1 t^3 + E_2 t^3} \right]
\times \left[ \frac{3}{4} \frac{E_1 (h^2 - t^2)}{E_1 h^3 - E_1 t^3 + E_2 t^3} \left( \frac{t (h^2 - t^2) + \nu t^3}{E_1 h^3 - E_1 t^3 + E_2 t^3} \right) \right] .
\]
If \( E^{(1)} = E^{(2)} \), equations (2-E.43)-(2-E.51) give stresses in a homogeneous simply supported plate under a uniform load, derived in Appendix 2-A.

\[
w_1 = \frac{64 \rho (1 - \nu^2)}{E^{(1)} \left[ h^3 - \frac{E^{(2)}}{E^{(1)}} t^3 \right]} \left\{ \frac{2}{8} \left( \frac{L^2 - 4(x - \frac{L}{2})^2}{24} - \frac{L^2}{4} - \left( 8 + \frac{5\nu}{1 - \nu} \right) \right) \right. \\
- \frac{h^5 - (1 - \frac{E^{(2)}}{E^{(1)}} t^5)}{20 \left[ h^3 - \frac{E^{(2)}}{E^{(1)}} t^3 \right]} \left( \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \right) \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{2} + \frac{\nu h^3}{1 - \nu} 12 \\
- \frac{\nu}{1 - \nu} \frac{h^3 - 2(1 - \frac{E^{(2)}}{E^{(1)}} t^3)}{12} \left( \frac{3(h^2 - t^2)}{2 \left[ h^3 - \frac{E^{(2)}}{E^{(1)}} t^3 \right]} \right) + \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{4} \frac{h^3}{2} \\
- (8 + \frac{5\nu}{1 - \nu}) \frac{h^5 - (1 - \frac{E^{(2)}}{E^{(1)}} t^5)}{20 \left[ h^3 - \frac{E^{(2)}}{E^{(1)}} t^3 \right]} \left( \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \right) \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{2} + \frac{\nu h^3}{1 - \nu} 12 \\
- \frac{\nu}{1 - \nu} \frac{h^3 - 2(1 - \frac{E^{(2)}}{E^{(1)}} t^3)}{12} \left( \frac{3(h^2 - t^2)}{2 \left[ h^3 - \frac{E^{(2)}}{E^{(1)}} t^3 \right]} \right) + \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{4} \frac{h^3}{2} \\
+ \left[ \frac{h^3 - 2(1 - \frac{E^{(2)}}{E^{(1)}} t^3)}{12} \right] - \frac{\nu}{1 - \nu} \left( \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \right) \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{4} \\
- \frac{\nu}{1 - \nu} \frac{E^{(1)} h}{tE^{(2)} + (h - t)E^{(1)}} \frac{h^3 - (1 - \frac{E^{(2)}}{E^{(1)}} t^3)}{12} + \frac{\nu}{1 - \nu} \frac{h^3 - 2(1 - \frac{E^{(2)}}{E^{(1)}} t^3)}{12} \right] z \\
- \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \left( 1 - \frac{3\nu}{1 - \nu} \right) \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{t^2}{32} (h^2 - t^2) \\
+ \left( 1 - \frac{\nu^2}{(1 - \nu)^2} \right) \frac{t}{24} \left[ h^3 - \frac{E^{(2)}}{E^{(1)}} t^3 \right] \left( 2 - \frac{E^{(1)}}{E^{(2)}} - h^3 \right) ; \quad (2-E.53)
\[ w_2 = - \frac{6^{5/2} \nu (1 - \nu^2)}{E^{(1)} \left( h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right)} \left\{ \frac{L^2 - 4 \left( x - \frac{L}{2} \right)^2}{8} \left( \frac{L^2 + 4 \left( x - \frac{L}{2} \right)^2}{24} - \frac{L^2}{4} - \left( 8 + \frac{5\nu}{1 - \nu} \right) \right) \right. \\
\times \left. \frac{h^5 - (1 - \frac{E^{(2)}}{E^{(1)}}) h^5}{20 \left[ h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right]} - \left( \frac{E^{(1)} - E^{(2)}}{E^{(2)}} (1 - \frac{\nu}{1 - \nu}) t(h^2 - t^2) \right) + \frac{\nu h^3}{1 - \nu 12} \right\} \\
- \frac{\nu}{1 - \nu} \frac{h^3 - 2(1 - \frac{E^{(2)}}{E^{(1)}}) h^3}{12} \left[ \frac{3(h^2 - t^2)}{2 \left[ h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right]} \right] + \frac{1 + \nu}{12(1 - \nu)} z^4 - \left[ \frac{\nu}{1 - \nu} \left( \frac{\left( x - \frac{L}{2} \right)^2}{4} - \frac{L^2}{4} \right) \right] \\
- \left( 8 + \frac{5\nu}{1 - \nu} \right) \frac{h^5 - (1 - \frac{E^{(2)}}{E^{(1)}}) h^5}{20 \left[ h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right]} - \left( \frac{E^{(1)} - E^{(2)}}{E^{(2)}} (1 + \frac{\nu}{1 - \nu}) t(h^2 - t^2) \right) + \frac{\nu h^3}{1 - \nu 12} \\
\left\{ \left[ \frac{h^3 - 2(1 - \frac{E^{(2)}}{E^{(1)}}) h^3}{12} \left[ \frac{3(h^2 - t^2)}{2 \left[ h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right]} \right] \right] \right. \\
\left. \left( 1 + \frac{\nu}{1 - \nu} \right) z^2 \right\} + \left[ \frac{\left[ h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right] E^{(1)}}{12 E^{(2)}} \right] \\
\left\{ \left( 1 - \frac{\nu}{1 - \nu} \right) h^3 - \left( 1 - \frac{E^{(2)}}{E^{(1)}} \right) t^3 \right. \\
+ \frac{\nu}{1 - \nu} \left[ \frac{h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3}{12 E^{(2)}} \right] \right\} \right\} ; \\
(2-E.54) \]

\[ w_3 = - \frac{6^{5/2} \nu (1 - \nu^2)}{E^{(1)} \left( h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right)} \left\{ \frac{L^2 - 4 \left( x - \frac{L}{2} \right)^2}{8} \left( \frac{L^2 + 4 \left( x - \frac{L}{2} \right)^2}{24} - \frac{L^2}{4} - \left( 8 + \frac{5\nu}{1 - \nu} \right) \right) \right. \\
\times \left. \frac{h^5 - (1 - \frac{E^{(2)}}{E^{(1)}}) h^5}{20 \left[ h^3 - (1 - \frac{E^{(2)}}{E^{(1)}}) t^3 \right]} - \left( \frac{E^{(1)} - E^{(2)}}{E^{(2)}} (1 + \frac{\nu}{1 - \nu}) t(h^2 - t^2) \right) + \frac{\nu h^3}{1 - \nu 12} \right\} \\
\right.$$
\[
- \frac{\nu}{1 - \nu} \frac{h^3 - 2(1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{12} \left( \frac{3(h^2 - t^2)}{2 \left[ h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3 \right]} \right) + \frac{1 + \nu}{12(1 - \nu)} z^4 - \left[ \frac{\nu}{1 - \nu} \left( \frac{x - L}{2} \right)^2 - \frac{L^2}{4} \right]
\]

\[
- \left(8 + \frac{5\nu}{1 - \nu}\right) \frac{h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{20 \left[ h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3 \right]} - \left( \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \right) \left( \frac{1 + \nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{2} + \frac{\nu}{1 - \nu} \frac{h^3}{12}
\]

\[
- \left(1 + \frac{\nu}{1 - \nu} \right) \frac{h^3 - 2(1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{12} \left( \frac{3(h^2 - t^2)}{2 \left[ h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3 \right]} \right)
\]

\[
+ \left(1 + \frac{\nu}{1 - \nu} \right) \frac{2h^2}{4} \frac{z^2}{2} + \frac{h^3}{12} - \nu \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \left( \frac{1 + \nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{4}
\]

\[
- \frac{\nu}{1 - \nu} \frac{E^{(1)} h}{tE^{(2)} + (h - t)E^{(1)}} \frac{h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{12} + \frac{\nu}{1 - \nu} \frac{h^3}{12} \left[ z - \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \left( 1 - \frac{3\nu}{1 - \nu} \right) \right]
\]

\[
\times \left(1 + \frac{\nu}{1 - \nu} \right) \frac{t^2(h^2 - t^2)}{32} - \left(1 - \frac{\nu^2}{(1 - \nu)^2} \right) \frac{h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{12E^{(2)}} \right) \left\{ \left[ \frac{(x - \frac{L}{2})^2}{3} - \frac{L^2}{4} \right] - \left(8 + \frac{5\nu}{1 - \nu}\right) \right\}; \quad (2.5.5)
\]

\[
u u_1 = - \frac{6\omega}{E^{(1)} \left[ h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3 \right]} \left( \frac{(x - \frac{L}{2})^2}{3} - \frac{L^2}{4} \right) - \left(8 + \frac{5\nu}{1 - \nu}\right)
\]

\[
\times \frac{h^5 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^5}{20 \left[ h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3 \right]} - \left[ \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \left( \frac{1 + \nu}{1 - \nu} \right) \right] \frac{t(h^2 - t^2)}{4} \right) - \frac{\nu}{1 - \nu}
\]

\[
\times \frac{E^{(1)} h}{tE^{(2)} + (h - t)E^{(1)}} \frac{h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{12} + \frac{\nu h^3}{12(1 - \nu)} + \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \left( \frac{1 + \nu}{1 - \nu} \right) \frac{t(h^2 - t^2)}{4}
\]

\[
+ \frac{\nu}{1 - \nu} \frac{E^{(1)} h}{tE^{(2)} + (h - t)E^{(1)}} \frac{h^3 - 2(1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{12} + \frac{h^3 - 2(1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3}{12} \left[ \frac{3(h^2 - t^2)}{2 \left[ h^3 - (1 - \frac{E^{(2)}_{e1}}{E^{(1)}_{e1}})t^3 \right]} \right]
\]
\[- \frac{2 + \frac{\nu}{1 - \nu}}{3} \frac{L^2}{h^3} \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{h^3}{4} \left( 1 + \frac{\nu}{1 - \nu} \right) \frac{t (h^2 - t^2)}{4} \]

\[- \frac{\nu}{1 - \nu} \frac{E^{(1)}_h}{t E^{(2)} + (h - t) E^{(1)}} \left\{ \frac{h^3 - \left( 1 - \frac{E^{(2)}_h}{E^{(1)}} \right) t^3}{12} \right\} \]

\[u_2 = - \frac{6 \frac{\nu}{1 - \nu} \left( x - \frac{1}{2} \right) (1 - \nu^2)}{E^{(1)}_1 \left( h^3 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3 \right)} \left\{ \left[ \frac{(x - \frac{1}{2})^2}{3} - \frac{L^2}{4} - \left( 8 + \frac{5\nu}{1 - \nu} \right) \right] \times \frac{h^5 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^5}{20 \left[ h^3 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3 \right]} - \left[ \frac{E^{(1)}_1 - E^{(2)}_1}{1 - \nu} \right] \frac{t (h^2 - t^2)}{2} \]

\[+ \frac{\nu}{1 - \nu} \frac{E^{(1)}_h}{6} \left\{ \frac{3 (h^3 t^2)}{h^3 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3} \right\} - \frac{2 + \frac{\mu}{1 - \mu}}{3} z^2 + \left( 1 + \frac{\nu}{1 - \nu} \right) \]

\[\times \frac{h^2 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^2}{2 \frac{E^{(2)}_1}{E^{(1)}}} \left\{ \frac{E^{(1)}_1}{1 - \nu \frac{E^{(2)}_1}{E^{(1)}}} \frac{h^3 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3}{12} \right\} \]

\[u_3 = - \frac{6 \frac{\nu}{1 - \nu} \left( x - \frac{1}{2} \right) (1 - \nu^2)}{E^{(1)}_1 \left( h^3 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3 \right)} \left\{ \left[ \frac{(x - \frac{1}{2})^2}{3} - \frac{L^2}{4} - \left( 8 + \frac{5\nu}{1 - \nu} \right) \right] \times \frac{h^5 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^5}{20 \left[ h^3 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3 \right]} - \left[ \frac{E^{(1)}_1 - E^{(2)}_1}{1 - \nu} \right] \frac{t (h^2 - t^2)}{2} \]

\[+ \frac{\nu}{1 - \nu} \frac{h^3}{12} \frac{h^3 - 2 \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3}{2 \left[ h^3 - \left( 1 - \frac{E^{(2)}_1}{E^{(1)}} \right) t^3 \right]} - \frac{2 \left( 1 + \frac{\nu}{1 - \nu} \right)}{3} z^2 \]
\[
\left[ + \left(1 + \frac{\nu}{1-\nu}\right) \frac{h^2}{2} \right] z + \frac{E^{(1)} - E^{(2)}}{E^{(2)}} \left(1 + \frac{\nu}{1-\nu}\right) \frac{t (h^2 - t^2)}{4} \\
- \frac{\nu}{1-\nu} \frac{E^{(1)} h}{t E^{(2)} + (h-t) E^{(1)}} \left( h^3 - \frac{1}{E^{(1)}} \frac{E^{(2)}}{E^{(1)}} t^3 \right) \right].
\] (2-E.58)
Figure 2.1

Wide plate under a load that does not vary in the width direction
Figure 2.2
Wide simply supported plate under a uniform load on the upper surface
Figure 2.3. The coordinate system and notations for the sandwich plate, $h$ is thickness of the whole plate, $t$ is thickness of the core.
Figure 2.4

The element coordinate system and nodal variables associated with one node of a finite element.
Figure 2.5

The problem and element coordinate systems
Chapter 3

Two-Dimensional Model of a Composite Cargo Platform, Dropped on Elastic Foundation

In this chapter we consider the problem of computation of stresses, strains and displacements in a sandwich composite platform, loaded by a cargo on its upper face sheet, dropped from the aircraft on the ground, which is modelled as an elastic Winkler foundation. The sandwich plate is analyzed with a layer-wise theory with three conventional layers representing the core and the upper and lower face sheets (Figure 2.3).

3.1 Three-dimensional formulation of the problem

As work-conjugate measures of strain and stress, we use the Green-Lagrange strain tensor and the second Piola-Kirchhoff stress tensor. We limit our research to a practically important case of small strains, moderate displacements (of the order of thickness of the plate) and moderate rotations (10° - 15°). This means that of all the higher order terms in strain-displacement relations

$$\varepsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i} + u_{s,i}u_{s,j})$$

(3.1.1)

only $u_{3,\alpha}u_{3,\beta}$ ($\alpha, \beta = 1, 2$) are not negligible compared to $u_{\alpha,i}$ ($\alpha = 1, 2; i =1, 2, 3$) (von Karman, 1910). Therefore, the strain-displacement relations for the k-th conventional layer (sublaminate)
become
\[ \varepsilon_{\alpha\beta}^{(k)} = \frac{1}{2} \left( u_{\alpha,\beta}^{(k)} + u_{\beta,\alpha}^{(k)} + u_{3,\alpha}^{(k)} u_{3,\beta}^{(k)} \right) \quad (\alpha, \beta = 1, 2) \] (3.1.2)
(no summation with respect to \(k\)),
\[ \varepsilon_{i;3}^{(k)} = \frac{1}{2} \left( u_{i,3}^{(k)} + v_{3,i}^{(k)} \right) \quad (i = 1, 2, 3), \] (3.1.3)
or, in unabridged form,
\[ \varepsilon_{xx}^{(k)} = u_{,xx}^{(k)} + \frac{1}{2} \left( w_{,xx}^{(k)} \right)^2, \] (3.1.2-a)
\[ \varepsilon_{yy}^{(k)} = v_{,yy}^{(k)} + \frac{1}{2} \left( w_{,yy}^{(k)} \right)^2, \] (3.1.2-b)
\[ \varepsilon_{xy}^{(k)} = \frac{1}{2} \left( u_{y,x}^{(k)} + v_{x,y}^{(k)} + w_{x,y}^{(k)} w_{y,x}^{(k)} \right) \] (no summation with respect to \(k\)), (3.1.2-c)
\[ \varepsilon_{xx}^{(k)} = \frac{1}{2} \left( u_{,xx}^{(k)} + w_{,xx}^{(k)} \right), \] (3.1.3-a)
\[ \varepsilon_{yy}^{(k)} = \frac{1}{2} \left( v_{,xx}^{(k)} + w_{,yy}^{(k)} \right), \] (3.1.3-b)
\[ \varepsilon_{zz}^{(k)} = w_{,zz}^{(k)}. \] (3.1.3-c)

Now we need to find the simplified equations of motion and boundary conditions, such that their accuracy corresponds to the accuracy of the adopted von-Karman strain-displacement relations. These equations of motion will be used for computation of the transverse stresses in the post-processing stage of the finite element analysis.

One way to do this is to simplify the general non-linear equations of motion. Such an approach is adopted in books by Novozhilov (1961), Stoker (1968), Ambartsumyan (1969) and other. Thus, to find the equations of motion, corresponding to the von Karman strain-displacement relations, Stoker (1968) retains in the general non-linear equations of motion those non-linear terms which involve products of stresses and plate slopes \(w_{,x}\) and \(w_{,y}\), and neglects all other non-linear terms. The resulting equations of motion are
\[ \sigma_{xx,x} + \sigma_{xy,y} + \sigma_{xz,z} + \bar{F}_x = \rho \ddot{u}, \] (3.1.4)
\[ \sigma_{yx,x} + \sigma_{yy,y} + \sigma_{yz,z} + \bar{F}_y = \rho \ddot{v}, \] (3.1.5)

\[ \sigma_{xx,x} + \sigma_{xy,y} + \sigma_{xz,z} + \frac{\partial}{\partial x}(\sigma_{xx,w,x} + \sigma_{yx,w,y}) + \frac{\partial}{\partial y}(\sigma_{yx,w,x} + \sigma_{yy,w,y}) + \frac{\partial}{\partial z} \left( \sigma_{xz,w,x} + \sigma_{yz,w,y} \right) + \bar{F}_z = \rho \ddot{w}. \] (3.1.6)

Another known method of deriving the simplified non-linear equations of motion is the variational method, based on substituting strain-displacement relations into the virtual work principle. Such a method is adopted by Reddy (1984, 1996), Lu and Liu (1992), Yu (1997) and other authors for deriving the two-dimensional equations of motion of plates, i.e. equations of motion averaged over thickness of plates. Pikul (1985) used this method to derive nonlinear three-dimensional pointwise equilibrium equations for shells, under assumed strain-displacement relations different from those, which are used in the present work. Equations of motion and boundary conditions, obtained by substituting strain-displacement relations into the virtual work principle, are called "variationally consistent" with the strain-displacement relations (terminology of Reddy, 1984, 1996). Following this idea, let us receive equations of motion and boundary conditions, variationally consistent with the von-Karman strain-displacement relations (3.1.2) and (3.1.3).

Let us substitute variations of strains, defined by equations (3.1.2) and (3.1.3),

\[ \delta \varepsilon_{\alpha \beta} = \frac{1}{2} \left( \delta u_{\alpha , \beta} + \delta u_{\beta , \alpha} + u_{3, \alpha} \delta u_{3, \beta} + u_{3, \beta} \delta u_{3, \alpha} \right) \quad (\alpha = 1, 2; \ \beta = 1, 2), \] (3.1.7)

\[ \delta \varepsilon_{i3} = \frac{1}{2} \left( \delta u_{i,3} + \delta u_{3,i} \right) \quad (i = 1, 2, 3) \] (3.1.8)

into the virtual work principle

\[ \iiint_{(V)} \sigma_{ij} \delta \varepsilon_{ij} \ dV = \iiint_{(V)} \left( \bar{F}_i - \rho \ddot{u}_i \right) \delta u_i \ dV + \oiint_{(S)} \bar{t}_i \delta u_i \ dS, \] (3.1.9)

where \( \bar{F}_i \) is a known body force per unit volume, \( \bar{t}_i \) is a known surface traction. Expression \( \sigma_{ij} \delta \varepsilon_{ij} \) can be presented in the form

\[ \sigma_{ij} \delta \varepsilon_{ij} = \sigma_{\alpha \beta} \delta \varepsilon_{\alpha \beta} + 2 \sigma_{\alpha 3} \delta \varepsilon_{\alpha 3} + \sigma_{33} \delta \varepsilon_{33} \] (3.1.10)

\[ (\alpha = 1, 2; \ \beta = 1, 2; \ i = 1, 2, 3; \ j = 1, 2, 3). \]
When we substitute equations (3.1.7) and (3.1.8) into equation (3.1.10), we receive

\[
\sigma_{ij} \delta e_{ij} = \sigma_{a \beta} \frac{1}{2} (\delta u_{a, \beta} + \delta u_{\beta, \alpha} + u_{3, \alpha} \delta u_{3, \beta} + u_{3, \beta} \delta u_{3, \alpha}) + 2 \sigma_{a \alpha} \frac{1}{2} (\delta u_{a, 3} + \delta u_{3, a}) + \sigma_{33} \delta u_{3, 3} = \\
= \frac{1}{2} [\sigma_{a \beta} \delta u_{a, \beta} + \sigma_{\beta a} \delta u_{\beta, \alpha} + \sigma_{\alpha \beta} u_{3, \alpha} \delta u_{3, \beta} + \sigma_{\alpha \beta} u_{3, \beta} \delta u_{3, \alpha}]
+ \sigma_{a3} (\delta u_{a, 3} + \delta u_{3, a}) + \sigma_{33} \delta u_{3, 3}
= \frac{1}{2} [\sigma_{a \beta} \delta u_{a, \beta} + \sigma_{\beta a} \delta u_{\beta, \alpha} + \sigma_{\alpha \beta} u_{3, \alpha} \delta u_{3, \beta} + \sigma_{\alpha \beta} u_{3, \beta} \delta u_{3, \alpha}]
+ \sigma_{a3} (\delta u_{a, 3} + \delta u_{3, a}) + \sigma_{33} \delta u_{3, 3}
= \frac{1}{2} [2 \sigma_{a \beta} \delta u_{a, \beta} + 2 \sigma_{\beta a} \delta u_{\beta, \alpha} + \sigma_{a3} (\delta u_{a, 3} + \delta u_{3, a}) + \sigma_{33} \delta u_{3, 3}
- \sigma_{a \beta} \delta u_{a, \beta} + \sigma_{\beta a} \delta u_{\beta, \alpha} + \sigma_{\alpha \beta} u_{3, \alpha} \delta u_{3, \beta} + \sigma_{\alpha \beta} u_{3, \beta} \delta u_{3, \alpha}]
+ \sigma_{a3} (\delta u_{a, 3} + \delta u_{3, a}) + \sigma_{33} \delta u_{3, 3}
= \sigma_{ij} \delta u_{i,j} + \sigma_{a \beta} u_{3, \alpha} \delta u_{3, \beta}
(3.1.11)
\]

\(\alpha = 1, 2; \ \beta = 1, 2; \ i = 1, 2, 3; \ j = 1, 2, 3)\)

Substituting expression (3.1.11) into the left-hand side of equation (3.1.9), we receive

\[
\iiint_{(V)} \sigma_{ij} \delta e_{ij} \, dV = \iiint_{(V)} (\sigma_{ij} \delta u_{i,j} + \sigma_{a \beta} u_{3, \alpha} \delta u_{3, \beta}) \, dV
= \iiint_{(V)} \left[ (\sigma_{ij} \delta u_{i,j} - \sigma_{ij,j} \delta u_{i} + (\sigma_{a \beta} u_{3, \alpha} \delta u_{3})_{, \beta} - (\sigma_{a \beta} u_{3, \alpha})_{, \beta} \delta u_{3} ) \right] \, dV
= \iint_{(S)} (\sigma_{ij} n_{ij} \delta u_{i} + \sigma_{a \beta} u_{3, \alpha} n_{\beta} \delta u_{3} ) \, dS
- \iiint_{(V)} \left[ \sigma_{ij,j} \delta u_{i} + (\sigma_{a \beta} u_{3, \beta})_{, \beta} \delta u_{3} \right] \, dV
= \iint_{(S)} (\sigma_{ij} n_{ij} \delta u_{i} + (\sigma_{ij} n_{ij} + \sigma_{a \beta} u_{3, \alpha} n_{\beta} \delta u_{3} ) \delta u_{3} ) \, dS
- \iiint_{(V)} \left\{ \sigma_{ij,j} \delta u_{i} + [\sigma_{3j,j} + (\sigma_{a \beta} u_{3, \beta})_{, \beta}] \delta u_{3} \right\} \, dV
(3.1.12)
\]

\(\alpha = 1, 2; \ \beta = 1, 2; \ i = 1, 2, 3; \ j = 1, 2, 3)\)

where \(n_{1}, n_{2} \) and \(n_{3} \) are components of the outward unit normal vector to the surface. The substi-
tution of expression (3.1.12) into the virtual work principle (3.1.9) yields

\[
0 = \iint_{(V)} \sigma_{ij} \varepsilon_{ij} \, dV - \iint_{(S)} (F_i - \rho \ddot{u}_i) \, \delta u_i \, dS + \iint_{(S)} \ddot{t}_i \, \delta u_i \, dS
\]

\[
= \iint_{(S)} [\sigma_{\alpha j} n_j \delta u_\alpha + (\sigma_{3j} n_j + \sigma_{\alpha \beta} u_{3,\alpha} n_\beta) \delta u_3] \, dS
\]

\[
- \iint_{(V)} \left\{ \sigma_{\alpha j, j} \delta u_\alpha + [\sigma_{3j, j} + (\sigma_{\alpha \beta} u_{3, \alpha})_\beta] \delta u_3 \right\} \, dV
\]

\[
- \iint_{(V)} (F_i - \rho \ddot{u}_i) \, \delta u_i \, dV + \iint_{(S)} \ddot{t}_i \, \delta u_i \, dS
\]

\[
= \iint_{(S)} \left[ (\sigma_{\alpha j} n_j - \ddot{t}_\alpha) \delta u_\alpha \, dS + (\sigma_{3j} n_j + \sigma_{\alpha \beta} u_{3, \alpha} n_\beta - \ddot{t}_3) \delta u_3 \right] \, dS
\]

\[
- \iint_{(V)} \left\{ (\sigma_{\alpha j, j} + F_\alpha - \rho \ddot{u}_\alpha) \delta u + [\sigma_{3j, j} + (\sigma_{\alpha \beta} u_{3, \alpha})_\beta + F_3 - \rho \ddot{u}_3] \delta u_3 \right\} \, dV
\]

\[(\alpha = 1, 2; \beta = 1, 2; j = 1, 2, 3). \tag{3.1.13}\]

If one equates to zero the coefficients of variations of displacements, one obtains the equations of motion

\[
\sigma_{\alpha j, j} + F_\alpha = \rho \ddot{u}_\alpha; \quad \sigma_{3j, j} + (\sigma_{\alpha \beta} u_{3, \alpha})_\beta + F_3 = \rho \ddot{u}_3 \quad (\alpha = 1, 2; \beta = 1, 2; j = 1, 2, 3) \tag{3.1.14}\]

and natural boundary conditions

\[
\sigma_{\alpha j} n_j = t_\alpha; \quad \sigma_{3j} n_j + \sigma_{\alpha \beta} u_{3, \alpha} n_\beta = t_3 \quad \text{at} \ S_\sigma \quad (\alpha = 1, 2; \beta = 1, 2; j = 1, 2, 3), \tag{3.1.15}\]

where \(S_\sigma\) is part of the surface on which displacements are not specified. Equations of motion (3.1.14) in unabridged form are

\[
\sigma_{xx, x} + \sigma_{xy, y} + \sigma_{xz, z} + F_x = \rho \ddot{u}_i, \tag{3.1.14-a}\]

\[
\sigma_{yx, x} + \sigma_{yy, y} + \sigma_{yz, z} + F_y = \rho \ddot{v}_i, \tag{3.1.14-b}\]

\[
\sigma_{zz, x} + \sigma_{zy, y} + \sigma_{zz, z} + \frac{\partial}{\partial x} (\sigma_{xx, x} + \sigma_{xy, y}) + \frac{\partial}{\partial y} (\sigma_{yx, x} + \sigma_{yy, y}) + F_z = \rho \ddot{w}. \tag{3.1.14-c}\]
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The boundary conditions (3.1.15) in unabridged form are

\[ \sigma_{zz}n_x + \sigma_{zy}n_y + \sigma_{xz}n_z = \bar{t}_x \, , \]  
(3.1.15-a)

\[ \sigma_{yz}n_x + \sigma_{yy}n_y + \sigma_{yz}n_z = \bar{t}_y \, , \]  
(3.1.15-b)

\[ \sigma_{zx}n_x + \sigma_{zy}n_y + \sigma_{xx}w_x n_z + \sigma_{xy}w_x n_y + \sigma_{xy}(w_x n_y + w_y n_x) = \bar{t}_z \, . \]  
(3.1.15-c)

We see that the third equation of motion, derived from the virtual work principle (equation 3.1.14-c), is different from the corresponding equation (3.1.6), obtained by simplification of the general non-linear equations of motion, namely, in equation (3.1.14-c) the term \( \frac{\partial}{\partial z} (\sigma_{zz} w_x + \sigma_{yz} w_y) \) is not present. In single-layer theories of plates, if tangential components of surface tractions are equal to zero, this term does not influence the two-dimensional (averaged over the thickness) plate equations of motion (Whitney, 1987). But in the layer-wise theories, these terms influence the two-dimensional equations of motion for individual layers, because stresses \( \sigma_{xx} \) and \( \sigma_{yz} \) do not vanish at the interfaces between the layers. Therefore, a question arises: what simplified non-linear equations of motion are to be used in our analysis.

To make such a decision one needs to keep in mind that the simplified non-linear equations of motion must be consistent with a finite element formulation, that will be based on the virtual work principle (3.1.9)\(^1\). In case of fully nonlinear Green-Lagrange strain-displacement relations, the virtual work principle (3.1.9) is derived (Washizu, 1982) from the equilibrium equations\(^2\) in terms of the second Piola-Kirchhoff stress tensor

\[ [(\delta_{\lambda\mu} + u_{\lambda,\mu}) \sigma_{\kappa\lambda}]_\kappa + \bar{F}_\lambda - \rho \ddot{u}_\lambda = 0 \quad (\lambda = 1, 2, 3) \]  
(3.1.16)

and stress boundary conditions

\[ \sigma_{ij}(\delta_{\lambda i} + u_{\lambda, i})n_j - \bar{t}_\lambda = 0 \]  
(3.1.17)

---

\(^1\)In case of elastic material and conservative external forces, that is the case in the problem of the dissertation, the virtual work principle takes the form of the Hamilton's principle: \( \delta (K - U - V) = 0 \), where \( K \) is kinetic energy of the system, \( U \) is strain energy of the system and \( V \) is potential energy of the system in an external force field (potential energy due to the load).

\(^2\)In the dynamic problems, the term equilibrium equations implies dynamic equilibrium equations (or equations of motion), i.e. implies that inertia forces are part of the body forces.
as follows: first, the left-hand parts of the equilibrium equations (3.1.16) and stress boundary conditions (3.1.17) are multiplied by variations of displacements and integrated:

\[-\iiint_V \left\{ \left[ (\delta_{\lambda\mu} + u_{\lambda\mu}) \sigma_{\nu\mu} \right]_\nu + \bar{F}_\lambda - \rho \bar{T}_\lambda \right\} \delta u_\lambda \, dV + \iiint_{(S_1)} \left[ \sigma_{ij} (\delta_{\lambda i} + u_{\lambda i}) n_j - \bar{t}_\lambda = 0 \right] \delta u_\lambda \, dS = 0,\]

(3.1.18)

where \( S_1 \) is part of the surface where the stresses are specified. Integration by parts in the equation (3.1.18) yields

\[\iiint_V \sigma_{\lambda\mu} \delta \left[ \frac{1}{2} (u_{\lambda\mu} + u_{\mu\lambda} + u_{\kappa\lambda} u_{\kappa\mu}) \right] \, dV - \iiint_V (\bar{F}_\lambda - \rho \bar{T}_\lambda) \delta u_\lambda \, dV - \iiint_{(S_1)} \bar{t}_\lambda \delta u_\lambda \, dS = 0.\]

(3.1.19)

In equation (3.1.19), the expression under the variation sign in the first term is recognizable as the Green-Lagrange strain tensor. In a similar fashion, in order to derive the virtual work principle with the von-Karman strains\(^3\), i.e. equation

\[\iiint_V \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} \sigma_{\alpha\beta} \delta \left[ \frac{1}{2} (u_{\alpha,\beta} + u_{\beta,\alpha} + u_{3,\alpha} u_{3,\beta}) \right] \, dV + \iiint_V \sum_{i=1}^{3} \sigma_{i3} \delta \left[ \frac{1}{2} (u_{i,3} + u_{3,i}) \right] \, dV\]

\[-\iiint_V (\bar{F}_\lambda - \rho \bar{T}_\lambda) \delta u_\lambda \, dV - \iiint_{(S_1)} \bar{t}_\lambda \delta u_\lambda \, dS = 0,\]

(3.1.20)

it is necessary to use in the derivation such equilibrium equations, that they lead to the virtual work principle (3.1.20) with von-Karman strains. Such equilibrium equations can be found by starting from the virtual work principle (3.1.20) and performing the same derivations as those that led to virtual work principle (3.1.19), but in the reverse order. This has been done already in this chapter, with the result being equilibrium equations (3.1.14) and natural boundary conditions (3.1.15). If in conjunction with the von-Karman strains some other equilibrium equations are used (for example, equations (3.1.4)–(3.1.6)), then the virtual work principle (3.1.20) is non-existent. Then, the finite element formulation on the basis of the virtual work principle (3.1.20) (i.e. with the von-Karman strains) can not be made.

Therefore, in the post-processing stage of the finite element analysis, the computation of the transverse stresses needs to be done with the use of the equations of motion (3.1.14-a), (3.1.14-b),

---

\(^3\)given by equations (3.1.2) and (3.1.3)
(3.1.14-c), variationally consistent with the von-Karman strains. This opinion is shared by other authors. For example, according to Reddy (1984), “the correct forms of differential equations and boundary conditions for any theory, based on assumed displacement field, are not known without using the virtual work principle”.

The equations of motion (3.1.14) will be written for each of the three conventional layers: upper and lower face sheets and the core. Besides, we will take into account that in our problem the body force is the gravity force, therefore \( F_x = F_y = 0 \) and \( F_z = -\rho g \), where \( \rho \) is mass density and \( g = 9.81 \frac{m}{s^2} \).

\[
\sigma_{xx,xx} + \sigma_{yy,yy} + \sigma_{zz,zz} = \rho \ddot{u}^{(k)} ,
\]

\[
\sigma_{yx,yx} + \sigma_{xy,yx} + \sigma_{zz,zx} = \rho \ddot{v}^{(k)} ,
\]

\[
\sigma_{xx,xx} + \sigma_{yy,yy} + \sigma_{zz,zz} + \frac{\partial}{\partial x} \left( \sigma_{xx,zz} + \sigma_{yz,zz} \right) + \\
+ \frac{\partial}{\partial y} \left( \sigma_{xx,yx} + \sigma_{yy,yx} \right) - \rho g = \rho \ddot{w}^{(k)}
\]

\((k = 1, 2, 3)\).

The boundary conditions (3.1.15) will be written for the upper and lower surfaces of the plate and for the interfaces between the face sheets and the core, i.e. for the surfaces \( z = z_1 \), \( z = z_2^- \), \( z = z_2^+ \), \( z = z_3^- \), \( z = z_3^+ \) and \( z = z_4 \) (Figure 3.1). At these surfaces \( n_x = n_y = 0 \), \( n_z = \pm 1 \). Therefore, in our problem the boundary conditions (3.1.15) take the form:

at \( z = z_1 \) \( \sigma_{xz,1}^{(1)} (z_1) = t_x (z_1) = 0 \), \( \sigma_{yz,1}^{(1)} (z_1) = t_y (z_1) = 0 \), \( \sigma_{zz,1}^{(1)} (z_1) n_z (z_1) = t_z (z_1) \).

at \( z = z_2^- \) \( \sigma_{xz,2}^{(1)} (z_2^-) = t_x (z_2^-) \), \( \sigma_{yz,2}^{(1)} (z_2^-) = t_y (z_2^-) \), \( \sigma_{zz,2}^{(1)} (z_2) n_z (z_2^-) = t_z (z_2^-) \).

at \( z = z_2^+ \) \( \sigma_{xz,2}^{(2)} (z_2^+) = t_x (z_2^+) \), \( \sigma_{yz,2}^{(2)} (z_2^+) = t_y (z_2^+) \), \( \sigma_{zz,2}^{(2)} (z_2) n_z (z_2^+) = t_z (z_2^+) \).

at \( z = z_3^- \) \( \sigma_{xz,3}^{(1)} (z_3^-) = t_x (z_3^-) \), \( \sigma_{yz,3}^{(1)} (z_3^-) = t_y (z_3^-) \), \( \sigma_{zz,3}^{(1)} (z_3) n_z (z_3^-) = t_z (z_3^-) \).

at \( z = z_3^+ \) \( \sigma_{xz,3}^{(2)} (z_3^+) = t_x (z_3^+) \), \( \sigma_{yz,3}^{(2)} (z_3^+) = t_y (z_3^+) \), \( \sigma_{zz,3}^{(2)} (z_3) n_z (z_3^+) = t_z (z_3^+) \).

at \( z = z_4 \) \( \sigma_{xz,4} (z_4) = t_x (z_4) \), \( \sigma_{yz,4} (z_4) = t_y (z_4) \), \( \sigma_{zz,4} (z_4) n_z (z_4) = t_z (z_4) \).
at $z = z_3^-$:  $\sigma_{xx}^{(2)} (z_3^-) = t_x (z_3^-)$,  $\sigma_{yy}^{(2)} (z_3^-) = t_y (z_3^-)$,  $\sigma_{zz}^{(2)} (z_3^-) = t_z (z_3^-)$;  \hspace{0.5cm} (3.1.27)

at $z = z_3^+$:  $\sigma_{xx}^{(3)} (z_3^+) = t_x (z_3^+)$,  $\sigma_{yy}^{(3)} (z_3^+) = t_y (z_3^+)$,  $\sigma_{zz}^{(3)} (z_3^+) = t_z (z_3^+)$;  \hspace{0.5cm} (3.1.28)

at $z = z_4$:  $\sigma_{xx}^{(3)} (z_4) = t_x (z_4) = 0$,  $\sigma_{yy}^{(3)} (z_4) = t_y (z_4) = 0$,  $\sigma_{zz}^{(3)} (z_4) = t_z (z_4)$;  \hspace{0.5cm} (3.1.29)

At each of the interfaces the absolute values of forces, acting at the adjacent layers, are equal:

$$\overline{T} (z_2^-) = - \overline{T} (z_2^+), \quad \overline{T} (z_3^-) = - \overline{T} (z_3^+)$$

or

$$t_x (z_2^-) = - t_x (z_2^+), \quad t_y (z_2^-) = - t_y (z_2^+), \quad t_z (z_2^-) = - t_z (z_2^+)$$ \hspace{0.5cm} (3.1.30)

$$t_x (z_3^-) = - t_x (z_3^+), \quad t_y (z_3^-) = - t_y (z_3^+), \quad t_z (z_3^-) = - t_z (z_3^+)$$ \hspace{0.5cm} (3.1.31)

Therefore, from equations (3.1.25) and (3.1.26) it follows that:

$$\sigma_{xx}^{(1)} (z_2) = \sigma_{xx}^{(2)} (z_2), \quad \sigma_{yy}^{(1)} (z_2) = \sigma_{yy}^{(2)} (z_2), \quad \sigma_{zz}^{(1)} (z_2) = \sigma_{zz}^{(2)} (z_2)$$ \hspace{0.5cm} (3.1.32)

and from equations (3.1.27) and (3.1.28) it follows that:

$$\sigma_{xx}^{(2)} (z_3) = \sigma_{xx}^{(3)} (z_3), \quad \sigma_{yy}^{(2)} (z_3) = \sigma_{yy}^{(3)} (z_3), \quad \sigma_{zz}^{(2)} (z_3) = \sigma_{zz}^{(3)} (z_3).$$ \hspace{0.5cm} (3.1.33)

Equations (3.1.33) and (3.1.34) are conditions of continuity of the transverse stresses at the interfaces between the face sheets and the core.

At the edges of the plate $x = 0, L$, where $n_x = \mp 1$, $n_y = n_z = 0$, the boundary conditions (3.1.15) take the form:

$$\mp \sigma_{xx} = t_x, \quad \mp \sigma_{yx} = t_y, \quad \mp \sigma_{zx} = \mp \sigma_{xx} w_{,x} \mp \sigma_{yx} w_{,y} = t_z \text{ at } x = 0, L.$$ \hspace{0.5cm} (3.1.34)

At the edges of the plate $y = 0, B$ (Figure 3.1.2), where $n_y = \mp 1$, $n_x = n_z = 0$, the boundary conditions (3.1.15) take the form:

$$\mp \sigma_{xy} = t_x, \quad \mp \sigma_{yy} = t_y, \quad \mp \sigma_{zy} = \mp \sigma_{xy} w_{,x} \mp \sigma_{yy} w_{,y} = t_z \text{ at } y = 0, B.$$ \hspace{0.5cm} (3.1.35)
CHAPTER 3

For a plate with the edges free from loads, that is the case for a cargo platform dropped on the ground,

\[ t_x = t_y = t_z = 0 \text{ at } x = 0, L \text{ and } y = 0, B . \] (3.1.37)

Therefore, the boundary conditions (3.1.35) and (3.1.36) in this case take the form:

\[ \sigma_{xx} = 0, \sigma_{yy} = 0, \quad \mp \sigma_{zz} \mp \sigma_{zz} w_x, \mp \sigma_{zz} w_y = 0 \text{ at } x = 0, L , \quad (3.1.38) \]

\[ \sigma_{xy} = 0, \sigma_{yx} = 0, \quad \mp \sigma_{yy} \mp \sigma_{yy} w_x, \mp \sigma_{yy} w_y = 0 \text{ at } y = 0, B . \quad (3.1.39) \]

The stress boundary conditions at the edges \( x = 0, L \) and \( y = 0, B \), namely the boundary conditions expressed by equations (3.1.35) and (3.1.36), or (3.1.38) and (3.1.39), can not be satisfied exactly within the framework of a plate theory, in which some simplifying assumptions are introduced in addition to the 3-D formulation. In any plate theory the stress boundary conditions at the edges \( x = 0, L \) and \( y = 0, B \) are satisfied approximately, in the integral sense. The approximate, integral stress boundary conditions at the edges of a plate can be derived from the Hamilton’s principle (or virtual work principle), as natural boundary conditions, the same way as it was done in Chapter 2 for a homogeneous plate in cylindrical bending. In a problem of a cargo platform, dropped on elastic foundation, the boundary conditions at the edges are the stress boundary conditions (3.1.38) and (3.1.39). Therefore, the corresponding approximate boundary conditions, which follow from the Hamilton’s principle, are the natural boundary conditions. When we solve the problem by a finite element method, based on the Hamilton’s principle, the natural boundary conditions will be automatically satisfied approximately, with no need to impose any constraints on the degrees of freedom of nodes at the boundaries. Therefore, if we solve the problem by the finite element method, based on the Hamilton’s principle, we do not have to derive the approximate stress boundary conditions, as it was done for a problem of a homogeneous plate in Chapter 2, that was solved analytically by solving differential equations with boundary conditions, equations (2.1.47)-(2.1.56).

In conclusion, let us write again those equations, which will be used in subsequent derivations:

strain-displacement relations

\[ \varepsilon_{xx}^{(k)} = u_{,x}^{(k)} + \frac{1}{2} \left( w_{,x}^{(k)} \right)^2 \quad (\text{eqn 3.1.2-a}), \]

\[ \varepsilon_{yy}^{(k)} = u_{,y}^{(k)} + \frac{1}{2} \left( w_{,y}^{(k)} \right)^2 \quad (\text{eqn 3.1.2-b}), \]
\[ \varepsilon_{x'y'} = \frac{1}{2} \left( u_{x'y'} + \varepsilon_{x'x'} + w_{x'y'} \right) \] (no summation with respect to k) (eqn 3.1.2-c),

\[ \varepsilon_{xx} = \frac{1}{2} \left( u_{x'x'} + w_{x'x'} \right) \] (eqn 3.1.3-a),

\[ \varepsilon_{yy} = \frac{1}{2} \left( u_{y'y'} + w_{y'y'} \right) \] (eqn 3.1.3-b),

\[ \varepsilon_{zz} = w_{z'z'} \] (eqn 3.1.3-c),

equations of motion

\[ \sigma_{xx,x'} + \sigma_{yy,y'} + \sigma_{zz,z'} = \rho^{(k)} \ddot{u}^{(k)} \] (eqn 3.1.21),

\[ \sigma_{yx,x'} + \sigma_{xy,y'} + \sigma_{yz,z'} = \rho^{(k)} \ddot{y}^{(k)} \] (eqn 3.1.22),

\[ \sigma_{zx,x'} + \sigma_{zy,y'} + \sigma_{zz,z'} + \frac{\partial}{\partial x} \left( \sigma_{xx,x'} + \sigma_{yy,y'} \right) + \]

\[ \frac{\partial}{\partial y} \left( \sigma_{zx,x'} + \sigma_{zy,y'} \right) - \rho^{(k)} g = \rho^{(k)} \ddot{z}^{(k)} \] \(k = 1, 2, 3\) (eqn 3.1.23),

stress boundary conditions on the lower and upper surfaces

at \( z = z_1 \) \( \sigma_{zz}^{(1)} = 0, \ \sigma_{yy}^{(1)} = 0, \ \sigma_{xx}^{(1)} = -t_z (z_1) \) (eqn 3.1.24),

at \( z = z_4 \) \( \sigma_{zz}^{(3)} = 0, \ \sigma_{yy}^{(3)} = 0, \ \sigma_{xx}^{(3)} = t_z (z_4) \) (eqn 3.1.29).

continuity of the transverse stresses at the interfaces between the face sheets and the core

\[ \sigma_{zz}^{(1)} (z_2) = \sigma_{zz}^{(2)} (z_2), \ \sigma_{yy}^{(1)} (z_2) = \sigma_{yy}^{(2)} (z_2), \ \sigma_{xx}^{(1)} (z_2) = \sigma_{xx}^{(2)} (z_2) \] (eqn 3.1.33),

\[ \sigma_{zz}^{(2)} (z_3) = \sigma_{zz}^{(3)} (z_3), \ \sigma_{yy}^{(2)} (z_3) = \sigma_{yy}^{(3)} (z_3), \ \sigma_{xx}^{(2)} (z_3) = \sigma_{xx}^{(3)} (z_3) \] (eqn 3.1.34).

In addition, continuity of displacements at the interfaces between the face sheets and the core is required:

\[ u^{(1)} = u^{(2)}, \ v^{(1)} = v^{(2)}, \ w^{(1)} = w^{(2)} \] at \( z = z_2 \),

\[ u^{(2)} = u^{(3)}, \ v^{(2)} = v^{(3)}, \ w^{(2)} = w^{(3)} \] at \( z = z_3 \).

The formulation of the problem includes also the constitutive relations, that are demonstrated in section 3.6 of this chapter.
3.2 Simplifying Assumptions of the Plate Theory

In order to apply the failure criteria to sandwich composite structures, the full three-dimensional state of stress must be known. A finite element analysis using three-dimensional elements could provide this, however the effort is enormous and often not acceptable for real structures. The computational cost can be cut down by reducing the problem to a two-dimensional one, i.e., by using a plate formulation. The improved values of transverse stress components $\sigma_{xz}$, $\sigma_{yz}$, $\sigma_{zz}$ can then be computed in a postprocessing procedure, utilizing equations of motion of a three-dimensional continuum. To construct a plate theory, in addition to the three-dimensional formulation of the problem we will make simplifying assumptions regarding distribution of the transverse strain components in the thickness direction. In chapter 2 we considered the construction of a plate theory of a sandwich plate in cylindrical bending, based on the assumption that the transverse strain components do not vary in the thickness direction within a conventional layer of a sandwich plate (a face sheet or the core), but can be different in different layers. This theory was based on linear elasticity and its results were compared with the exact solution of linear elasticity. The comparison showed the validity of these assumptions. Therefore, considering nonlinear dynamics of a sandwich composite plate, we will make the similar simplifying assumptions, leading to a plate theory, i.e., we will assume that within the face sheets and the core the transverse strains do not depend on the $z$-coordinate, but they can be different functions of coordinates $x$, $y$ and time $t$ in different face sheets and the core:

$$
\begin{align*}
\varepsilon_{xz}^{(k)} &= \varepsilon_{xz}^{(k)} (x, y, t), \\
\varepsilon_{yz}^{(k)} &= \varepsilon_{yz}^{(k)} (x, y, t), \\
\varepsilon_{zz}^{(k)} &= \varepsilon_{zz}^{(k)} (x, y, t) \\
(k &= 1, 2, 3),
\end{align*}
$$

(3.2.1)

where the superscript $k$ denotes the number of a sublamine: $k = 1$ denotes the lower face sheet, $k = 2$ denotes the core and $k = 3$ denotes the upper face sheet. As in chapter 2, the assumed transverse strains will be called the first form of the transverse strains, and they will be denoted also as

$$
\begin{align*}
\varepsilon_{xz}^{(k)} &\equiv \left( \varepsilon_{xz}^{(k)} \right)^{(l)} , \\
\varepsilon_{yz}^{(k)} &\equiv \left( \varepsilon_{yz}^{(k)} \right)^{(l)} , \\
\varepsilon_{zz}^{(k)} &\equiv \left( \varepsilon_{zz}^{(k)} \right)^{(l)}.
\end{align*}
$$

(3.2.2)
The assumed transverse strains (3.2.1), together with displacements of the middle surface of the plate

\[
\begin{align*}
    u_0(x, y, t) &\equiv u^{(2)}|_{z=0} , \\
    v_0(x, y, t) &\equiv v^{(2)}|_{z=0} , \\
    w_0(x, y, t) &\equiv w^{(2)}|_{z=0}
\end{align*}
\]  

are the unknown functions of the problem, which will be computed by the finite element method. Therefore, all displacements, strains and stresses must be expressed in terms of these functions.
3.3 Displacements in Terms of the Unknown Functions

In this section we will integrate strain-displacement relations for the transverse strains in order to obtain expressions for displacements in terms of the unknown functions \( \varepsilon_{xx}^{(k)} \), \( \varepsilon_{yy}^{(k)} \), \( \varepsilon_{zz}^{(k)} \), \( u_0 \), \( v_0 \), \( w_0 \). The von-Karman strain-displacement relations (3.1.2) and (3.1.3), written here again, are

\[
\varepsilon_{xx}^{(k)} = u_{x}^{(k)} + \frac{1}{2} \left( w_{x}^{(k)} \right)^2 ,
\]

\[
\varepsilon_{yy}^{(k)} = v_{y}^{(k)} + \frac{1}{2} \left( w_{y}^{(k)} \right)^2 ,
\]

\[
\varepsilon_{xy}^{(k)} = \frac{1}{2} \left( u_{y}^{(k)} + v_{x}^{(k)} + w_{x}^{(k)} w_{y}^{(k)} \right) \quad \text{(no summation with respect to k)},
\]

\[
\varepsilon_{xz}^{(k)} = \frac{1}{2} \left( u_{z}^{(k)} + w_{x}^{(k)} \right) ,
\]

\[
\varepsilon_{yz}^{(k)} = \frac{1}{2} \left( v_{z}^{(k)} + w_{y}^{(k)} \right) ,
\]

\[
\varepsilon_{zz}^{(k)} = w_{z}^{(k)} ,
\]

where the superscript \( k \) is the number of a sublaminate (a face sheet or the core). Let us integrate strain-displacement relation (3.3.6). For the core \( (k = 2) \), which contains the plane \( z = 0 \), we receive

\[
w^{(2)} (x, y, z, t) - w^{(2)} \bigg|_{z=0} = \int_{0}^{z} \frac{\partial w^{(2)}}{\partial z} \, dz = \int_{0}^{z} \varepsilon_{zz}^{(2)} (x, y, t) \, dz = \varepsilon_{zz}^{(2)} (x, y, t) \, z \quad (z_2 \leq z \leq z_3)
\]

or

\[
w^{(2)} (x, y, z, t) = w_0 (x, y, t) + \varepsilon_{zz}^{(2)} (x, y, t) \, z ,
\]

where

\[
w_0 \equiv w^{(2)} \bigg|_{z=0} .
\]

Integration of equation \( \varepsilon_{zz}^{(1)} = \frac{\partial w^{(1)}}{\partial z} \) from \( z_2 \) to \( z \), where \( z \) belongs to the lower face sheet \( (z_1 \leq z \leq z_2) \), yields:

\[
w^{(1)} - w^{(1)} (z_2) = \int_{z_2}^{z} \frac{\partial w^{(1)}}{\partial z} \, dz = \int_{z_2}^{z} \varepsilon_{zz}^{(1)} \, dz \quad (z_1 \leq z \leq z_2) ,
\]
or, due to the continuity condition, $w^{(1)}(z) = w^{(2)}(z)$,

$$w^{(1)} = w^{(2)}(z) + \int_{z_2}^{z} \varepsilon^{(1)}_{zz} \, dz . \quad (3.3.12)$$

From equation (3.3.7), it follows that

$$w^{(2)}(z) = w_0 + \int_{0}^{z_2} \varepsilon^{(2)}_{zz} \, dz . \quad (3.3.13)$$

The substitution of (3.3.13) into (3.3.12) yields:

$$w^{(1)}(x, y, z, t) = w_0 (x, y, t) + \int_{0}^{z_2} \varepsilon^{(2)}_{zz}(x, y, t) \, dz + \int_{z_2}^{z} \varepsilon^{(1)}_{zz}(x, y, t) \, dz \quad (z_1 \leq z \leq z_2) ,$$

or

$$w^{(1)}(x, y, z, t) = w_0 (x, y, t) + \varepsilon^{(2)}_{zz}(x, y, t) \, z_2 + \varepsilon^{(1)}_{zz}(x, y, t) \, (z - z_2) \quad (z_1 \leq z \leq z_2) . \quad (3.3.14)$$

Analogously, integrating equation $\varepsilon^{(3)}_{zz} = \frac{\partial w^{(3)}}{\partial z}$ and satisfying the continuity condition at the interface between the core and the upper face sheet, $w^{(3)}(z_3) = w^{(2)}(z_3)$, we receive

$$w^{(3)}(x, y, z, t) = w_0 (x, y, t) + \int_{0}^{z_3} \varepsilon^{(2)}_{zz}(x, y, t) \, dz + \int_{z_3}^{z} \varepsilon^{(3)}_{zz}(x, y, t) \, dz \quad (z_3 \leq z \leq z_4) ,$$

or

$$w^{(3)}(x, y, z, t) = w_0 (x, y, t) + \varepsilon^{(2)}_{zz}(x, y, t) \, z_3 + \varepsilon^{(3)}_{zz}(x, y, t) \, (z - z_3) \quad (z_3 \leq z \leq z_4) . \quad (3.3.15)$$

Now, let us integrate strain-displacement relations (3.3.4) and (3.3.5) in order to obtain expressions for displacements $u^{(k)}(x, y, z, t)$ and $v^{(k)}(x, y, z, t)$ in terms of the unknown functions. In tensorial notations relations (3.3.4) and (3.3.5) can be written as

$$\varepsilon^{(k)}_{\alpha \beta} = \frac{1}{2} \left( u^{(k)}_{\alpha, \beta} + v^{(k)}_{\beta, \alpha} \right) \quad (\alpha = 1, 2; \quad k = 1, 2, 3) . \quad (3.3.16)$$

Integrating equations (3.3.16) with respect to $z$, we receive

$$u^{(2)}_{\alpha} - u^{(2)}_{\alpha} \big|_{z=0} = \int_{0}^{z} \frac{\partial u^{(2)}_{\alpha}}{\partial z} \, dz = \int_{0}^{z} \left( \varepsilon^{(2)}_{\alpha \beta} - u^{(2)}_{\alpha, \beta} \right) \, dz \quad (\alpha = 1, 2; \quad z_2 \leq z \leq z_3) . \quad (3.3.17)$$

$$u^{(1)}_{\alpha} - u^{(1)}_{\alpha} \big|_{z_2} = \int_{z_2}^{z} \frac{\partial u^{(1)}_{\alpha}}{\partial z} \, dz = \int_{z_2}^{z} \left( \varepsilon^{(1)}_{\alpha \beta} - u^{(1)}_{\alpha, \beta} \right) \, dz \quad (\alpha = 1, 2; \quad z_1 \leq z \leq z_2) . \quad (3.3.18)$$
\[ u^{(3)}_\alpha - u^{(3)}_\alpha(z_3) = \int_{z_3}^z \frac{\partial u^{(0)}_\alpha}{\partial z} \, dz = \int_{z_3}^z (2\varepsilon^{(3)}_{\alpha z} - u^{(3)}_{\alpha z}) \, dz \quad (\alpha = 1, 2; \ z_1 \leq z \leq z_2) \tag{3.3.19} \]

The substitution of expressions (3.3.13)-(3.3.15) for \( u^{(k)} \equiv u^{(k)}_y \) into equations (3.3.17)-(3.3.19), performing integration in these equations and finding the constants of integration from the conditions of continuity of displacements \( u \) and \( v \) at the interfaces between the face sheets and the core

\[ u^{(1)}(z_2) = u^{(2)}(z_2), \ u^{(2)}(z_3) = u^{(3)}(z_3), \ u^{(1)}(z_2) = v^{(2)}(z_2), \ v^{(2)}(z_3) = v^{(3)}(z_3) \tag{3.3.20} \]

yields expressions for \( u^{(k)} \) and \( v^{(k)} \) in terms of \( u_0, v_0, w_0, \varepsilon^{(k)}_{zz}, \varepsilon^{(k)}_{yy}, \varepsilon^{(k)}_{z}, \) where \( u_0 \equiv u^{(1)}_{|z=0}, v_0 \equiv v^{(1)}_{|z=0} \):

\[ u^{(1)} = u_0 + \left(2\varepsilon^{(2)}_{xx} - w_{0,x}\right)z_2 - \frac{1}{2}\varepsilon^{(2)}_{zz,xx}z_2^2 + \left(2\varepsilon^{(1)}_{xx} - w_{0,x} - \varepsilon^{(2)}_{zz,xx}z_2 \right) (z - z_2) \]
\[ - \frac{1}{2}\varepsilon^{(1)}_{zz,xx}(z - z_2)^2 \tag{3.3.21} (z_1 \leq z \leq z_2) \]

\[ u^{(2)} = u_0 + \left(2\varepsilon^{(2)}_{xx} - w_{0,x}\right)z - \frac{1}{2}\varepsilon^{(2)}_{zz,xx}z^2 \tag{3.3.22} (z_2 \leq z \leq z_3) \]

\[ u^{(3)} = u_0 + \left(2\varepsilon^{(2)}_{xx} - w_{0,x}\right)z_3 - \frac{1}{2}\varepsilon^{(2)}_{zz,xx}z_3^2 + \left(2\varepsilon^{(3)}_{xx} - w_{0,x} - \varepsilon^{(2)}_{zz,xx}z_3 \right) (z - z_3) \]
\[ - \frac{1}{2}\varepsilon^{(3)}_{zz,xx}(z - z_3)^2 \tag{3.3.23} (z_3 \leq z \leq z_4) \]

\[ v^{(1)} = v_0 + \left(2\varepsilon^{(2)}_{yy} - w_{0,y}\right)z_2 - \frac{1}{2}\varepsilon^{(2)}_{zz,yy}z_2^2 + \left(2\varepsilon^{(1)}_{yy} - w_{0,y} - \varepsilon^{(2)}_{zz,yy}z_2 \right) (z - z_2) \]
\[ - \frac{1}{2}\varepsilon^{(1)}_{zz,yy}(z - z_2)^2 \tag{3.3.24} (z_1 \leq z \leq z_2) \]

\[ v^{(2)} = v_0 + \left(2\varepsilon^{(2)}_{yy} - w_{0,y}\right)z - \frac{1}{2}\varepsilon^{(2)}_{zz,yy}z^2 \tag{3.3.25} (z_2 \leq z \leq z_3) \]

\[ v^{(3)} = v_0 + \left(2\varepsilon^{(2)}_{yy} - w_{0,y}\right)z_3 - \frac{1}{2}\varepsilon^{(2)}_{zz,yy}z_3^2 + \left(2\varepsilon^{(3)}_{yy} - w_{0,y} - \varepsilon^{(2)}_{zz,yy}z_3 \right) (z - z_3) \]
\[ - \frac{1}{2}\varepsilon^{(3)}_{zz,yy}(z - z_3)^2 \tag{3.3.26} (z_3 \leq z \leq z_4) \]

Expressions (3.3.8), (3.3.14), (3.3.15) and (3.3.21)-(3.3.26) for displacements in terms of the unknown functions \( u_0, v_0, w_0, \varepsilon^{(k)}_{zz}, \varepsilon^{(k)}_{yy}, \varepsilon^{(k)}_{z} \) can be written in a more convenient form:

\[
\begin{align*}
\{u\}^{(k)} &= \{\psi_{u0}\}^{(k)} + \{\psi_{u1}\}^{(k)}z + \{\psi_{u2}\}^{(k)}z^2, \\
\{v\} &= \{\psi_{v0}\} + \{\psi_{v1}\}z + \{\psi_{v2}\}z^2, \\
\{w\} &= \{\psi_{w0}\} + \{\psi_{w1}\}z + 0
\end{align*}
\tag{3.3.27}
where

\[ \psi_{u0}^{(1)} = u_0 + 2z_2 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(1)} \right) + \frac{1}{2} z_2^2 \left( \varepsilon_{zz,x}^{(2)} - \varepsilon_{zz,x}^{(1)} \right), \]  
(3.3.28)

\[ \psi_{u1}^{(1)} = 2\varepsilon_{zz}^{(1)} - w_{0,x} + z_2 \left( \varepsilon_{zz,x}^{(1)} - \varepsilon_{zz,x}^{(2)} \right), \]  
(3.3.29)

\[ \psi_{u2}^{(1)} = -\frac{1}{2} \varepsilon_{zz,x}^{(1)}, \]  
(3.3.30)

\[ \psi_{u0}^{(2)} = u_0, \]  
(3.3.31)

\[ \psi_{u1}^{(2)} = 2\varepsilon_{zz}^{(2)} - w_{0,x}, \]  
(3.3.32)

\[ \psi_{u2}^{(2)} = -\frac{1}{2} \varepsilon_{zz,x}^{(2)}, \]  
(3.3.33)

\[ \psi_{u0}^{(3)} = u_0 + 2z_3 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(3)} \right) + \frac{1}{2} z_2^2 \left( \varepsilon_{zz,x}^{(2)} - \varepsilon_{zz,x}^{(3)} \right), \]  
(3.3.34)

\[ \psi_{u1}^{(3)} = 2\varepsilon_{zz}^{(3)} - w_{0,x} + z_3 \left( \varepsilon_{zz,x}^{(3)} - \varepsilon_{zz,x}^{(2)} \right), \]  
(3.3.35)

\[ \psi_{u2}^{(3)} = -\frac{1}{2} \varepsilon_{zz,x}^{(3)}, \]  
(3.3.36)

\[ \psi_{v0}^{(1)} = v_0 + 2z_2 \left( \varepsilon_{yz}^{(2)} - \varepsilon_{yz}^{(1)} \right) + \frac{1}{2} z_2^2 \left( \varepsilon_{zz,y}^{(2)} - \varepsilon_{zz,y}^{(1)} \right), \]  
(3.3.37)

\[ \psi_{v1}^{(1)} = 2\varepsilon_{yz}^{(1)} - w_{0,y} + z_2 \left( \varepsilon_{zz,y}^{(1)} - \varepsilon_{zz,y}^{(2)} \right), \]  
(3.3.38)

\[ \psi_{v2}^{(1)} = -\frac{1}{2} \varepsilon_{zz,y}^{(1)}, \]  
(3.3.39)

\[ \psi_{v0}^{(2)} = v_0, \]  
(3.3.40)

\[ \psi_{v1}^{(2)} = 2\varepsilon_{yz}^{(2)} - w_{0,y}, \]  
(3.3.41)
\[ \psi_{v1}^{(2)} = -\frac{1}{2} \varepsilon_{xx,y}^{(2)} , \]  
(3.3.42)

\[ \psi_{v0}^{(3)} = v_0 + 2x_3 \left( \varepsilon_{y}^{(2)} - \varepsilon_{y}^{(3)} \right) + \frac{1}{2} x_3 \left( \varepsilon_{xx,y}^{(2)} - \varepsilon_{xx,y}^{(3)} \right) , \]  
(3.3.43)

\[ \psi_{v1}^{(3)} = 2 \varepsilon_{y}^{(3)} - w_{0,y} + x_3 \left( \varepsilon_{zz,y}^{(3)} - \varepsilon_{zz,y}^{(2)} \right) , \]  
(3.3.44)

\[ \psi_{v0}^{(3)} = -\frac{1}{2} \varepsilon_{xx,y}^{(3)} , \]  
(3.3.45)

\[ \psi_{w0}^{(1)} = w_0 + 2z_1 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(1)} \right) , \]  
(3.3.46)

\[ \psi_{w1}^{(1)} = \epsilon_{zz}^{(1)} , \]  
(3.3.47)

\[ \psi_{w0}^{(2)} = w_0 , \]  
(3.3.48)

\[ \psi_{w1}^{(2)} = \epsilon_{zz}^{(2)} , \]  
(3.3.49)

\[ \psi_{w0}^{(3)} = w_0 + 3z_1 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(3)} \right) , \]  
(3.3.50)

\[ \psi_{w1}^{(3)} = \epsilon_{zz}^{(3)} . \]  
(3.3.51)

Matrix equation (3.3.27) can be written in the form

\[
\begin{bmatrix}
\psi_{v}^{(k)} \\
\psi_{v1}^{(k)} \\
\psi_{w0}^{(k)} \\
\psi_{w1}^{(k)}
\end{bmatrix}
= \begin{bmatrix}
\tilde{Z} & \psi_{v}^{(k)} \\
\psi_{v1}^{(k)} & \psi_{w0}^{(k)} \\
\psi_{w1}^{(k)} & \psi_{w0}^{(k)} \\
\psi_{w1}^{(k)} & \psi_{w0}^{(k)}
\end{bmatrix}
\left( 3 \times 8 \right)
\]  
(3.3.52)

where

\[
\begin{bmatrix}
\tilde{Z} \\
\psi_{v}^{(k)} \\
\psi_{v1}^{(k)} \\
\psi_{w0}^{(k)} \\
\psi_{w1}^{(k)}
\end{bmatrix}
= \begin{bmatrix}
1 & z & z^2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & z & z^2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & z
\end{bmatrix}
\left( 3 \times 8 \right)
\]  
(3.3.53)

and

\[
\begin{bmatrix}
\psi_{v}^{(k)} \\
\psi_{v1}^{(k)} \\
\psi_{w0}^{(k)} \\
\psi_{w1}^{(k)}
\end{bmatrix}
= \begin{bmatrix}
\psi_{v0}^{(k)} & \psi_{v1}^{(k)} & \psi_{v2}^{(k)} & \psi_{v2}^{(k)} & \psi_{v1}^{(k)} & \psi_{v2}^{(k)} & \psi_{v0}^{(k)} & \psi_{v1}^{(k)}
\end{bmatrix}^T
\]  
(3.3.54)
Then, displacements of the lower face sheet \((k=1)\) can be written in the form

\[
\begin{bmatrix}
\{ u^{(1)} \\
\{ v^{(1)} \\
\{ w^{(1)}
\end{bmatrix}_{(3 \times 8)} = \begin{bmatrix}
\psi^{(1)}_{u0} \\
\psi^{(1)}_{u1} \\
\psi^{(1)}_{u2} \\
\psi^{(1)}_{v0} \\
\psi^{(1)}_{v1} \\
\psi^{(1)}_{v2} \\
\psi^{(1)}_{w0} \\
\psi^{(1)}_{w1}
\end{bmatrix}_{(8 \times 1)} = [ \vec{Z} ] \begin{bmatrix}
\psi^{(2)}_{1} \\
\psi^{(2)}_{2} \\
\psi^{(2)}_{3} \\
\psi^{(2)}_{4} \\
\psi^{(2)}_{5} \\
\psi^{(2)}_{6} \\
\psi^{(2)}_{7} \\
\psi^{(2)}_{8}
\end{bmatrix}_{(8 \times 12)}
\]

\[
\begin{bmatrix}
\{ u^{(1)} \\
\{ v^{(1)} \\
\{ w^{(1)}
\end{bmatrix}_{(3 \times 8)} = \begin{bmatrix}
\psi^{(1)}_{u0} \\
\psi^{(1)}_{u1} \\
\psi^{(1)}_{u2} \\
\psi^{(1)}_{v0} \\
\psi^{(1)}_{v1} \\
\psi^{(1)}_{v2} \\
\psi^{(1)}_{w0} \\
\psi^{(1)}_{w1}
\end{bmatrix}_{(8 \times 1)} = [ \vec{Z} ] \begin{bmatrix}
\psi^{(2)}_{1} \\
\psi^{(2)}_{2} \\
\psi^{(2)}_{3} \\
\psi^{(2)}_{4} \\
\psi^{(2)}_{5} \\
\psi^{(2)}_{6} \\
\psi^{(2)}_{7} \\
\psi^{(2)}_{8}
\end{bmatrix}_{(8 \times 12)}
\]

\[
\begin{bmatrix}
1 & 0 & 0 & -2z_2 & 0 & -\frac{1}{2}z_2 \frac{\partial}{\partial x} & 2z_2 & 0 & \frac{1}{2}z_2 \frac{\partial}{\partial z} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}_{(8 \times 12)} = \begin{bmatrix}
u_0 \\
w_0 \\
\epsilon^{(1)}_{x} \\
\epsilon^{(1)}_{y} \\
\epsilon^{(1)}_{z} \\
\epsilon^{(2)}_{xz} \\
\epsilon^{(2)}_{yz} \\
\epsilon^{(2)}_{zz}
\end{bmatrix}_{(12 \times 1)}
or

\[
\begin{bmatrix}
  u^{(1)} \\
  v^{(1)} \\
  w^{(1)}
\end{bmatrix} = \begin{bmatrix}
  \tilde{Z} \\
  \tilde{\mathcal{J}}^{(1)}
\end{bmatrix} \begin{bmatrix}
  \{f\} \\
  \{\psi^{(1)}\}
\end{bmatrix},
\]

(3.3.55)

where matrix \( \begin{bmatrix} \tilde{Z} \end{bmatrix} \) is defined by formula (3.3.53); \( \begin{bmatrix} \tilde{\mathcal{J}}^{(1)} \end{bmatrix} \) is a matrix of differential operators, defined as

\[
\begin{bmatrix}
  1 & 0 & 0 & -2z_2 & 0 & -\frac{1}{2} \xi_{xx} & 2x_2 & 0 & \frac{1}{2} \xi_{xx} & 0 & 0 & 0 \\
  0 & 0 & -\frac{\partial}{\partial x} & 2 & 0 & \xi_{xy} & 0 & 0 & -\frac{\partial}{\partial x} & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial}{\partial x} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 1 & w_0 & 0 & -2x_2 & -\frac{1}{2} \xi_{yy} & 2x_2 & 0 & \frac{1}{2} \xi_{yy} & 0 & 0 & 0 \\
  0 & 0 & -\frac{\partial}{\partial y} & 0 & 2 & \frac{\partial}{\partial y} & 0 & 0 & -\frac{\partial}{\partial y} & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial}{\partial y} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & -z_2 & 0 & 0 & z_2 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

(3.3.56)

and \( \{f\} \) is a column-matrix of the unknown functions of the problem, defined as

\[
\{f\} \equiv \begin{bmatrix}
  u_0 & v_0 & w_0 & \varepsilon_{xx}^{(1)} & \varepsilon_{xy}^{(1)} & \varepsilon_{zz}^{(1)} & \varepsilon_{xx}^{(2)} & \varepsilon_{xy}^{(2)} & \varepsilon_{zz}^{(2)} & \varepsilon_{xx}^{(3)} & \varepsilon_{xy}^{(3)} & \varepsilon_{zz}^{(3)}
\end{bmatrix}^T.
\]

(3.3.57)

Displacements of the core \((k = 2)\) can be written in the form

\[
\begin{bmatrix}
  u^{(2)} \\
  v^{(2)} \\
  w^{(2)}
\end{bmatrix} = \begin{bmatrix}
  \tilde{Z}
\end{bmatrix} \begin{bmatrix}
  \psi^{(2)}
\end{bmatrix} = \begin{bmatrix}
  \psi_{u0}^{(2)} \\
  \psi_{v0}^{(2)} \\
  \psi_{w0}^{(2)}
\end{bmatrix}.
\]
\[
\begin{bmatrix}
\frac{u_0}{2}\varepsilon_{zz}^{(2)} - w_{0,z} \\
-\frac{1}{2}\varepsilon_{zz,z}^{(2)} \\
v_0 \\
2\varepsilon_{yz}^{(2)} - w_{0,y} \\
-\frac{1}{2}\varepsilon_{zz,y}^{(2)} \\
w_0 \\
\varepsilon_{zz}^{(2)}
\end{bmatrix}
= \begin{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{\partial}{\partial x} & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2}\frac{\partial}{\partial x} & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{\partial}{\partial y} & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2}\frac{\partial}{\partial y} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
u_0 \\
v_0 \\
w_0 \\
\varepsilon_{zz}^{(1)} \\
\varepsilon_{zz}^{(1)} \\
\varepsilon_{zz}^{(1)} \\
\varepsilon_{zz}^{(1)} \\
\varepsilon_{zz}^{(1)}
\end{bmatrix}
\end{bmatrix},
\]

or

\[
\begin{bmatrix}
u^{(2)} \\
v^{(2)} \\
w^{(2)}
\end{bmatrix}
= \begin{bmatrix}
\tilde{Z}
\end{bmatrix}
\begin{bmatrix}
\tilde{\vartheta}^{(2)}
\end{bmatrix}
\begin{bmatrix}
f
\end{bmatrix},
\]

where

\[
\begin{bmatrix}
\tilde{\vartheta}^{(2)}
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{\partial}{\partial x} & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2}\frac{\partial}{\partial x} & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{\partial}{\partial y} & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2}\frac{\partial}{\partial y} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix},
\]

\begin{bmatrix}
\tilde{Z}
\end{bmatrix}
is a matrix, defined by equation (3.3.53), \{f\} is a column-matrix of the unknown functions of the problem, defined by equation (3.3.57).
The displacements of the upper face sheet \((k = 3)\) can be written in the form

\[
\begin{bmatrix}
  u^{(3)} \\
  v^{(3)} \\
  w^{(3)}
\end{bmatrix}
= \begin{bmatrix}
  \bar{Z}
\end{bmatrix}
\begin{bmatrix}
  \psi_0^{(3)} \\
  \psi_{u1}^{(3)} \\
  \psi_{u2}^{(3)} \\
  \psi_{v0}^{(3)} \\
  \psi_{v1}^{(3)} \\
  \psi_{v2}^{(3)} \\
  \psi^{(3)} \\
  \psi_{w0}^{(3)} \\
  \psi_{w1}^{(3)}
\end{bmatrix}
= \\
\begin{bmatrix}
  u_0 + 2z_3 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(3)} \right) + \frac{1}{2} z_3^2 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(3)} \right) \\
  2\varepsilon_{zz}^{(3)} - w_{0,z} + z_3 \left( \varepsilon_{zz,z} - \varepsilon_{zz,x} \right) \\
  -\frac{1}{2} z_3 \varepsilon_{zz,z} \\
  v_0 + 2z_3 \left( \varepsilon_{yz}^{(2)} - \varepsilon_{yz}^{(3)} \right) + \frac{1}{2} z_3^2 \left( \varepsilon_{yz}^{(2)} - \varepsilon_{yz}^{(3)} \right) \\
  2\varepsilon_{yz}^{(3)} - w_{0,y} + z_3 \left( \varepsilon_{yz,y} - \varepsilon_{yz,x} \right) \\
  -\frac{1}{2} z_3 \varepsilon_{yz,y} \\
  w_0 + z_3 \left( \varepsilon_{zz}^{(2)} - \varepsilon_{zz}^{(3)} \right)
\end{bmatrix}
\]
or

\[
\begin{pmatrix}
u^{(3)} \\
v^{(3)} \\
w^{(3)}
\end{pmatrix} = \left[ \tilde{Z} \right] \begin{pmatrix}
\tilde{\varphi}^{(3)} \\
(3 \times 8) \\
(8 \times 12) \\
(12 \times 1)
\end{pmatrix} \{ f \},
\]

(3.3.60)

where

\[
\left[ \tilde{\varphi}^{(3)} \right] =
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 2z_3 & 0 & \frac{1}{2} z_3 \frac{\partial}{\partial z} & 0 & -\frac{1}{2} z_3 \frac{\partial}{\partial z} & 0 \\
0 & 0 & -\frac{\partial}{\partial z} & 0 & 0 & 0 & 0 & -z_3 \frac{\partial}{\partial z} & 2 & 0 & z_3 \frac{\partial}{\partial z} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial}{\partial z}
\end{bmatrix}_{(8 \times 12)}, \quad (3.3.61)
\]

\[
\left[ \tilde{Z} \right] \]

is a matrix, defined by equation (3.3.53), \{f\} is a column-matrix of the unknown functions of the problem, defined by equation (3.3.57).

In summary, the column-matrices of displacements in each of the sublaminates can be written in the form:

\[
\begin{pmatrix}
u^{(1)} \\
v^{(1)} \\
w^{(1)}
\end{pmatrix} = \left[ \tilde{Z} \right] \begin{pmatrix}
\tilde{\varphi}^{(1)} \\
(3 \times 8) \\
(8 \times 12) \\
(12 \times 1)
\end{pmatrix} \{ f \},
\]

(3.3.62)

\[
\begin{pmatrix}
u^{(2)} \\
v^{(2)} \\
w^{(2)}
\end{pmatrix} = \left[ \tilde{Z} \right] \begin{pmatrix}
\tilde{\varphi}^{(2)} \\
(3 \times 8) \\
(8 \times 12) \\
(12 \times 1)
\end{pmatrix} \{ f \},
\]

(3.3.63)

\[
\begin{pmatrix}
u^{(3)} \\
v^{(3)} \\
w^{(3)}
\end{pmatrix} = \left[ \tilde{Z} \right] \begin{pmatrix}
\tilde{\varphi}^{(3)} \\
(3 \times 8) \\
(8 \times 12) \\
(12 \times 1)
\end{pmatrix} \{ f \},
\]

(3.3.64)

where \[ \tilde{Z} \] is a matrix, that depends only on z-coordinate; \[ \tilde{\varphi}^{(1)}, \tilde{\varphi}^{(2)}, \tilde{\varphi}^{(3)} \] are matrices of differential operators; and \{f\} is a column-matrix of the unknown functions of the problem.
3.4 In-Plane Strains in Terms of the Unknown Functions

In order to perform the finite element formulation, it is necessary to have an expression for the strain energy in terms of the unknown functions $u_0$, $v_0$, $w_0$, $\varepsilon_{xx}^{(1)}$, $\varepsilon_{xx}^{(2)}$, $\varepsilon_{xx}^{(3)}$, $\varepsilon_{yy}^{(1)}$, $\varepsilon_{yy}^{(2)}$, $\varepsilon_{yy}^{(3)}$, $\varepsilon_{xy}^{(1)}$, $\varepsilon_{xy}^{(2)}$, $\varepsilon_{xy}^{(3)}$. This requires expressions for the strains in terms of the unknown functions. The transverse strains $\varepsilon_{xx}^{(1)}$, $\varepsilon_{xx}^{(2)}$, $\varepsilon_{xx}^{(3)}$, $\varepsilon_{yy}^{(1)}$, $\varepsilon_{yy}^{(2)}$, $\varepsilon_{yy}^{(3)}$, $\varepsilon_{xy}^{(1)}$, $\varepsilon_{xy}^{(2)}$, $\varepsilon_{xy}^{(3)}$ are the unknown functions themselves. Therefore, it is necessary to express the in-plane strains $\varepsilon_{xx}^{(1)}$, $\varepsilon_{xx}^{(2)}$, $\varepsilon_{xx}^{(3)}$, $\varepsilon_{yy}^{(1)}$, $\varepsilon_{yy}^{(2)}$, $\varepsilon_{yy}^{(3)}$, $\varepsilon_{xy}^{(1)}$, $\varepsilon_{xy}^{(2)}$, $\varepsilon_{xy}^{(3)}$ in terms of the unknown functions.

In order to find the in-plane strains $\varepsilon_{xx}^{(k)}$, $\varepsilon_{yy}^{(k)}$, and $\varepsilon_{xy}^{(k)}$ in terms of the unknown functions we will substitute expressions (3.3.27), written here again,

\[
\begin{align*}
\begin{bmatrix}
  u \\
  v \\
  w
\end{bmatrix}^{(k)} &= \begin{bmatrix}
  \psi_{u0} \\
  \psi_{v0} \\
  \psi_{w0}
\end{bmatrix} + \begin{bmatrix}
  \psi_{u1} \\
  \psi_{v1} \\
  \psi_{w1}
\end{bmatrix} z + \begin{bmatrix}
  \psi_{u2} \\
  \psi_{v2} \\
  \psi_{w2}
\end{bmatrix} z^2 \\
\text{(eqn 3.3.27)}
\end{align*}
\]

into the strain-displacement relations (3.1.2), written here again,

\[
\begin{align*}
\varepsilon_{xx}^{(k)} &= u_{xx}^{(k)} + \frac{1}{2} (w_{xx}^{(k)})^2, \\
\varepsilon_{yy}^{(k)} &= u_{yy}^{(k)} + \frac{1}{2} (w_{yy}^{(k)})^2, \\
\varepsilon_{xy}^{(k)} &= \frac{1}{2} (u_{xy}^{(k)} + v_{xy}^{(k)} + w_{xy}^{(k)} w_{xy}^{(k)}) \quad \text{(no summation with respect to k).}
\end{align*}
\]

The result can be written in the form

\[
\begin{align*}
\begin{bmatrix}
  \varepsilon_{xx} \\
  \varepsilon_{yy} \\
  2\varepsilon_{xy}
\end{bmatrix}^{(k)} &= \begin{bmatrix}
  \psi_{xx0} \\
  \psi_{yy0} \\
  \psi_{xy0}
\end{bmatrix} + \begin{bmatrix}
  \psi_{xx1} \\
  \psi_{yy1} \\
  \psi_{xy1}
\end{bmatrix} z + \begin{bmatrix}
  \psi_{xx2} \\
  \psi_{yy2} \\
  \psi_{xy2}
\end{bmatrix} z^2, \\
\text{(3.4.1)}
\end{align*}
\]

where expressions for $\psi_{xx0}^{(k)}$, $\psi_{yy0}^{(k)}$, $\psi_{xy0}^{(k)}$ ($m = 0, 1, 2$) in terms of the unknown functions are (the non-linear terms are underbraced):

\[
\begin{align*}
\psi_{xx0}^{(1)} &= u_{0,x} + 2z_1 \left( \varepsilon_{xx,x}^{(2)} - \varepsilon_{xx,x}^{(1)} \right) + \\
&\quad \frac{1}{2} z_2^2 \left( \varepsilon_{xx,xx}^{(2)} - \varepsilon_{xx,xx}^{(1)} \right) + \\
&\quad \frac{1}{2} \left[ w_{0,x} + z_2 \left( \varepsilon_{xx,x}^{(2)} - \varepsilon_{xx,x}^{(1)} \right) \right]^2, \\
\text{ (3.4.2)}
\end{align*}
\]
\[ \varphi^{(1)}_{xx1} = 2(1)z_{zz,x} - w_{0,x}z_{x} + z_{2}(\varepsilon^{(1)}_{zz,xx} - \varepsilon^{(2)}_{zz,xx}) + \left[ w_{0,x} + z_{2}\left(\varepsilon^{(2)}_{zz,x} - \varepsilon^{(1)}_{zz,x}\right) \right] \varepsilon^{(1)}_{zz,x} , \]  

(3.4.3)

\[ \varphi^{(1)}_{xx2} = -\frac{1}{2}\varepsilon^{(1)}_{zz,xx} + \frac{1}{2}\left(\varepsilon^{(1)}_{zz,x}\right)^{2} , \]  

(3.4.4)

\[ \varphi^{(1)}_{yy0} = v_{0,y} + 2z_{2}\left(\varepsilon^{(2)}_{zz,yy} - \varepsilon^{(1)}_{zz,yy}\right) + \frac{1}{2}z_{2}\left(\varepsilon^{(2)}_{zz,yy} - \varepsilon^{(1)}_{zz,yy}\right) + \frac{1}{2}\left[ w_{0,y} + z_{2}\left(\varepsilon^{(2)}_{zz,y} - \varepsilon^{(1)}_{zz,y}\right) \right]^{2} , \]  

(3.4.5)

\[ \varphi^{(1)}_{yy1} = 2(1)z_{zz,y} - w_{0,yy} + z_{2}\left(\varepsilon^{(1)}_{zz,yy} - \varepsilon^{(2)}_{zz,yy}\right) + \left[ w_{0,y} + z_{2}\left(\varepsilon^{(2)}_{zz,y} - \varepsilon^{(1)}_{zz,y}\right) \right] \varepsilon^{(1)}_{zz,y} , \]  

(3.4.6)

\[ \varphi^{(1)}_{yy2} = -\frac{1}{2}\varepsilon^{(1)}_{zz,yy} + \frac{1}{2}\left(\varepsilon^{(1)}_{zz,y}\right)^{2} , \]  

(3.4.7)

\[ \varphi^{(1)}_{xy0} = w_{0,y} + w_{0,x} + 2z_{2}\left(\varepsilon^{(2)}_{zz,y} - \varepsilon^{(1)}_{zz,y} + \varepsilon^{(2)}_{zz,x} - \varepsilon^{(1)}_{zz,x}\right) + z_{2}\left(\varepsilon^{(2)}_{zz,xy} - \varepsilon^{(1)}_{zz,xy}\right) + \left[ w_{0,x} + z_{2}\left(\varepsilon^{(2)}_{zz,x} - \varepsilon^{(1)}_{zz,x}\right) \right] \left[ w_{0,y} + z_{2}\left(\varepsilon^{(2)}_{zz,y} - \varepsilon^{(1)}_{zz,y}\right) \right] , \]  

(3.4.8)

\[ \varphi^{(1)}_{xy1} = 2\left(\varepsilon^{(1)}_{zz,x} + \varepsilon^{(1)}_{zz,y}\right) - 2w_{0,xy} + 2z_{2}\left(\varepsilon^{(1)}_{zz,xy} - \varepsilon^{(2)}_{zz,xy}\right) + \varepsilon^{(1)}_{zz,y} \left[ w_{0,x} + z_{2}\left(\varepsilon^{(2)}_{zz,x} - \varepsilon^{(1)}_{zz,x}\right) \right] + \varepsilon^{(1)}_{zz,x} \left[ w_{0,y} + z_{2}\left(\varepsilon^{(2)}_{zz,y} - \varepsilon^{(1)}_{zz,y}\right) \right] , \]  

(3.4.9)

\[ \varphi^{(1)}_{xy2} = -\varepsilon^{(1)}_{zz,xy} + \frac{1}{2}\varepsilon^{(1)}_{zz,x}\varepsilon^{(1)}_{zz,y} , \]  

(3.4.10)
\[ \varphi^{(2)}_{xx0} = u_{0,x} + \frac{1}{2} (w_{0,x})^2, \] (3.4.11)

\[ \varphi^{(2)}_{xx1} = 2 \varepsilon^{(2)}_{xx,x} w_{0,xx} + \varepsilon^{(2)}_{xx,x} \varepsilon^{(2)}_{xx,x}, \] (3.4.12)

\[ \varphi^{(2)}_{xx2} = \frac{1}{2} \varepsilon^{(2)}_{xx,x} + \frac{1}{2} \left( \varepsilon^{(2)}_{xx,x} \right)^2, \] (3.4.13)

\[ \varphi^{(2)}_{yy0} = v_{0,y} + \frac{1}{2} (w_{0,y})^2, \] (3.4.14)

\[ \varphi^{(2)}_{yy1} = 2 \varepsilon^{(2)}_{yz,y} w_{0,yy} + \varepsilon^{(2)}_{yz,y} \varepsilon^{(2)}_{yz,y}, \] (3.4.15)

\[ \varphi^{(2)}_{yy2} = \frac{1}{2} \varepsilon^{(2)}_{yy,y} + \frac{1}{2} \left( \varepsilon^{(2)}_{yy,y} \right)^2, \] (3.4.16)

\[ \varphi^{(2)}_{xx0} = u_{0,y} + v_{0,x} + \varepsilon^{(2)}_{xx,x} w_{0,y}, \] (3.4.17)

\[ \varphi^{(2)}_{xy1} = 2 \left( \varepsilon^{(2)}_{xz,x} + \varepsilon^{(2)}_{yz,x} - w_{0,xy} \right) + \varepsilon^{(2)}_{xz,x} \varepsilon^{(2)}_{xz,x} + \varepsilon^{(2)}_{yz,x} \varepsilon^{(2)}_{yz,x}, \] (3.4.18)

\[ \varphi^{(2)}_{xy2} = \varepsilon^{(2)}_{xz,y} + \varepsilon^{(2)}_{xz,y} \varepsilon^{(2)}_{xz,y}, \] (3.4.19)

\[ \varphi^{(3)}_{xx} = u_{0,x} + 2 z_3 \left( \varepsilon^{(2)}_{xz,x} - \varepsilon^{(3)}_{xx,x} \right) + \frac{1}{2} z_3^2 \left( \varepsilon^{(2)}_{zz,zz} - \varepsilon^{(3)}_{xx,xx} \right) + \frac{1}{2} \left[ w_{0,x} + z_3 \left( \varepsilon^{(2)}_{zz,x} - \varepsilon^{(3)}_{xx,x} \right) \right]^2, \] (3.4.20)
\[
\varphi_{xx1}^{(3)} = 2\epsilon_{xx,x}^{(3)} - w_{0,xx} + z_3 \left[ \epsilon_{zz,xx}^{(3)} - \epsilon_{zz,xx}^{(2)} + \left[ w_{0,x} + z_3 \left( \epsilon_{zz,yx}^{(2)} - \epsilon_{zz,x}^{(3)} \right) \right] \epsilon_{zz,x}^{(3)} \right] ,
\]

\[
\varphi_{xx2}^{(3)} = -\frac{1}{2} \epsilon_{zz,xx}^{(3)} + \frac{1}{2} \left( \epsilon_{zz,x}^{(3)} \right)^2 ,
\]

\[
\varphi_{yy0}^{(3)} = v_{0,y} + 2z_3 \left( \epsilon_{yz,y}^{(2)} - \epsilon_{yz,y}^{(3)} \right) + \frac{1}{2} z_3^2 \left( \epsilon_{zz,yy}^{(2)} - \epsilon_{zz,yy}^{(3)} \right) + \frac{1}{2} \left[ w_{0,y} + z_3 \left( \epsilon_{zz,y}^{(2)} - \epsilon_{zz,y}^{(3)} \right) \right]^2 ,
\]

\[
\varphi_{yy1}^{(3)} = 2\epsilon_{yz,y}^{(3)} - w_{0,yy} + z_3 \left( \epsilon_{zz,yy}^{(3)} - \epsilon_{zz,yy}^{(2)} \right) + \left[ w_{0,y} + z_3 \left( \epsilon_{zz,y}^{(2)} - \epsilon_{zz,y}^{(3)} \right) \right] \epsilon_{zz,y}^{(3)} ,
\]

\[
\varphi_{yy2}^{(3)} = -\frac{1}{2} \epsilon_{zz,yy}^{(3)} + \frac{1}{2} \left( \epsilon_{zz,y}^{(3)} \right)^2 ,
\]

\[
\varphi_{xy0}^{(3)} = v_{0,y} + v_{0,x} + 2z_3 \left( \epsilon_{xy,y}^{(2)} - \epsilon_{xy,y}^{(3)} + \epsilon_{yx,x}^{(2)} - \epsilon_{yx,x}^{(3)} \right) + z_3^2 \left( \epsilon_{zz,xy}^{(2)} - \epsilon_{zz,xy}^{(3)} \right) + \left[ w_{0,x} + z_3 \left( \epsilon_{zz,x}^{(2)} - \epsilon_{zz,x}^{(3)} \right) \right] \left[ w_{0,y} + z_3 \left( \epsilon_{zz,y}^{(2)} - \epsilon_{zz,y}^{(3)} \right) \right] ,
\]

\[
\varphi_{xy1}^{(3)} = 2\epsilon_{xy,y}^{(3)} - w_{0,xy} + z_3 \left( \epsilon_{zz,xy}^{(3)} - \epsilon_{zz,xy}^{(2)} \right) + \epsilon_{xx,x}^{(3)} \left[ w_{0,x} + z_3 \left( \epsilon_{zz,y}^{(2)} - \epsilon_{zz,y}^{(3)} \right) \right] + \epsilon_{yy,y}^{(3)} \left[ w_{0,y} + z_3 \left( \epsilon_{zz,x}^{(2)} - \epsilon_{zz,x}^{(3)} \right) \right] ,
\]

\[
\varphi_{xy2}^{(3)} = -\epsilon_{zz,xy}^{(3)} + \epsilon_{yy,y}^{(3)} \epsilon_{xx,x}^{(3)} .
\]
3.5 Expressions for All Strains in Terms of the Unknown Functions in Matrix Form

In performing the finite element formulation it is convenient to write the expression for the strain energy in matrix form. Therefore, it is convenient to form column-matrices of strains of each sublamine as follows

\[
\begin{pmatrix}
\epsilon_{x}^{(k)} \\
\epsilon_{y}^{(k)} \\
\epsilon_{z}^{(k)} \\
2\epsilon_{xy}^{(k)} \\
2\epsilon_{xz}^{(k)} \\
2\epsilon_{yz}^{(k)} \\
\end{pmatrix}
\]  \quad (k = 1, 2, 3),  \quad (3.5.1)

(where the superscript \(k\) denotes the number of a sublamine) and to write the expressions for these column-matrices in terms of the unknown functions \(u_0, v_0, w_0, \epsilon_{zz}^{(1)}, \epsilon_{zz}^{(2)}, \epsilon_{zz}^{(3)}, \epsilon_{xz}^{(1)}, \epsilon_{xz}^{(2)}, \epsilon_{xz}^{(3)}, \epsilon_{yz}^{(1)}, \epsilon_{yz}^{(2)}, \epsilon_{yz}^{(3)}, \epsilon_{zx}^{(1)}, \epsilon_{zx}^{(2)}, \epsilon_{zx}^{(3)}\) in matrix form.

Then, using expressions (3.4.1) for the in-plane strains in terms of the unknown functions, one can write

\[
\begin{pmatrix}
\epsilon_{x}^{(k)} \\
\epsilon_{y}^{(k)} \\
\epsilon_{z}^{(k)} \\
2\epsilon_{xy}^{(k)} \\
2\epsilon_{xz}^{(k)} \\
2\epsilon_{yz}^{(k)} \\
\end{pmatrix}
= \begin{pmatrix}
Z
\end{pmatrix}
\begin{pmatrix}
\varphi_{x}^{(k)} \\
\varphi_{y}^{(k)} \\
\varphi_{z}^{(k)} \\
\varphi_{xy}^{(k)} \\
\varphi_{xz}^{(k)} \\
\varphi_{yz}^{(k)} \\
\end{pmatrix},  \quad (3.5.2)
\]

where

\[
\begin{pmatrix}
\varphi_{x}^{(k)} \\
\varphi_{y}^{(k)} \\
\varphi_{z}^{(k)} \\
\varphi_{xy}^{(k)} \\
\varphi_{xz}^{(k)} \\
\varphi_{yz}^{(k)} \\
\end{pmatrix}
\]  \quad (12 \times 1)

and

\[
\begin{pmatrix}
Z
\end{pmatrix}
= \begin{pmatrix}
1 & z & z^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & z^2
\end{pmatrix} \quad (3.5.4)
\]

In the column-matrix \(\{\varphi^{(k)}\}\), the functions \(\varphi_{x}^{(k)}, \varphi_{y}^{(k)}, \varphi_{z}^{(k)}, \varphi_{xy}^{(k)}, \varphi_{xz}^{(k)}, \varphi_{yz}^{(k)}\) are expressed in terms of derivatives of the unknown functions by formulas (3.4.2)–(3.4.28). With the help of a matrix of differential operators, let us express the column-matrices \(\{\varphi^{(k)}\}\) in terms of a column-matrix \(\{f\}\), which contains only the unknown functions. Let us define the column-matrix
of the unknown functions as follows:

\[
\{f\} \equiv \begin{bmatrix} u_0 & v_0 & w_0 & e_{xx}^{(1)} & e_{yy}^{(1)} & e_{zz}^{(1)} & e_{xx}^{(2)} & e_{yy}^{(2)} & e_{zz}^{(2)} & e_{xx}^{(3)} & e_{yy}^{(3)} & e_{zz}^{(3)} \end{bmatrix}^T.
\]  \hspace{1cm} (3.5.5)

Then

\[
\begin{bmatrix} \varphi^{(1)}_{xx} \\ \varphi^{(1)}_{xx1} \\ \varphi^{(1)}_{x2} \\ \varphi^{(1)}_{yy} \\ \varphi^{(1)}_{yy1} \\ \varphi^{(1)}_{yy2} \\ \varphi^{(1)}_{xy} \\ \varphi^{(1)}_{xy1} \\ \varphi^{(1)}_{xy2} \\ \varepsilon^{(1)}_{xx} \\ \varepsilon^{(1)}_{yy} \\ \varepsilon^{(1)}_{zz} \end{bmatrix}_{(12 \times 1)}
\]

\[
\equiv \begin{bmatrix}
-u_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,x} - \varepsilon^{(1)}_{zz,x} \right) + \frac{1}{2} z_2 \left( \varepsilon^{(2)}_{xx} - \varepsilon^{(1)}_{zz} \right) \\
2e^{(1)}_{xx,x} - w_0 + x_2 \left( \varepsilon^{(1)}_{xx} - \varepsilon^{(1)}_{zz} \right) \\
-\frac{1}{2} \varepsilon^{(1)}_{xx,x} \\
-v_0 + 2z_2 \left( \varepsilon^{(2)}_{y,y} - \varepsilon^{(1)}_{zz,y} \right) + \frac{1}{2} z_2 \left( \varepsilon^{(2)}_{yy} - \varepsilon^{(1)}_{zz,y} \right) \\
2e^{(1)}_{yy,y} - w_0 + y_2 \left( \varepsilon^{(1)}_{yy} - \varepsilon^{(1)}_{zz,y} \right) \\
-\frac{1}{2} \varepsilon^{(1)}_{yy,y} \\
u_0 + v_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,y} - \varepsilon^{(2)}_{xx,x} + \varepsilon^{(2)}_{yy} - \varepsilon^{(2)}_{yy,y} \right) + z_2 \left( \varepsilon^{(2)}_{xx} - \varepsilon^{(2)}_{xx,x} \right) \\
2 \left( \varepsilon^{(1)}_{xx,y} + \varepsilon^{(1)}_{yy} \right) - 2 w_0 + y_2 \left( \varepsilon^{(1)}_{xx} - \varepsilon^{(1)}_{zz,y} \right) \\
-\varepsilon^{(1)}_{zz,xy} \\
2e^{(1)}_{xx} \\
2e^{(1)}_{yy} \\
\varepsilon^{(1)}_{zz} 
\end{bmatrix}
\] 

\[
+ \begin{bmatrix}
\frac{1}{2} \left[ u_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,x} - \varepsilon^{(1)}_{zz,x} \right) \right]^2 \\
\left[ u_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,x} - \varepsilon^{(1)}_{zz,x} \right) \right] e^{(1)}_{xx,x} \\
\frac{1}{2} \left[ u_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,y} - \varepsilon^{(1)}_{zz,y} \right) \right]^2 \\
\left[ u_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,y} - \varepsilon^{(1)}_{zz,y} \right) \right] e^{(1)}_{xx,y} \\
\frac{1}{2} \left[ v_0 + 2z_2 \left( \varepsilon^{(2)}_{yy} - \varepsilon^{(1)}_{zz,y} \right) \right]^2 \\
\left[ v_0 + 2z_2 \left( \varepsilon^{(2)}_{yy} - \varepsilon^{(1)}_{zz,y} \right) \right] e^{(1)}_{yy,y} \\
\frac{1}{2} \left[ u_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,y} - \varepsilon^{(1)}_{zz,y} \right) \right]^2 \\
\left[ u_0 + 2z_2 \left( \varepsilon^{(2)}_{xx,y} - \varepsilon^{(1)}_{zz,y} \right) \right] e^{(1)}_{xx,y} \\
\frac{1}{2} \left[ v_0 + 2z_2 \left( \varepsilon^{(2)}_{yy} - \varepsilon^{(1)}_{zz,y} \right) \right]^2 \\
\left[ v_0 + 2z_2 \left( \varepsilon^{(2)}_{yy} - \varepsilon^{(1)}_{zz,y} \right) \right] e^{(1)}_{yy,y} \\
\varepsilon^{(1)}_{xx} e^{(1)}_{xx,x} \\
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So,

\[
\begin{pmatrix}
\frac{\partial u_0}{\partial x} & 0 & 0 & -2z_2 \frac{\partial u_0}{\partial x} & 0 & 0 & -\frac{1}{2} z_2 \frac{\partial^2 u_0}{\partial x^2} & 2z_2 \frac{\partial u_0}{\partial x} & 0 & \frac{1}{2} z_2 \frac{\partial^2 u_0}{\partial x^2} & 0 & 0 & 0 \\
0 & \frac{\partial^2 u_0}{\partial x^2} & 0 & -\frac{1}{2} z_2 \frac{\partial^2 u_0}{\partial x^2} & 2z_2 \frac{\partial u_0}{\partial x} & 0 & -\frac{1}{2} z_2 \frac{\partial^2 u_0}{\partial x^2} & 2z_2 \frac{\partial u_0}{\partial x} & 0 & \frac{1}{2} z_2 \frac{\partial^2 u_0}{\partial x^2} & 0 & 0 & 0 \\
0 & \frac{\partial^2 u_0}{\partial y^2} & 0 & 2z_2 \frac{\partial u_0}{\partial y} & \frac{\partial^2 u_0}{\partial y^2} & 0 & z_2 \frac{\partial^2 u_0}{\partial y^2} & 2z_2 \frac{\partial u_0}{\partial y} & 0 & -z_2 \frac{\partial^2 u_0}{\partial y^2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} \varepsilon_{zz, y^2} & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix} + \\
\begin{pmatrix}
\frac{1}{2} \left[ \varepsilon_{zz, x} \right] \left[ \varepsilon_{zz, x} \right]^2 \\
\left[ \varepsilon_{zz, x} \right] \left[ \varepsilon_{zz, x} \right]^2 \\
\left[ \varepsilon_{zz, y} \right] \left[ \varepsilon_{zz, y} \right]^2 \\
\left[ \varepsilon_{zz, x} \right] \left[ \varepsilon_{zz, x} \right]^2 \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
\varepsilon^{(1)} \\
\varepsilon^{(2)} \\
\varepsilon^{(3)} \\
\varepsilon^{(4)} \\
\end{pmatrix} = \left[ Z \right] \begin{pmatrix}
\partial^{(1)} \\
\{ f \} \\
\{ \eta^{(1)} \} \\
\{ \phi^{(1)} \} \\
\end{pmatrix}, \quad (3.5.6)
\]
where

\[
\begin{bmatrix}
\frac{\partial}{\partial x} & 0 & -2z_2 \frac{\partial}{\partial z} & 0 & -\frac{1}{2} z_2^2 \frac{\partial^2}{\partial x^2} & 2z_2 \frac{\partial}{\partial x} & 0 & \frac{1}{2} z_2^2 \frac{\partial^2}{\partial x^2} & 0 & 0 \\
-\frac{\partial^2}{\partial z^2} & 0 & 2 \frac{\partial}{\partial z} & 0 & 2z_2 \frac{\partial}{\partial z} & 0 & 0 & -2z_2 \frac{\partial^2}{\partial z^2} & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial^3}{\partial z^3} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 & 0 & -2z_2 \frac{\partial}{\partial y} & -\frac{1}{2} z_2^2 \frac{\partial^2}{\partial y^2} & 0 & 2z_2 \frac{\partial}{\partial y} & \frac{1}{2} z_2^2 \frac{\partial^2}{\partial y^2} & 0 \\
0 & 0 & -\frac{\partial^2}{\partial y^2} & 0 & 2 \frac{\partial}{\partial y} & z_2 \frac{\partial}{\partial y} & 0 & 0 & -2z_2 \frac{\partial^2}{\partial y^2} & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \xi_{zz,yy} & 0 & 0 & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 & 0 & -2z_2 \frac{\partial}{\partial y} & -2z_2 \frac{\partial}{\partial y} & -\frac{1}{2} \xi_{zz,yy} & 2z_2 \frac{\partial}{\partial y} & 2z_2 \frac{\partial}{\partial y} & \frac{1}{2} \xi_{zz,yy} \\
0 & 0 & 0 & 0 & 2 \frac{\partial}{\partial y} & 2 \frac{\partial}{\partial y} & 2z_2 \frac{\partial}{\partial y} & 0 & 0 & -2z_2 \frac{\partial^2}{\partial y^2} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Matrix \([Z]\) is defined by equation (3.5.4) and matrix \(\{f\}\)-by equation (3.5.5).

Analogously we obtain expressions for strains in the second and the third sublaminates in terms
of the unknown functions in matrix form:

\[
\begin{bmatrix}
\{\varepsilon^{(2)}\} \\
\{\varphi^{(2)}\}
\end{bmatrix}_{(6 \times 1)} = 
\begin{bmatrix}
Z \\
\{f\}
\end{bmatrix}_{(6 \times 12)} 
\begin{bmatrix}
\{\vartheta^{(2)}\} \\
\{f\}
\end{bmatrix}_{(12 \times 12)} 
\begin{bmatrix}
\{\varepsilon^{(2)}\} \\
\{\varphi^{(2)}\}
\end{bmatrix}_{(12 \times 1)} 
\]

where

\[
\begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{bmatrix}_{(12 \times 12)}
= 
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{\partial^2}{\partial x^2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\{\varepsilon^{(2)}\} \\
\{\varphi^{(2)}\}
\end{bmatrix}_{(12 \times 1)} = 
\begin{bmatrix}
\frac{1}{2}(w_{0,x})^2 & w_{0,x}\varepsilon_{zz,xx} & \frac{1}{2}(\varepsilon_{zz,xx})^2 & \frac{1}{2}(w_{0,y})^2 & w_{0,y}\varepsilon_{zz,yy} & \frac{1}{2}(\varepsilon_{zz,yy})^2 & w_{0,x}w_{0,y} & w_{0,x}w_{0,y} & w_{0,y}\varepsilon_{zz,xx} & w_{0,y}\varepsilon_{zz,xx} & w_{0,y}\varepsilon_{zz,yy} & w_{0,y}\varepsilon_{zz,yy} & 0 & 0 & 0
\end{bmatrix}_{(12 \times 1)}
\]
and

\[
\{ e^{(3)} \} = \begin{bmatrix} \{ Z \} (6 \times 1) & \{ \phi^{(3)} \} (12 \times 1) \end{bmatrix} + \begin{bmatrix} \{ f \} (6 \times 1) \\ \{ \eta^{(3)} \} (12 \times 1) \end{bmatrix},
\]

(3.5.12)

where

\[
\begin{bmatrix}
\frac{\partial}{\partial x} & 0 & 0 & 0 & 0 & 2z_3 \frac{\partial}{\partial x} & 0 & \frac{1}{2} z_3^2 \frac{\partial^2}{\partial x^2} & -2z_3 \frac{\partial}{\partial x} & 0 & -\frac{1}{2} z_3^2 \frac{\partial^2}{\partial x^2} \\
0 & \frac{\partial}{\partial y} & 0 & 0 & 0 & 0 & -z_3 \frac{\partial}{\partial y} & 2 \frac{\partial}{\partial y} & 0 & z_3 \frac{\partial}{\partial y} \\
0 & 0 & \frac{\partial}{\partial z} & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial^2}{\partial z^2} \\
0 & 0 & 0 & \frac{\partial}{\partial z} & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial^2}{\partial z^2} \\
0 & 0 & 0 & 0 & \frac{\partial}{\partial y} & 0 & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial^2}{\partial y^2} \\
0 & 0 & 0 & 0 & 0 & \frac{\partial}{\partial y} & 0 & 0 & 0 & -\frac{1}{2} \frac{\partial^2}{\partial y^2} \\
0 & 2z_3 \frac{\partial}{\partial y} & 2z_3 \frac{\partial}{\partial z} & 2 \frac{\partial}{\partial y} \frac{\partial^2}{\partial x \partial y} & -2z_3 \frac{\partial}{\partial y} & -2z_3 \frac{\partial}{\partial z} & 2 \frac{\partial}{\partial y} & 2 \frac{\partial}{\partial z} & z_3 \frac{\partial}{\partial y} & -\frac{1}{2} \frac{\partial^2}{\partial z \partial y} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

(3.5.13)
\[ \begin{align*}
\left\{ \eta^{(3)} \right\}^{(12 \times 1)} &= \\
&= \begin{bmatrix}
\frac{1}{2} \left[ w_{0,x} + z_3 \left( \varepsilon^{(2)}_{xz,z} - \varepsilon^{(3)}_{xz,z} \right) \right]^2 \\
\frac{1}{2} \left[ w_{0,z} + z_3 \left( \varepsilon^{(2)}_{zz,z} - \varepsilon^{(3)}_{zz,z} \right) \right]^2 \\
\frac{1}{2} \left[ w_{0,y} + z_3 \left( \varepsilon^{(2)}_{zy,y} - \varepsilon^{(3)}_{zy,y} \right) \right]^2 \\
\frac{1}{2} \left[ w_{0,x} + z_3 \left( \varepsilon^{(2)}_{zx,x} - \varepsilon^{(3)}_{zx,x} \right) \right]^2 \\
\frac{1}{2} \left[ w_{0,y} + z_3 \left( \varepsilon^{(2)}_{zy,y} - \varepsilon^{(3)}_{zy,y} \right) \right]^2 \\
\frac{1}{2} \left[ w_{0,z} + z_3 \left( \varepsilon^{(2)}_{zz,z} - \varepsilon^{(3)}_{zz,z} \right) \right]^2 \\
\end{bmatrix} \\
&\cdot \begin{bmatrix}
w_{0,x} + z_3 \left( \varepsilon^{(2)}_{xz,x} - \varepsilon^{(3)}_{xz,x} \right) \\
w_{0,y} + z_3 \left( \varepsilon^{(2)}_{zy,y} - \varepsilon^{(3)}_{zy,y} \right) \\
w_{0,z} + z_3 \left( \varepsilon^{(2)}_{zz,z} - \varepsilon^{(3)}_{zz,z} \right) \\
0 \\
0 \\
0 \\
\end{bmatrix}.
\end{align*} \tag{3.5.14} \]

In summary, the column-matrices of strains \( \left\{ \varepsilon^{(1)} \right\} \), \( \left\{ \varepsilon^{(2)} \right\} \), \( \left\{ \varepsilon^{(3)} \right\} \) in each of the three sublaminates (the face sheets and the core) are defined by the expressions

\[ \left\{ \varepsilon^{(1)} \right\} = \left[ Z \right]^{(6 \times 1)} \begin{bmatrix} \delta^{(1)} \end{bmatrix}^{(12 \times 1)} \begin{bmatrix} f \end{bmatrix}^{(12 \times 1)} + \left\{ \eta^{(1)} \right\}^{(12 \times 1)}, \tag{eqn 3.5.6} \]

\[ \left\{ \varepsilon^{(2)} \right\} = \left[ Z \right]^{(6 \times 1)} \begin{bmatrix} \delta^{(2)} \end{bmatrix}^{(12 \times 1)} \begin{bmatrix} f \end{bmatrix}^{(12 \times 1)} + \left\{ \eta^{(2)} \right\}^{(12 \times 1)}, \tag{eqn 3.5.9} \]

\[ \left\{ \varepsilon^{(3)} \right\} = \left[ Z \right]^{(6 \times 1)} \begin{bmatrix} \delta^{(3)} \end{bmatrix}^{(12 \times 1)} \begin{bmatrix} f \end{bmatrix}^{(12 \times 1)} + \left\{ \eta^{(3)} \right\}^{(12 \times 1)}, \tag{eqn 3.5.12} \]

where \( \left[ Z \right] \) is a matrix that depends only on the \( z \)-coordinate, \( \begin{bmatrix} \delta^{(1)} \end{bmatrix}, \begin{bmatrix} \delta^{(2)} \end{bmatrix}, \begin{bmatrix} \delta^{(3)} \end{bmatrix} \) are the \( \begin{bmatrix} \delta^{(1)} \end{bmatrix}, \begin{bmatrix} \delta^{(2)} \end{bmatrix}, \begin{bmatrix} \delta^{(3)} \end{bmatrix} \) matrices of differential operators, \( \begin{bmatrix} f \end{bmatrix} \) is a column-matrix of the unknown functions of the problem,
\{ y^{(1)} \}, \{ y^{(2)} \}, \{ y^{(3)} \} are the column-matrices of non-linear combinations of the unknown functions
\begin{align*}
\text{(12×1)} & \quad \text{(12×1)} & \quad \text{(12×1)}
\end{align*}
of the problem.
3.6 Stress-Strain Relations

The fiber-reinforced lamina of a composite material are orthotropic. In a material coordinate system \((x_1, x_2, x_3)\), whose \(x_1\)-axis is parallel to the fiber direction of a lamina, the stress-strain and strain-stress relations have the form

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{23} \\
\sigma_{13} \\
\sigma_{12}
\end{bmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{22} & C_{23} & 0 & 0 & 0 \\
C_{13} & C_{23} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & C_{55} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{66}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2\varepsilon_{23} \\
2\varepsilon_{13} \\
2\varepsilon_{12}
\end{bmatrix}, \quad (3.6.1)
\]

and

\[
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2\varepsilon_{23} \\
2\varepsilon_{13} \\
2\varepsilon_{12}
\end{bmatrix} =
\begin{bmatrix}
S_{11} & S_{12} & S_{13} & 0 & 0 & 0 \\
S_{12} & S_{22} & S_{23} & 0 & 0 & 0 \\
S_{13} & S_{23} & S_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & S_{44} & 0 & 0 \\
0 & 0 & 0 & S_{55} & 0 & 0 \\
0 & 0 & 0 & 0 & S_{66}
\end{bmatrix}
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{23} \\
\sigma_{13} \\
\sigma_{12}
\end{bmatrix}. \quad (3.6.2)
\]

Quantities \(C_{ij}\) and \(S_{ij}\) are the stiffness coefficients and compliance coefficients in the material coordinate system. The strain-stress relations in the principal material coordinate system can be written in terms of engineering constants as follows

\[
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2\varepsilon_{23} \\
2\varepsilon_{13} \\
2\varepsilon_{12}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{E_1} & -\frac{\nu_{12}}{E_1} & -\frac{\nu_{13}}{E_1} & 0 & 0 & 0 \\
-\frac{\nu_{21}}{E_2} & \frac{1}{E_2} & -\frac{\nu_{23}}{E_2} & 0 & 0 & 0 \\
-\frac{\nu_{31}}{E_3} & -\frac{\nu_{32}}{E_3} & \frac{1}{E_3} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\sigma_{23}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\sigma_{13}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{\sigma_{12}}
\end{bmatrix}
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{23} \\
\sigma_{13} \\
\sigma_{12}
\end{bmatrix}. \quad (3.6.3)
\]

If we invert the compliance matrix in equation (3), we receive the following expressions for the stiffness coefficients \(C_{ij}\), in material coordinate system, in terms of engineering constants:

\[
C_{11} = \frac{(E_2 - \nu_{23} E_3) E_1^2}{E_2 E_1 - E_1 \nu_{23}^2 E_3 - \nu_{12}^2 E_2^2 - 2 \nu_{12} E_2 \nu_{23} E_3 - \nu_{13}^2 E_3 - \nu_{12} E_2 E_3}, \quad (3.6.4)
\]

\[
C_{12} = \frac{(E_2 - \nu_{23} E_3) E_1^2}{E_2 E_1 - E_1 \nu_{23}^2 E_3 - \nu_{12}^2 E_2^2 - 2 \nu_{12} E_2 \nu_{23} E_3 - \nu_{13}^2 E_3 - \nu_{12} E_2 E_3}.
\]
\[ C_{12} = \frac{(\nu_{12}E_2 + \nu_{23}E_3)E_1E_2}{E_2E_1 - E_1 \nu_{23}^2 E_3 - \nu_{12}^2 E_2^2 - 2
u_{12}E_2 \nu_{23} \nu_{13} E_3 - \nu_{12}^2 \nu_{23} E_3}, \]
\[ C_{13} = \frac{(\nu_{12} \nu_{23} + \nu_{13})E_1E_2E_3}{E_2E_1 - E_1 \nu_{23}^2 E_3 - \nu_{12}^2 E_2^2 - 2\nu_{12}E_2 \nu_{23} \nu_{13} E_3 - \nu_{12}^2 \nu_{23} E_3}, \]
\[ C_{22} = \frac{(E_1 - \nu_{13}^2 E_3)E_2^2}{E_2E_1 - E_1 \nu_{23}^2 E_3 - \nu_{12}^2 E_2^2 - 2\nu_{12}E_2 \nu_{23} \nu_{13} E_3 - \nu_{12}^2 \nu_{23} E_3}, \]
\[ C_{23} = \frac{(\nu_{23}E_1 + \nu_{13} \nu_{12} E_2)E_2 E_3}{E_2E_1 - E_1 \nu_{23}^2 E_3 - \nu_{12}^2 E_2^2 - 2\nu_{12}E_2 \nu_{23} \nu_{13} E_3 - \nu_{12}^2 \nu_{23} E_3}, \]
\[ C_{33} = \frac{(E_1 - \nu_{12}^2 E_2)E_2 E_3}{E_2E_1 - E_1 \nu_{23}^2 E_3 - \nu_{12}^2 E_2^2 - 2\nu_{12}E_2 \nu_{23} \nu_{13} E_3 - \nu_{12}^2 \nu_{23} E_3}, \]
\[ C_{44} = G_{23}; \]
\[ C_{55} = G_{13}; \]
\[ C_{66} = G_{12}. \]

In the laminate coordinate system \((x, y, z)\), whose axes are aligned with the sides of the plate (Figure 3.2), the stress-strain relations have the form (Reddy, 1996):
\[
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{yz} \\
\sigma_{zx} \\
\sigma_{xy}
\end{pmatrix}
= \begin{pmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & C_{16} \\
C_{12} & C_{22} & C_{23} & 0 & 0 & C_{26} \\
C_{13} & C_{23} & C_{33} & 0 & 0 & C_{36} \\
0 & 0 & 0 & C_{44} & C_{45} & 0 \\
0 & 0 & 0 & C_{45} & C_{55} & 0 \\
C_{16} & C_{26} & C_{36} & 0 & 0 & C_{66}
\end{pmatrix}
\begin{pmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
2\varepsilon_{yz} \\
2\varepsilon_{zx} \\
2\varepsilon_{xy}
\end{pmatrix},
\]
\[ \{\sigma\} = [\overline{C}] \{\varepsilon\}, \]

where \(\overline{C}_{ij}\) are the transformed elastic coefficients, referred to the laminate coordinate system, which are related to the elastic coefficients \(C_{ij}\) in the material coordinate system by the following formulas:
\[ \overline{C}_{11} = C_{11}c^4 + 2(C_{12} + 2C_{66})c^2s^2 + C_{22}s^4, \]
\[ \bar{C}_{12} = C_{12}c^4 + (C_{11} + C_{22} - 4C_{66})c^2 s^2 + C_{12}s^4, \quad (3.6.16) \]

\[ \bar{C}_{13} = C_{13}c^2 + C_{23}s^2, \quad (3.6.17) \]

\[ \bar{C}_{16} = (C_{11} - C_{12} - 2C_{66})c^3 s - 3C_{16}c^2 s^2 + (2C_{66} + C_{12} - C_{22})cs^3, \quad (3.6.18) \]

\[ \bar{C}_{22} = C_{22}c^4 + 2(C_{12} + 2C_{66})c^2 s^2 + C_{11}s^4, \quad (3.6.19) \]

\[ \bar{C}_{23} = C_{23}c^2 + C_{13}s^2, \quad (3.6.20) \]

\[ \bar{C}_{26} = (C_{12} - C_{22} + 2C_{66})c^3 s + (C_{11} - C_{12} - 2C_{66})cs^3, \quad (3.6.21) \]

\[ \bar{C}_{33} = C_{33}, \quad (3.6.22) \]

\[ \bar{C}_{36} = (C_{13} - C_{23})cs, \quad (3.6.23) \]

\[ \bar{C}_{44} = C_{44}c^2 + C_{55}s^2, \quad (3.6.24) \]

\[ \bar{C}_{45} = (C_{55} - C_{44})cs, \quad (3.6.25) \]

\[ \bar{C}_{55} = C_{55}c^2 + C_{44}s^2, \quad (3.6.26) \]

\[ \bar{C}_{66} = (C_{11} + C_{22} - 2C_{12} - 2C_{66})c^2 s^2 + 2C_{66}(c^4 + s^4), \quad (3.6.27) \]

where \( c = \cos \theta, s = \sin \theta \), \( \theta \) is an angle between a direction of fiber orientation in a lamina and the \( x \)-axis of a laminate coordinate system, measured counterclockwise (Figure 3.2).
3.7 Strain Energy of the Sandwich Composite Plate

In order to perform the finite element formulation, it is necessary to write the strain energy of the sandwich plate in matrix form in terms of the unknown functions. The strain energy of the whole sandwich plate consists of the strain energies of the face sheets and the core. Therefore, in this section the expressions for the strain energies of the face sheets and the core are derived.

**Strain Energy of the Lower Face Sheet**

The face sheets of the sandwich platform are composite laminated plates, which are built up of fiber-reinforced plies. The orientation of the fibers can vary from ply to ply, and, therefore, values of the stiffness coefficients $\bar{C}_{ij}$ in the Hooke’s law (referred to the laminate coordinate system) can vary from ply to ply in the face sheets. Let us introduce the following notation for a stiffness coefficient in the Hooke’s law for a ply of the lower face sheet, in the laminate coordinate system:

$$\alpha\bar{C}^{(1)}_{ij},$$

(3.7.1)

where the right superscript (1) denotes that a stiffness coefficient is associated with the first sublamine (i.e. the lower face sheet), the left superscript $\alpha$ is a number of a ply in a lower face sheet, subscripts $i$ and $j$ denote a position of the stiffness coefficient in the stiffness matrix. The stiffness matrix with components $\alpha\bar{C}^{(1)}_{ij}$ will be denoted as

$$\begin{bmatrix}
\alpha\bar{C}^{(1)}_{11} & \alpha\bar{C}^{(1)}_{12} & \alpha\bar{C}^{(1)}_{13} & 0 & 0 & \alpha\bar{C}^{(1)}_{16} \\
\alpha\bar{C}^{(1)}_{12} & \alpha\bar{C}^{(1)}_{22} & \alpha\bar{C}^{(1)}_{23} & 0 & 0 & \alpha\bar{C}^{(1)}_{26} \\
\alpha\bar{C}^{(1)}_{13} & \alpha\bar{C}^{(1)}_{23} & \alpha\bar{C}^{(1)}_{33} & 0 & 0 & \alpha\bar{C}^{(1)}_{36} \\
0 & 0 & 0 & \alpha\bar{C}^{(1)}_{44} & \alpha\bar{C}^{(1)}_{45} & 0 \\
0 & 0 & 0 & \alpha\bar{C}^{(1)}_{45} & \alpha\bar{C}^{(1)}_{55} & 0 \\
\alpha\bar{C}^{(1)}_{16} & \alpha\bar{C}^{(1)}_{26} & \alpha\bar{C}^{(1)}_{36} & 0 & 0 & \alpha\bar{C}^{(1)}_{66}
\end{bmatrix}. $$

(3.7.2)

So, the strain energy of a lower face sheet’s ply with a number $\alpha$ is

$$U^{(1)}_\alpha = \frac{1}{2} \iiint \begin{bmatrix} \varepsilon^{(1)} \end{bmatrix}^T \left[\bar{C}^{(1)}\right] \begin{bmatrix} \varepsilon^{(1)} \end{bmatrix} dV,$$

(3.7.3)

where $V^{(1)}_\alpha$ is volume of a ply with number $\alpha$, of the lower face sheet (Figure 9.1), and the column-matrix of strains $\{\varepsilon^{(1)}\}$ is defined as follows:

$$\begin{bmatrix} \varepsilon^{(1)} \end{bmatrix} = \begin{bmatrix} \varepsilon_{xx}^{(1)} & \varepsilon_{yy}^{(1)} & \varepsilon_{zz}^{(1)} & 2\varepsilon_{xy}^{(1)} & 2\varepsilon_{xz}^{(1)} & 2\varepsilon_{yz}^{(1)} \end{bmatrix}^T.$$
Unlike the material coefficients \( \tilde{C}_{\alpha}^{(1)} \), the strains do not have a subscript \( \alpha \), which denotes the number of a ply of the lower face sheet, because assumptions about through-the-thickness variation of strains\(^4\) are made for the whole lower face sheet, not for each individual ply of the lower face sheet. Therefore, each strain in the lower face sheet, as a function of \( z \)-coordinate, is represented with a single expression for all the domain \( z_1 \leq z \leq z_2 \) (Figure 2.3).

If one substitutes equation (3.5.6) into equation (3.7.3), one obtains

\[
U_\alpha^{(1)} = \frac{1}{2} \iiint_{V_{\alpha}^{(1)}} \left\{ \varphi^{(1)} \right\}^T [ Z ]^T \left[ \tilde{C}_{\alpha}^{(1)} \right] [ Z ] \left\{ \varphi^{(1)} \right\} \, dV .
\]

(3.7.5)

Let \( n \) be a number of plies in the lower face sheet and let

\[
\xi_1 = z_1, \xi_2, \xi_3, \ldots, \xi_n = z_2
\]

be \( z \)-coordinates of the interfaces between the plies of the lower face sheet (Figure 3.3). A ply with a number \( \alpha \) is enclosed between the planes \( z = \xi_\alpha \) and \( z = \xi_{\alpha+1} \). Then expression (3.7.5) can be written as

\[
U_\alpha^{(1)} = \frac{1}{2} \int_0^B \int_0^L \left\{ \varphi^{(1)} \right\}^T \left( \sum_{\alpha=1}^n \int_{\xi_\alpha}^{\xi_{\alpha+1}} [ Z ]^T \left[ \tilde{C}_{\alpha}^{(1)} \right] [ Z ] \, dz \right) \left\{ \varphi^{(1)} \right\} \, dx \, dy .
\]

(3.7.6)

The strain energy of the whole lower face sheet is

\[
U^{(1)} = \sum_{\alpha=1}^n U_\alpha^{(1)} = \frac{1}{2} \int_0^B \int_0^L \left\{ \varphi^{(1)} \right\}^T \left( \sum_{\alpha=1}^n \int_{\xi_\alpha}^{\xi_{\alpha+1}} [ Z ]^T \left[ \tilde{C}_{\alpha}^{(1)} \right] [ Z ] \, dz \right) \left\{ \varphi^{(1)} \right\} \, dx \, dy =
\]

\[
= \frac{1}{2} \int_0^B \int_0^L \left\{ \varphi^{(1)} \right\}^T [D^{(1)}] \left\{ \varphi^{(1)} \right\} \, dx \, dy ,
\]

(3.7.7)

where

\[
[D^{(1)}] = \sum_{\alpha=1}^n \int_{\xi_\alpha}^{\xi_{\alpha+1}} [ Z ]^T \left[ \tilde{C}_{\alpha}^{(1)} \right] [ Z ] \, dz .
\]

(3.7.8)

Matrix \([D^{(1)}]\) is symmetric and its components are

\(^4\)section 3.2 of the chapter 3
$D_{11}^{(1)} = \sum_{\alpha=1}^{n} \alpha C_{11}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha})$, 
$D_{12}^{(1)} = \frac{1}{2} \sum_{\alpha=1}^{n} \alpha C_{11}^{(1)} (\xi_{\alpha+1}^{2} - \xi_{\alpha}^{2})$, 
$D_{13}^{(1)} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha C_{11}^{(1)} (\xi_{\alpha+1}^{3} - \xi_{\alpha}^{3})$, 
$D_{14}^{(1)} = \sum_{\alpha=1}^{n} \alpha C_{12}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha})$, 
$D_{15}^{(1)} = \frac{1}{2} \sum_{\alpha=1}^{n} \alpha C_{12}^{(1)} (\xi_{\alpha+1}^{2} - \xi_{\alpha}^{2})$, 
$D_{16}^{(1)} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha C_{12}^{(1)} (\xi_{\alpha+1}^{3} - \xi_{\alpha}^{3})$, 
$D_{17}^{(1)} = \sum_{\alpha=1}^{n} \alpha C_{16}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha})$, 
$D_{18}^{(1)} = \frac{1}{2} \sum_{\alpha=1}^{n} \alpha C_{16}^{(1)} (\xi_{\alpha+1}^{2} - \xi_{\alpha}^{2})$, 
$D_{19}^{(1)} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha C_{16}^{(1)} (\xi_{\alpha+1}^{3} - \xi_{\alpha}^{3})$, 
$D_{1,10}^{(1)} = 0$, 
$D_{1,11}^{(1)} = 0$, 
$D_{1,12}^{(1)} = \sum_{\alpha=1}^{n} \alpha C_{13}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha})$, 
$D_{22}^{(1)} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha C_{11}^{(1)} (\xi_{\alpha+1}^{3} - \xi_{\alpha}^{3})$, 
$D_{23}^{(1)} = \frac{1}{4} \sum_{\alpha=1}^{n} \alpha C_{11}^{(1)} (\xi_{\alpha+1}^{4} - \xi_{\alpha}^{4})$, 
$D_{24}^{(1)} = \frac{1}{2} \sum_{\alpha=1}^{n} \alpha C_{12}^{(1)} (\xi_{\alpha+1}^{2} - \xi_{\alpha}^{2})$, 
$D_{25}^{(1)} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha C_{12}^{(1)} (\xi_{\alpha+1}^{3} - \xi_{\alpha}^{3})$, 
$D_{26}^{(1)} = \frac{1}{4} \sum_{\alpha=1}^{n} \alpha C_{12}^{(1)} (\xi_{\alpha+1}^{4} - \xi_{\alpha}^{4})$, 
$D_{27}^{(1)} = \frac{1}{2} \sum_{\alpha=1}^{n} \alpha C_{16}^{(1)} (\xi_{\alpha+1}^{2} - \xi_{\alpha}^{2})$, 
$D_{28}^{(1)} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha C_{16}^{(1)} (\xi_{\alpha+1}^{3} - \xi_{\alpha}^{3})$, 
$D_{29}^{(1)} = \frac{1}{4} \sum_{\alpha=1}^{n} \alpha C_{16}^{(1)} (\xi_{\alpha+1}^{4} - \xi_{\alpha}^{4})$, 
$D_{2,10}^{(1)} = 0$, 
$D_{2,11}^{(1)} = 0$, 
$D_{2,12}^{(1)} = \frac{1}{2} \sum_{\alpha=1}^{n} (\xi_{\alpha+1}^{2} - \xi_{\alpha}^{2}) \alpha C_{13}^{(1)}$, 
$D_{33}^{(1)} = \frac{1}{5} \sum_{\alpha=1}^{n} \alpha C_{11}^{(1)} (\xi_{\alpha+1}^{5} - \xi_{\alpha}^{5})$, 
$D_{34}^{(1)} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha C_{12}^{(1)} (\xi_{\alpha+1}^{3} - \xi_{\alpha}^{3})$. 
\[ D^{(1)}_{35} = \frac{1}{12} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{12} (\xi_{a+1}^4 - \xi_a^4), \quad D^{(1)}_{36} = \frac{1}{5} \sum_{a=1}^{n} (\xi_{a+1}^5 - \xi_a^5) \alpha \overline{C}^{(1)}_{12}, \]

\[ D^{(1)}_{37} = \frac{1}{3} \sum_{a=1}^{n} (\xi_{a+1}^3 - \xi_a^3) \alpha \overline{C}^{(1)}_{16}, \quad D^{(1)}_{38} = \frac{1}{4} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{16} (\xi_{a+1}^4 - \xi_a^4), \]

\[ D^{(1)}_{39} = \frac{1}{5} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{16} (\xi_{a+1}^5 - \xi_a^5), \quad D^{(1)}_{3,10} = 0, \]

\[ D^{(1)}_{3,11} = 0, \quad D^{(1)}_{3,12} = \frac{1}{3} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{13} (\xi_{a+1}^3 - \xi_a^3), \]

\[ D^{(1)}_{44} = \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{22} (\xi_{a+1} - \xi_a), \quad D^{(1)}_{45} = \frac{1}{2} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{22} (\xi_{a+1}^2 - \xi_a^2), \]

\[ D^{(1)}_{46} = \frac{1}{3} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{22} (\xi_{a+1}^3 - \xi_a^3), \quad D^{(1)}_{47} = \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{26} (\xi_{a+1} - \xi_a), \]

\[ D^{(1)}_{48} = \frac{1}{2} \sum_{a=1}^{n} \overline{C}^{(1)}_{26} (\xi_{a+1}^2 - \xi_a^2), \quad D^{(1)}_{49} = \frac{1}{3} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{26} (\xi_{a+1}^3 - \xi_a^3), \]

\[ D^{(1)}_{4,10} = 0, \quad D^{(1)}_{4,11} = 0, \quad D^{(1)}_{4,12} = \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{23} (\xi_3 - \xi_2), \]

\[ D^{(1)}_{55} = \frac{1}{3} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{22} (\xi_{a+1}^3 - \xi_a^3), \quad D^{(1)}_{56} = \frac{1}{4} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{22} (\xi_{a+1}^4 - \xi_a^4), \]

\[ D^{(1)}_{57} = \frac{1}{2} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{26} (\xi_{a+1} - \xi_a), \quad D^{(1)}_{58} = \frac{1}{3} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{26} (\xi_{a+1}^2 - \xi_a^2), \]

\[ D^{(1)}_{59} = \frac{1}{4} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{26} (\xi_{a+1}^4 - \xi_a^4), \quad D^{(1)}_{5,10} = 0, \quad D^{(1)}_{5,11} = 0, \]

\[ D^{(1)}_{5,12} = \frac{1}{2} \sum_{a=1}^{n} \alpha \overline{C}^{(1)}_{23} (\xi_{a+1}^2 - \xi_a^2), \]
\[ D^{(1)}_{66} = \frac{1}{5} \sum_{\alpha=1}^{n} \alpha \overline{C}_{22}^{(1)} (\xi_{\alpha+1}^5 - \xi_{\alpha}^5), \quad D^{(1)}_{67} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha \overline{C}_{26}^{(1)} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3), \]

\[ D^{(1)}_{68} = \frac{1}{4} \sum_{\alpha=1}^{n} \alpha \overline{C}_{26}^{(1)} (\xi_{\alpha+1}^4 - \xi_{\alpha}^4), \quad D^{(1)}_{69} = \frac{1}{5} \sum_{\alpha=1}^{n} \alpha \overline{C}_{26}^{(1)} (\xi_{\alpha+1}^5 - \xi_{\alpha}^5), \]

\[ D^{(1)}_{6,10} = 0, \quad D^{(1)}_{6,11} = 0, \quad D^{(1)}_{6,12} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha \overline{C}_{23}^{(1)} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3), \]

\[ D^{(1)}_{77} = \sum_{\alpha=1}^{n} \alpha \overline{C}_{66}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha}), \quad D^{(1)}_{78} = \frac{1}{2} \sum_{\alpha=1}^{n} \alpha \overline{C}_{66}^{(1)} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2), \]

\[ D^{(1)}_{79} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha \overline{C}_{66}^{(1)} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3), \quad D^{(1)}_{7,10} = 0, \]

\[ D^{(1)}_{7,11} = 0, \quad D^{(1)}_{7,12} = \sum_{\alpha=1}^{n} \alpha \overline{C}_{36}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha}), \]

\[ D^{(1)}_{88} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha \overline{C}_{66}^{(1)} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3), \quad D^{(1)}_{89} = \frac{1}{4} \sum_{\alpha=1}^{n} \alpha \overline{C}_{66}^{(1)} (\xi_{\alpha+1}^4 - \xi_{\alpha}^4), \]

\[ D^{(1)}_{8,10} = 0, \quad D^{(1)}_{8,11} = 0, \quad D^{(1)}_{8,12} = \frac{1}{2} \sum_{\alpha=1}^{n} \alpha \overline{C}_{36}^{(1)} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2), \]

\[ D^{(1)}_{99} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha \overline{C}_{66}^{(1)} (\xi_{\alpha+1}^5 - \xi_{\alpha}^5), \quad D^{(1)}_{9,10} = 0, \]

\[ D^{(1)}_{9,11} = 0, \quad D^{(1)}_{9,12} = \frac{1}{3} \sum_{\alpha=1}^{n} \alpha \overline{C}_{36}^{(1)} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3), \]

\[ D^{(1)}_{10,10} = \sum_{\alpha=1}^{n} \alpha \overline{C}_{55}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha}), \quad D^{(1)}_{10,11} = \sum_{\alpha=1}^{n} \alpha \overline{C}_{45}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha}), \]

\[ D^{(1)}_{10,12} = 0, \quad D^{(1)}_{11,11} = \sum_{\alpha=1}^{n} \alpha \overline{C}_{44}^{(1)} (\xi_{\alpha+1} - \xi_{\alpha}), \quad D^{(1)}_{11,12} = 0, \]
\[ D_{12,12}^{(1)} = \sum_{\alpha=1}^{n} \alpha C_{33}^{(1)} (\xi_{\alpha+1} - \xi_\alpha). \]  

(3.7.9)

The quantities \( D_{ij}^{(1)} \) characterize the averaged (through the thickness) material properties of the lower face sheet. If failure occurs, the material constants \( \alpha C_{ij}^{(1)} \), that characterize each individual ply of the lower face sheet, change their values. Therefore, if the failure occurs, the averaged material properties \( D_{ij}^{(1)} \) change their values too. The method of reducing the values of the material constants \( \alpha C_{33}^{(k)} \) in case of the failure, is described in the subsequent sections.

So, the strain energy of the lower face sheet is

\[
U^{(1)} = \frac{1}{2} \int_{0}^{B} \int_{0}^{L} \left\{ \left[ D^{(1)} \right] \left\{ \phi^{(1)} \right\} \right\}_T \left\{ \left[ D^{(1)} \right] \left\{ \phi^{(1)} \right\} \right\}_x \, dx \, dy,
\]

(3.7.10)

where the matrix \( \left[ \partial^{(1)} \right] \) of differential operators is defined by equations (3.5.7), the column-matrix \( \left\{ f \right\} \) of the unknown functions is defined by equation (3.5.5), \( \left\{ \eta^{(1)} \right\} \) is the column-matrix of the non-linear combinations of the unknown functions, and matrix \( \left[ D^{(1)} \right] \) is the matrix of material constants, averaged over the thickness of the lower face sheet.

**Strain Energy of the Upper Face Sheet**

Let us introduce the following notation for a stiffness coefficient in the Hooke's law for a ply of the upper face sheet in the laminate coordinate system:

\[ \alpha C_{ij}^{(3)}, \]

(3.7.11)

where the right superscript (3) denotes that a stiffness coefficient is associated with the third sublamine (i.e. the upper face sheet), the left superscript \( \alpha \) is a number of a ply in the upper face sheet, subscripts \( i \) and \( j \) denote a position of the stiffness coefficient in the stiffness matrix. The stiffness matrix with components \( \alpha C_{ij}^{(3)} \) will be denoted as

\[
\begin{bmatrix}
\alpha C_{11}^{(3)} & \alpha C_{12}^{(3)} & \alpha C_{13}^{(3)} & 0 & 0 & \alpha C_{16}^{(3)} \\
\alpha C_{12}^{(3)} & \alpha C_{22}^{(3)} & \alpha C_{23}^{(3)} & 0 & 0 & \alpha C_{26}^{(3)} \\
\alpha C_{13}^{(3)} & \alpha C_{23}^{(3)} & \alpha C_{33}^{(3)} & 0 & 0 & \alpha C_{36}^{(3)} \\
0 & 0 & 0 & \alpha C_{44}^{(3)} & \alpha C_{45}^{(3)} & 0 \\
0 & 0 & 0 & \alpha C_{45}^{(3)} & \alpha C_{55}^{(3)} & 0 \\
\alpha C_{16}^{(3)} & \alpha C_{26}^{(3)} & \alpha C_{36}^{(3)} & 0 & 0 & \alpha C_{66}^{(3)}
\end{bmatrix}
\]

(3.7.12)
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So, the strain energy of a ply with a number \( \alpha \), of the upper face sheet, is

\[
U_3^{(\alpha)} = \frac{1}{2} \iiint_{V_\alpha^{(3)}} \{ \epsilon^{(3)} \}^T \{ \overline{C}_\alpha^{(3)} \} \{ \epsilon^{(3)} \} \, dV ,
\]

(3.7.13)

where \( V_\alpha^{(3)} \) is volume of a ply with number \( \alpha \), of the upper face sheet. Let \( m \) be a number of plies in the upper face sheet and let

\[
\zeta_1 = z_3, \, \zeta_2, \, \zeta_3, \ldots, \, \zeta_m = z_4
\]

be \( z \)-coordinates of the interfaces between the plies of the upper face sheet.

Then, performing the same derivations as for the lower face sheets, one can obtain the following expression for the strain energy of the upper face sheet

\[
U^{(3)} = \frac{1}{2} \int_0^B \int_0^{L} \{ \varphi^{(3)} \}^T \left[ D^{(3)} \right] \{ \varphi^{(3)} \} \, dx \, dy ,
\]

(3.7.14)

where matrix \( \left[ D^{(3)} \right] \) is symmetric and its components are defined by the formulas similar to the formulas that define the components of the matrix \( \left[ D^{(1)} \right] \), for example:

\[
D_{11}^{(3)} = \sum_{\alpha=1}^{m} \alpha \overline{C}_{11}^{(3)} (\zeta_{\alpha+1} - \zeta_{\alpha}) , \quad D_{12}^{(3)} = \frac{1}{2} \sum_{\alpha=1}^{m} \alpha \overline{C}_{11}^{(3)} (\zeta_{\alpha+1}^2 - \zeta_{\alpha}^2) , \quad D_{13}^{(3)} = \frac{1}{3} \sum_{\alpha=1}^{m} \alpha \overline{C}_{11}^{(3)} (\zeta_{\alpha+1}^3 - \zeta_{\alpha}^3) .
\]

(3.7.15)

So, the strain energy of the upper face sheet is

\[
U^{(3)} = \frac{1}{2} \int_0^B \int_0^{L} \{ \varphi^{(3)} \}^T \left[ D^{(3)} \right] \{ \varphi^{(3)} \} \, dx \, dy =

= \frac{1}{2} \int_0^B \int_0^{L} \left( \left[ \delta^{(3)} \right] \left( \{ f \} + \{ \eta^{(3)} \} \right) \right)^T \left[ D^{(3)} \right] \left( \left[ \delta^{(3)} \right] \left( \{ f \} + \{ \eta^{(3)} \} \right) \right) \, dx \, dy ,
\]

(3.7.16)

where matrices \( \left[ \delta^{(3)} \right] \), \( \{ f \} \) and \( \{ \eta^{(3)} \} \) are defined by formulas (3.5.13), (3.5.5) and (3.5.14) respectively and matrix \( \left[ D^{(3)} \right] \) is a matrix of material constants, averaged over the thickness of the upper face sheet.

**Strain energy of the core of the sandwich plate**

The core of the sandwich plate is considered to be a homogeneous orthotropic medium. But the failure in the core can be distributed nonuniformly in the thickness direction. As a result of this, in the presence of failure the coefficients \( \overline{C}_{ij} \) of the stress-strain relation of the core can vary in the
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thickness direction. To take account of this, the core is nominally divided into the layers, parallel to the x-y-plane, such that within each layer the coefficients of the stress-strain relation do not vary in the thickness direction. Therefore, the core is treated as a laminated plate, the same way as the face sheets, and the expression for the strain energy of the core has the same form as the expressions for the strain energy of the face sheets:

$$U^{(2)} = \frac{1}{2} \int_0^B \int_0^L \begin{bmatrix} \varepsilon^{(2)} \\ \eta^{(2)} \end{bmatrix}^T \begin{bmatrix} \sigma^{(2)} \\ \eta^{(2)} \end{bmatrix} + \begin{bmatrix} \varepsilon^{(2)} \\ \eta^{(2)} \end{bmatrix} \begin{bmatrix} \sigma^{(2)} \\ \eta^{(2)} \end{bmatrix} \right) dx \ dy,$$  

(3.7.17)

where matrices $[\varepsilon^{(2)}], \{f\}$ and $\{\eta^{(2)}\}$ are defined by formulas (3.5.10), (3.5.5) and (3.5.11) respectively. The matrix $[D^{(2)}]$ is a matrix of material constants, averaged over the thickness of the core. It is defined analogously to the matrices $[D^{(1)}]$ and $[D^{(3)}]$.

Strain Energy of the Sandwich Plate

The strain energy of the sandwich plate is the sum of the strain energies of the core and the face sheets:

$$U_p = U^{(1)} + U^{(2)} + U^{(3)} =$$

$$= \frac{1}{2} \int_0^B \int_0^L \begin{bmatrix} \varepsilon^{(1)} \\ \eta^{(1)} \end{bmatrix}^T \begin{bmatrix} \sigma^{(1)} \\ \eta^{(1)} \end{bmatrix} + \begin{bmatrix} \varepsilon^{(1)} \\ \eta^{(1)} \end{bmatrix} \begin{bmatrix} \sigma^{(1)} \\ \eta^{(1)} \end{bmatrix} \right) dx \ dy +$$

$$+ \frac{1}{2} \int_0^B \int_0^L \begin{bmatrix} \varepsilon^{(2)} \\ \eta^{(2)} \end{bmatrix}^T \begin{bmatrix} \sigma^{(2)} \\ \eta^{(2)} \end{bmatrix} + \begin{bmatrix} \varepsilon^{(2)} \\ \eta^{(2)} \end{bmatrix} \begin{bmatrix} \sigma^{(2)} \\ \eta^{(2)} \end{bmatrix} \right) dx \ dy +$$

$$+ \frac{1}{2} \int_0^B \int_0^L \begin{bmatrix} \varepsilon^{(3)} \\ \eta^{(3)} \end{bmatrix}^T \begin{bmatrix} \sigma^{(3)} \\ \eta^{(3)} \end{bmatrix} + \begin{bmatrix} \varepsilon^{(3)} \\ \eta^{(3)} \end{bmatrix} \begin{bmatrix} \sigma^{(3)} \\ \eta^{(3)} \end{bmatrix} \right) dx \ dy,$$  

(3.7.18)

where $[D^{(1)}], [D^{(2)}], [D^{(3)}]$ are the matrices of material constants, averaged over the thickness of the sublaminates; $\{f\}$ is the column-matrix of the unknown functions of the problem; $\{\eta^{(1)}\}, \{\eta^{(2)}\}, \{\eta^{(3)}\}$ are the column-matrices of the non-linear combinations of the unknown functions of the problem and their spatial derivatives. All the functions, that enter into the expression (3.7.18) for the strain energy of the sandwich plate, depend on coordinates $x$, $y$ and time $t$. Therefore, this expression is suitable for construction of the two-dimensional plate theory of the sandwich composite platform.
3.8 Strain Energy of Elastic Foundation

We shall model the ground, on which the platform is dropped, as a Winkler elastic foundation, i.e. we shall take the reaction forces of the elastic foundation to be linearly proportional to the displacement of the platform in \( z \)-direction at the area of contact of the platform with the ground. In such a model, the force per unit area, resisting the displacement of the platform, is equal to 
\[-s \, w^{(1)} \big|_{z=z_1} \, , \]
where the function \( s(x,y) \) is usually referred to as the modulus of the foundation. Then the strain energy of the elastic foundation is

\[
U_f = \frac{1}{2} \int_0^R \int_0^L s(x,y) \left[ w^{(1)}(x,y,z_1,t) \right]^2 \, dx \, dy
\]

(3.8.1)

According to equation (3.3.14),

\[
w^{(1)}(x,y,z_1,t) = w_0 + \varepsilon_{xx}^{(2)} z_2 + \varepsilon^{(1)}_{zz} (z_1 - z_2) ,
\]

(3.8.2)

or

\[
w^{(1)}(x,y,z_1,t) = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & (z_1 - z_2) & 0 & 0 & 0 & 0 \end{bmatrix} \{ f \},
\]

(3.8.3)

where

\[
\{ f \} = \begin{bmatrix} u_0 & v_0 & \varepsilon_{xx}^{(1)} & \varepsilon_{yy}^{(1)} & \varepsilon^{(1)}_{xx} & \varepsilon^{(1)}_{yy} & \varepsilon^{(2)}_{xx} & \varepsilon^{(2)}_{yy} & \varepsilon^{(3)}_{xx} & \varepsilon^{(3)}_{yy} \end{bmatrix}^T
\]

is a column-matrix of the unknown functions of the problem. Then

\[
\left[ w^{(1)}(x,y,z_1,t) \right]^2 = \{ f \}^T \begin{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} & \begin{bmatrix} z_1 - z_2 \\ 0 \\ 0 \\ z_2 \\ 0 \end{bmatrix} \\ \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} & \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \end{bmatrix} \{ f \}
\]
\[ \{ f \}^T \begin{bmatrix} \bar{D} \end{bmatrix} \{ f \}, \]  
(3.8.4)

where

\[ \begin{bmatrix} \bar{D} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & z_1 - z_2 & 0 & 0 & z_2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & z_1 - z_2 & 0 & 0 & (z_1 - z_2)^2 & 0 & 0 & (z_1 - z_2) z_2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & z_2 & 0 & 0 & (z_1 - z_2) z_2 & 0 & 0 & z_2^2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}. \]  
(3.8.5)

The substitution of equation (11.4) into equation (11.1) yields

\[ U_f = \frac{1}{2} \int_0^L \int_0^B s(x,y) \{ f \}^T \begin{bmatrix} \bar{D} \end{bmatrix} \{ f \} \, dx \, dy. \]  
(3.8.6)

This is the expression for the strain energy of the elastic foundation in terms of the unknown functions

\[ \{ f \} = \begin{bmatrix} u_0 & v_0 & w_0 & \varepsilon_{x}^{(1)} & \varepsilon_{y}^{(1)} & \varepsilon_{z}^{(1)} & \varepsilon_{x}^{(2)} & \varepsilon_{y}^{(2)} & \varepsilon_{z}^{(2)} & \varepsilon_{x}^{(3)} & \varepsilon_{y}^{(3)} & \varepsilon_{z}^{(3)} \end{bmatrix}^T. \]
3.9 Potential Energy of the Platform and the Cargo in the Gravity Field

Potential energy of the platform in the gravity field

We take a zero level of the potential energy of the platform in the position, in which the platform touches the ground, but the ground is not compressed yet, or, in other words, it is assumed that the potential energy of the platform in the gravity field is equal to zero at the initial moment of interaction of the platform with the ground. Let us find an expression for the potential energy of the lower face sheet. The projection on the z-axis of the gravity force per unit volume, acting on the lower face sheet, is

\[ G_z^{(1)} = -\rho^{(1)} g, \]  \hspace{1cm} (3.9.1)

where \( \rho^{(1)} \) is mass density of the material of the lower face sheet, and \( g = 9.8 \frac{m}{s^2} \) is the absolute value of acceleration of free fall (absolute value of gravity force per unit mass). The projection \( G_z^{(1)} \) of the gravity force on the z-axis is negative because the gravity force is directed downward, while the z-axis is chosen to be directed upward. Therefore, we had to put the "−" sign in the expression (3.9.1). When the platform deforms as a result of its interaction with the ground, the gravity force performs mechanical work, which for the lower face sheet has the form

\[ W^{(1)} = \iiint_{(V_{(1)})} G_z^{(1)} \, w^{(1)} \, dV = \iiint_{(V_{(1)})} -\rho^{(1)} g w^{(1)} \, dV = -\rho^{(1)} g \int_0^B \int_0^L \int_{z_1}^{z_2} w^{(1)} \, dz \, dx \, dy. \]  \hspace{1cm} (3.9.2)

Therefore, the potential energy of the lower face sheet, due to the gravity force, is

\[ \Pi^{(1)} = -W^{(1)} = \rho^{(1)} g \int_0^B \int_0^L \int_{z_1}^{z_2} w^{(1)} \, dz \, dx \, dy. \]  \hspace{1cm} (3.9.3)

According to equation (3.3.14), it was found that

\[ w^{(1)}(x, y, z, t) = w_0(x, y, t) + \varepsilon_{zz}^{(2)}(x, y, t) \, z_2 + \varepsilon_{zz}^{(1)}(x, y, t) \, (z - z_2) \]  \hspace{1cm} (z_1 \leq z \leq z_2).

The substitution of the last expression into the expression (3.9.3) yields

\[ \Pi^{(1)} = \rho^{(1)} g \int_0^B \int_0^L \int_{z_1}^{z_2} \left[ w_0(x, y, t) + \varepsilon_{zz}^{(2)}(x, y, t) \, z_2 + \varepsilon_{zz}^{(1)}(x, y, t) \, (z - z_2) \right] \, dz \, dx \, dy. \]
The integrating of the last expression with respect to \( z \) leads to
\[
\Pi^{(1)} = \rho^{(1)} g \int_0^B \int_0^L \left[ w_0 (z_2 - z_1) + \varepsilon^{(2)}_{zz} (z_2 - z) - \frac{1}{2} \varepsilon^{(1)}_{zz} (z_1 - z)^2 \right] dx \, dy .
\] (3.9.4)

**The potential energy of the core of the sandwich plate** in the gravity field is
\[
\Pi^{(2)} = \rho^{(2)} g \int_0^B \int_0^L \int_0^z w^{(2)} : dz \, dx \, dy .
\] (3.9.5)

According to equation (3.3.8),
\[
w^{(2)} (x, y, z, t) = w_0 (x, y, t) + \varepsilon^{(2)}_{zz} (x, y, t) \, z .
\]

Substituting the last expression into expression (3.9.5) and integrating with respect to \( z \), one obtains
\[
\Pi^{(2)} = \rho^{(2)} g \int_0^B \int_0^L \left[ w_0 (z_3 - z_2) + \varepsilon^{(2)}_{zz} (z_3 - z_2) \right] dx \, dy .
\] (3.9.6)

**The potential energy of the upper face sheet of the sandwich plate** in the gravity field is
\[
\Pi^{(3)} = \rho^{(3)} g \int_0^B \int_0^{z_4} w^{(3)} : dz \, dx \, dy .
\] (3.9.7)

Then one can incorporate equation (3.3.15),
\[
w^{(3)} (x, y, z, t) = w_0 (x, y, t) + \varepsilon^{(2)}_{zz} (x, y, t) \, z_3 + \varepsilon^{(3)}_{zz} (x, y, t) \, (z - z_3) \quad (z_3 \leq z \leq z_4)
\]

into expression (3.9.7) and integrate with respect to \( z \), yielding
\[
\Pi^{(3)} = \rho^{(3)} g \int_0^B \int_0^L \left[ w_0 (z_4 - z_3) + \varepsilon^{(2)}_{zz} z_3 (z_4 - z_3) + \varepsilon^{(3)}_{zz} \frac{1}{2} (z_4 - z_3)^2 \right] dx \, dy .
\] (3.9.8)

**The potential energy of the whole sandwich plate** in the gravity field is
\[
\Pi_{\text{platform}} = \Pi^{(1)} + \Pi^{(2)} + \Pi^{(3)} = \rho^{(1)} g \int_0^B \int_0^L \left[ w_0 (z_2 - z_1) + \varepsilon^{(2)}_{zz} z_2 (z_2 - z_1) - \frac{1}{2} \varepsilon^{(1)}_{zz} (z_1 - z_2)^2 \right] dx \, dy .
\]
\[ \Pi_{platform} = \int_0^B \int_0^L \{ f \}^T \{ \Gamma_p \} \, dx \, dy, \] 

(3.9.10)

where

\[ \{ f \}^T = \begin{bmatrix} u_0 \quad v_0 \quad w_0 \quad \varepsilon_{xz}^{(1)} \quad \varepsilon_{yz}^{(1)} \quad \varepsilon_{xz}^{(2)} \quad \varepsilon_{yz}^{(2)} \quad \varepsilon_{xz}^{(3)} \quad \varepsilon_{yz}^{(3)} \end{bmatrix} \]

is a row-matrix of the unknown functions of the problem and

\[
\{ \Gamma_p \} = \begin{bmatrix}
0 \\
0 \\
\left[ \rho^{(1)} (z_2 - z_1) + \rho^{(2)} (z_3 - z_2) + \rho^{(3)} (z_4 - z_3) \right] \\
0 \\
0 \\
-\frac{1}{2} \rho^{(1)} (z_1 - z_2)^2 \\
0 \\
0 \\
\left[ \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{2} \rho^{(2)} (z_3^2 - z_2^2) + \rho^{(3)} z_3 (z_4 - z_3) \right] \\
0 \\
0 \\
\frac{1}{2} \rho^{(3)} (z_4 - z_3)^2 
\end{bmatrix}.
\] 

(3.9.11)

Potential energy of the cargo in the gravity field

Next, let the cargo of mass \( M \) on the upper surface occupy the region \( S_0 \) of area \( A_0 \). We assume that contact between the cargo and upper surface of the sandwich platform exists all the time. During interaction of the platform with the ground, the displacement of the cargo is equal to the
displacement of the region \( S_0 \) of the upper surface, which is in contact with the cargo, i.e. the displacement of the cargo is equal to \( w^{(3)}(x, y, z_4, t) \), where \( x \) and \( y \) belong to the region \( S_0 \). When the platform deforms as a result of its interaction with the ground and the cargo, the gravity force, acting on the cargo, produces mechanical work

\[
W_{\text{cargo}} = -\iint_{(S_0)} \mu \ g \ w^{(3)}(x, y, z_4, t) \ dx \ dy
\]

\[
= -\int_0^B \int_0^L \mu \ g \ H(x, y) \ w^{(3)}(x, y, z_4, t) \ dx \ dy, \quad (3.9.12)
\]

where

\[
H(x, y) = \begin{cases} 
1 & \text{in region } S_0 \\
0 & \text{otherwise} 
\end{cases}
\]

(3.9.13)

and \( \mu \) is the mass of the cargo per unit area of contact with the platform, i.e. a quantity such that

\[
M = \iint_{(S_0)} \mu \ dx \ dy.
\]

If the mass of the cargo is uniformly distributed over the surface of the contact, then

\[
\mu = \frac{M}{A_0}.
\]

Then the potential energy of the cargo in the gravity field is

\[
\Pi_{\text{cargo}} = -W_{\text{cargo}} = \int_0^B \int_0^L \mu \ g \ H(x, y) \ w^{(3)}(x, y, z_4, t) \ dx \ dy. \quad (3.9.14)
\]

According to equation (3.3.15),

\[
w^{(3)}(x, y, z_4, t) = w_0(x, y, t) + \varepsilon^{(2)}_{zz}(x, y, t) z_3 + \varepsilon^{(3)}_{zz}(x, y, t)(z_4 - z_3).
\]

(3.9.15)

Substituting (3.9.15) into (3.9.14), one receives

\[
\Pi_{\text{cargo}} = \int_0^B \int_0^L \mu \ g \ H(x, y) \left[ w_0 + \varepsilon^{(2)}_{zz} z_3 + \varepsilon^{(3)}_{zz}(z_4 - z_3) \right] \ dx \ dy. \quad (3.9.16)
\]

Expression (3.9.16) can be written in matrix form as follows:

\[
\Pi_{\text{cargo}} = \int_0^B \int_0^L \{f\}^T \{\Gamma_c\}, \quad (3.9.17)
\]
where \( \{ f \}^T = \begin{bmatrix} u_0 & v_0 & w_0 & \xi_{xz}^{(1)} & \xi_{yz}^{(1)} & \xi_{zz}^{(1)} & \xi_{xz}^{(2)} & \xi_{yz}^{(2)} & \xi_{zz}^{(2)} & \xi_{xz}^{(3)} & \xi_{yz}^{(3)} & \xi_{zz}^{(3)} \end{bmatrix} \) is a row-matrix of the unknown functions of the problem and

\[
\{ \Gamma_c \} = \mu \, g \, H(x,y) \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & 0 & 0 & z_3 & 0 & 0 & z_4 - z_3 \end{bmatrix}^T.
\] (3.9.18)

Thus, the total potential energy of the platform and the cargo in the gravity field is

\[
\Pi_{\text{platform}} + \Pi_{\text{cargo}} = \int_0^B \int_0^L \{ f \}^T \{ \Gamma \} \, dx \, dy =
\]

\[
= \int_0^B \int_0^L \{ f \}^T \{ \Gamma \} \, dx \, dy,
\] (3.9.19)

where

\[
\{ \Gamma \} = \{ \Gamma_p \} + \{ \Gamma_c \} =
\]

\[
\begin{bmatrix}
0 \\
0 \\
0 \\
g \left[ \rho^{(1)} (z_2 - z_1) + \rho^{(2)} (z_3 - z_2) + \rho^{(3)} (z_4 - z_3) + \mu \, H(x,y) \right] \\
0 \\
0 \\
-\frac{1}{2} \rho^{(1)} g (z_1 - z_2)^2 \\
0 \\
0 \\
g \left[ \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{2} \rho^{(2)} (z_3^2 - z_3^2) + \rho^{(3)} z_3 (z_4 - z_3) + \mu \, H(x,y) \, z_3 \right] \\
0 \\
0 \\
g \left[ \rho^{(3)} \frac{1}{2} (z_4 - z_3)^2 + \mu \, H(x,y) (z_4 - z_3) \right]
\end{bmatrix}.
\] (3.9.20)
3.10 Kinetic Energy of the Platform and the Cargo

In order to perform the finite element formulation on the basis of the Hamilton’s principle, it is necessary to have an expression for the kinetic energy in terms of the unknown functions. The kinetic energy of the system under consideration consists of kinetic energies of the platform and the cargo.

**Kinetic energy of the platform**

Considering the fact that the mass density of the face sheets is constant, kinetic energy of the lower face sheet can be written as follows:

\[
K^{(1)} = \frac{1}{2} \rho^{(1)} \iiint_{(V)} \left[ \left( \ddot{u}^{(1)} \right)^2 + \left( \ddot{v}^{(1)} \right)^2 + \left( \ddot{w}^{(1)} \right)^2 \right] dV = \\
= \frac{1}{2} \rho^{(1)} \iiint_{(V)} \begin{bmatrix} \ddot{u}^{(1)} \\ \ddot{v}^{(1)} \\ \ddot{w}^{(1)} \end{bmatrix} ^T \begin{bmatrix} \ddot{u}^{(1)} \\ \ddot{v}^{(1)} \\ \ddot{w}^{(1)} \end{bmatrix} dV,
\]

(3.10.1)

where dots over letters denote partial derivatives with respect to time.

According to equation (3.3.62), the column-matrix \( \begin{bmatrix} \ddot{u}^{(1)} & \ddot{v}^{(1)} & \ddot{w}^{(1)} \end{bmatrix} \) can be written in the form

\[
\begin{bmatrix} \ddot{u}^{(1)} \\ \ddot{v}^{(1)} \\ \ddot{w}^{(1)} \end{bmatrix} = \frac{\partial}{\partial t} \begin{bmatrix} u^{(1)} \\ v^{(1)} \\ w^{(1)} \end{bmatrix} = \begin{bmatrix} \tilde{Z} \end{bmatrix} \begin{bmatrix} \tilde{\gamma}^{(1)} \end{bmatrix} \frac{\partial}{\partial t} \{ f \}.
\]

(3.10.2)

Therefore,

\[
K^{(1)} = \frac{1}{2} \rho^{(1)} \iiint_{(V)} \begin{bmatrix} \ddot{u}^{(1)} \\ \ddot{v}^{(1)} \\ \ddot{w}^{(1)} \end{bmatrix} ^T \begin{bmatrix} \tilde{Z} \\ \tilde{Z} \\ \tilde{Z} \end{bmatrix} \begin{bmatrix} \tilde{Z} \\ \tilde{Z} \\ \tilde{Z} \end{bmatrix} \begin{bmatrix} \tilde{\gamma}^{(1)} \end{bmatrix} \frac{\partial}{\partial t} \{ f \} dV = \\
= \frac{1}{2} \rho^{(1)} \iiint_{(V)} \begin{bmatrix} \ddot{u}^{(1)} \\ \ddot{v}^{(1)} \\ \ddot{w}^{(1)} \end{bmatrix} ^T \begin{bmatrix} \tilde{\gamma}^{(1)} \end{bmatrix} \frac{\partial}{\partial t} \{ f \} dV,
\]

(3.10.3)

where

\[
\begin{bmatrix} \tilde{Z} \\ \tilde{Z} \end{bmatrix} = \begin{bmatrix} \tilde{Z} \\ \tilde{Z} \end{bmatrix}^T \begin{bmatrix} \tilde{Z} \\ \tilde{Z} \end{bmatrix} = 
\]
\[ \begin{bmatrix} 1 & 0 & 0 \\ z & 0 & 0 \\ z^2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & z & 0 \\ 0 & z^2 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & z \end{bmatrix} = \begin{bmatrix} 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & z & z^2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} = \\
\begin{bmatrix} 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 \\ z & z^2 & z^3 & 0 & 0 & 0 & 0 & 0 \\ z^2 & z^3 & z^4 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & z & z^2 & 0 & 0 \\ 0 & 0 & 0 & z & z^2 & z^3 & 0 & 0 \\ 0 & 0 & 0 & z^2 & z^3 & z^4 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & z & z^2 \end{bmatrix} . \tag{3.10.4} \]

Now the kinetic energy can be written in the form

\[
K^{(1)} = \frac{1}{2} \hat{\rho}^{(1)} \int_0^B \int_0^L \left( \begin{bmatrix} \tilde{\partial}^{(1)}(f) \\ \partial_t \{f\} \end{bmatrix} \right) \begin{bmatrix} \tilde{Z} \\ \tilde{Z} \end{bmatrix} dx dy = \\
\int_0^B \int_0^L \left( \begin{bmatrix} \tilde{\partial}^{(1)}(f) \\ \partial_t \{f\} \end{bmatrix} \right) \begin{bmatrix} \tilde{D}^{(1)} \\ \tilde{D}^{(1)} \end{bmatrix} dx dy , \tag{3.10.5} \]

where

\[
\begin{bmatrix} \tilde{D}^{(1)} \end{bmatrix} = \int_{z_1}^{z_2} \begin{bmatrix} \tilde{Z} \end{bmatrix} dz = 
\]
Analogously, we can write the kinetic energy of the core and the upper face sheet:

\[ K^{(2)} = \frac{1}{2} \rho^{(2)} \int_0^L \int_0^B \left( \left[ \tilde{\mathcal{R}}^{(2)} \right] \frac{\partial \{ f \}}{\partial t} \right) \left( \left[ \tilde{\mathcal{R}}^{(2)} \right] \frac{\partial \{ f \}}{\partial t} \right)^T \ dx \ dy \ , \] (3.10.7)

\[ K^{(3)} = \frac{1}{2} \rho^{(3)} \int_0^L \int_0^B \left( \left[ \tilde{\mathcal{R}}^{(3)} \right] \frac{\partial \{ f \}}{\partial t} \right) \left( \left[ \tilde{\mathcal{R}}^{(3)} \right] \frac{\partial \{ f \}}{\partial t} \right)^T \ dx \ dy \ , \] (3.10.8)

where

\[
\left[ \tilde{\mathcal{R}}^{(2)} \right] = \int_{z_2}^{z_1} \left[ \tilde{Z} \right] \ dz =
\]

\[
\begin{bmatrix}
z_2 - z_1 & \frac{1}{2} (z_2^2 - z_1^2) & \frac{1}{3} (z_2^3 - z_1^3) & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{3} (z_2^2 - z_1^2) & \frac{1}{3} (z_2^3 - z_1^3) & \frac{1}{4} (z_2^4 - z_1^4) & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{3} (z_2^2 - z_1^2) & \frac{1}{4} (z_2^3 - z_1^3) & \frac{1}{5} (z_2^4 - z_1^4) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & z_2 - z_1 & \frac{1}{2} (z_2^2 - z_1^2) & \frac{1}{3} (z_2^3 - z_1^3) & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{3} (z_2^2 - z_1^2) & \frac{1}{3} (z_2^3 - z_1^3) & \frac{1}{4} (z_2^4 - z_1^4) & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{3} (z_2^2 - z_1^2) & \frac{1}{4} (z_2^3 - z_1^3) & \frac{1}{5} (z_2^4 - z_1^4) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & z_2 - z_1 & \frac{1}{2} (z_2^2 - z_1^2) & \frac{1}{3} (z_2^3 - z_1^3) \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{3} (z_2^2 - z_1^2) & \frac{1}{3} (z_2^3 - z_1^3) & \frac{1}{4} (z_2^4 - z_1^4) \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{4} (z_2^3 - z_1^3) & \frac{1}{4} (z_2^4 - z_1^4) & \frac{1}{5} (z_2^5 - z_1^5) \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{5} (z_2^4 - z_1^4) & \frac{1}{5} (z_2^5 - z_1^5) & \frac{1}{6} (z_2^6 - z_1^6)
\end{bmatrix}
\]
and \([ \mathcal{\bar{g}}^{(2)} ]\) and \([ \mathcal{\bar{g}}^{(3)} ]\) are the matrices of differential operators, defined by formulas (3.3.59) and (3.3.61).

So, the kinetic energy of the sandwich plate is

\[
K_p = K^{(1)} + K^{(2)} + K^{(3)} =
\]

\[
= \frac{1}{2} \rho^{(1)} \int_0^L \int_0^B \left( \left[ \mathcal{\bar{g}}^{(1)} \right] \frac{\partial}{\partial t} \{ f \} \right) \left[ \mathcal{D}^{(1)} \right] \left( \left[ \mathcal{\bar{g}}^{(1)} \right] \frac{\partial}{\partial t} \{ f \} \right) dx \, dy + \\
+ \frac{1}{2} \rho^{(2)} \int_0^L \int_0^B \left( \left[ \mathcal{\bar{g}}^{(2)} \right] \frac{\partial}{\partial t} \{ f \} \right) \left[ \mathcal{D}^{(2)} \right] \left( \left[ \mathcal{\bar{g}}^{(2)} \right] \frac{\partial}{\partial t} \{ f \} \right) dx \, dy + 
\]
\[ + \frac{1}{2} \rho^{(3)} \int_{0}^{B} \int_{0}^{L} \left( \begin{bmatrix} \tilde{\mathcal{G}}^{(3)} \frac{\partial}{\partial t} \{f\} \\ \tilde{D}^{(3)} \end{bmatrix}_{(8 \times 12)} \right)^{T} \left( \begin{bmatrix} \tilde{\mathcal{G}}^{(3)} \frac{\partial}{\partial t} \{f\} \\ \tilde{D}^{(3)} \end{bmatrix}_{(8 \times 12)} \right) \, dx \, dy . \tag{3.10.11} \]

where matrices of differential operators \[ \begin{bmatrix} \tilde{\mathcal{G}}^{(1)} \\ \tilde{\mathcal{G}}^{(2)} \\ \tilde{\mathcal{G}}^{(3)} \end{bmatrix} \] are defined by equations (3.3.56), (3.3.59), and (3.3.61); \( \{f\} \) is a column-matrix of the unknown functions, defined by equation (3.3.57); and \[ \begin{bmatrix} \tilde{D}^{(1)} \\ \tilde{D}^{(2)} \\ \tilde{D}^{(3)} \end{bmatrix} \] are matrices of constants, defined by equations (3.10.6), (3.10.9), and (3.10.10).

**Kinetic energy of the cargo**

The cargo of mass \( M \) on the upper surface is said to occupy the region \( S_0 \) of area \( A_0 \). We assume that a contact between the cargo and upper surface of the sandwich platform exists all the time. During interaction of the platform with the ground, the velocity of the cargo is equal to the velocity of the region \( S_0 \) of the upper surface, which is in contact with the cargo, i.e. the velocity of the cargo is equal to \( \frac{\partial}{\partial t} w^{(3)} (x, y, z_4, t) \), where \( x \) and \( y \) belong to the region \( S_0 \). Therefore, the kinetic energy of the cargo is equal to

\[ K_c = \frac{1}{2} \int_{(S_0)} \mu \left( \frac{\partial w^{(3)} (x, y, z_4, t)}{\partial t} \right)^2 \, dx \, dy , \tag{3.10.12} \]

where \( \mu \) is the mass of the cargo per unit area of contact with the platform, i.e. a quantity such that

\[ M = \iint_{(S_0)} \mu \, dx \, dy . \tag{3.10.13} \]

If the mass of the cargo is uniformly distributed over the surface of the contact, then

\[ \mu = \frac{M}{A_0} . \]

Equation (3.10.12) can also be written in the form

\[ K_c = \frac{1}{2} \int_{0}^{B} \int_{0}^{L} \mu H(x, y) \left( \frac{\partial w^{(3)} (x, y, z_4, t)}{\partial t} \right)^2 \, dx \, dy , \tag{3.10.14} \]

where

\[ H(x, y) = \begin{cases} 1 \text{ in region } S_0 \\ 0 \text{ otherwise} \end{cases} \tag{3.10.15} \]
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According to equation (3.3.15),

\[
w^{(3)}(x, y, z_4, t) = w_0 + \varepsilon^{(2)}_{zz} z_3 + \varepsilon^{(3)}_{zz} (z_4 - z_3)
\]  

or

\[
w^{(3)}(x, y, z_4, t) = \{f\}^T \{\omega\},
\]

where

\[
\{f\}^T = \begin{bmatrix}
u_0 & v_0 & w_0 & \varepsilon^{(1)}_{zz} & \varepsilon^{(1)}_{yz} & \varepsilon^{(1)}_{xy} & \varepsilon^{(2)}_{zz} & \varepsilon^{(2)}_{yz} & \varepsilon^{(2)}_{xy} & \varepsilon^{(3)}_{zz} & \varepsilon^{(3)}_{yz} & \varepsilon^{(3)}_{xy}
\end{bmatrix}
\]

is the row-matrix of the unknown functions of the problem and

\[
\{\omega\} = \begin{bmatrix}0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & z_4 - z_3\end{bmatrix}^T.
\]

Then

\[
\frac{\partial}{\partial t} w^{(3)}(x, y, z_4, t) = \left(\frac{\partial}{\partial t} \{f\}\right)^T \{\omega\}
\]

and

\[
\left(\frac{\partial w^{(3)}(x, y, z_4, t)}{\partial t}\right)^2 = \left(\frac{\partial}{\partial t} \{f\}\right)^T \{\omega\} \{\omega\}^T \left(\frac{\partial}{\partial t} \{f\}\right) = \left(\frac{\partial}{\partial t} \{f\}\right)^T \hat{D}_c \left(\frac{\partial}{\partial t} \{f\}\right),
\]

where

\[
\hat{D}_c = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & z_4 - z_3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & z_4 - z_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & z_3 (z_4 - z_3) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]
Substitution of expression (18) into the expression (13) yields

\[ K_c = \frac{1}{2} \int_0^B \int_0^L \mu \, H(x, y) \left( \frac{\partial}{\partial t} \{f\} \right) (12 \times 12) \left( \frac{\partial}{\partial t} \{f\} \right) (12 \times 12) dx \, dy . \] (3.10.21)

So, the total kinetic energy of the platform and the cargo is

\[ K = K_p + K_c = \]

\[ = \frac{1}{2} \rho^{(1)} \int_0^B \int_0^L \left( \begin{bmatrix} \vec{\alpha}(1) \\ (8 \times 12) \end{bmatrix} \frac{\partial}{\partial t} \{f\} \right)^T \left( \begin{bmatrix} \vec{D}(1) \\ (8 \times 8) \end{bmatrix} \right) \left( \begin{bmatrix} \vec{\alpha}(1) \\ (8 \times 12) \end{bmatrix} \frac{\partial}{\partial t} \{f\} \right) dx \, dy + \]

\[ + \frac{1}{2} \rho^{(2)} \int_0^B \int_0^L \left( \begin{bmatrix} \vec{\alpha}(2) \\ (8 \times 12) \end{bmatrix} \frac{\partial}{\partial t} \{f\} \right)^T \left( \begin{bmatrix} \vec{D}(2) \\ (8 \times 8) \end{bmatrix} \right) \left( \begin{bmatrix} \vec{\alpha}(2) \\ (8 \times 12) \end{bmatrix} \frac{\partial}{\partial t} \{f\} \right) dx \, dy + \]

\[ + \frac{1}{2} \rho^{(3)} \int_0^B \int_0^L \left( \begin{bmatrix} \vec{\alpha}(3) \\ (8 \times 12) \end{bmatrix} \frac{\partial}{\partial t} \{f\} \right)^T \left( \begin{bmatrix} \vec{D}(3) \\ (8 \times 8) \end{bmatrix} \right) \left( \begin{bmatrix} \vec{\alpha}(3) \\ (8 \times 12) \end{bmatrix} \frac{\partial}{\partial t} \{f\} \right) dx \, dy + \]

\[ + \frac{1}{2} \int_0^B \int_0^L \mu \, H(x, y) \left( \frac{\partial}{\partial t} \{f\} \right) (12 \times 12) \left( \frac{\partial}{\partial t} \{f\} \right) (12 \times 12) dx \, dy , \] (3.10.22)

where \( \vec{\alpha}(1) \), \( \vec{\alpha}(2) \), \( \vec{\alpha}(3) \) are the matrices of differential operators, defined by formulas (3.3.56), (3.3.59) and (3.3.61); \{f\} is a column-matrix of the unknown functions of the problem, defined by formula (3.3.57); \( \vec{D}(1) \), \( \vec{D}(2) \), \( \vec{D}(3) \), \( \vec{D}_c \) are the matrices of constants, defined by formulas (3.10.6), (3.10.9) and (3.10.10); \( \mu \) is the mass of the cargo per unit area of the contact with the platform, defined by formula (3.10.13); \( H(x, y) \) is a function, defined by formula (3.10.15); \( \rho^{(1)} \), \( \rho^{(2)} \), \( \rho^{(3)} \) are the mass densities of the lower face sheet, the core and the upper face sheet.
3.11 Hamilton’s Principle for the Sandwich Composite Platform with the Cargo on its Upper Surface, Dropped on Elastic Foundation

As it was discussed in the chapter 2, the virtual work principle\(^5\)

\[
\iiint_{(V)} \sigma_{ij} \, \delta \varepsilon_{ij} \, dV = \iiint_{(V)} F_i \, \delta u_i \, dV + \iint_{(S)} q_i \, \delta u_i \, dS \tag{3.11.1}
\]

contains information that the transverse stresses, obtained by integration of the pointwise equilibrium equations (second form of the transverse stresses), satisfy the stress boundary conditions on both the upper and lower surfaces of the plate\(^6\), i.e., the transverse stresses at the upper and lower surfaces are equal to the externally applied loads per unit area. Therefore, the finite element formulation, based on the virtual work principle, guarantees that the values of the unknown functions, computed by the finite element method, are such that the second forms of the transverse stresses, expressed in terms of the unknown functions, satisfy the stress boundary conditions on both the upper and lower surfaces. In the chapter 2, the finite element formulation, on the basis of the virtual work principle, for a plate in cylindrical bending was performed for a static problem. For the problem of the cargo platform, dropped on the elastic foundation, which is essentially a dynamic problem, the dynamic form of the virtual work principle will be used for the finite element formulation. In the dynamic problems, by the use of the d’Alembert’s principle which states that a system can be considered to be in equilibrium if inertial forces are taken into account, the principle of virtual work can be derived in a manner similar to the static problems, except that the terms representing the virtual work done by the inertial forces are now included (Washizu, 1982). The virtual work principle for the dynamic problems has the form:

\[
\iiint_{(V)} \sigma_{ij} \, \delta \varepsilon_{ij} \, dV = \iiint_{(V)} (F_i - \rho \ddot{u}_i) \, \delta u_i \, dV + \iint_{(S)} q_i \, \delta u_i \, dS. \tag{3.11.2}
\]

\(^5\) where \(F_i\) are components of the body force per unit volume, \(q_i\) are components of the surface force per unit volume

\(^6\) in addition to satisfaction of the conditions of continuity of the transverse stresses across the interfaces between the plies of a laminated plate; this continuity is assured by the process of integration of the pointwise equilibrium equations.
In case of elastic bodies, the virtual work \( \iint_{(V)} \sigma_{ij} \delta \varepsilon_{ij} \, dV \) of internal forces can be written as a variation of the strain energy

\[
U = \iint_{(V)} \frac{1}{2} \sigma_{ij} \varepsilon_{ij} \, dV = \iint_{(V)} \frac{1}{2} C_{ijmn} \varepsilon_{ij} \varepsilon_{mn} \, dV \equiv \iiint_{(V)} \dot{U} \, dV,
\]

where \( C_{ijmn} \) are elastic constants. Besides, suppose that the body forces \( F_i \) and the surface forces \( q_i \) have the conservative and nonconservative parts:

\[
F_i = F_i^{(c)} + F_i^{(nc)} = -\frac{\partial \tilde{V}}{\partial u_i} + F_i^{(nc)} \quad \text{and} \quad q_i = q_i^{(c)} + q_i^{(nc)} = -\frac{\partial \tilde{V}}{\partial u_i} + F_i^{(nc)},
\]

where \( \tilde{V} \) is a potential energy density due to the body forces, and \( \tilde{V} \) is a potential energy density due to the surface forces. Then, the virtual work principle (3.11.2) can be written in the form:

\[
\delta \Pi = \iiint_{(V)} \left( F_i^{(nc)} - \rho \ddot{u}_i \right) \delta u_i \, dV + \iiint_{(S)} q_i^{(nc)} \delta u_i \, dS,
\]

where

\[
\Pi \equiv \iiint_{(V)} \dot{U} \, dV + \iiint_{(V)} \tilde{V} \, dV + \iiint_{(S)} \tilde{V} \, dS
\]

is the total potential energy of the system. The dynamic virtual work principle (3.11.5) can be integrated with respect to time between two limits \( t = t_1 \) and \( t = t_2 \). Through integration by parts and by the use of the convention that the virtual displacements vanish at the limits, one can write the dynamic virtual work principle in the form of the extended Hamilton’s principle (Meirovich, 1970)

\[
\delta \int_{t_1}^{t_2} (T - \Pi) \, dt + \int_{t_1}^{t_2} \delta' W_{nc} \, dt = 0,
\]

where

\[
T = \frac{1}{2} \iiint_{(V)} \rho \dot{u}_i \ddot{u}_i \, dV
\]

is kinetic energy of the system, and

\[
\delta' W_{nc} = \iiint_{(V)} \dot{F}_i^{(nc)} \delta u_i \, dV + \iiint_{(S)} \dot{q}_i^{(nc)} \delta u_i \, dS
\]
is the virtual work of the external nonconservative forces. In the notation $\delta'W_{nc}$ the prime is used in order to make it understood, that $\delta'W_{nc}$ is not a variation of some state function $W_{nc}'$ (Washizu, 1982).

The mechanical system under consideration consists of the sandwich platform, the cargo on its upper surface and elastic foundation. This system is not acted upon by any nonconservative surface forces. The nonconservative body forces are the forces of internal friction that cause damping (damping forces).

So, the Hamilton’s principle for the system that consists of the sandwich platform, the cargo on its upper surface and the elastic foundation can be written as follows:

$$\delta \int_{t_1}^{t_2} \left[ \text{(strain energy of platform)} + \text{(strain energy of elastic foundation)} + \right.$$

$$+ \text{(potential energy of platform in gravity field)} + \text{(potential energy of cargo in gravity field)}$$

$$- \text{(kinetic energy of platform)} - \text{(kinetic energy of cargo)} \right] \, dt$$

$$- \int_{t_1}^{t_2} \text{(virtual work of damping forces)} \, dt = 0. \quad (3.11.10)$$

In order to perform the finite element formulation, the Hamilton’s principle (3.11.10) needs to be written in terms of the unknown functions for a finite element, and that allows to derive the element stiffness matrix, mass matrix, damping matrix and load vector. In a finite element model of the whole structure, these element matrices and vectors need to be assembled into the global matrices and vectors. In general, the global damping matrix can not be constructed from the element damping matrices, the same way as it is done for the mass and stiffness matrices, mainly because the damping properties of the separate finite elements are difficult to measure experimentally, and because the energy dissipation in a system depends on the properties of the whole system. Therefore, it is a common practice to construct the global damping matrix as a linear combination of the mass matrix and stiffness matrix of the complete element assemblage (Bathe, 1995). Therefore, for the purpose of developing the finite element formulation, there is no need to include the virtual work of the damping forces into the Hamilton’s principle, written for a finite element. The components of all terms of the equation (3.11.10), except for the virtual work of the damping forces, were written in
terms of the column-matrix of the unknown functions

\[
\{ f \} = \begin{bmatrix}
    u_0 & v_0 & w_0 & \varepsilon_{x/z}^{(1)} & \varepsilon_{y/z}^{(1)} & \varepsilon_{z/z}^{(1)} & \varepsilon_{x/z}^{(2)} & \varepsilon_{y/z}^{(2)} & \varepsilon_{z/z}^{(2)} & \varepsilon_{x/z}^{(3)} & \varepsilon_{y/z}^{(3)} & \varepsilon_{z/z}^{(3)}
\end{bmatrix}^T
\]

in the previous sections of this chapter.

The Hamilton’s principle, written in the form of equation (3.11.10), is convenient for the finite element formulation of the problem. A method of performing the finite element formulation for the problem under consideration will be discussed in the following section.
3.12 Some Considerations Regarding Finite Element Formulation

The maximum order of derivatives of \( w_0 \) and \( \varepsilon_{zz}^{(k)} \) with respect to \( x \) and \( y \) in the Hamilton's principle is 2. Hence, the convergence of the finite element model will be ensured if, along the interelement boundaries, interpolation polynomials for \( w_0 \) and \( \varepsilon_{zz}^{(k)} \) and their first derivatives in the directions normal to the element boundaries (\( \frac{\partial w_0}{\partial n} \) and \( \frac{\partial \varepsilon_{zz}^{(k)}}{\partial n} \)) are continuous. If finite elements satisfy these requirements, they are called **conforming elements with \( C^1 \) continuity**. If interpolating polynomials for \( w_0 \) and \( \varepsilon_{zz}^{(k)} \) are continuous at the interelement boundaries, and their first derivatives with respect to \( x \) and \( y \) are continuous at the nodes, but the normal derivatives \( \frac{\partial w_0}{\partial n} \) and \( \frac{\partial \varepsilon_{zz}^{(k)}}{\partial n} \) at the interelement boundaries are not continuous, then the elements are called **nonconforming elements with \( C^1 \) continuity**. Conformity of an element is not an indispensable requirement: the non-conforming elements (i.e. the elements that lack the required level of continuity in order to make the convergence most plausible) can still be successful (MacNeal, 1994). The nonconforming elements can be even needed to model discontinuities of the first derivatives of the unknown functions, that can appear in places of abrupt changes of plate thickness, or in places of abrupt in-plane changes of material properties of a plate. But since the cargo platform, that we are modelling, does not have such discontinuities, we expect that the conforming finite elements will produce more accurate results. Therefore, we will use the conforming finite elements for the unknown functions \( w_0 \) and \( \varepsilon_{zz}^{(k)} \). Besides, our finite elements will be rectangular, since the cargo platform has the rectangular shape.

Let us consider, for example, interpolation of \( w_0 \). The interpolation polynomial for rectangular four-node element, that provides continuity of \( w_0 \) and \( \frac{\partial w_0}{\partial n} \) along the interelement boundaries, developed by Bogner, Fox and Schmidt (1965), has the form (Figure 3.4):

\[
w_0 = \frac{1}{16} \left( \frac{x}{a} - 1 \right)^2 \left( \frac{x}{a} + 2 \right) \left( \frac{y}{b} - 1 \right)^2 \left( \frac{y}{b} + 2 \right) w_0 (A_1) + \]

\[
+ \frac{1}{16} \left( \frac{x}{a} - 1 \right)^2 \left( \frac{x}{a} + 2 \right) \left( \frac{y}{b} - 1 \right)^2 \left( \frac{y}{b} + 2 \right) a \frac{\partial w_0}{\partial x} (A_1) + \]

\[
+ \frac{1}{16} \left( \frac{x}{a} - 1 \right)^2 \left( \frac{x}{a} + 2 \right) \left( \frac{y}{b} - 1 \right)^2 \left( 1 + \frac{y}{b} \right) b \frac{\partial w_0}{\partial y} (A_1) + \]

\[
+ \frac{1}{16} \left( \frac{x}{a} - 1 \right)^2 \left( 1 + \frac{x}{a} \right) \left( \frac{y}{b} - 1 \right)^2 \left( 1 + \frac{y}{b} \right) ab \frac{\partial^2 w_0}{\partial x \partial y} (A_1) + \]

...
\[
+ \frac{1}{16} \left(1 + \frac{x}{a}\right)^2 \left(2 - \frac{x}{a}\right) \left(\frac{v}{b} - 1\right)^2 \left(\frac{v}{b} + 2\right) w_0 (A_2) + \\
+ \frac{1}{16} \left(1 + \frac{x}{a}\right)^2 \left(\frac{x}{a} - 1\right) \left(\frac{v}{b} - 1\right)^2 \left(\frac{v}{b} + 2\right) a \frac{\partial w_0}{\partial x} (A_2) + \\
+ \frac{1}{16} \left(1 + \frac{x}{a}\right)^2 \left(2 - \frac{x}{a}\right) \left(\frac{v}{b} - 1\right)^2 \left(1 + \frac{v}{b}\right) b \frac{\partial w_0}{\partial y} (A_2) + \\
+ \frac{1}{16} \left(1 + \frac{x}{a}\right)^2 \left(\frac{x}{a} - 1\right) \left(\frac{v}{b} - 1\right)^2 \left(1 + \frac{v}{b}\right) a b \frac{\partial^2 w_0}{\partial x \partial y} (A_2) + \\
+ \frac{1}{16} \left(\frac{x}{a} + 1\right)^2 \left(\frac{x}{a} - 2\right) \left(\frac{v}{b} + 1\right)^2 \left(\frac{v}{b} - 2\right) w_0 (A_3) + \\
+ \frac{1}{16} \left(\frac{x}{a} + 1\right)^2 \left(1 - \frac{x}{a}\right) \left(\frac{v}{b} + 1\right)^2 \left(\frac{v}{b} - 2\right) a \frac{\partial w_0}{\partial y} (A_3) + \\
+ \frac{1}{16} \left(\frac{x}{a} + 1\right)^2 \left(\frac{x}{a} - 2\right) \left(\frac{v}{b} + 1\right)^2 \left(1 - \frac{v}{b}\right) b \frac{\partial w_0}{\partial y} (A_3) + \\
+ \frac{1}{16} \left(\frac{x}{a} + 1\right)^2 \left(\frac{x}{a} - 1\right) \left(\frac{v}{b} + 1\right)^2 \left(\frac{v}{b} - 1\right) a b \frac{\partial^2 w_0}{\partial x \partial y} (A_3) + \\
+ \frac{1}{16} \left(\frac{x}{a} - 1\right)^2 \left(\frac{x}{a} + 2\right) \left(\frac{v}{b} + 1\right)^2 \left(2 - \frac{v}{b}\right) w_0 (A_4) + \\
+ \frac{1}{16} \left(\frac{x}{a} - 1\right)^2 \left(\frac{x}{a} + 1\right) \left(\frac{v}{b} + 1\right)^2 \left(2 - \frac{v}{b}\right) a \frac{\partial w_0}{\partial x} (A_4) + \\
+ \frac{1}{16} \left(\frac{x}{a} - 1\right)^2 \left(\frac{x}{a} + 2\right) \left(\frac{v}{b} + 1\right)^2 \left(\frac{v}{b} - 1\right) b \frac{\partial w_0}{\partial y} (A_4) + \\
+ \frac{1}{16} \left(\frac{x}{a} - 1\right)^2 \left(\frac{x}{a} + 1\right) \left(\frac{v}{b} + 1\right)^2 \left(\frac{v}{b} - 1\right) a b \frac{\partial^2 w_0}{\partial x \partial y} (A_4),
\]

(3.12.1)

where \(x\) and \(y\) are the coordinates in the element (local) coordinate system. Each node of this element has the following degrees of freedom: \(w_0\), \(\frac{\partial w_0}{\partial x}\), \(\frac{\partial w_0}{\partial y}\), \(\frac{\partial^2 w_0}{\partial x \partial y}\).
The interpolation polynomial \( w_0 \) and its boundary-normal derivative \( \frac{\partial w_0}{\partial n} \) are continuous along a common boundary with another element because \( w_0 \) and \( \frac{\partial w_0}{\partial n} \) depend only on the degrees of freedom of the nodes, that belong to the boundary. To verify this, let us find \( w_0 \) and \( \frac{\partial w_0}{\partial n} \) at the element boundaries, i.e. at \( \bar{x} = \pm a, \bar{y} = \pm b \).

At the edge \( A_1A_2 (\bar{y} = -b) \)

\[
\left. w_0 \right|_{\bar{y}=-b} = \frac{1}{4} \left( \frac{\bar{x}}{a} - 1 \right)^2 \left( \frac{\bar{x}}{a} + 2 \right) w_0(A_1) + \frac{1}{4} \left( \frac{\bar{x}}{a} - 1 \right)^2 \left( 1 + \frac{\bar{x}}{a} \right) a \frac{\partial w_0}{\partial \bar{x}}(A_1) + \\
+ \frac{1}{4} \left( 1 + \frac{\bar{x}}{a} \right)^2 \left( 2 - \frac{\bar{x}}{a} \right) w_0(A_2) + \frac{1}{4} \left( 1 + \frac{\bar{x}}{a} \right)^2 \left( \frac{\bar{x}}{a} - 1 \right) a \frac{\partial w_0}{\partial \bar{x}}(A_2),
\]

(3.12.2)

\[
\left. \frac{\partial w_0}{\partial \bar{y}} \right|_{\bar{y}=-b} = \left( \frac{1}{4} a \bar{x} - \frac{1}{4} a - \frac{1}{4} \bar{x} + \frac{1}{4 a^2} \bar{x}^3 \right) \frac{\partial^2 w_0}{\partial \bar{x} \partial \bar{y}}(A_2) + \left( \frac{1}{4} a - \frac{1}{4} \bar{x} - \frac{1}{4 a^2} \bar{x}^3 + \frac{1}{4 a^2} \bar{x}^3 \right) \frac{\partial^2 w_0}{\partial \bar{x} \partial \bar{y}}(A_1) + \\
+ \left( \frac{3}{4 a} \bar{x} + \frac{1}{2} - \frac{1}{4 a^3} \bar{x}^3 \right) \frac{\partial w_0}{\partial \bar{y}}(A_2) + \left( \frac{1}{4 a^3} \bar{x}^3 - \frac{3}{4 a} \bar{x} + \frac{1}{2} \right) \frac{\partial w_0}{\partial \bar{y}}(A_1).
\]

(3.12.3)

At the edge \( A_2A_3 (\bar{x} = a) \):

\[
\left. w_0 \right|_{\bar{x}=a} = \frac{1}{4} \left( \frac{\bar{y}}{b} - 1 \right)^2 \left( \frac{\bar{y}}{b} + 2 \right) w_0(A_2) + \frac{1}{4} \left( \frac{\bar{y}}{b} - 1 \right)^2 \left( 1 + \frac{\bar{y}}{b} \right) b \frac{\partial w_0}{\partial \bar{y}}(A_2) \\
- \frac{1}{4} \left( \frac{\bar{y}}{b} + 1 \right)^2 \left( \frac{\bar{y}}{b} - 2 \right) w_0(A_3) - \frac{1}{4} \left( \frac{\bar{y}}{b} + 1 \right)^2 \left( 1 - \frac{\bar{y}}{b} \right) b \frac{\partial w_0}{\partial \bar{y}}(A_3),
\]

(3.12.4)

\[
\left. \frac{\partial w_0}{\partial \bar{x}} \right|_{\bar{x}=a} = \left( \frac{1}{4 b^3} \bar{y}^3 - \frac{3}{4 b} \bar{y} + \frac{1}{2} \right) \frac{\partial w_0}{\partial \bar{x}}(A_2) + \left( \frac{1}{4 b} - \frac{1}{4 \bar{y}} \bar{y}^2 + \frac{1}{4 b^2} \bar{y}^3 - \frac{1}{4} \bar{y} \right) \frac{\partial^2 w_0}{\partial \bar{x} \partial \bar{y}}(A_2) + \\
+ \left( \frac{1}{2} - \frac{1}{4 b^3} \bar{y}^3 + \frac{3}{4 b} \bar{y} \right) \frac{\partial w_0}{\partial \bar{x}}(A_3) + \left( \frac{1}{4 b^3} \bar{y}^3 - \frac{1}{4} \bar{y} - \frac{1}{4} \bar{y} b + \frac{1}{4 b^2} \bar{y}^2 \right) \frac{\partial^2 w_0}{\partial \bar{x} \partial \bar{y}}(A_3).
\]

(3.12.5)

At the edge \( A_3A_4 (\bar{y} = b) \)

\[
\left. w_0 \right|_{\bar{y}=b} = \frac{1}{4} \left( \frac{\bar{x}}{a} + 1 \right)^2 \left( 2 - \frac{\bar{x}}{a} \right) w_0(A_3) + \frac{1}{4} \left( \frac{\bar{x}}{a} + 1 \right)^2 \left( \frac{\bar{x}}{a} - 1 \right) a \frac{\partial w_0}{\partial \bar{x}}(A_3) + \\
+ \frac{1}{4} \left( \frac{\bar{x}}{a} - 1 \right)^2 \left( \frac{\bar{x}}{a} + 2 \right) w_0(A_4) + \frac{1}{4} \left( \frac{\bar{x}}{a} - 1 \right)^2 \left( \frac{\bar{x}}{a} + 1 \right) a \frac{\partial w_0}{\partial \bar{x}}(A_4),
\]

(3.12.6)
\[
\frac{\partial w_0}{\partial y} \bigg|_{y=b} = \left( \frac{1}{4a^2} \frac{x^3}{x^2} - \frac{3}{4a} \frac{x}{x^2} + \frac{1}{2} \right) \frac{\partial w_0}{\partial y} (A_4) + \left( \frac{1}{4a^2} \frac{x^3}{x^2} + \frac{1}{4a} \frac{x^2}{x^2} - \frac{1}{4} \frac{x}{x^2} - \frac{1}{4} \right) \frac{\partial^2 w_0}{\partial x \partial y} (A_3) +
\left( \frac{1}{2} \right) \frac{\partial w_0}{\partial y} (A_3) + \left( \frac{1}{4a^2} \frac{x^3}{x^2} - \frac{1}{4a} \frac{x^2}{x^2} + \frac{1}{4} \frac{x}{x^2} - \frac{1}{4} \right) \frac{\partial^2 w_0}{\partial x \partial y} (A_4).
\]

At the edge \(A_1A_4\) \((x = -a)\)
\[
w_0 \big|_{x=-a} = \frac{1}{4} \left( \frac{\bar{y}}{b} - 1 \right)^2 \left( \frac{\bar{y}}{b} + 2 \right) w_0 (A_1) + \frac{1}{4} \left( \frac{\bar{y}}{b} - 1 \right)^2 \left( \frac{\bar{y}}{b} + 1 \right) \frac{\partial w_0}{\partial y} (A_1) +
\frac{1}{4} \left( \frac{\bar{y}}{b} + 1 \right)^2 \left( 2 - \frac{\bar{y}}{b} \right) w_0 (A_4) + \frac{1}{4} \left( \frac{\bar{y}}{b} + 1 \right)^2 \left( \frac{\bar{y}}{b} - 1 \right) \frac{\partial w_0}{\partial y} (A_4).
\]

\[
\frac{\partial w_0}{\partial x} \bigg|_{x=-a} = \left( \frac{1}{4b^2} \frac{\bar{y}^3}{\bar{y}^2} - \frac{1}{4b} \frac{\bar{y}^2}{\bar{y}^2} - \frac{1}{4} \frac{b}{b} \right) \frac{\partial^2 w_0}{\partial x \partial y} (A_1) + \left( \frac{1}{2} \right) \frac{\partial w_0}{\partial x} (A_1) +
\left( \frac{1}{2} \right) \frac{\partial w_0}{\partial x} (A_4) + \left( \frac{1}{4b^2} \frac{\bar{y}^3}{\bar{y}^2} - \frac{1}{4b} \frac{\bar{y}^2}{\bar{y}^2} - \frac{1}{4} \frac{b}{b} + \frac{1}{4b} \frac{\bar{y}^2}{\bar{y}^2} \right) \frac{\partial^2 w_0}{\partial x \partial y} (A_4).
\]

We see that, indeed, \(w_0\) and \(\frac{\partial w_0}{\partial n}\) on the element boundaries depend only on nodal variables of those boundaries at which \(w_0\) and \(\frac{\partial w_0}{\partial n}\) are evaluated. Therefore, \(w_0\) and \(\frac{\partial w_0}{\partial n}\) are continuous on a common boundary with another element.

For the unknown functions \(\varepsilon^{(k)}_{zz}\) \((k = 1, 2, 3)\), we will use the interpolation polynomial of the same type as (16.1), i.e. at each node the degrees of freedom will be \(\varepsilon^{(k)}_{zz}, \frac{\partial \varepsilon^{(k)}_{zz}}{\partial x}, \frac{\partial \varepsilon^{(k)}_{zz}}{\partial y}, \frac{\partial^2 \varepsilon^{(k)}_{zz}}{\partial x \partial y}\) and the shape functions will be the same as in polynomial (16.1).

The maximum order of derivatives of the unknown functions \(u_0, u_0, \varepsilon^{(k)}_{zz}\) and \(\varepsilon^{(k)}_{yy}\) \((k = 1, 2, 3)\) in the Hamilton's principle is 1. Therefore, it is necessary that interpolation polynomials for these functions are continuous at the interelement boundaries, but the derivatives of the interpolation polynomials of these unknown functions at the interelement boundaries are not required to be continuous. The four-node rectangular element, that has these properties, is called the bilinear Lagrange element (Cook, Malkus, Plesha, 1980). Let us consider, for example, the unknown function \(u_0\). The bilinear Lagrange element for \(u_0\) has the form (Figure 3.4):

\[
u_0 = \frac{1}{4} \left( 1 - \frac{x}{a} \right) \left( 1 - \frac{y}{b} \right) u_0 (A_1) + \frac{1}{4} \left( 1 + \frac{x}{a} \right) \left( 1 - \frac{y}{b} \right) u_0 (A_2) +
\frac{1}{4} \left( 1 + \frac{x}{a} \right) \left( 1 + \frac{y}{b} \right) u_0 (A_3) + \frac{1}{4} \left( 1 - \frac{x}{a} \right) \left( 1 + \frac{y}{b} \right) u_0 (A_4).
\]

\((3.12.10)\)
This element has four degrees of freedom: the values of the interpolated functions at the nodes.

The combined finite element for all the unknown functions of the problem will have 96 degrees of freedom: 4 degrees of freedom must be used for interpolation of each of the functions \( u_0, v_0, c_{x z}^{(k)} \), \( \varepsilon_{yz}^{(k)} \) \(( k = 1, 2, 3)\), and 16 degrees of freedom must be used for interpolation of each of the functions \( u_0, \varepsilon_{yz}^{(k)} \) \(( k = 1, 2, 3)\). Each node of the combined finite element has 24 degrees of freedom. The nodal variables of each node of the combined finite element are \( u_0, v_0, w_0, \frac{\partial u_0}{\partial x}, \frac{\partial u_0}{\partial y}, \frac{\partial^2 u_0}{\partial x^2}, \frac{\partial^2 u_0}{\partial y^2}, \varepsilon_{x z}^{(1)}, \varepsilon_{x z}^{(2)}, \varepsilon_{x z}^{(3)}, \varepsilon_{y z}^{(1)}, \varepsilon_{y z}^{(2)}, \varepsilon_{y z}^{(3)}, \varepsilon_{z z}^{(1)}, \varepsilon_{z z}^{(2)}, \varepsilon_{z z}^{(3)}, \frac{\partial \varepsilon_{x z}}{\partial x}, \frac{\partial \varepsilon_{x z}}{\partial y}, \frac{\partial \varepsilon_{y z}}{\partial x}, \frac{\partial \varepsilon_{y z}}{\partial y}, \frac{\partial \varepsilon_{z z}}{\partial x}, \frac{\partial \varepsilon_{z z}}{\partial y}, \frac{\partial^2 \varepsilon_{x z}}{\partial x^2}, \frac{\partial^2 \varepsilon_{x z}}{\partial y^2}, \frac{\partial^2 \varepsilon_{y z}}{\partial x^2}, \frac{\partial^2 \varepsilon_{y z}}{\partial y^2}, \frac{\partial^2 \varepsilon_{z z}}{\partial x^2}, \frac{\partial^2 \varepsilon_{z z}}{\partial y^2} \).

The finite element model, based on the layerwise plate theory presented in this chapter, allows to analyze the sandwich composite plates with fewer degrees of freedom than the finite models constructed with the use of three-dimensional finite elements. This is due to the fact that in the three-dimensional finite element models it is necessary to represent the thickness of one ply of the face sheets with a thickness of at least one three-dimensional finite element, in order to compute accurately the through-the-thickness variation of displacements and stresses and in order to determine damage in each ply; On the other hand, in the layerwise plate theory, discussed in this chapter, the number of the finite elements, required to represent properly the through-the-thickness variation of displacements and stresses and the damage in each ply, does not depend on the number of plies in the composite face sheets.

Let us consider an example problem and compare the number of the degrees of freedom in the three-dimensional and layerwise plate finite element models. We will consider an example of a sandwich plate with the following characteristics: thickness of the lower face sheet 0.01m, thickness of the upper face sheet 0.005m, thickness of the core 0.05m, number of plies in the lower face sheets is 100, number of plies in the upper face sheets is 50, in-plane dimensions 1m x 1m. Each ply of the face sheets has the thickness of 1 x 10^-4 m.

Suppose this sandwich plate is modelled with the linear solid elements, i.e. the eight-node brick elements. Each node of such an element has three degrees of freedom: the nodal displacements. In order to avoid ill-conditioning of the finite element equations, the in-plane dimensions of these finite elements must be not much larger than their size in the thickness direction. For the same reason,

\footnote{Though, with the increase of the number of plies in the face sheets, the number of the finite elements, required to achieve convergence, increases. But this increase of the number of the elements in the layerwise plate model, dictated by the convergence requirement, is not proportional to the number of plies and is very small as compared to the increase of the number of the three-dimensional elements in the three-dimensional finite element models, dictated by the requirement of representing the thickness of one ply with a thickness of at least one three-dimensional element.}
the sizes of adjacent elements must not be much different. Besides, the mesh in the core must be sufficiently fine in order to determine the damage in the core, that can be distributed nonuniformly in the thickness direction and in the in-plane directions.

Therefore, for the purpose of estimating a number of elements in this example problem, the finite elements will be considered with in-plane dimensions five times larger than their thickness, and all the elements will be chosen to be of the same size. If in the thickness of one ply there is one such element, then the size of each element is $0.5\, mm \times 0.5\, mm \times 0.1\, mm$, and the total number of the elements in the whole model of the plate is $2000 \times 2000 \times 650 = 2.6 \times 10^9$. The total number of the nodes in this model is $2001 \times 2001 \times 651 \approx 2.6 \times 10^9$, and the total number of degrees of freedom in the whole three-dimensional model is $2.6 \times 10^9 \times 3 = 7.8 \times 10^9$.

Now, let us evaluate the number of degrees of freedom in the layerwise plate FE model with a $50 \times 50$ FE mesh. The number of nodes in such a two-dimensional FE model is $51 \times 51 = 2601$, and the number of degrees of freedom is $2601 \times 24 = 62424$. As it will be shown in the chapter 5, the stresses, computed by the use of the layerwise plate FE model of the sandwich plates, including the transverse stresses, are sufficiently accurate as compared with the stresses of exact elasticity solutions, if the transverse stresses are computed by integration of the equilibrium equations.

So, we see that the use of the two-dimensional layerwise FE model of the sandwich plates, presented in this chapter, allows to achieve a tremendous decrease of the number of degrees of freedom, as compared to the three-dimensional FE model, without decrease of the accuracy of stress computation.
3.13 Post-processing Stage of the Finite Element Analysis: Expressions for the In-Plane Stress Components and the Second Forms of the Transverse Stress Components in Terms of the Unknown Functions $u_0, v_0, w_0, \varepsilon_{xx}^{(k)}, \varepsilon_{yy}^{(k)}, \varepsilon_{zz}^{(k)}$.

After the finite element solution for the unknown functions is obtained, the components of the stress tensor need to be computed. As it was mentioned previously, the in-plane stress components will be computed from the constitutive relations, i.e., by substituting the in-plane strains, expressed in terms of the unknown functions, into the Hooke’s law for the in-plane stresses. The transverse stress components will be computed not from the Hooke’s law, but by integration of the equations of motion (3.1.21)-(3.1.23). The transverse stress components, obtained by integration of the equations of motion (the second form of the transverse stresses) are more accurate than those obtained from the Hooke’s law (the first form of the transverse stresses), because, as it was shown in chapter 2, the second forms of the transverse stresses, unlike the first forms, satisfy the boundary conditions at the upper and lower surfaces of the sandwich plate and at the interfaces between the face sheets and the core.

The expressions (3.4.1) for the in-plane strains in terms of the unknown functions, written here again, are the following

\[
\begin{align*}
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
2\varepsilon_{xy}
\end{bmatrix}^{(k)} &= \begin{bmatrix}
\varphi_{xx0} \\
\varphi_{yy0} \\
\varphi_{xy0}
\end{bmatrix}^{(k)} + \begin{bmatrix}
\varphi_{xx1} \\
\varphi_{yy1} \\
\varphi_{xy1}
\end{bmatrix}^{(k)} z + \begin{bmatrix}
\varphi_{xx2} \\
\varphi_{yy2} \\
\varphi_{xy2}
\end{bmatrix}^{(k)} z^2,
\end{align*}
\]  
(3.13.1)

where the functions $\varphi$ in the right-hand side of the equation (3.13.1) are expressed in terms of the unknown functions by equations (3.4.2)-(3.4.28). The Hooke’s law for an orthotropic material (in a
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coordinate system, whose coordinate planes do not coincide with planes of elastic symmetry), is

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{yz} \\
\sigma_{xz} \\
\sigma_{xy} \\
\end{bmatrix} =
\begin{bmatrix}
\overline{C}_{11} & \overline{C}_{12} & \overline{C}_{13} & 0 & 0 & \overline{C}_{16} \\
\overline{C}_{12} & \overline{C}_{22} & \overline{C}_{23} & 0 & 0 & \overline{C}_{26} \\
\overline{C}_{13} & \overline{C}_{23} & \overline{C}_{33} & 0 & 0 & \overline{C}_{36} \\
0 & 0 & 0 & \overline{C}_{44} & \overline{C}_{45} & 0 \\
0 & 0 & 0 & \overline{C}_{45} & \overline{C}_{55} & 0 \\
\overline{C}_{16} & \overline{C}_{26} & \overline{C}_{36} & 0 & 0 & \overline{C}_{66} \\
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\varepsilon_{zz} \\
2\varepsilon_{yz} \\
2\varepsilon_{xz} \\
2\varepsilon_{xy} \\
\end{bmatrix}.
\] (3.13.2)

Therefore, the Hooke’s law for only the in-plane stresses is

\[
\begin{bmatrix}
H_{\sigma_{xx}} \\
H_{\sigma_{yy}} \\
H_{\sigma_{xy}} \\
\end{bmatrix}^{(k)} =
\begin{bmatrix}
\overline{C}_{11} & \overline{C}_{12} & \overline{C}_{13} \\
\overline{C}_{12} & \overline{C}_{22} & \overline{C}_{23} \\
\overline{C}_{13} & \overline{C}_{23} & \overline{C}_{33} \\
\overline{C}_{44} & \overline{C}_{45} & 0 \\
\overline{C}_{45} & \overline{C}_{55} & 0 \\
\overline{C}_{16} & \overline{C}_{26} & \overline{C}_{36} \\
\end{bmatrix}^{(k)}
\begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
2\varepsilon_{xy} \\
\varepsilon_{zz} \\
\end{bmatrix}^{(k)}.
\] (3.13.3)

where the left superscript H in notations for stresses means that the stresses are computed by the Hooke’s law (in contrast to the second forms of transverse stresses \(\sigma_{xz}, \sigma_{yz}\), and \(\sigma_{zz}\), that will be computed by integrating the 3-D equations of motion). Substitution of equation (3.13.1) into equation (3.13.3) yields

\[
\begin{bmatrix}
H_{\sigma_{xx}} \\
H_{\sigma_{yy}} \\
H_{\sigma_{xy}} \\
\end{bmatrix}^{(k)} =
\begin{bmatrix}
\overline{C}_{11} & \overline{C}_{12} & \overline{C}_{13} \\
\overline{C}_{12} & \overline{C}_{22} & \overline{C}_{23} \\
\overline{C}_{13} & \overline{C}_{23} & \overline{C}_{33} \\
\overline{C}_{44} & \overline{C}_{45} & 0 \\
\overline{C}_{45} & \overline{C}_{55} & 0 \\
\overline{C}_{16} & \overline{C}_{26} & \overline{C}_{36} \\
\end{bmatrix}^{(k)}
\begin{bmatrix}
\varphi_{xx0} \\
\varphi_{yy0} \\
\varphi_{xy0} \\
\varepsilon_{zz} \\
\end{bmatrix}^{(k)} +
\begin{bmatrix}
\varphi_{xz1} \\
\varphi_{yz1} \\
\varphi_{xy1} \\
0 \\
\end{bmatrix} z +
\begin{bmatrix}
\varphi_{xx2} \\
\varphi_{yy2} \\
\varphi_{xy2} \\
0 \\
\end{bmatrix} z^2,
\] (3.13.4)

where the functions \(\varphi\) in the right-hand side of the equation (3.13.4) are expressed in terms of the unknown functions by equations (3.4.2)-(3.4.28).

Now let us express the transverse stresses \(\sigma_{xz}, \sigma_{yz}\), and \(\sigma_{zz}\) in terms of the in-plane stresses and displacements by integrating equations of motion (3.1.21)-(3.1.23). Then we can substitute into the
resulting equations expressions (3.13.4) for the in-plane stresses in terms of the unknown functions and expressions (3.3.27) for displacements in terms of the unknown functions. Thus, the transverse stresses can be expressed in terms of the unknown functions.

Performing integration of equation of motion (3.1.21) with k=1 (for the lower face sheet)

\[ \sigma_{xx}^{(1)} + \sigma_{xy}^{(1)} + \sigma_{xz}^{(1)} = \rho^{(1)} \ddot{u}^{(1)} \]

with respect to \( z \) in the positive direction of the z-axis, we receive:

\[ \sigma_{zz}^{(1)} = \sigma_{zz}^{(1)}(z_1) + \int_{z_1}^{z_2} \left( \rho^{(1)} \ddot{u}^{(1)} - H \sigma_{xx}^{(1)} - H \sigma_{xy}^{(1)} \right) dz \quad (z_1 \leq z \leq z_2), \tag{3.13.5} \]

where \( \sigma_{zz}^{(1)}(z_1) = 0 \) due to the fact that tangential components of the surface traction at the lower surface of the platform is equal to zero (boundary conditions (3.1.24)). From equation (3.13.5) it follows that

\[ \sigma_{zz}^{(1)}(z_2) = \int_{z_1}^{z_2} \left( \rho^{(1)} \ddot{u}^{(1)} - H \sigma_{xx}^{(1)} - H \sigma_{xy}^{(1)} \right) dz \tag{3.13.6} \]

or

\[ \sigma_{zz}^{(2)}(z_2) = \int_{z_1}^{z_2} \left( \rho^{(1)} \ddot{u}^{(1)} - H \sigma_{xx}^{(1)} - H \sigma_{xy}^{(1)} \right) dz, \tag{3.13.7} \]

because

\[ \sigma_{zz}^{(1)}(z_2) = \sigma_{zz}^{(2)}(z_2) \]

due to the first continuity condition (3.1.33).

Integrating equation of motion (3.1.21) with k=2 (for the core)

\[ \sigma_{xx}^{(2)} + \sigma_{xy}^{(2)} + \sigma_{xz}^{(2)} = \rho^{(2)} \ddot{u}^{(2)} \]

from \( z_2 \) to \( z \), where \( z \) belongs to the interval \( z_2 \leq z \leq z_3 \), one can receive

\[ \sigma_{zz}^{(2)}(z_2) = \int_{z_2}^{z_3} \left( \rho^{(2)} \ddot{u}^{(2)} - H \sigma_{xx}^{(2)} - H \sigma_{xy}^{(2)} \right) dz \quad (z_2 \leq z \leq z_3). \tag{3.13.8} \]

The substitution of equation (3.13.7) into equation (3.13.8) yields:

\[ \sigma_{xx}^{(2)} = \int_{z_1}^{z_2} \left( \rho^{(1)} \ddot{u}^{(1)} - H \sigma_{xx}^{(1)} - H \sigma_{xy}^{(1)} \right) dz + \]

\[ + \int_{z_2}^{z} \left( \rho^{(2)} \tilde{v}^{(2)} - H \sigma^{(2)}_{xx,x} - H \sigma^{(2)}_{xy,y} \right) \, dz \quad (z_2 \leq z \leq z_3). \]  

Equation (3.13.9)

One can receive in the same way the following for the upper face sheets \((k=3)\):

\[ \sigma^{(3)}_{xz} = \int_{z_1}^{z_2} \left( \rho^{(1)} \tilde{v}^{(1)} - H \sigma^{(1)}_{xx,x} - H \sigma^{(1)}_{xy,y} \right) \, dz + \]

\[ + \int_{z_2}^{z_3} \left( \rho^{(2)} \tilde{v}^{(2)} - H \sigma^{(2)}_{xx,x} - H \sigma^{(2)}_{xy,y} \right) \, dz + \]

\[ + \int_{z_3}^{z} \left( \rho^{(3)} \tilde{v}^{(3)} - H \sigma^{(3)}_{xx,x} - H \sigma^{(3)}_{xy,y} \right) \, dz \quad (z_3 \leq z \leq z_4). \]  

Equation (3.13.10)

Analogously, integration of equation of motion (3.1.22)

\[ \sigma^{(k)}_{yx,x} + \sigma^{(k)}_{yy,y} + \sigma^{(k)}_{yz,z} = \rho^{(k)} \tilde{v}^{(k)} \]

with respect to \(z\) gives expressions for \(\sigma^{(k)}_{yz}\):

\[ \sigma^{(1)}_{yz} = \sigma^{(1)}_{yz}(z_1) + \int_{z_1}^{z} \left( \rho^{(1)} \tilde{v}^{(1)} - H \sigma^{(1)}_{yx,x} - H \sigma^{(1)}_{yy,y} \right) \, dz \quad (z_1 \leq z \leq z_2), \]  

Equation (3.13.11)

\[ \sigma^{(2)}_{yz} = \int_{z_1}^{z_2} \left( \rho^{(1)} \tilde{v}^{(2)} - H \sigma^{(2)}_{yx,x} - H \sigma^{(2)}_{yy,y} \right) \, dz + \]

\[ + \int_{z_2}^{z} \left( \rho^{(2)} \tilde{v}^{(3)} - H \sigma^{(2)}_{yx,x} - H \sigma^{(2)}_{yy,y} \right) \, dz \quad (z_2 \leq z \leq z_3), \]  

Equation (3.13.12)

\[ \sigma^{(3)}_{yz} = \int_{z_1}^{z_2} \left( \rho^{(1)} \tilde{v}^{(1)} - H \sigma^{(1)}_{yx,x} - H \sigma^{(1)}_{yy,y} \right) \, dz + \]

\[ + \int_{z_2}^{z_3} \left( \rho^{(2)} \tilde{v}^{(2)} - H \sigma^{(2)}_{yx,x} - H \sigma^{(2)}_{yy,y} \right) \, dz + \]

\[ + \int_{z_3}^{z} \left( \rho^{(3)} \tilde{v}^{(3)} - H \sigma^{(3)}_{yx,x} - H \sigma^{(3)}_{yy,y} \right) \, dz \]
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\[ + \int_{z_3}^{z} \left( \rho^{(3)} \ddot{u}_z^{(3)} - H \sigma_{y,z}^{(3)} - H \sigma_{y,y}^{(3)} \right) \, dz \quad (z_3 \leq z \leq z_4). \]  
(3.13.13)

Expressions (3.13.5), (3.13.9)-(3.13.13) for \( \sigma_{zz}^{(k)} \) and \( \sigma_{y,z}^{(k)} \) in terms of displacements and in-plane stresses can be written in tensor notations as\(^8\):

\[ \sigma_{\alpha\beta}^{(k)} = \sum_{m=1}^{k-1} \int_{z_m}^{z_{m+1}} \left( \rho^{(m)} \ddot{u}_\alpha^{(m)} - H \sigma_{\alpha\beta}^{(m)} \right) \, dz + \int_{z_k}^{z} \left( \rho^{(k)} \ddot{u}_\alpha^{(k)} - H \sigma_{\alpha\beta}^{(k)} \right) \, dz \quad (\alpha = 1, 2; \beta = 1, 2) \]

(3.13.14)

in the interval \( z_k \leq z \leq z_{k+1} \),

where the sum is considered to be equal to zero, if the upper value of the summation index \( m \) is smaller than the lower value, i.e. if \( k = 1 \).

Let us integrate equations of motion (3.1.23)

\[ \sigma_{zz,zz}^{(k)} + \sigma_{yy,yy}^{(k)} + \sigma_{zz,zz}^{(k)} + \frac{\partial}{\partial z} \left( \sigma_{zz}^{(k)} \frac{w_{z}^{(k)}}{z^2} + \sigma_{yy}^{(k)} \frac{w_{y}^{(k)}}{y^2} \right) + \]

\[ + \frac{\partial}{\partial y} \left( \sigma_{yy}^{(k)} \frac{w_{y}^{(k)}}{y^2} + \sigma_{yy}^{(k)} \frac{w_{y}^{(k)}}{y^2} \right) - \rho^{(k)} g = \rho^{(k)} \ddot{w}^{(k)} \quad (k = 1, 2, 3). \]

Doing this, one needs to take account of continuity conditions at the interfaces between the face sheets and the core \( \sigma_{zz}^{(1)} (z_2) = \sigma_{zz}^{(2)} (z_2), \sigma_{zz}^{(2)} (z_3) = \sigma_{zz}^{(3)} (z_3) \) (equations (3.1.33), (3.1.34) ) and of the boundary condition at the lower surface of the platform \( \sigma_{zz}^{(1)} (z_1) = -t_1 (z_1) \) (the third equation (3.1.24) ). The surface force per unit area \( t_1 (z_1) \) in this problem is equal to \( -sw^{(1)} (z_1) \), where \( s \) is a modulus of the elastic foundation. As a result, we receive the following expressions for stresses \( \sigma_{zz}^{(k)} \):

\[ \sigma_{zz}^{(1)} = \sigma_{zz}^{(1)} (z_1) + \int_{z_1}^{z} \left[ \rho^{(1)} \left( \ddot{w}^{(1)} + g \right) - \frac{\partial}{\partial z} \left( \sigma_{zz}^{(1)} \frac{w_{z}^{(1)}}{z^2} + \sigma_{yy}^{(1)} \frac{w_{y}^{(1)}}{y^2} \right) \right. \]

\[ - \frac{\partial}{\partial y} \left( \sigma_{yy}^{(1)} \frac{w_{y}^{(1)}}{y^2} + \sigma_{yy}^{(1)} \frac{w_{y}^{(1)}}{y^2} \right) - \sigma_{zz,zz}^{(1)} - \sigma_{zz,yy}^{(1)} \]  

(3.13.15)

---

\(^8\)In equation (3.3.14) the following notations are implied: \( \sigma_{zz}^{(k)} \equiv \sigma_{zz}^{(k)}, \sigma_{yy}^{(k)} \equiv \sigma_{yy}^{(k)}, \), and the upper index denotes the number of a sublaminate (\( k=1 \) means the lower face sheet, \( k=2 \) means the core, \( k=3 \) means the upper face sheet).
\[ \sigma_{zz}^{(2)} = sw^{(1)}(z_1) + \int_{z_1}^{z_2} \left[ \rho^{(1)} \left( \ddot{w}^{(1)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{xx}^{(1)} w_{xx}^{(1)} + \sigma_{xy}^{(1)} w_{xy}^{(1)} \right) \right. \\
- \frac{\partial}{\partial y} \left( \sigma_{xy}^{(1)} w_{xx}^{(1)} + \sigma_{yx}^{(1)} w_{xy}^{(1)} \right) - \sigma_{xx,x}^{(1)} - \sigma_{xy,y}^{(1)} \right] dz + \\
+ \int_{z_2}^{z_3} \left[ \rho^{(2)} \left( \ddot{w}^{(2)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{xx}^{(2)} w_{xx}^{(2)} + \sigma_{xy}^{(2)} w_{xy}^{(2)} \right) \right. \\
- \frac{\partial}{\partial y} \left( \sigma_{xy}^{(2)} w_{xx}^{(2)} + \sigma_{yx}^{(2)} w_{xy}^{(2)} \right) - \sigma_{xx,x}^{(2)} - \sigma_{xy,y}^{(2)} \right] dz \\
+ \left. \frac{\partial}{\partial y} \left( \sigma_{xy}^{(2)} w_{xx}^{(2)} + \sigma_{yx}^{(2)} w_{xy}^{(2)} \right) - \sigma_{xx,x}^{(2)} - \sigma_{xy,y}^{(2)} \right] \\
(3.13.16) \]

\[ \sigma_{zz}^{(3)} = sw^{(1)}(z_1) + \int_{z_1}^{z_2} \left[ \rho^{(1)} \left( \ddot{w}^{(1)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{xx}^{(1)} w_{xx}^{(1)} + \sigma_{xy}^{(1)} w_{xy}^{(1)} \right) \right. \\
- \frac{\partial}{\partial y} \left( \sigma_{xy}^{(1)} w_{xx}^{(1)} + \sigma_{yx}^{(1)} w_{xy}^{(1)} \right) - \sigma_{xx,x}^{(1)} - \sigma_{xy,y}^{(1)} \right] dz + \\
+ \int_{z_2}^{z_3} \left[ \rho^{(2)} \left( \ddot{w}^{(2)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{xx}^{(2)} w_{xx}^{(2)} + \sigma_{xy}^{(2)} w_{xy}^{(2)} \right) \right. \\
- \frac{\partial}{\partial y} \left( \sigma_{xy}^{(2)} w_{xx}^{(2)} + \sigma_{yx}^{(2)} w_{xy}^{(2)} \right) - \sigma_{xx,x}^{(2)} - \sigma_{xy,y}^{(2)} \right] dz + \\
+ \int_{z_3}^{z} \left[ \rho^{(3)} \left( \ddot{w}^{(3)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{xx}^{(3)} w_{xx}^{(3)} + \sigma_{xy}^{(3)} w_{xy}^{(3)} \right) \right. \\
- \frac{\partial}{\partial y} \left( \sigma_{xy}^{(3)} w_{xx}^{(3)} + \sigma_{yx}^{(3)} w_{xy}^{(3)} \right) - \sigma_{xx,x}^{(3)} - \sigma_{xy,y}^{(3)} \right] dz \\
(3.13.17) \]

Equations (3.13.15)-(3.13.17) can be written in tensor notations as follows:

\[ \sigma_{33}^{(k)} = sw^{(1)}(z_1) + \sum_{m=1}^{k-1} \int_{z_m}^{z_{m+1}} \left[ \rho^{(m)} \left( \ddot{w}_3^{(m)} + g \right) - \left( H_{\alpha\beta}^{(m)} u_3^{(m)} \right)_{,\beta} - \sigma_{33,\alpha}^{(m)} \right] dz + \\
+ \int_{z_k}^{z} \left[ \rho^{(k)} \left( \ddot{w}_3^{(k)} + g \right) - \left( H_{\alpha\beta}^{(k)} u_3^{(k)} \right)_{,\beta} - \sigma_{33,\alpha}^{(k)} \right] dz \quad (\alpha = 1, 2; \beta = 1, 2) \quad (3.13.18) \]

in the interval \( z_k \leq z \leq z_{k+1} \)

Substitution of expressions (3.13.14) for \( \sigma_{33}^{(k)} \) (\( \alpha = 1, 2 \)) into equation (3.13.18) for \( \sigma_{33}^{(k)} \) gives expressions for \( \sigma_{33}^{(k)} \) in terms of displacements and in-plane stresses:
\[ -\int_{z_m}^{z} \left( \rho^{(m)} \ddot{u}_{\alpha,\alpha}^{(m)} - H^{(m)}_{\alpha,\alpha,\alpha,\alpha} \right) \, dz \right] + \int_{z_m}^{z} \left[ \rho^{(k)} \left( \ddot{u}_{3,\alpha}^{(k)} + g \right) - \left( H^{(k)}_{\alpha,\beta,\alpha,\beta} \right) \right] \, dz \quad (\alpha = 1, 2; \; \beta = 1, 2) \]

in the interval \( z_k \leq z \leq z_{k+1} \)

or

\[ \sigma_{33}^{(k)} = sw^{(1)}(z_1) + \sum_{m=1}^{k-1} \int_{z_m}^{z_{m+1}} \rho^{(m)} \left( \ddot{u}_{3,\alpha}^{(m)} + g \right) \, dz - \sum_{m=1}^{k-1} \int_{z_m}^{z_{m+1}} \left( H^{(m)}_{\alpha,\alpha,\alpha,\alpha} \right) \, dz \]

\[ -\sum_{m=1}^{k-1} \sum_{n=1}^{m-1} \int_{z_n}^{z_{m+1}} \int_{z_m}^{z_n} \left( \rho^{(n)} \ddot{u}_{3,\alpha}^{(n)} - H^{(n)}_{\alpha,\alpha,\alpha,\alpha} \right) \, dz \, dz \]

\[ -\sum_{m=1}^{k-1} \int_{z_m}^{z_{m+1}} \int_{z_m}^{z} \left( \rho^{(m)} \ddot{u}_{3,\alpha}^{(m)} - H^{(m)}_{\alpha,\alpha,\alpha,\alpha} \right) \, dz \, dz \]

\[ +\int_{z_k}^{z} \rho^{(k)} \left( \ddot{u}_{3,\alpha}^{(k)} + g \right) \, dz - \int_{z_k}^{z} \left( H^{(k)}_{\alpha,\beta,\alpha,\beta} \right) \, dz \]

\[-\sum_{n=1}^{k-1} \int_{z_k}^{z_{n+1}} \int_{z_n}^{z} \left( \rho^{(n)} \ddot{u}_{3,\alpha}^{(n)} - H^{(n)}_{\alpha,\alpha,\alpha,\alpha} \right) \, dz \, dz \]

\[-\int_{z_k}^{z} \int_{z_k}^{z} \left( \rho^{(k)} \ddot{u}_{3,\alpha}^{(k)} - H^{(k)}_{\alpha,\beta,\alpha,\beta} \right) \, dz \, dz \quad (\alpha = 1, 2; \; \beta = 1, 2) \]

in the interval \( z_k \leq z \leq z_{k+1} \).

So, equations (3.13.14) and (3.13.20) express the transverse stresses in terms of displacements \( u^{(k)}, v^{(k)}, w^{(k)} \) and in-plane stresses \( H^{(k)}_{xx}, H^{(k)}_{xy}, H^{(k)}_{yy} \), which, in turn, are expressed in terms of
the unknown functions \( u_0, v_0, w_0, \varepsilon_{xz}^{(k)}, \varepsilon_{yz}^{(k)}, \varepsilon_{zz}^{(k)} \) by equations (3.3.27)-(3.3.51) and by equations (3.13.4) together with equations (3.4.2)-(3.4.28). The explicit expressions for the transverse stresses in terms of the unknown functions \( u_0, v_0, w_0, \varepsilon_{xz}^{(k)}, \varepsilon_{yz}^{(k)}, \varepsilon_{zz}^{(k)} \) are not shown here because of their large size.

The values of the in-plane and transverse stresses, computed by the formulas, derived in this chapter, can be substituted into the failure criteria in order to take account of damage progression in the sandwich platform. The methods of failure analysis will be discussed in chapter 5.
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Chapter 4

A Simplified Approach to the Analysis of Sandwich Plates

In this chapter, a simplified approach to modelling the sandwich plates will be considered. This simplified approach is similar to the one presented in chapter 2, section 2.4, for the sandwich plate in cylindrical bending with homogeneous isotropic face sheets and the core. It is based on assuming that in the expression for the strain energy, the transverse strains in the face sheets are negligibly small. The transverse stresses are computed by integration of equilibrium equations, and they can be substituted into the strain-stress relations to obtain the second form of the transverse strains, that are not equal to zero. As it was shown in section 2.4 of the chapter 2 for a sandwich plate with homogeneous isotropic face sheets and core, the stresses produced by the simplified layerwise model are sufficiently close to the stresses obtained from the exact elasticity solutions, though the accuracy of stress computation is slightly lower than in the nonsimplified model presented in chapter 3. The advantage of this simplified model is that it has fewer unknown functions and fewer degrees of freedom in the finite element formulation.

4.1 Simplifying assumptions and the unknown functions

We will assume that in the expression for the strain energy of the core the transverse strains do not depend on the z-coordinate, and the transverse strains of the face sheets are negligibly
small:
\[
\begin{align*}
\varepsilon_{zz}^{(1)} &= 0, \quad \varepsilon_{yz}^{(1)} = 0, \quad \varepsilon_{zx}^{(1)} = 0, \\
\varepsilon_{zz}^{(3)} &= 0, \quad \varepsilon_{yz}^{(3)} = 0, \quad \varepsilon_{zx}^{(3)} = 0, \\
\varepsilon_{zz}^{(2)} &= \varepsilon_{zz}^{(2)}(x,y,t), \quad \varepsilon_{yz}^{(2)} = \varepsilon_{yz}^{(2)}(x,y,t), \quad \varepsilon_{zx}^{(2)} = \varepsilon_{zx}^{(2)}(x,y,t).
\end{align*}
\] (4.1.1)

It is assumed also that at each point of the sandwich plate there is a plane of elastic symmetry parallel to x-z plane. This occurs if the sublimates of the sandwich plate are cross-ply, specially orthotropic or isotropic. Besides, an account will be taken of the fact that in the problem of the cargo platform dropped on elastic foundation, there are no external in-plane forces, acting on the platform, and the Poisson ratio of the core is small. Due to the last three limitations of the problem, described in bold type, the in-plane middle surface displacements can be set equal to zero:

\[ u_0 = 0, \quad v_0 = 0. \] (4.1.2)

So, the unknown functions of the problem are:

\[ w_0(x,y,t), \quad \varepsilon_{zz}^{(2)}(x,y,t), \quad \varepsilon_{yz}^{(2)}(x,y,t), \quad \varepsilon_{zx}^{(2)}(x,y,t). \] (4.1.3)

4.2 Displacements in terms of the unknown functions

Setting the transverse strains in the face sheets \(\varepsilon_{zz}^{(1)}, \varepsilon_{yz}^{(1)}, \varepsilon_{zx}^{(1)}, \varepsilon_{zz}^{(3)}, \varepsilon_{yz}^{(3)}, \varepsilon_{zx}^{(3)}\) equal to zero, one can obtain from formulas of chapter 5 the following expressions:

\[ w^{(1)}(x,y,t) = w_0(x,y,t) + \varepsilon_{zz}^{(2)}(x,y,t)z_2 \quad (z_1 \leq z \leq z_2), \] (4.2.1)

\[ w^{(2)}(x,y,z,t) = w_0(x,y,t) + \varepsilon_{zz}^{(2)}(x,y,t)z \quad (z_2 \leq z \leq z_3), \] (4.2.2)

\[ w^{(3)}(x,y,t) = w_0(x,y,t) + \varepsilon_{zz}^{(2)}(x,y,t)z_3 \quad (z_3 \leq z \leq z_4), \] (4.2.3)

\[ u^{(1)}(x,y,z,t) = \left(2\varepsilon_{zz}^{(2)} - w_{0,z}\right)z_2 - \frac{1}{2}\varepsilon_{zz,x}^{(2)}z_2^2 - \left(\varepsilon_{zz,x}^{(2)}z_2 + w_{0,x}\right)(z - z_2) \quad (z_1 \leq z \leq z_2), \] (4.2.4)
\[ u^{(2)}(x, y, z, t) = \left( 2\varepsilon_{zz}^{(2)} - w_{0,x} \right) z - \frac{1}{2} \varepsilon_{zz}^{(2)} z^2 \quad (2 \leq z \leq 3) , \quad (4.2.5) \]

\[ u^{(3)}(x, y, z, t) = \left( 2\varepsilon_{zz}^{(2)} - w_{0,x} \right) z_3 - \frac{1}{2} \varepsilon_{xz}^{(2)} z_3^2 - \left( w_{0,y} + \varepsilon_{yz}^{(2)} z_3 \right) (z - z_3) \quad (3 \leq z \leq 4) , \quad (4.2.6) \]

\[ v^{(1)}(x, y, z, t) = \left( 2\varepsilon_{yz}^{(2)} - w_{0,y} \right) z_2 - \frac{1}{2} \varepsilon_{zy}^{(2)} z_2^2 - \left( w_{0,y} + \varepsilon_{zy}^{(2)} z_2 \right) (z - z_2) \quad (1 \leq z \leq 2) , \quad (4.2.7) \]

\[ v^{(2)}(x, y, z, t) = \left( 2\varepsilon_{yz}^{(2)} - w_{0,y} \right) z - \frac{1}{2} \varepsilon_{zy}^{(2)} z^2 \quad (2 \leq z \leq 3) , \quad (4.2.8) \]

\[ v^{(3)}(x, y, z, t) = \left( 2\varepsilon_{yz}^{(2)} - w_{0,y} \right) z_3 - \frac{1}{2} \varepsilon_{zy}^{(2)} z_3^2 - \left( w_{0,y} + \varepsilon_{zy}^{(2)} z_3 \right) (z - z_3) \quad (3 \leq z \leq 4) . \quad (4.2.9) \]

These relations can be written in the form:

\[
\begin{aligned}
\begin{bmatrix}
u^{(k)} \\ v^{(k)} \\ w^{(k)}
\end{bmatrix} &= \begin{bmatrix}
\tilde{Z}^{(k)} \\
\tilde{\phi}^{(k)}
\end{bmatrix}
\begin{bmatrix}
f_1 \\
\vdots \\
f_{4 \times 1}
\end{bmatrix} \quad (k = 1, 2, 3) , \quad (4.2.10)
\end{aligned}
\]

where

\[
\begin{bmatrix}
u_0 \\
\varepsilon_{zz}^{(2)} \\
\varepsilon_{yz}^{(2)} \\
\varepsilon_{xz}^{(2)}
\end{bmatrix} = 
\begin{bmatrix}
w_0 \\
\varepsilon_{zz}^{(2)} \\
\varepsilon_{yz}^{(2)} \\
\varepsilon_{xz}^{(2)}
\end{bmatrix}
\]

\[
\begin{aligned}
\tilde{Z}^{(1)} &= \begin{bmatrix}
1 & z & 0 & 0 & 0 \\
0 & 0 & 1 & z & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix} , \quad (4.2.11) \\
\tilde{Z}^{(2)} &= \begin{bmatrix}
z & z^2 & 0 & 0 & 0 & 0 \\
0 & 0 & z & z^2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} , \quad (4.2.12)
\end{aligned}
\]
\[
\begin{align*}
\mathbf{\tilde{g}^{(1)}} &= 
\begin{bmatrix}
0 & 2z_2 & 0 & \frac{1}{2}z_2^2 \frac{\partial}{\partial z} \\
-\frac{\partial}{\partial x} & 0 & 0 & -z_2 \frac{\partial}{\partial x} \\
0 & 0 & 2z_2 & \frac{1}{2}z_2^2 \frac{\partial}{\partial y} \\
-\frac{\partial}{\partial y} & 0 & 0 & -z_2 \frac{\partial}{\partial y} \\
1 & 0 & 0 & z_2
\end{bmatrix},
\tag{4.2.14}
\\
\mathbf{\tilde{g}^{(2)}} &= 
\begin{bmatrix}
-\frac{\partial}{\partial x} & 2 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} \frac{\partial}{\partial x} \\
-\frac{\partial}{\partial y} & 0 & 2 & 0 \\
0 & 0 & 0 & -\frac{1}{2} \frac{\partial}{\partial y} \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\tag{4.2.15}
\\
\mathbf{\tilde{g}^{(3)}} &= 
\begin{bmatrix}
0 & 2z_3 & 0 & \frac{1}{2}z_3^2 \frac{\partial}{\partial x} \\
-\frac{\partial}{\partial x} & 0 & 0 & -z_3 \frac{\partial}{\partial x} \\
0 & 0 & 2z_3 & \frac{1}{2}z_3^2 \frac{\partial}{\partial y} \\
-\frac{\partial}{\partial y} & 0 & 0 & -z_3 \frac{\partial}{\partial y} \\
1 & 0 & 0 & z_3
\end{bmatrix},
\tag{4.2.16}
\end{align*}
\]
4.3 Strains in terms of the unknown functions

Setting \( \varepsilon_{zz}^{(1)} = 0, \varepsilon_{yy}^{(1)} = 0, \varepsilon_{zz}^{(1)} = 0, \varepsilon_{zz}^{(3)} = 0, \varepsilon_{yy}^{(3)} = 0, \varepsilon_{xx}^{(3)} = 0 \) in expressions (3.5.6), (3.5.9) and (3.5.12) we obtain

\[
\left\{ \varepsilon^{(k)} \right\} = \left[ Z^{(k)} \right] \left[ \left[ g^{(k)} \right] \left\{ f \right\} + \left\{ \eta^{(k)} \right\} \right] \quad (k = 1, 2, 3),
\]

where

\[
\left\{ f \right\} = \begin{bmatrix} u_0 \\ \varepsilon_{xx}^{(2)} \\ \varepsilon_{yy}^{(2)} \\ \varepsilon_{zz}^{(2)} \end{bmatrix},
\]

\[
\left\{ \varepsilon^{(1)} \right\} = \begin{bmatrix} \varepsilon_{xx}^{(1)} \\ \varepsilon_{yy}^{(1)} \\ 2\varepsilon_{xy}^{(1)} \end{bmatrix},
\]

\[
\left[ Z^{(1)} \right] = \begin{bmatrix} 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & z & z^2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & z \end{bmatrix},
\]

\[
\left[ Z^{(3)} \right] = \begin{bmatrix} 0 & 2z_2 \frac{\partial}{\partial x} & 0 & \frac{1}{2}z_2^2 \frac{\partial^2}{\partial x^2} \\ 0 & 0 & 0 & -z_2 \frac{\partial^2}{\partial x^2} \\ 0 & 0 & 0 & 0 \\ -\frac{\partial^2}{\partial y^2} & 0 & 0 & -z_2 \frac{\partial^2}{\partial y^2} \\ 0 & 0 & 2z_2 \frac{\partial}{\partial x} & \frac{1}{2}z_2^2 \frac{\partial^2}{\partial x^2} \\ 0 & 0 & 0 & 0 \\ -2z_2 \frac{\partial^2}{\partial x \partial y} & 2z_2 \frac{\partial}{\partial x} & z_2^2 \frac{\partial^2}{\partial x \partial y} & -z_2 \frac{\partial^2}{\partial x \partial y} \\ -2z_2 \frac{\partial^2}{\partial x \partial y} & 0 & 0 & -2z_2 \frac{\partial^2}{\partial x \partial y} \end{bmatrix},
\]
\[ \{ \eta^{(1)} \} = \begin{bmatrix} \frac{1}{2} \left( w_{0,x} + z_2 \varepsilon_{zz,x}^{(2)} \right)^2 \\ 0 \\ 0 \\ \frac{1}{2} \left( w_{0,y} + z_2 \varepsilon_{zz,y}^{(2)} \right)^2 \\ 0 \\ 0 \\ (w_{0,z} + z_2 \varepsilon_{zz,x}) (w_{0,y} + z_2 \varepsilon_{zz,y}) \\ 0 \end{bmatrix}, \quad (4.3.6) \]

\[ \{ \varepsilon^{(2)} \} = \begin{bmatrix} \varepsilon_{xx}^{(2)} \\ \varepsilon_{yy}^{(2)} \\ \varepsilon_{zz}^{(2)} \\ 2\varepsilon_{yx}^{(2)} \\ 2\varepsilon_{zx}^{(2)} \\ 2\varepsilon_{xy}^{(2)} \end{bmatrix}, \quad (4.3.7) \]

\[ [Z^{(2)}] = \begin{bmatrix} 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & z & z^2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & z & z^2 \end{bmatrix}, \quad (4.3.8) \]
\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
-\frac{\partial^2}{\partial x^2} & 2 \frac{\partial}{\partial x} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} \frac{\partial^2}{\partial x^2} \\
0 & 0 & 0 & 0 \\
-\frac{\partial^2}{\partial y \partial y} & 0 & 2 \frac{\partial}{\partial y} & 0 \\
0 & 0 & 0 & -\frac{1}{2} \frac{\partial^2}{\partial y^2} \\
0 & 0 & 0 & 0 \\
-\frac{\partial^2}{\partial x \partial y} & 2 \frac{\partial}{\partial y} & 2 \frac{\partial}{\partial x} & 0 \\
0 & 0 & 0 & -\frac{\partial^2}{\partial x \partial y} \\
0 & 2 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\begin{bmatrix}
\frac{1}{2} (w_{0,x})^2 \\
w_{0,x} \varepsilon_{x}^{(2)} \\
\frac{1}{2} (\varepsilon_{x}^{(2)})^2 \\
\frac{1}{2} (w_{0,y})^2 \\
w_{0,y} \varepsilon_{y}^{(2)} \\
\frac{1}{2} (\varepsilon_{y}^{(2)})^2 \\
w_{0,x} w_{0,y} \\
w_{0,y} \varepsilon_{x}^{(2)} + w_{0,x} \varepsilon_{x}^{(2)} + \varepsilon_{x}^{(2)} \\
\varepsilon_{x}^{(2)} + \varepsilon_{y}^{(2)} + \varepsilon_{x}^{(2)} \\
0 \\
0 \\
0 \\
\end{bmatrix} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\varepsilon_{x}^{(3)} \\
\varepsilon_{y}^{(3)} \\
2\varepsilon_{x}^{(3)} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\varepsilon_{x}^{(3)} \\
\varepsilon_{y}^{(3)} \\
2\varepsilon_{x}^{(3)} \\
\end{bmatrix}
\]
\( [g^{(3)}] = \begin{bmatrix}
0 & 2z_3 \frac{\partial}{\partial z} & 0 & \frac{1}{2}z_3 \frac{\partial^2}{\partial z^2} \\
-\frac{\partial^2}{\partial z^2} & 0 & 0 & -z_3 \frac{\partial}{\partial z} \\
0 & 0 & 0 & 0 \\
 0 & 0 & 2z_3 \frac{\partial}{\partial y} & \frac{1}{2}z_3 \frac{\partial^2}{\partial y^2} \\
-\frac{\partial^2}{\partial y^2} & 0 & 0 & -z_3 \frac{\partial}{\partial y} \\
0 & 0 & 0 & 0 \\
0 & 2z_3 \frac{\partial}{\partial y} & 2z_3 \frac{\partial}{\partial z} & \frac{2}{3} \frac{\partial^2}{\partial z \partial y} \\
-2 \frac{\partial^2}{\partial z \partial y} & 0 & 0 & -2z_3 \frac{\partial^2}{\partial z \partial y}
\end{bmatrix}_{(8 \times 4)} \)  

(4.3.12)

\[
[\eta^{(3)}] = \begin{bmatrix}
\frac{1}{2} \left( w_{0,x} + z_3 \varepsilon_{zz,x}^{(2)} \right)^2 \\
0 \\
0 \\
\frac{1}{2} \left( w_{0,y} + z_3 \varepsilon_{zz,y}^{(2)} \right)^2 \\
0 \\
0 \\
( w_{0,x} + z_3 \varepsilon_{zz,x}^{(2)} ) ( w_{0,y} + z_3 \varepsilon_{zz,y}^{(2)} ) \\
0
\end{bmatrix}_{(8 \times 1)}
\]  

(4.3.13)

The transverse shear strains in the core \( \varepsilon_{zz,x}^{(2)} \) and \( \varepsilon_{zz,y}^{(2)} \), that enter into the expressions for the strain energy (the first form of the transverse shear strains) are assumed to be constant through the thickness of core. Therefore, the transverse shear stresses, computed from the stress-strain relations (first form of the transverse shear stresses) are also constant in the thickness direction. On the other hand, the same stresses computed in the post-processing stage by integration of the equations of motion, vary nonlinearly in the thickness direction. Besides, it is well known from elementary theory of homogeneous beams that the transverse shear stress varies parabolically through the beam thickness. In composite laminated beams and plates, the transverse shear stresses vary at least quadratically through layer thickness. This discrepancy between the transverse stresses computed from the Hooke’s law on the one hand and from the equations of motion or exact solutions on the other hand, is often corrected (especially in the first order shear deformation theory) by multiplying the transverse shear strain energy by the shear correction coefficient. In the theory of the sandwich plate discussed in this chapter, we will introduce a shear correction coefficient, which, at first, will be
set equal to unity. If, with the shear correction coefficient equal to one, the results of the sandwich plate theory for the transverse stresses obtained by integration of equilibrium equations turn out to be close enough to the known exact elasticity solutions, then the further search for an optimal value of the shear correction factor may not be necessary. Otherwise, the shear correction coefficient can be determined by a method, presented in the paper of Whitney (1973).

In order to introduce the shear correction coefficient, it is convenient to divide the column-matrix of strains in the core \( \{ \varepsilon^{(2)} \} = \begin{bmatrix} \varepsilon^{(2)}_{zz} & \varepsilon^{(2)}_{yy} & \varepsilon^{(2)}_{zz} & 2\varepsilon^{(2)}_{yz} & 2\varepsilon^{(2)}_{xz} \end{bmatrix}^T \) into two parts: a part that contains the transverse shear strains: \( \begin{bmatrix} 2\varepsilon^{(2)}_{yz} \end{bmatrix}^T \), and the part that contains all the other strains in the core: \( \begin{bmatrix} \varepsilon^{(2)}_{xx} & \varepsilon^{(2)}_{yy} & \varepsilon^{(2)}_{zz} & 2\varepsilon^{(2)}_{xy} \end{bmatrix}^T \). Then, equation (4.3.1) with \( k=2 \), i.e. equation \( \{ \varepsilon^{(2)} \} = \begin{bmatrix} \tilde{Z}^{(2)} \end{bmatrix} (\begin{bmatrix} \tilde{\Theta}^{(2)} \end{bmatrix} \{ f \} + \{ \eta^{(2)} \}) \) can be written as two separate matrix equations:

\[
\begin{bmatrix} 2\varepsilon^{(2)}_{yz} \\ 2\varepsilon^{(2)}_{xz} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 2 & 0 \\ 0 & 2 & 0 & 0 \end{bmatrix} \begin{bmatrix} f \end{bmatrix} \tag{4.3.14}
\]

and

\[
\begin{bmatrix} \varepsilon^{(2)}_{xx} \\ \varepsilon^{(2)}_{yy} \\ \varepsilon^{(2)}_{zz} \\ 2\varepsilon^{(2)}_{xy} \end{bmatrix} = \begin{bmatrix} \tilde{Z}^{(2)} \end{bmatrix} \begin{bmatrix} \tilde{\Theta}^{(2)} \end{bmatrix} \begin{bmatrix} f \end{bmatrix} + \begin{bmatrix} \eta^{(2)} \end{bmatrix}, \tag{4.3.15}
\]

where

\[
\begin{bmatrix} \tilde{Z}^{(2)} \end{bmatrix} = \begin{bmatrix} 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & z & z^2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & z & z^2 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \tag{4.3.16}
\]

and

\[
\begin{bmatrix} \tilde{\Theta}^{(2)} \end{bmatrix} = \begin{bmatrix} \tilde{\Theta}^{(2)} \end{bmatrix} \begin{bmatrix} f \end{bmatrix} + \begin{bmatrix} \eta^{(2)} \end{bmatrix}.
\]

\[
\begin{bmatrix} \tilde{\Theta}^{(2)} \end{bmatrix} = \begin{bmatrix} 1 & z & z^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & z & z^2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & z & z^2 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \tag{4.3.16}
\]

and

\[
\begin{bmatrix} \tilde{\Theta}^{(2)} \end{bmatrix} = \begin{bmatrix} \tilde{\Theta}^{(2)} \end{bmatrix} \begin{bmatrix} f \end{bmatrix} + \begin{bmatrix} \eta^{(2)} \end{bmatrix}.
\]
\[ \begin{pmatrix} 0 & 0 & 0 & 0 \\ -\frac{\partial^2}{\partial x^2} & 2\frac{\partial}{\partial x} & 0 & 0 \\ 0 & 0 & 0 & -\frac{1}{2}\frac{\partial^2}{\partial x^2} \\ 0 & 0 & 0 & 0 \\ \end{pmatrix} \]

\[ (10 \times 4) \]

(4.3.17)

\[ \begin{pmatrix} \frac{\partial^2}{\partial y^2} & 0 & 2\frac{\partial}{\partial y} & 0 \\ 0 & 0 & 0 & -\frac{1}{2}\frac{\partial^2}{\partial y^2} \\ 0 & 0 & 0 & 0 \\ -\frac{\partial^2}{\partial x \partial y} & 2\frac{\partial}{\partial y} & 2\frac{\partial}{\partial x} & 0 \\ 0 & 0 & 0 & -\frac{\partial^2}{\partial x \partial y} \\ 0 & 0 & 0 & 1 \\ \end{pmatrix} \]

\[ (10 \times 1) \]

(4.3.18)

\[ \begin{pmatrix} \frac{1}{2}(u_{0,x})^2 \\ u_{0,x} \varepsilon_{zz,x}^{(2)} \\ \frac{1}{2} (\varepsilon_{zz,x}^{(2)})^2 \\ \frac{1}{2} (u_{0,y})^2 \\ u_{0,y} \varepsilon_{zz,y}^{(2)} \\ \frac{1}{2} (\varepsilon_{zz,y}^{(2)})^2 \\ u_{0,x} u_{0,y} \\ u_{0,y} \varepsilon_{zz,x}^{(2)} + u_{0,x} \varepsilon_{zz,y}^{(2)} \\ \varepsilon_{zz,x}^{(2)} \varepsilon_{zz,y}^{(2)} \\ 0 \end{pmatrix} \]
4.4 Stress-strain relations

For the lower and upper face sheets \((k=1,3)\), where, according to our assumptions, \(\varepsilon_{zz}^{(k)} = \varepsilon_{zz}^{(k)} = \varepsilon_{yz}^{(k)} = 0\) \((k=1,3)\), the constitutive equations (3.6.13) take the form

\[
\begin{align*}
\begin{cases}
H_{\sigma_{xx}}^{(k)} \\
H_{\sigma_{yy}}^{(k)} \\
H_{\sigma_{xy}}
\end{cases} =
\begin{bmatrix}
\bar{C}_{11} & \bar{C}_{12} & \bar{C}_{16} \\
\bar{C}_{12} & \bar{C}_{22} & \bar{C}_{26} \\
\bar{C}_{16} & \bar{C}_{26} & \bar{C}_{66}
\end{bmatrix}
\begin{cases}
\varepsilon_{xx}^{(k)} \\
\varepsilon_{yy}^{(k)} \\
2\varepsilon_{xy}^{(k)}
\end{cases}
\end{align*}
\]

\(k = (1,3),\) \(\quad (4.4.1)\)

\[
H_{\sigma_{zz}}^{(k)} =
\begin{bmatrix}
\bar{C}_{13} & \bar{C}_{23} & \bar{C}_{36}
\end{bmatrix}
\begin{cases}
\varepsilon_{xx}^{(k)} \\
\varepsilon_{yy}^{(k)} \\
2\varepsilon_{xy}^{(k)}
\end{cases}
\]

\(k = (1,3),\) \(\quad (4.4.1)\)

The constitutive equations for the core are

\[
\begin{align*}
\begin{cases}
\sigma_{zz} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{xy}
\end{cases}
= 
\begin{bmatrix}
\bar{C}_{11} & \bar{C}_{12} & \bar{C}_{13} & \bar{C}_{16} \\
\bar{C}_{12} & \bar{C}_{22} & \bar{C}_{23} & \bar{C}_{26} \\
\bar{C}_{13} & \bar{C}_{23} & \bar{C}_{33} & \bar{C}_{36} \\
\bar{C}_{16} & \bar{C}_{26} & \bar{C}_{36} & \bar{C}_{66}
\end{bmatrix}
\begin{cases}
\varepsilon_{xx}^{(2)} \\
\varepsilon_{yy}^{(2)} \\
\varepsilon_{zz}^{(2)} \\
2\varepsilon_{xy}^{(2)}
\end{cases}
\end{align*}
\]

\(, \quad (4.4.2)\)

\[
\begin{align*}
\begin{cases}
\sigma_{yz} \\
\sigma_{zz}
\end{cases}
= 
\begin{bmatrix}
\bar{C}_{44} & \bar{C}_{45} \\
\bar{C}_{45} & \bar{C}_{55}
\end{bmatrix}
\begin{cases}
2\varepsilon_{yz}^{(2)} \\
2\varepsilon_{zz}^{(2)}
\end{cases}
\end{align*}
\]

\(, \quad (4.4.3)\)
4.5 Strain energy of the core

The strain energy of the core is defined by expression

\[
U^{(2)} = \frac{1}{2} \int_{0}^{B} \int_{0}^{L} \int_{0}^{z_{3}} \left\{ \varepsilon_{xx}^{(2)} \right\} T \left[ \begin{array}{cccc}
\bar{C}_{11} & \bar{C}_{12} & \bar{C}_{13} & \bar{C}_{16} \\
\bar{C}_{12} & \bar{C}_{22} & \bar{C}_{23} & \bar{C}_{26} \\
\bar{C}_{13} & \bar{C}_{23} & \bar{C}_{33} & \bar{C}_{36} \\
\bar{C}_{16} & \bar{C}_{26} & \bar{C}_{36} & \bar{C}_{66}
\end{array} \right]^{(2)} \left\{ \varepsilon_{xx}^{(2)} \right\} \, dz \, dx \, dy + \\
+ \frac{1}{2} k_{c} \int_{0}^{B} \int_{0}^{L} \int_{0}^{z_{3}} \left\{ 2\varepsilon_{yy}^{(2)} \right\} T \left[ \begin{array}{cc}
\bar{C}_{44} & \bar{C}_{45} \\
\bar{C}_{45} & \bar{C}_{55}
\end{array} \right]^{(2)} \left\{ 2\varepsilon_{yy}^{(2)} \right\} \, dz \, dx \, dy,
\]

where \( k_{c} \) is the shear correction factor.

Substitution of expressions (4.3.13) and (4.3.14) into the last expression yields

\[
U^{(2)} = \frac{1}{2} \int_{0}^{B} \int_{0}^{L} \left( \left[ \bar{\mathbf{g}}^{(2)} \right] \{ f \} + \left[ \bar{\mathbf{\eta}}^{(2)} \right] \right) T \left[ \begin{array}{cccc}
\bar{C}_{11} & \bar{C}_{12} & \bar{C}_{13} & \bar{C}_{16} \\
\bar{C}_{12} & \bar{C}_{22} & \bar{C}_{23} & \bar{C}_{26} \\
\bar{C}_{13} & \bar{C}_{23} & \bar{C}_{33} & \bar{C}_{36} \\
\bar{C}_{16} & \bar{C}_{26} & \bar{C}_{36} & \bar{C}_{66}
\end{array} \right] \left[ \bar{\mathbf{g}}^{(2)} \right] \, dz \times \\
\times \left[ \begin{array}{cccc}
\bar{C}_{44} & \bar{C}_{45} \\
\bar{C}_{45} & \bar{C}_{55}
\end{array} \right] \left[ \bar{\mathbf{\eta}}^{(2)} \right] \, dx \, dy + \\
+ \frac{1}{2} k_{c} \int_{0}^{B} \int_{0}^{L} \{ f \}^{T} \left[ \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} \right] \left[ \begin{array}{cccc}
0 & 0 & 2 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 2 & 0
\end{array} \right] \, dz \, dx \, dy.
\]
where matrix \( \hat{\mathbf{Z}}^{(2)} \) is defined by expression (4.3.15), matrix \( \hat{\mathbf{D}}^{(2)} \) by expression (4.3.16) and matrix \( \tilde{\mathbf{G}}^{(2)} \) by expression (4.3.17). So,

\[
U^{(2)} = \frac{1}{2} \int_0^B \int_0^L \left( \begin{bmatrix} \hat{\mathbf{G}}^{(2)} \end{bmatrix}^{(4\times1)} + \begin{bmatrix} \hat{\mathbf{D}}^{(2)} \end{bmatrix}^{(10\times1)} \right)^T \begin{bmatrix} \hat{\mathbf{G}}^{(2)} \end{bmatrix}^{(10\times4)} \begin{bmatrix} \hat{\mathbf{D}}^{(2)} \end{bmatrix}^{(4\times1)} + \begin{bmatrix} \tilde{\mathbf{G}}^{(2)} \end{bmatrix}^{(10\times1)} \right) \, dx \, dy + \frac{1}{2} k_c \int_0^B \int_0^L \{ f \}^T \hat{\mathbf{D}}^{(2)} \{ f \} \, dx \, dy ,
\]

where

\[
\begin{bmatrix} \hat{\mathbf{D}}^{(2)} \end{bmatrix} = \int_{z_2}^{z_3} \begin{bmatrix} \hat{\mathbf{Z}}^{(2)} \end{bmatrix}^{(10\times4)} \begin{bmatrix} \mathcal{C}_{11} & \mathcal{C}_{12} & \mathcal{C}_{13} & \mathcal{C}_{16} \\ \mathcal{C}_{12} & \mathcal{C}_{22} & \mathcal{C}_{23} & \mathcal{C}_{26} \\ \mathcal{C}_{13} & \mathcal{C}_{23} & \mathcal{C}_{33} & \mathcal{C}_{36} \\ \mathcal{C}_{16} & \mathcal{C}_{26} & \mathcal{C}_{36} & \mathcal{C}_{66} \end{bmatrix}^{(2)} \, dz ,
\]

\[
\begin{bmatrix} \hat{\mathbf{D}}^{(2)} \end{bmatrix} = \int_{z_2}^{z_3} \begin{bmatrix} 0 & 0 \\ 0 & 2 \\ 2 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \mathcal{C}_{44} & \mathcal{C}_{45} \\ \mathcal{C}_{45} & \mathcal{C}_{55} \end{bmatrix}^{(2)} \begin{bmatrix} 0 & 0 & 2 & 0 \\ 0 & 2 & 0 & 0 \end{bmatrix} \, dz .
\]
CHAPTER 4

4.6 Strain energy of the face sheets

The strain energy of the face sheets is defined by expression

\[
U^{(k)} = \frac{1}{2} \int_B \int_{z_k}^{z_{k+1}} \left\{ \begin{array}{c}
\varepsilon_{xx}^{(k)} \\
\varepsilon_{yy}^{(k)} \\
2\varepsilon_{xy}^{(k)}
\end{array} \right\}^T \begin{bmatrix}
\bar{C}_{11} & \bar{C}_{12} & \bar{C}_{16} \\
\bar{C}_{12} & \bar{C}_{22} & \bar{C}_{26} \\
\bar{C}_{16} & \bar{C}_{26} & \bar{C}_{66}
\end{bmatrix} \left\{ \begin{array}{c}
\varepsilon_{xx}^{(k)} \\
\varepsilon_{yy}^{(k)} \\
2\varepsilon_{xy}^{(k)}
\end{array} \right\} \, dz \, dx \, dy \quad (k = 1, 3) \tag{4.6.1}
\]

or

\[
U^{(k)} = \frac{1}{2} \int_B \int_{z_k}^{z_{k+1}} \left\{ \varepsilon^{(k)} \right\}^T \begin{bmatrix}
C^{(k)}
\end{bmatrix} \left\{ \varepsilon^{(k)} \right\} \, dz \, dx \, dy \quad (k = 1, 3). \tag{4.6.2}
\]

Substituting (4.3.1) into (4.6.2), we obtain

\[
U^{(k)} = \frac{1}{2} \int_B \int_{z_k}^{z_{k+1}} \left( \begin{bmatrix}
\vartheta^{(k)} \\
\{ f \}
\end{bmatrix} \begin{bmatrix}
D^{(k)}
\end{bmatrix} \left\{ \eta^{(k)} \right\} \right)^T \times

\times \int_{z_k}^{z_{k+1}} \begin{bmatrix}
\bar{C}^{(k)}
\end{bmatrix} \begin{bmatrix}
Z^{(k)}
\end{bmatrix} \, dz \times

\times \left( \begin{bmatrix}
\vartheta^{(k)} \\
\{ f \}
\end{bmatrix} + \begin{bmatrix}
\eta^{(k)}
\end{bmatrix} \right) \, dx \, dy \quad (k = 1, 3) \tag{4.6.3}
\]

or

\[
U^{(k)} = \frac{1}{2} \int_B \int_{z_k}^{z_{k+1}} \left( \begin{bmatrix}
\vartheta^{(k)} \\
\{ f \}
\end{bmatrix} \begin{bmatrix}
D^{(k)}
\end{bmatrix} \left\{ \eta^{(k)} \right\} \right)^T \begin{bmatrix}
\vartheta^{(k)} \\
\{ f \}
\end{bmatrix} \left\{ \eta^{(k)} \right\} \, dx \, dy \quad (k = 1, 3), \tag{4.6.4}
\]

where matrices \([Z^{(1)}]\) and \([Z^{(3)}]\) are defined by equation (4.3.4), matrix \([\vartheta^{(1)}]\) - by equation (4.3.5), matrix \([\vartheta^{(3)}]\) - by equation (4.3.12), \([\eta^{(1)}]\) - by (4.3.6), \([\eta^{(3)}]\) - by (4.3.13).

Like in chapter 3, a stiffness coefficient in the Hooke's law for a ply of the lower face sheet, in the laminate coordinate system, will be denoted by \(a_{iij}^{(1)}\), where the right superscript (1) denotes that a stiffness coefficient is associated with the 1-st sublamine (i.e. the lower face sheet), the left superscript \(\alpha\) is a number of a ply in the lower face sheet, subscripts \(i\) and \(j\) denote a position of
the stiffness coefficient in the stiffness matrix. The stiffness matrix with components $\alpha C_{ij}^{(1)}$ will be denoted as $\overline{C}_{\alpha}^{(1)}$, i.e.

$$
\begin{bmatrix}
\alpha C_{11}^{(1)} & \alpha C_{12}^{(1)} & \alpha C_{16}^{(1)} \\
\alpha C_{12}^{(1)} & \alpha C_{22}^{(1)} & \alpha C_{26}^{(1)} \\
\alpha C_{16}^{(1)} & \alpha C_{26}^{(1)} & \alpha C_{66}^{(1)}
\end{bmatrix}
$$

Analogously, a stiffness coefficient in the Hooke's law for a ply of the upper face sheet will be denoted by $\alpha \tilde{C}_{ij}^{(3)}$, and the matrix of these coefficients - by $\overline{\tilde{C}}_{\alpha}^{(3)}$, i.e.

$$
\begin{bmatrix}
\alpha \tilde{C}_{11}^{(3)} & \alpha \tilde{C}_{12}^{(3)} & \alpha \tilde{C}_{16}^{(3)} \\
\alpha \tilde{C}_{12}^{(3)} & \alpha \tilde{C}_{22}^{(3)} & \alpha \tilde{C}_{26}^{(3)} \\
\alpha \tilde{C}_{16}^{(3)} & \alpha \tilde{C}_{26}^{(3)} & \alpha \tilde{C}_{66}^{(3)}
\end{bmatrix}
$$

Let $n$ be a number of plies in the lower face sheet and let

$$
\xi_1 = z_1, \xi_2, \xi_3, ..., \xi_n = z_2
$$

be $z$-coordinates of the interfaces between the plies of the lower face sheet (Figure 3.3). Also, let $m$ be a number of plies in the upper face sheet and let

$$
\zeta_1 = z_3, \zeta_2, \zeta_3, ..., \zeta_m = z_4
$$

be $z$-coordinates of the interfaces between the plies of the upper face sheet. Then

$$
\begin{align*}
\left[ D^{(1)} \right]_{(8 \times 8)} &= \int_{z_1}^{z_2} \left[ Z^{(1)} \right]^T \left[ \overline{C}_{\alpha}^{(1)} \right] \left[ Z^{(1)} \right] dz = \sum_{\alpha=1}^{n} \int_{\xi_\alpha}^{\xi_{\alpha+1}} \left[ Z^{(1)} \right]^T \left[ \overline{C}_{\alpha}^{(1)} \right] \left[ Z^{(1)} \right] dz = \\
&= \sum_{\alpha=1}^{n} \int_{\xi_\alpha}^{\xi_{\alpha+1}} \left[ Z^{(1)} \right]^T \left[ \overline{C}_{\alpha}^{(1)} \right] \left[ Z^{(1)} \right] dz
\end{align*}
$$

and

$$
\begin{align*}
\left[ D^{(3)} \right]_{(8 \times 8)} &= \int_{z_3}^{z_4} \left[ Z^{(3)} \right]^T \left[ \overline{\tilde{C}}_{\alpha}^{(3)} \right] \left[ Z^{(3)} \right] dz = \sum_{\alpha=1}^{m} \int_{\zeta_\alpha}^{\zeta_{\alpha+1}} \left[ Z^{(3)} \right]^T \left[ \overline{\tilde{C}}_{\alpha}^{(3)} \right] \left[ Z^{(3)} \right] dz = \\
&= \sum_{\alpha=1}^{m} \int_{\zeta_\alpha}^{\zeta_{\alpha+1}} \left[ Z^{(3)} \right]^T \left[ \overline{\tilde{C}}_{\alpha}^{(3)} \right] \left[ Z^{(3)} \right] dz
\end{align*}
$$
4.7 Strain energy of the plate

Strain energy of the sandwich plate is the sum of the strain energies of the core and the face sheets:

\[ U_p = U^{(1)} + U^{(2)} + U^{(3)} = \]

\[ = \frac{1}{2} \int_0^B \int_0^L \left( \left[ [\gamma^{(1)}] \{f\} + \{\eta^{(1)}\} \right]^T \left[ [\tilde{D}^{(1)}] \{f\} + \{\tilde{\eta}^{(1)}\} \right] \right) dx \, dy + \]

\[ + \frac{1}{2} \int_0^B \int_0^L \left( \left[ [\gamma^{(2)}] \{f\} + \{\eta^{(2)}\} \right]^T \left[ [\tilde{D}^{(2)}] \{f\} + \{\tilde{\eta}^{(2)}\} \right] \right) dx \, dy + \]

\[ + \frac{1}{2} \int_0^B \int_0^L \left( \left[ [\gamma^{(3)}] \{f\} + \{\eta^{(3)}\} \right]^T \left[ [\tilde{D}^{(3)}] \{f\} + \{\tilde{\eta}^{(3)}\} \right] \right) dx \, dy. \quad (4.7.1) \]

4.8 Strain energy of elastic foundation

The strain energy of the elastic foundation is defined by expression

\[ U_f = \frac{1}{2} \int_0^B \int_0^L s(x,y) \left[ [w^{(1)}(x,y,t)]^2 \right] dx \, dy. \quad (4.8.1) \]

According to equation (4.2.1),

\[ w^{(1)} = w_0 + \varepsilon_{2z}^{(2)} z_2 \quad (z_1 \leq z \leq z_2) \]

or

\[ w^{(1)} = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & z_2 \\ 0 & 0 & \varepsilon_{2z}^{(2)} \\ \end{array} \right] \left\{ \begin{array}{c} w_0 \\ \varepsilon_{2z}^{(2)} \\ \varepsilon_{2z}^{(2)} \\ \varepsilon_{2z}^{(2)} \\ \end{array} \right\} = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & z_2 \\ 0 & 0 & \varepsilon_{2z}^{(2)} \\ \end{array} \right] \{f\}. \quad (4.8.2) \]
Then
\[
(w^{(1)})^2 = \{f\}^T \begin{bmatrix}
1 \\
0 \\
0 \\
z_2
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 & z_2
\end{bmatrix} \{f\}
\]
or
\[
(w^{(1)})^2 = \{f\}^T [\bar{D}] \{f\},
\]
where
\[
[\bar{D}] = \begin{bmatrix}
1 & 0 & 0 & z_2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
z_2 & 0 & 0 & z_2^2
\end{bmatrix}.
\]

Substitution of equation (4.8.3) into equation (4.8.1) yields
\[
U_f = \frac{1}{2} \int_0^B \int_0^L s(x, y) \{f\}^T [\bar{D}] \{f\} \, dx \, dy.
\]

4.9 Potential energy of the platform and the cargo in the gravity field

If we set \(\varepsilon_{zz}^{(1)} = \varepsilon_{y}^{(1)} = \varepsilon_{zz}^{(3)} = \varepsilon_{y}^{(3)} = 0\), equation (3.9.19) for potential energy of the platform and the cargo in the gravity field takes the form
\[
\Pi_{\text{platform}} + \Pi_{\text{cargo}} = \int_0^B \int_0^L \{f\}^T \{\Gamma\} \, dx \, dy,
\]
where
\[
\{f\} = \begin{bmatrix}
w_0 \\
\varepsilon_{zz}^{(2)} \\
\varepsilon_{y}^{(2)} \\
\varepsilon_{zz}^{(2)}
\end{bmatrix},
\]
\[
\{ \Gamma \} = \begin{cases}
0 \\
0 \\
g \left[ \rho^{(1)} (z_2 - z_1) + \rho^{(2)} (z_3 - z_2) + \rho^{(3)} (z_4 - z_3) + \mu H(x,y) \right] \\
g \left[ \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{2} \rho^{(2)} (z_3^2 - z_2^2) + \rho^{(3)} z_3 (z_4 - z_3) + \mu H(x,y) z_3 \right]
\end{cases}
\]  
(4.9.2)

### 4.10 Kinetic Energy of the Platform

The kinetic energy of the platform of the k-th sublamine (k=1, 2, 3), i.e. the kinetic energy of either one of the face sheets or of the core is

\[
K^{(k)} = \frac{1}{2} \rho^{(k)} \int_0^L \int_0^{z_{k+1}} \begin{pmatrix}
\dot{u}^{(k)} \\
\dot{v}^{(k)} \\
\dot{w}^{(k)}
\end{pmatrix}^T \begin{pmatrix}
\ddot{u}^{(k)} \\
\ddot{v}^{(k)} \\
\ddot{w}^{(k)}
\end{pmatrix} \, dz \, dx \, dy.
\]  
(4.10.1)

According to equation (4.2.10),

\[
\begin{pmatrix}
\ddot{u}^{(k)} \\
\ddot{v}^{(k)} \\
\ddot{w}^{(k)}
\end{pmatrix} = \left[ \ddot{Z}^{(k)} \right] \left[ \bar{\Gamma}^{(k)} \right] \left[ \frac{\partial}{\partial t} \{ f \} \right].
\]  
(4.10.2)

Therefore,

\[
K^{(k)} = \frac{1}{2} \rho^{(k)} \int_0^L \int_0^{z_{k+1}} \left[ \left[ \ddot{Z}^{(k)} \right] \left[ \frac{\partial}{\partial t} \{ f \} \right] \right]^T \left[ \ddot{Z}^{(k)} \right] \left[ \frac{\partial}{\partial t} \{ f \} \right] \, dx \, dy,
\]  
(4.10.3)

where

\[
\left[ \ddot{D}^{(k)} \right] = \int_0^{z_{k+1}} \left[ \ddot{Z}^{(k)} \right]^T \left[ \ddot{Z}^{(k)} \right] \, dz \quad (k = 1, 2, 3).
\]  
(4.10.4)

Substitution of (4.2.12) and (4.2.13) into (4.10.4) yields

\[
\left[ \ddot{D}^{(1)} \right] = \int_{z_1}^{z_2} \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
1 & z & 0 & 0 \\
0 & 0 & 1 & z \\
0 & 0 & 0 & 1
\end{bmatrix} \, dz =
\]

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
\[
\begin{bmatrix}
  z_2 - z_1 & \frac{1}{2} (z_3^2 - z_4^2) & 0 & 0 & 0 \\
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{3} (z_5^2 - z_1^2) & 0 & 0 & 0 \\
  0 & 0 & z_2 - z_1 & \frac{1}{2} (z_3^2 - z_4^2) & 0 \\
  0 & 0 & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{3} (z_5^2 - z_1^2) & 0 \\
  0 & 0 & 0 & 0 & z_2 - z_1
\end{bmatrix}.
\tag{4.10.5}
\]

\[
\begin{bmatrix}
  z_2 - z_1 & \frac{1}{2} (z_3^2 - z_4^2) & 0 & 0 & 0 \\
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{3} (z_5^2 - z_1^2) & 0 & 0 & 0 \\
  0 & 0 & z_2 - z_1 & \frac{1}{2} (z_3^2 - z_4^2) & 0 \\
  0 & 0 & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{3} (z_5^2 - z_1^2) & 0 \\
  0 & 0 & 0 & 0 & z_2 - z_1
\end{bmatrix} = \int_{z_2}^{z_3} \begin{bmatrix}
  z & z^2 & 0 & 0 & 0 \\
  0 & 0 & z & z^2 & 0 \\
  0 & 0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  z & z^2 & 0 & 0 & 0 \\
  0 & 0 & z & z^2 & 0 \\
  0 & 0 & 0 & 0 & 1
\end{bmatrix}^T dz =
\]

\[
\begin{bmatrix}
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) \\
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) \\
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) \\
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) \\
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{2} (z_3^2 - z_4^2)
\end{bmatrix}.
\tag{4.10.6}
\]

\[
\begin{bmatrix}
  z_2 - z_1 & \frac{1}{2} (z_3^2 - z_4^2) & 0 & 0 & 0 \\
  \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{3} (z_5^2 - z_1^2) & 0 & 0 & 0 \\
  0 & 0 & z_2 - z_1 & \frac{1}{2} (z_3^2 - z_4^2) & 0 \\
  0 & 0 & \frac{1}{2} (z_3^2 - z_4^2) & \frac{1}{3} (z_5^2 - z_1^2) & 0 \\
  0 & 0 & 0 & 0 & z_2 - z_1
\end{bmatrix} = \int_{z_3}^{z_4} \begin{bmatrix}
  1 & 0 & 0 \\
  0 & 0 & 1 \\
  0 & 0 & 0 \\
  0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  1 & z & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 1 \\
  0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix} dz =
\]

\[
\begin{bmatrix}
  z_4 - z_3 & \frac{1}{2} (z_4^2 - z_5^2) & 0 & 0 & 0 \\
  \frac{1}{2} (z_4^2 - z_5^2) & \frac{1}{3} (z_5^2 - z_3^2) & 0 & 0 & 0 \\
  0 & 0 & z_4 - z_3 & \frac{1}{2} (z_4^2 - z_5^2) & 0 \\
  0 & 0 & \frac{1}{2} (z_4^2 - z_5^2) & \frac{1}{3} (z_5^2 - z_3^2) & 0 \\
  0 & 0 & 0 & 0 & z_4 - z_3
\end{bmatrix}.
\tag{4.10.7}
\]

So, the kinetic energy of the whole sandwich plate is

\[
K_p = K^{(1)} + K^{(2)} + K^{(3)} =
\]
\[
\frac{1}{2} \rho^{(1)} \int_0^B \int_0^L \left( \vec{\alpha}^{(1)} \right) \left( \frac{\partial}{\partial t} \left\{ f \right\} \right) T \left( \vec{D}^{(1)} \right) \left( \frac{\partial}{\partial t} \left\{ f \right\} \right) \, dx \, dy + \\
+ \frac{1}{2} \rho^{(2)} \int_0^B \int_0^L \left( \vec{\alpha}^{(2)} \right) \left( \frac{\partial}{\partial t} \left\{ f \right\} \right) T \left( \vec{D}^{(2)} \right) \left( \frac{\partial}{\partial t} \left\{ f \right\} \right) \, dx \, dy + \\
+ \frac{1}{2} \rho^{(3)} \int_0^B \int_0^L \left( \vec{\alpha}^{(3)} \right) \left( \frac{\partial}{\partial t} \left\{ f \right\} \right) T \left( \vec{D}^{(3)} \right) \left( \frac{\partial}{\partial t} \left\{ f \right\} \right) \, dx \, dy. \quad (4.10.8)
\]

### 4.11 Kinetic energy of the cargo

According to equation (3.10.4), kinetic energy of the cargo is

\[
K_c = \frac{1}{2} \int_0^B \int_0^L \mu H(x,y) \left( \frac{\partial w^{(3)} (x,y,t)}{\partial t} \right)^2 \, dx \, dy, \quad (4.11.1)
\]

where \(w^{(3)}(x,y,t)\) is defined by expression (17.6), that can be written in the form

\[
w^{(3)} = \begin{bmatrix} w_0 \\ \varepsilon_{zz}^{(2)} \\ \varepsilon_{zy}^{(2)} \\ \varepsilon_{yz}^{(2)} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ 0 \\ z_3 \end{bmatrix} = \begin{bmatrix} f \end{bmatrix}^T \begin{bmatrix} 1 \\ 0 \\ 0 \\ z_3 \end{bmatrix}. \quad (4.11.2)
\]

Then

\[
\left( \frac{\partial w^{(3)}}{\partial t} \right)^2 = \left( \frac{\partial}{\partial t} \left\{ f \right\} \right)^T \begin{bmatrix} 1 \\ 0 \\ 0 \\ z_3 \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ 0 \\ z_3 \end{bmatrix} \frac{\partial}{\partial t} \left\{ f \right\} = \\
= \left( \frac{\partial}{\partial t} \left\{ f \right\} \right)^T \vec{D}_c \left( \frac{\partial}{\partial t} \left\{ f \right\} \right), \quad (4.11.3)
\]
where

\[
\hat{D}_c = \begin{bmatrix}
1 & 0 & 0 & z_3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
z_3 & 0 & 0 & z_3^2
\end{bmatrix}
\]  \hspace{1cm} (4.11.4)

Substitution of (4.11.3) into (4.11.1) yields:

\[
K_c = \frac{1}{2} \int_0^B \int_0^L \mu H(x, y) \left( \frac{\partial}{\partial t} \{ f \} \right)^T \hat{D}_c \left( \frac{\partial}{\partial t} \{ f \} \right) \, dx \, dy.
\]  \hspace{1cm} (4.11.5)

### 4.12 Considerations regarding finite element formulation

The Hamilton's principle used for the finite element formulation is discussed in chapter 3, and has the form

\[
\delta \int_{t_1}^{t_2} \left[ \text{(strain energy of platform)} + \text{(strain energy of elastic foundation)} + \\
+ \text{(potential energy of platform in gravity field)} + \text{(potential energy of cargo in gravity field)} \\
- \text{(kinetic energy of platform)} - \text{(kinetic energy of cargo)} \right] \, dt
\]

\[
- \int_{t_1}^{t_2} \left( \text{virtual work of damping forces} \right) \, dt = 0.
\]  \hspace{1cm} (eqn 3.11.10)

All the considerations regarding the finite element formulation, presented in chapter 3, are also valid for the simplified model of the chapter 4, except that the simplified model has fewer unknown functions and, therefore, fewer degrees of freedom. The unknown functions of the simplified model are \( w_0(x, y, t), \varepsilon_{xz}(x, y, t), \varepsilon_{yz}(x, y, t) \) and \( \varepsilon_{zz}(x, y, t) \). In the finite element formulation, the interpolation polynomials for these functions will be the same as those discussed in section 3.12 of chapter 3. The combined finite element for all the unknown functions of the problem will have 40 degrees of freedom: 4 degrees of freedom must be used for interpolation of each of the functions \( \varepsilon_{xz}^{(2)}, \varepsilon_{yz}^{(2)}, \) and 16 degrees of freedom must be used for interpolation of each of the functions \( w_0 \) and \( \varepsilon_{zz}^{(2)} \). Each node of the combined finite element has 10 degrees of freedom: \( w_0, \frac{\partial w_0}{\partial x}, \frac{\partial w_0}{\partial y}, \frac{\partial^2 w_0}{\partial x^2}, \frac{\partial^2 w_0}{\partial y^2}, \frac{\partial^2 w_0}{\partial x \partial y}, \frac{\partial \varepsilon_{xz}^{(2)}}{\partial x}, \frac{\partial \varepsilon_{xz}^{(2)}}{\partial y}, \frac{\partial \varepsilon_{yz}^{(2)}}{\partial x}, \frac{\partial \varepsilon_{yz}^{(2)}}{\partial y}, \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x}, \frac{\partial \varepsilon_{zz}^{(2)}}{\partial y}, \).
4.13 Post-processing stage of the finite element analysis: expressions for the in-plane stress components and the second form of the transverse stress components in terms of the unknown functions $w_0, \varepsilon_{xz}^{(2)}, \varepsilon_{yz}^{(2)}, \varepsilon_{zz}^{(2)}$.

To obtain expressions for the in-plane stresses in terms of the unknown functions for this simplified model, one can use the corresponding expressions (3.13.4) of the nonsimplified model and set in them the functions $u_0, v_0, \varepsilon_{xz}^{(1)}, \varepsilon_{yz}^{(1)}, \varepsilon_{xx}^{(1)}, \varepsilon_{yy}^{(1)}, \varepsilon_{zz}^{(1)}$ equal to zero. Thus, one can receive:

$$
\begin{align*}
\begin{bmatrix}
H \sigma_{xz} \\
H \sigma_{yy} \\
H \sigma_{xy}
\end{bmatrix}^{(k)} = \\
\begin{bmatrix}
\bar{C}_{11} & \bar{C}_{12} & \bar{C}_{16} & \bar{C}_{13} \\
\bar{C}_{12} & \bar{C}_{22} & \bar{C}_{26} & \bar{C}_{23} \\
\bar{C}_{16} & \bar{C}_{26} & \bar{C}_{66} & \bar{C}_{36}
\end{bmatrix}^{(k)} \\
\begin{bmatrix}
\varphi_{xx0} \\
\varphi_{yy0} \\
\varphi_{xy0} \\
\varepsilon_{zz}
\end{bmatrix}^{(k)} + \\
\begin{bmatrix}
\varphi_{xx1} \\
\varphi_{yy1} \\
\varphi_{xy1} \\
0
\end{bmatrix}^{(k)} z + \\
\begin{bmatrix}
\varphi_{xx2} \\
\varphi_{yy2} \\
\varphi_{xy2} \\
0
\end{bmatrix}^{(k)} z^2,
\end{align*}
$$

(4.13.1)

where

$$
\begin{align*}
\varphi_{xx0}^{(1)} &= u_{0,x} + 2z_2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2}z_2^2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2}(w_{0,x} + z_2 \varepsilon_{zz,xx}^{(2)})^2, \\
\varphi_{xx1}^{(1)} &= -w_{0,xx} - 2z_2 \varepsilon_{zz,xx}, \\
\varphi_{xx2}^{(1)} &= 0, \\
\varphi_{yy0}^{(1)} &= v_{0,y} + 2z_2 \varepsilon_{yy,y} + \frac{1}{2}z_2^2 \varepsilon_{yy,y} + \frac{1}{2}(w_{0,y} + z_2 \varepsilon_{zz,yy}^{(2)})^2.
\end{align*}
$$

(4.13.2)
\[ \varphi_{yy}^{(1)} = -w_{0,yy} - z_2 e_{zz,yy}^{(2)} \]  

\[ \varphi_{yy}^{(1)} = 0 , \]  

\[ \varphi_{xy}^{(1)} = 2z_2 \left( e_{xx,y}^{(2)} + e_{yy,x}^{(2)} \right) + z_2^2 e_{zz,x}^{(2)} + \left( w_{0,x} + z_2 e_{zz,x}^{(2)} \right) \left( w_{0,y} + z_2 e_{zz,y}^{(2)} \right) , \]  

\[ \varphi_{xy}^{(1)} = -2w_{0,xy} - 2z_2 e_{zz,xy}^{(2)} , \]  

\[ \varphi_{xy}^{(1)} = 0 , \]  

\[ \varphi_{xx}^{(2)} = \frac{1}{2} (w_{0,x})^2 , \]  

\[ \varphi_{xx}^{(2)} = 2e_{xx,x}^{(2)} - w_{0,xx} + w_{0,x} e_{zz,x}^{(2)} , \]  

\[ \varphi_{xx}^{(2)} = -\frac{1}{2} e_{zz,x}^{(2)} + \frac{1}{2} \left( e_{zz,x}^{(2)} \right)^2 , \]  

\[ \varphi_{yy}^{(2)} = \frac{1}{2} (w_{0,y})^2 , \]  

\[ \varphi_{yy}^{(2)} = 2e_{yy,y}^{(2)} - w_{0,yy} + w_{0,y} e_{zz,yy}^{(2)} , \]  

\[ \varphi_{yy}^{(2)} = -\frac{1}{2} e_{zz,yy}^{(2)} + \frac{1}{2} \left( e_{zz,yy}^{(2)} \right)^2 , \]
\[ \psi_{x y 0}^{(2)} = w_{0, x} w_{0, y} , \]  
\[ \psi_{x y 1}^{(2)} = 2 \left( z_{x, y}^{(2)} - z_{y, x}^{(2)} + w_{0, y} \varepsilon_{z z, x}^{(2)} + w_{0, x} \varepsilon_{z z, y}^{(2)} \right) , \]  
\[ \psi_{x y 2}^{(2)} = -z_{x, y}^{(2)} + \varepsilon_{z z, x}^{(2)} \varepsilon_{z z, y}^{(2)} , \]  
\[ \psi_{x x 0}^{(3)} = 2 z_{x}^{(2)} \varepsilon_{z z, x}^{(2)} + \frac{1}{2} z_{3}^{2} \varepsilon_{z z, x x}^{(2)} + \frac{1}{2} \left( w_{0, x} + z_{3} \varepsilon_{z z, x}^{(2)} \right)^{2} , \]  
\[ \psi_{x x 1}^{(3)} = -w_{0, x x} - z_{3} \varepsilon_{z z, x x}^{(2)} , \]  
\[ \psi_{x x 2}^{(3)} = 0 , \]  
\[ \psi_{y y 0}^{(3)} = 2 z_{y}^{(2)} \varepsilon_{z z, y}^{(2)} + \frac{1}{2} z_{3}^{2} \varepsilon_{z z, y y}^{(2)} + \frac{1}{2} \left( w_{0, y} + z_{3} \varepsilon_{z z, y}^{(2)} \right)^{2} , \]  
\[ \psi_{y y 1}^{(3)} = -w_{0, y y} - z_{3} \varepsilon_{z z, y y}^{(2)} , \]  
\[ \psi_{y y 2}^{(3)} = 0 , \]  
\[ \psi_{x y 0}^{(3)} = 2 z_{3} \left( z_{x, y}^{(2)} + z_{y, x}^{(2)} \right) + \frac{1}{2} z_{3}^{2} \varepsilon_{z z, x y}^{(2)} + \left( w_{0, x} + z_{3} \varepsilon_{z z, x}^{(2)} \right) \left( w_{0, y} + z_{3} \varepsilon_{z z, y}^{(2)} \right) , \]  
\[ \psi_{x y 1}^{(3)} = 2 \left( -w_{0, x y} + z_{3} - \varepsilon_{z z, x y}^{(2)} \right) , \]
where the nonlinear terms are underbraced.

The formulas for the transverse stresses in terms of the in-plane stresses are the same as those presented in section 3.13 of chapter 3:

\[
\sigma_{\alpha\beta}^{(k)} = \sum_{m=1}^{k-1} \int_{z_{m}}^{z_{m+1}} \left( \rho^{(m)} \ddot{u}_{\alpha}^{(m)} - H\sigma_{\alpha\beta\alpha\beta}^{(m)} \right) \, dz + \int_{z_{k}}^{z} \left( \rho^{(k)} \ddot{u}_{\alpha}^{(k)} - H\sigma_{\alpha\beta\alpha\beta}^{(k)} \right) \, dz
\]

\((\alpha = 1, 2; \beta = 1, 2; k = 1, 2, 3)\) in the interval \(z_k \leq z \leq z_{k+1}\), \((eqn\ 3.13.14)\)

where the sum is considered to be equal to zero, if the upper value of the summation index \(m\) is smaller than the lower value, i.e. if \(k = 1\):

\[
\sigma_{\alpha\beta}^{(k)} = s\omega^{(1)}(z_1) + \sum_{m=1}^{k-1} \int_{z_{m}}^{z_{m+1}} \rho^{(m)} \left( \ddot{u}_{\alpha}^{(m)} + g \right) \, dz - \sum_{m=1}^{k-1} \int_{z_{m}}^{z_{m+1}} \left( H\sigma_{\alpha\beta\alpha\beta}^{(m)} u_{\beta,\alpha}^{(m)} \right) \, dz
\]

\[- \sum_{m=1}^{k-1} \sum_{n=1}^{m-1} \int_{z_{m}}^{z_{m+1}} \int_{z_{n}}^{z_{n+1}} \left( \rho^{(n)} \ddot{u}_{\alpha}^{(n)} - H\sigma_{\alpha\beta\alpha\beta}^{(n)} \right) \, dz \, dz \]

\[- \sum_{m=1}^{k-1} \int_{z_{m}}^{z_{m+1}} \left( \rho^{(m)} \ddot{u}_{\alpha}^{(m)} - H\sigma_{\alpha\beta\alpha\beta}^{(m)} \right) \, dz \, dz \]

\[+ \int_{z_{k}}^{z} \rho^{(k)} \left( \ddot{u}_{\alpha}^{(k)} + g \right) \, dz - \int_{z_{k}}^{z} \left( H\sigma_{\alpha\beta\alpha\beta}^{(k)} u_{\beta,\alpha}^{(k)} \right) \, dz \]

\[- \sum_{n=1}^{k-1} \int_{z_{k}}^{z_{n+1}} \int_{z_{n}}^{z_{n+1}} \left( \rho^{(n)} \ddot{u}_{\alpha}^{(n)} - H\sigma_{\alpha\beta\alpha\beta}^{(n)} \right) \, dz \, dz \]

\[- \int_{z_{k}}^{z} \int_{z_{k}}^{z} \left( \rho^{(k)} \ddot{u}_{\alpha}^{(k)} - H\sigma_{\alpha\beta\alpha\beta}^{(k)} \right) \, dz \, dz \quad (\alpha = 1, 2; \beta = 1, 2; k = 1, 2, 3)\] \((eqn\ 3.13.20)\)
in the interval $z_k \leq z \leq z_{k+1}$.

In the next chapter, the computational model of the sandwich plate, presented in this chapter, will be applied for stress and failure analysis of the cargo platform modelled as a wide beam (plate in cylindrical bending), dropped on the ground modelled as elastic Winkler foundation.
Chapter 5

Stress and Failure Analysis of the Sandwich Cargo Platform Modelled as a Plate in Cylindrical Bending

The problem of stress and failure analysis of the cargo sandwich platform dropped on elastic foundation, as formulated in chapters 3 and 4, requires two-dimensional finite element analysis with geometric nonlinearity and the equivalent of material nonlinearity, due to taking account of failure progression. In doing a complex analysis of this type, analysts usually start from simple models and do not attempt a complete solution all at once. A first step toward understanding the response of the composite sandwich platform to the impact against the elastic foundation can be made by solving a simpler problem of cylindrical bending of such a platform. Such a one-dimensional problem has many similar features to the two-dimensional problem of interest, and allows one to discover more easily the inaccuracies that may appear in the finite element formulation and program. The analysis of the cargo platform as a plate in cylindrical bending will become a foundation for the further analysis of the cargo platform with the use of two-dimensional finite elements.
5.1 Some general considerations regarding cylindrical bending

Let us consider an anisotropic plate loaded by surface and body forces, acting in the z-direction, and not varying along the y-direction (Figure 2.1). Let us call the dimension of the plate in x-direction the length, and dimension in y-direction – the width. If the width of the plate is much larger than the length, the displacements do not depend on the y-coordinate:

$$u = u(x, z), \quad v = v(x, z), \quad w = w(x, z).$$  \hspace{1cm} (5.1.)

Such a condition is called **generalized plane strain** (Lekhnitskii, 1981). In this case, the components of the Green’s strain tensor, associated with the y-direction, are:

$$\varepsilon_{yy} = \frac{\partial v}{\partial y} + \frac{1}{2} \left[ \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial y} \right)^2 \right] = 0,$$  \hspace{1cm} (5.1.2)

$$\varepsilon_{xy} = \frac{1}{2} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} + \frac{\partial v}{\partial x} \frac{\partial w}{\partial y} + \frac{\partial w}{\partial x} \frac{\partial v}{\partial y} \right) = \frac{\partial v}{\partial x},$$  \hspace{1cm} (5.1.3)

$$\varepsilon_{yz} = \frac{1}{2} \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} + \frac{\partial u}{\partial y} \frac{\partial v}{\partial z} + \frac{\partial v}{\partial y} \frac{\partial w}{\partial z} + \frac{\partial w}{\partial y} \frac{\partial v}{\partial z} \right) = \frac{\partial v}{\partial z}.\hspace{1cm} (5.1.4)$$

If

$$u = u(x, z), \quad w = w(x, z), \quad v = \text{const}$$  \hspace{1cm} (5.1.5)

(or $$u = u(x, z), \quad w = w(x, z), \quad v = 0$$, if rigid body displacements in y-direction are excluded from consideration), then we have a condition of **pure plane strain** or simply **plane strain**. In this case all strain components, associated with y-direction, are equal to zero:

$$\varepsilon_{yy} = 0, \quad \varepsilon_{xy} = 0, \quad \varepsilon_{yz} = 0.$$  \hspace{1cm} (5.1.6)

The condition of the generalized plane strain reduces to the condition of the pure plane strain if the plate is isotropic, or if the plate is anisotropic and at each point of the plate there is a plane of elastic symmetry parallel to x-z plane (Lekhnitskii, 1981).

If a deformed plate is in the condition of the generalized plane strain, then it is said to be in cylindrical bending. A plate is in cylindrical bending if: 1) its width (dimension in y-direction) is
much larger than its length (dimension in the x-direction), and 2) the load intensity does not vary in the y-direction.

$L$ and $B$ are taken to be dimensions of a rectangular plate relative to the $x-$ and $y-$axes. The aspect ratio $\frac{B}{L}$, required to make the assumption of cylindrical bending for a laminated plate, depends on laminate construction. For unsymmetrical laminates of the class $[0^\circ/90^\circ]_n$ it has been shown (Whitney, 1969, 1987) that the maximum deflection under transverse loading rapidly approaches the maximum deflection of cylindrical bending, if the aspect ratio increases. For an aspect ratio $\frac{B}{L} = 3$ the plate center deflection was within 4% of the center deflection of an infinite strip. In the case of angle-ply laminates the convergence to cylindrical bending with increasing aspect ratio is less rapid.

Let us assume the cargo platform satisfies the conditions of cylindrical bending, described above, i.e. the load of the cargo is uniformly distributed in one direction (y-direction), and the face sheets are cross-ply laminates with aspect ratio $\frac{B}{L}$ equal, at least, 3. Then in the platform there is, approximately, the condition of the generalized plane strain, which occurs if the unknown functions of the problem depend only on $x$-coordinate. If we do the simplified analysis, introduced in chapter 4, the unknown functions in case of cylindrical bending are $w_0, \varepsilon_{xx}^{(2)}, \varepsilon_{yy}^{(2)}, \varepsilon_{zz}^{(2)}$. As it was mentioned in chapter 4, the middle-surface displacements $u_0$ and $v_0$ are considered negligible because, among other reasons, the sublaminates of the sandwich plates are assumed to be either cross-ply, or specially orthotropic, i.e. at each point of the plate there is a plane of elastic symmetry parallel to the $x$-$z$ plane. Due to the same assumption, the condition of the generalized plane strain reduces to the condition of the pure plane strain (Lekhnitskii, 1981), i.e. $u = u(x, z), w = w(x, z), v = 0$ and, therefore, $\varepsilon_{yz} = 0$. So, in the case of cylindrical bending, the unknown functions of the problem are

$$w_0(x, t), \varepsilon_{xx}^{(2)}(x, t), \varepsilon_{zz}^{(2)}(x, t).$$

5.2 Displacements in terms of the unknown functions

Equations (4.2.1)-(4.2.9) for a plate in cylindrical bending take the form:

$$w^{(1)}(x, t) = w_0(x, t) + \varepsilon_{xx}^{(2)}(x, t) z_2 \quad (z_1 \leq z \leq z_2),$$

$$w^{(2)}(x, z, t) = w_0(x, t) + \varepsilon_{zz}^{(2)}(x, t) z \quad (z_2 \leq z \leq z_3).$$
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\[ w^{(3)}(x,t) = w_0(x,t) + \varepsilon^{(2)}_{zz}(x,t) z_3 \quad (z_3 \leq z \leq z_4), \quad (5.2.3) \]

\[ u^{(1)}(x,z,t) = \left(2\varepsilon^{(2)}_{zz} - w_0(x)\right) z_2 - \frac{1}{2} \varepsilon^{(2)}_{zz,x} z_2^2 - \left(\varepsilon^{(2)}_{zx,xx} z_2 + w_0(x)\right) (z - z_2) \quad (z_1 \leq z \leq z_2), \quad (5.2.4) \]

\[ u^{(2)}(x,z,t) = \left(2\varepsilon^{(2)}_{zz} - w_0(x)\right) z - \frac{1}{2} \varepsilon^{(2)}_{zz,x} z^2 \quad (z_2 \leq z \leq z_3), \quad (5.2.5) \]

\[ u^{(3)}(x,z,t) = \left(2\varepsilon^{(2)}_{zz} - w_0(x)\right) z_3 - \frac{1}{2} \varepsilon^{(2)}_{zz,x} z_3^2 - \left(w_0 + \varepsilon^{(2)}_{zz,x} z_3\right) (z - z_3) \quad (z_3 \leq z \leq z_4), \quad (5.2.6) \]

\[ v^{(1)} = v^{(2)} = v^{(3)} = 0. \quad (5.2.7) \]

These equations can be written in matrix form as follows:

\[
\begin{bmatrix}
  u^{(1)} \\
  w^{(1)}
\end{bmatrix} =
\begin{bmatrix}
  1 & z & 0 \\
  0 & 0 & 1 \\
  (2\times3)
\end{bmatrix}
\begin{bmatrix}
  0 & 2z_2 & \frac{1}{2} z_2^2 & \frac{d}{dx} \\
  -\frac{d}{dx} & 0 & -z_2 & \frac{d}{dx} \\
  0 & 0 & 1 & z_2 \\
  (3\times1)
\end{bmatrix}
\begin{bmatrix}
  w_0 \\
  \varepsilon^{(2)}_{zz} \\
  \varepsilon^{(2)}_{zx,xx} \\
  (3\times1)
\end{bmatrix}, \quad (5.2.8)
\]

\[
\begin{bmatrix}
  u^{(2)} \\
  w^{(2)}
\end{bmatrix} =
\begin{bmatrix}
  z & z^2 & 0 & 0 \\
  0 & 0 & 1 \\
  (2\times4)
\end{bmatrix}
\begin{bmatrix}
  -\frac{d}{dx} & 2 & 0 \\
  0 & 0 & -\frac{1}{2} \frac{d}{dx} \\
  1 & 0 & 0 \\
  0 & 0 & 1 \\
  (4\times1)
\end{bmatrix}
\begin{bmatrix}
  w_0 \\
  \varepsilon^{(2)}_{zz} \\
  \varepsilon^{(2)}_{zx,xx} \\
  \varepsilon^{(2)}_{zx} \\
  (3\times1)
\end{bmatrix}, \quad (5.2.9)
\]

\[
\begin{bmatrix}
  u^{(3)} \\
  w^{(3)}
\end{bmatrix} =
\begin{bmatrix}
  1 & z & 0 \\
  0 & 0 & 1 \\
  (2\times3)
\end{bmatrix}
\begin{bmatrix}
  0 & 2z_3 & \frac{1}{2} z_3^2 & \frac{d}{dx} \\
  -\frac{d}{dx} & 0 & -z_3 & \frac{d}{dx} \\
  1 & 0 & z_3 \\
  (3\times1)
\end{bmatrix}
\begin{bmatrix}
  w_0 \\
  \varepsilon^{(2)}_{zz} \\
  \varepsilon^{(2)}_{zx,xx} \\
  \varepsilon^{(2)}_{zx} \\
  (3\times1)
\end{bmatrix}. \quad (5.2.10)
\]

These equations can also be written in the form

\[
\begin{bmatrix}
  u^{(k)} \\
  w^{(k)}
\end{bmatrix} = \begin{bmatrix}
  \tilde{z}^{(k)} \\
  \tilde{g}^{(k)}
\end{bmatrix} \begin{bmatrix}
  f
\end{bmatrix} \quad (k = 1, 2, 3), \quad (5.2.11)
\]

where
5.3 Strains in terms of the unknown functions

If we substitute expressions (5.2.1)-(5.2.6) for displacements into the strain-displacement relations

\[ \varepsilon_{xx}^{(k)} = u_{xx}^{(k)} + \frac{1}{2} \left( w_{xx}^{(k)} \right)^2, \]

we obtain

\[ \varepsilon_{xx}^{(1)} = 2z_2 \varepsilon_{xx}^{(2)} + \frac{1}{2} z_2^2 \varepsilon_{xx,xx}^{(2)} + \frac{1}{2} \left( w_{0,x} + z_2 \varepsilon_{xx}^{(2)} \right)^2 - \left( w_{0,x} + z_2 \varepsilon_{xx,xx}^{(2)} \right) z, \]
\[
\varepsilon_{xx}^{(2)} = \frac{1}{2}(w_{0,x})^2 + \left(2\varepsilon_{xx,x}^{(2)} - w_{0,xx} + w_{0,x}\varepsilon_{xx,x}^{(2)}\right) z + \left(-\frac{1}{2}\varepsilon_{xx,xx}^{(2)} + \frac{1}{2}\varepsilon_{xx,xx}^{(2)}\right) z^2, \quad (5.3.2)
\]
\[
\varepsilon_{xx}^{(3)} = 2z_3 \varepsilon_{xx,x}^{(2)} + \frac{1}{2}z_3^2 \varepsilon_{xx,xx}^{(2)} + \frac{1}{2}\left(w_{0,x} + z_3 \varepsilon_{xx,x}^{(2)}\right)^2 - \left(w_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)}\right) z. \quad (5.3.3)
\]

In the last three equations the nonlinear terms are underbraced.

Using expressions (5.3.1)-(5.3.3), we can write strains in terms of the unknown functions as follows:

\[
\varepsilon_{xx}^{(1)} = \begin{bmatrix} Z^{(1)} \end{bmatrix} \begin{bmatrix} [\theta^{(1)}] \{f\} + \{\eta^{(1)}\} \end{bmatrix}, \quad (5.3.4)
\]
\[
\varepsilon_{xx}^{(2)} = \begin{bmatrix} Z^{(3)} \end{bmatrix} \begin{bmatrix} [\theta^{(3)}] \{f\} + \{\eta^{(3)}\} \end{bmatrix}, \quad (5.3.5)
\]
\[
\begin{bmatrix} \varepsilon_{xx}^{(2)} \\ \varepsilon_{xx}^{(2)} \end{bmatrix} = \begin{bmatrix} \tilde{Z}^{(2)} \end{bmatrix} \begin{bmatrix} [\tilde{\theta}^{(2)}] \{f\} + \{\tilde{\eta}^{(2)}\} \end{bmatrix}, \quad (5.3.6)
\]
\[
\varepsilon_{xx}^{(2)} = \begin{bmatrix} 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} f \end{bmatrix}, \quad (5.3.7)
\]

where

\[
\{f\} = \begin{bmatrix} w_0 \\ \varepsilon_{xx}^{(2)} \\ \varepsilon_{xx}^{(2)} \end{bmatrix}, \quad (5.3.8)
\]
\[
[Z^{(1)}] = [Z^{(3)}] = \begin{bmatrix} 1 & z \end{bmatrix}, \quad \left[\tilde{Z}^{(2)}\right] = \begin{bmatrix} 1 & z & z^2 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad (5.3.9)
\]
\[
[\theta^{(1)}] = \begin{bmatrix} 0 & 2z_2 \frac{d^2}{dz^2} & \frac{1}{2}z_3^2 \frac{d^4}{dz^4} \\ -\frac{d^4}{dz^4} & 0 & -z_3 \frac{d^4}{dz^4} \end{bmatrix}, \quad (5.3.10)
\]
\[
[\theta^{(3)}] = \begin{bmatrix} 0 & 2z_3 \frac{d^2}{dz^2} & \frac{1}{2}z_3^2 \frac{d^4}{dz^4} \\ -\frac{d^4}{dz^4} & 0 & -z_3 \frac{d^4}{dz^4} \end{bmatrix}, \quad (5.3.11)
\]
\[
\left[ \tilde{\varepsilon}^{(2)} \right]_{(4 \times 3)} = \begin{bmatrix}
0 & 0 & 0 \\
-\frac{d^2}{dz^2} & 2 \frac{d}{dz} & 0 \\
0 & 0 & -\frac{1}{2} \frac{d^2}{dz^2} \\
0 & 0 & 1
\end{bmatrix}, \quad (5.3.12)
\]

\[
\left\{ \eta^{(1)} \right\}_{(2 \times 1)} = \left\{ \begin{array}{c}
\frac{1}{2} \left( w_{0,x} + z_2 \varepsilon^{(2)}_{zz,x} \right)^2 \\
0
\end{array} \right\}, \quad (5.3.13)
\]

\[
\left\{ \eta^{(3)} \right\}_{(2 \times 1)} = \left\{ \begin{array}{c}
\frac{1}{2} \left( w_{0,x} + z_3 \varepsilon^{(2)}_{zz,x} \right)^2 \\
0
\end{array} \right\}, \quad (5.3.14)
\]

\[
\left[ \tilde{\eta}^{(2)} \right]_{(4 \times 1)} = \begin{bmatrix}
\frac{1}{2} (w_{0,x})^2 \\
w_{0,x} v^{(2)}_{zz,x} \\
\frac{1}{2} \left( v^{(2)}_{zz,x} \right)^2 \\
0
\end{bmatrix}, \quad (5.3.15)
\]

### 5.4 Constitutive relations

If \( \varepsilon^{(1)}_{xz} = \varepsilon^{(1)}_{yz} = \varepsilon^{(3)}_{xz} = \varepsilon^{(3)}_{yz} = \varepsilon^{(3)}_{zz} = 0 \), then constitutive equations (3.6.13) for an orthotropic material can be written for the face sheets and the core as follows:

for the upper face sheet:

\[
H \sigma^{(1)}_{xx} = C^{(1)}_{11} \varepsilon^{(1)}_{xx}, \quad (5.4.1)
\]

lower face sheet:

\[
H \sigma^{(3)}_{xx} = C^{(3)}_{11} \varepsilon^{(3)}_{xx}, \quad (5.4.2)
\]

core:

\[
\left\{ \begin{array}{c}
\sigma^{(3)}_{xx} \\
\sigma^{(3)}_{zz}
\end{array} \right\}_{(2 \times 1)} = \begin{bmatrix}
C^{(2)}_{11} & C^{(2)}_{13} \\
C^{(2)}_{13} & C^{(2)}_{33}
\end{bmatrix} \left\{ \begin{array}{c}
\varepsilon^{(2)}_{xx} \\
\varepsilon^{(2)}_{zz}
\end{array} \right\}, \quad (5.4.3)
\]

\[
\sigma^{(2)}_{xx} = \sigma^{(2)}_{zz} = C^{(2)}_{55} \varepsilon^{(2)}_{zz}, \quad (5.4.4)
\]
5.5 Strain energy of the plate in cylindrical bending

The strain energy of the sandwich plate consists of the strain energies of the face sheets and the core, and it has the form:

\[
U = \frac{1}{2} b \int_0^L \int_{z_1}^{z_2} \varepsilon_{zz}^{(1)} H \sigma_{zz}^{(1)} \, dz \, dx + \frac{1}{2} b \int_0^L \int_{z_3}^{z_2} \varepsilon_{zz}^{(3)} H \sigma_{zz}^{(3)} \, dz \, dx + \frac{1}{2} b \int_0^L \int_{z_2}^{z_3} \varepsilon_{zz}^{(2)} H \sigma_{zz}^{(2)} \, dz \, dx = \\
= \frac{1}{2} b \int_0^L \int_{z_1}^{z_2} \varepsilon_{zz}^{(1)} C_{111}^{(1)} \varepsilon_{zz} \, dz \, dx + \frac{1}{2} b \int_0^L \int_{z_3}^{z_2} \varepsilon_{zz}^{(3)} C_{111}^{(3)} \varepsilon_{zz} \, dz \, dx + \\
+ \frac{1}{2} b \int_0^L \int_{z_2}^{z_3} \varepsilon_{zz}^{(2)} \begin{bmatrix} C_{11}^{(2)} & C_{13}^{(2)} \\ C_{13}^{(2)} & C_{33}^{(2)} \end{bmatrix} \begin{bmatrix} \varepsilon_{zz}^{(2)} \\ \varepsilon_{zz} \end{bmatrix} \, dz \, dx + \frac{1}{2} b \int_0^L \int_{z_3}^{z_2} 2 \varepsilon_{zz}^{(2)} C_{55}^{(2)} \varepsilon_{zz} \, dz \, dx = \\
= \frac{1}{2} b \int_0^L \left( \begin{bmatrix} \vartheta^{(1)} \\ (2 \times 3) \end{bmatrix}, \begin{bmatrix} \eta^{(1)} \\ (2 \times 1) \end{bmatrix} \right)^T \int_{z_1}^{z_2} \begin{bmatrix} Z^{(1)} \\ (2 \times 1) \end{bmatrix} \varepsilon_{zz} \begin{bmatrix} Z^{(1)} \\ (1 \times 2) \end{bmatrix} \, dz \left( \begin{bmatrix} \vartheta^{(1)} \\ (2 \times 3) \end{bmatrix}, \begin{bmatrix} \eta^{(1)} \\ (2 \times 1) \end{bmatrix} \right) \, dx + \\
+ \frac{1}{2} b \int_0^L \left( \begin{bmatrix} \vartheta^{(3)} \\ (2 \times 3) \end{bmatrix}, \begin{bmatrix} \eta^{(3)} \\ (2 \times 1) \end{bmatrix} \right)^T \int_{z_3}^{z_2} \begin{bmatrix} Z^{(3)} \\ (2 \times 1) \end{bmatrix} \varepsilon_{zz}, \begin{bmatrix} Z^{(3)} \\ (1 \times 2) \end{bmatrix} \, dz \left( \begin{bmatrix} \vartheta^{(3)} \\ (2 \times 3) \end{bmatrix}, \begin{bmatrix} \eta^{(3)} \\ (2 \times 1) \end{bmatrix} \right) \, dx + \\
+ \frac{1}{2} b \int_0^L \left( \begin{bmatrix} \vartheta^{(2)} \\ (4 \times 3) \end{bmatrix}, \begin{bmatrix} \eta^{(2)} \\ (4 \times 1) \end{bmatrix} \right)^T \int_{z_2}^{z_3} \begin{bmatrix} \vartheta^{(2)} \\ (4 \times 2) \end{bmatrix} \varepsilon_{zz} \begin{bmatrix} \vartheta^{(2)} \\ (4 \times 3) \end{bmatrix}, \begin{bmatrix} \eta^{(2)} \\ (4 \times 1) \end{bmatrix} \, dz \times \\
\times \left( \begin{bmatrix} \vartheta^{(2)} \\ (4 \times 3) \end{bmatrix}, \begin{bmatrix} \eta^{(2)} \\ (4 \times 1) \end{bmatrix} \right) \, dx + \]
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\[ + \frac{1}{2} b \int_0^L \left( f \right)_0^L \left( \begin{array}{c} z_1 \\ z_2 \\ 1 \\ 0 \\ 0 \end{array} \right) \begin{bmatrix} \overline{C}_{55}^{(2)} \\ 2 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix} dx \] (5.5.1)

or

\[ U = \frac{1}{2} \int_0^L \left( \left[ \vartheta^{(1)} \right] \left[ f \right] + \left[ \eta^{(1)} \right] \right)^T \left[ D^{(1)} \right] \left( \left[ \vartheta^{(1)} \right] \left[ f \right] + \left[ \eta^{(1)} \right] \right) dx + \]

\[ + \frac{1}{2} \int_0^L \left( \left[ \vartheta^{(3)} \right] \left[ f \right] + \left[ \eta^{(3)} \right] \right)^T \left[ D^{(3)} \right] \left( \left[ \vartheta^{(3)} \right] \left[ f \right] + \left[ \eta^{(3)} \right] \right) dx + \]

\[ + \frac{1}{2} \int_0^L \left( \left[ \vartheta^{(2)} \right] \left[ f \right] + \left[ \eta^{(2)} \right] \right)^T \left[ \bar{D}^{(2)} \right] \left( \left[ \vartheta^{(2)} \right] \left[ f \right] + \left[ \eta^{(2)} \right] \right) dx + \]

\[ + \frac{1}{2} \int_0^L \left[ f \right]_0^L \left[ D^{(2)} \right] \left[ f \right] dx, \] (5.5.2)

where

\[ \begin{bmatrix} \bar{D}^{(2)} \\ 2 \end{bmatrix} = \begin{bmatrix} \vartheta^{(2)} \end{bmatrix} = \begin{bmatrix} \vartheta^{(2)} \end{bmatrix}^T \begin{bmatrix} \overline{C}_{11}^{(2)} \\ \overline{C}_{13}^{(2)} \\ \overline{C}_{33}^{(2)} \end{bmatrix} \begin{bmatrix} \bar{f}^{(2)} \end{bmatrix} dz = \]

\[ = b \int_{z_2}^{z_3} \begin{bmatrix} \overline{C}_{11}^{(2)} & z \overline{C}_{11}^{(2)} & z^2 \overline{C}_{11}^{(2)} & \overline{C}_{11}^{(2)} \\ z \overline{C}_{11}^{(2)} & z^2 \overline{C}_{11}^{(2)} & z^3 \overline{C}_{11}^{(2)} & z^2 \overline{C}_{11}^{(2)} \\ z^2 \overline{C}_{11}^{(2)} & z^3 \overline{C}_{11}^{(2)} & z^4 \overline{C}_{11}^{(2)} & z^3 \overline{C}_{11}^{(2)} \\ \overline{C}_{13}^{(2)} & z \overline{C}_{13}^{(2)} & z^2 \overline{C}_{13}^{(2)} & z \overline{C}_{13}^{(2)} \\ z \overline{C}_{13}^{(2)} & z^2 \overline{C}_{13}^{(2)} & z^3 \overline{C}_{13}^{(2)} & z^2 \overline{C}_{13}^{(2)} \\ z^2 \overline{C}_{13}^{(2)} & z^3 \overline{C}_{13}^{(2)} & z^4 \overline{C}_{13}^{(2)} & z^3 \overline{C}_{13}^{(2)} \\ \overline{C}_{33}^{(2)} & z \overline{C}_{33}^{(2)} & z^2 \overline{C}_{33}^{(2)} & z \overline{C}_{33}^{(2)} \end{bmatrix} dz, \] (5.5.3)

\[ \begin{bmatrix} \bar{D}^{(2)} \\ 2 \end{bmatrix} = b \int_{z_2}^{z_3} \overline{C}_{55}^{(2)} \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} 2 \\ 0 \\ 0 \end{bmatrix} dz, \] (5.5.4)

\[ \begin{bmatrix} D^{(1)} \\ 2 \end{bmatrix} = b \int_{z_1}^{z_2} \vartheta^{(1)}_1 \begin{bmatrix} \vartheta^{(1)}_1 \\ \vartheta^{(1)}_1 \end{bmatrix} \begin{bmatrix} \vartheta^{(1)}_1 \\ \vartheta^{(1)}_1 \end{bmatrix} \begin{bmatrix} \vartheta^{(1)}_1 \\ \vartheta^{(1)}_1 \end{bmatrix} \begin{bmatrix} \vartheta^{(1)}_1 \\ \vartheta^{(1)}_1 \end{bmatrix} dz, \] (5.5.5)
\[
\begin{align*}
[D^{(3)}] &= b \int_{\xi_3}^{\xi_3} \left[ Z^{(3)} \right]^T \bar{C}^{(3)}_{11} \left[ Z^{(3)} \right] d\xi_3 . \\
&= b \sum_{\alpha=1}^{m} \alpha \bar{C}^{(3)}_{11} \int_{\xi_{\alpha}}^{\xi_{\alpha+1}} \left[ Z^{(1)} \right]^T \left[ Z^{(1)} \right] d\xi_3 . \tag{5.5.6}
\end{align*}
\]

As in chapters 3 and 4, a stiffness coefficient in the Hooke's law for a ply of the lower face sheet, in the laminate coordinate system, will be denoted by \( \bar{C}^{(1)}_{ij} \), where the right superscript (1) denotes a stiffness coefficient associated with the 1-st sublamine (i.e. the lower face sheet), the left superscript \( \alpha \) is a number of a ply in the lower face sheet, subscripts \( i \) and \( j \) denote a position of the stiffness coefficient in the stiffness matrix. Analogously, a stiffness coefficient in the Hooke's law for a ply of the upper face sheet will be denoted by \( \bar{C}^{(3)}_{ij} \). Let \( n \) be a number of plies in the lower face sheet and let

\[ \xi_1 = z_1, \xi_2, \xi_3, ..., \xi_n = z_2 \]

be \( z \)-coordinates of the interfaces between the plies of the lower face sheet (Figure 3.3). Also, let \( m \) be a number of plies in the upper face sheet and let

\[ \zeta_1 = z_3, \zeta_2, \zeta_3, ..., \zeta_m = z_4 \]

be \( z \)-coordinates of the interfaces between the plies of the upper face sheet. Then

\[
\begin{align*}
[D^{(1)}] &= b \int_{\xi_1}^{\xi_2} \left[ Z^{(1)} \right]^T \bar{C}^{(1)}_{11} \left[ Z^{(1)} \right] d\xi_1 = b \sum_{\alpha=1}^{n} \alpha \bar{C}^{(1)}_{11} \int_{\xi_{\alpha}}^{\xi_{\alpha+1}} \left[ Z^{(1)} \right]^T \left[ Z^{(1)} \right] d\xi_1 = \\
&= b \sum_{\alpha=1}^{n} \alpha \bar{C}^{(1)}_{11} \begin{bmatrix} \xi_{\alpha+1} - \xi_{\alpha} & \frac{1}{2} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2) \\ \frac{1}{2} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2) & \frac{1}{3} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3) \end{bmatrix} , \tag{5.5.7}
\end{align*}
\]

\[
\begin{align*}
[D^{(3)}] &= b \int_{\xi_3}^{\xi_3} \left[ Z^{(3)} \right]^T \bar{C}^{(3)}_{11} \left[ Z^{(3)} \right] d\xi_3 = b \sum_{\alpha=1}^{m} \alpha \bar{C}^{(3)}_{11} \int_{\zeta_{\alpha}}^{\zeta_{\alpha+1}} \left[ Z^{(3)} \right]^T \left[ Z^{(3)} \right] d\xi_3 = \\
&= b \sum_{\alpha=1}^{m} \alpha \bar{C}^{(3)}_{11} \begin{bmatrix} \zeta_{\alpha+1} - \zeta_{\alpha} & \frac{1}{2} (\zeta_{\alpha+1}^2 - \zeta_{\alpha}^2) \\ \frac{1}{2} (\zeta_{\alpha+1}^2 - \zeta_{\alpha}^2) & \frac{1}{3} (\zeta_{\alpha+1}^3 - \zeta_{\alpha}^3) \end{bmatrix} . \tag{5.5.8}
\end{align*}
\]

In absence of damage, the elastic constants of the core do not vary in the thickness direction, i.e. do not depend on \( z \)-coordinate. But the damage, that can occur in the core as a result of impact, can be distributed nonuniformly in the thickness direction, and, therefore, the elastic coefficients
\( C_{ij}^{(2)} \) of the damaged core can depend on \( z \)-coordinate. This will be taken into account by dividing the core into a number of nominal layers and by considering the elastic coefficients \( C_{ij}^{(2)} \) of the core independent of the \( z \)-coordinate within a nominal layer, but varying from layer to layer. A stiffness coefficient in the Hooke's law for a nominal layer in the core, in the laminate coordinate system, will be denoted by \( \alpha C_{ij}^{(2)} \), where the right superscript \( (2) \) denotes a stiffness coefficient associated with the second sublamine (i.e. the core), the left superscript \( \alpha \) is an ordinal number of a nominal layer in the core. Let \( s \) be a number of nominal layers in the core, and let

\[ \eta_1 = z_2, \eta_2, \eta_3, ..., \eta_s = z_3 \]

be \( z \)-coordinates of the interfaces between the nominal layers of the core. Then

\[
\begin{bmatrix}
\mathcal{D}^{(2)} \\
\mathcal{G}^{(2)}
\end{bmatrix}_{(4 \times 4)} = b \int_{z_2}^{z_3} \begin{bmatrix}
\mathcal{Z}^{(2)} \\
\mathcal{Z}^{(2)}
\end{bmatrix}^T \begin{bmatrix}
C_{11}^{(2)} & C_{12}^{(2)} \\
C_{21}^{(2)} & C_{33}^{(2)}
\end{bmatrix}_{(2 \times 2)} \begin{bmatrix}
\mathcal{Z}^{(2)} \\
\mathcal{Z}^{(2)}
\end{bmatrix}_{(2 \times 4)} dz =
\]

\[
= b \int_{z_2}^{z_3} \begin{bmatrix}
C_{11}^{(2)} & zC_{12}^{(2)} & z^2C_{12}^{(2)} & C_{13}^{(2)} \\
C_{12}^{(2)} & zC_{11}^{(2)} & z^2C_{11}^{(2)} & C_{13}^{(2)} \\
zC_{11}^{(2)} & z^2C_{11}^{(2)} & z^3C_{11}^{(2)} & zC_{13}^{(2)} \\
zC_{12}^{(2)} & z^2C_{12}^{(2)} & z^3C_{12}^{(2)} & z^2C_{13}^{(2)}
\end{bmatrix} dz =
\]

\[
= b \sum_{\alpha=1}^{s} \int_{\eta_{\alpha}}^{\eta_{\alpha+1}} \begin{bmatrix}
\alpha C_{11}^{(2)} & z\alpha C_{11}^{(2)} & z^2\alpha C_{11}^{(2)} & \alpha C_{13}^{(2)} \\
\alpha C_{12}^{(2)} & z\alpha C_{12}^{(2)} & z^2\alpha C_{12}^{(2)} & \alpha C_{13}^{(2)} \\
z\alpha C_{11}^{(2)} & z^2\alpha C_{11}^{(2)} & z^3\alpha C_{11}^{(2)} & z\alpha C_{13}^{(2)} \\
z^2\alpha C_{12}^{(2)} & z^3\alpha C_{12}^{(2)} & z^4\alpha C_{12}^{(2)} & z^2\alpha C_{13}^{(2)}
\end{bmatrix} dz =
\]

\[
= b \sum_{\alpha=1}^{s} \begin{bmatrix}
\alpha C_{11}^{(2)} (\eta_{\alpha+1} - \eta_\alpha) & \alpha C_{11}^{(2)} \frac{1}{2} (\eta_{\alpha+1}^2 - \eta_\alpha^2) & \alpha C_{11}^{(2)} \frac{1}{3} (\eta_{\alpha+1}^3 - \eta_\alpha^3) & \alpha C_{13}^{(2)} (\eta_{\alpha+1} - \eta_\alpha) \\
\alpha C_{12}^{(2)} \frac{1}{2} (\eta_{\alpha+1}^2 - \eta_\alpha^2) & \alpha C_{12}^{(2)} \frac{1}{3} (\eta_{\alpha+1}^3 - \eta_\alpha^3) & \alpha C_{12}^{(2)} \frac{1}{4} (\eta_{\alpha+1}^4 - \eta_\alpha^4) & \alpha C_{13}^{(2)} \frac{1}{2} (\eta_{\alpha+1}^2 - \eta_\alpha^2) \\
\alpha C_{11}^{(2)} \frac{1}{3} (\eta_{\alpha+1}^3 - \eta_\alpha^3) & \alpha C_{12}^{(2)} \frac{1}{4} (\eta_{\alpha+1}^4 - \eta_\alpha^4) & \alpha C_{11}^{(2)} \frac{1}{5} (\eta_{\alpha+1}^5 - \eta_\alpha^5) & \alpha C_{13}^{(2)} \frac{1}{3} (\eta_{\alpha+1}^3 - \eta_\alpha^3) \\
\alpha C_{11}^{(2)} (\eta_{\alpha+1} - \eta_\alpha) & \alpha C_{12}^{(2)} \frac{1}{2} (\eta_{\alpha+1}^2 - \eta_\alpha^2) & \alpha C_{13}^{(2)} \frac{1}{3} (\eta_{\alpha+1}^3 - \eta_\alpha^3) & \alpha C_{33}^{(2)} (\eta_{\alpha+1} - \eta_\alpha)
\end{bmatrix}
\]

(5.3.9)

\[
\begin{bmatrix}
\tilde{D}^{(2)} \\
\tilde{G}^{(2)}
\end{bmatrix}_{(3 \times 3)} = b \int_{z_2}^{z_3} \begin{bmatrix}
0 & 2 & 0 \\
2 & 0 & 0
\end{bmatrix} C_{55}^{(2)} (z) \begin{bmatrix}
0 & 0 & 0
\end{bmatrix} dz =
\]
\[ b \begin{pmatrix} 0 \\ 2 \\ 0 \end{pmatrix} \int_{z_2}^{z_3} C_{55}^{(2)}(z) \, dz = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 4b \sum_{\alpha=1}^{s} \frac{n_{\alpha+1}}{n_{\alpha}} \int_{\eta_{\alpha}}^{\eta_{\alpha+1}} \alpha C_{55}^{(2)}(z) \, dz & 0 \\ 0 & 0 & 0 \end{bmatrix} \] (5.5.10)

### 5.6 Strain energy of elastic foundation

The strain energy of the elastic foundation is defined by expression

\[ U_f = \frac{1}{2} b \int_0^L s(x) \left[ w^{(1)}(x,t) \right]^2 \, dx, \] (5.6.1)

where \( s(x) \) is a modulus of the foundation. According to equation (5.2.1),

\[ w^{(1)} = w_0 + \epsilon_{zz}^{(2)} z_2 \quad (z_1 \leq z \leq z_2) \]

or

\[ w^{(1)} = \begin{bmatrix} 1 & 0 & z_2 \end{bmatrix} \begin{bmatrix} w_0 \\ \epsilon_{zz}^{(2)} \\ \epsilon_{zz}^{(2)} \end{bmatrix} = \begin{bmatrix} 1 & 0 & z_2 \end{bmatrix} \{f\}. \] (5.6.2)

Then

\[ \left( w^{(1)} \right)^2 = \{f\}^T \begin{bmatrix} 1 & 0 \\ 0 & z_2 \end{bmatrix} \begin{bmatrix} 1 & 0 & z_2 \end{bmatrix} \{f\}. \] (5.6.3)

or

\[ \left( w^{(1)} \right)^2 = \{f\}^T \begin{bmatrix} 1 & 0 & z_2 \end{bmatrix} \begin{bmatrix} 1 & 0 & z_2 \\ 0 & 0 & 0 \\ z_2 & 0 & z_2^2 \end{bmatrix} \{f\}. \] (5.6.5)
Substitution of equation (5.6.4) into equation (5.6.1) yields

$$U_f = \frac{1}{2} b \int_0^L s(x) \{ f \}^T \begin{bmatrix} D \end{bmatrix} \{ f \} \, dx.$$  \hspace{1cm} (5.6.6)

### 5.7 Potential energy of the platform and the cargo in the gravity field

In order to obtain the expression for the potential energy $\Pi$ of a wide beam and the cargo in the gravity field, we need to set in expression (4.9.1) $\varepsilon^{(2)}_x = 0$. Then

$$\Pi = b \int_0^L \{ f \}^T \{ \Gamma \} \, dx,$$  \hspace{1cm} (5.7.1)

where

$$\{ f \} = \begin{bmatrix} u_0 \\ \varepsilon^{(2)}_x \\ \varepsilon^{(2)}_{zz} \end{bmatrix}$$

$$\{ \Gamma \} = \begin{bmatrix} g \left[ \rho^{(1)} (z_2 - z_1) + \rho^{(2)} (z_3 - z_2) + \rho^{(3)} (z_4 - z_3) + \mu H(x) \right] \\ 0 \\ g \left[ \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{2} \rho^{(2)} (z_3^2 - z_2^2) + \rho^{(3)} z_3 (z_4 - z_3) + \mu H(x) z_3 \right] \end{bmatrix}.$$  \hspace{1cm} (5.7.2)

### 5.8 Kinetic energy of the platform

The kinetic energy of the platform of the $k$-th sublaminate ($k=1, 2, 3$)

$$K^{(k)} = \frac{1}{2} \rho^{(k)} b \int_0^L \int_{z_k}^{z_{k+1}} \begin{bmatrix} \ddot{u}^{(k)} \\ \ddot{w}^{(k)} \end{bmatrix}^T \begin{bmatrix} \ddot{u}^{(k)} \\ \ddot{w}^{(k)} \end{bmatrix} \, dz \, dx.$$  \hspace{1cm} (5.8.1)

According to equation (5.2.11),

$$\begin{bmatrix} \ddot{u}^{(k)} \\ \ddot{w}^{(k)} \end{bmatrix} = \left[ \dddot{z}^{(k)} \right] \left[ \ddot{\theta}^{(k)} \right] \frac{\partial}{\partial t} \{ f \},$$  \hspace{1cm} (5.8.2)

where quantities, entering into equation (5.8.2), are defined by equations (5.2.12)-(5.2.17). Therefore,

$$K^{(k)} = \frac{1}{2} \rho^{(k)} b \int_0^L \left( \left[ \dddot{z}^{(k)} \right] \left[ \ddot{\theta}^{(k)} \right] \frac{\partial}{\partial t} \{ f \} \right)^T \left[ \dddot{\theta}^{(k)} \right] \left( \left[ \ddot{\theta}^{(k)} \right] \frac{\partial}{\partial t} \{ f \} \right) \, dx.$$  \hspace{1cm} (5.8.3)
where
\[
\left[ \tilde{D}^{(k)} \right] = \int_{z_k}^{z_{k+1}} \left[ \tilde{Z}^{(k)} \right]^T \left[ \tilde{Z}^{(k)} \right] \, dz \quad (k = 1, 2, 3) .
\] (5.8.4)

Substitution of (5.2.13) and (5.2.14) into (5.8.4) yields:
\[
\begin{align*}
\left[ \tilde{D}^{(1)} \right] &= \int_{z_1}^{z_2} \left[ \tilde{Z}^{(1)} \right]^T \left[ \tilde{Z}^{(1)} \right] \, dz = \int_{z_1}^{z_2} \begin{bmatrix} 1 & 0 \\ z & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & z & 0 \\ 0 & 0 & 1 \end{bmatrix} \, dz = \\
&= \begin{bmatrix} z_2 - z_1 & \frac{1}{2} \left( z_2^2 - z_1^2 \right) & 0 \\ \frac{1}{2} \left( z_2^2 - z_1^2 \right) & \frac{1}{2} \left( z_2^3 - z_1^3 \right) & 0 \\ 0 & 0 & z_2 - z_1 \end{bmatrix},
\end{align*}
\] (5.8.5)

\[
\begin{align*}
\left[ \tilde{D}^{(2)} \right] &= \int_{z_2}^{z_3} \left[ \tilde{Z}^{(2)} \right]^T \left[ \tilde{Z}^{(2)} \right] \, dz = \int_{z_2}^{z_3} \begin{bmatrix} z & 0 \\ z^2 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} z & z^2 & 0 & 0 \\ 0 & 0 & 1 & z \end{bmatrix} \, dz = \\
&= \begin{bmatrix} \frac{1}{3} \left( z_3^3 - z_2^3 \right) & \frac{1}{4} \left( z_3^4 - z_2^4 \right) & 0 & 0 \\ \frac{1}{4} \left( z_3^4 - z_2^4 \right) & \frac{1}{3} \left( z_3^5 - z_2^5 \right) & 0 & 0 \\ 0 & 0 & z_3 - z_2 & \frac{1}{2} \left( z_3^2 - z_2^2 \right) \\ 0 & 0 & \frac{1}{2} \left( z_3^2 - z_2^2 \right) & \frac{1}{3} \left( z_3^3 - z_2^3 \right) \end{bmatrix},
\end{align*}
\] (5.8.6)

\[
\begin{align*}
\left[ \tilde{D}^{(3)} \right] &= \int_{z_3}^{z_4} \left[ \tilde{Z}^{(3)} \right]^T \left[ \tilde{Z}^{(3)} \right] \, dz = \int_{z_3}^{z_4} \begin{bmatrix} 1 & 0 \\ z & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & z & 0 \\ 0 & 0 & 1 \end{bmatrix} \, dz = \\
&= \begin{bmatrix} z_4 - z_3 & \frac{1}{2} \left( z_4^2 - z_3^2 \right) & 0 \\ \frac{1}{2} \left( z_4^2 - z_3^2 \right) & \frac{1}{3} \left( z_4^3 - z_3^3 \right) & 0 \\ 0 & 0 & z_4 - z_3 \end{bmatrix}. 
\end{align*}
\] (5.8.7)
CHAPTER 5

So, the kinetic energy of the whole sandwich plate is

\[ K_p = K^{(1)} + K^{(2)} + K^{(3)} = \]

\[ = \frac{1}{2} \rho^{(1)} b \int_0^L \left( \begin{array}{c} \bar{\varphi}^{(1)} \\ \partial t (3 \times 1) \end{array} \right)^T \left( \begin{array}{c} \bar{D}^{(1)} \\ \partial t (3 \times 1) \end{array} \right) \left( \begin{array}{c} \bar{\varphi}^{(1)} \\ \partial t (3 \times 1) \end{array} \right) dx + \]

\[ + \frac{1}{2} \rho^{(2)} b \int_0^L \left( \begin{array}{c} \bar{\varphi}^{(2)} \\ \partial t (4 \times 3) \end{array} \right)^T \left( \begin{array}{c} \bar{D}^{(2)} \\ \partial t (3 \times 4) \end{array} \right) \left( \begin{array}{c} \bar{\varphi}^{(2)} \\ \partial t (3 \times 1) \end{array} \right) dx + \]

\[ + \frac{1}{2} \rho^{(3)} b \int_0^L \left( \begin{array}{c} \bar{\varphi}^{(3)} \\ \partial t (3 \times 3) \end{array} \right)^T \left( \begin{array}{c} \bar{D}^{(3)} \\ \partial t (3 \times 3) \end{array} \right) \left( \begin{array}{c} \bar{\varphi}^{(3)} \\ \partial t (3 \times 1) \end{array} \right) dx . \] (5.8.8)

5.9 Kinetic energy of the cargo

According to equation (4.11.1), kinetic energy of the cargo is

\[ K_c = \frac{1}{2} b \int_0^L \mu H (x) \left( \frac{\partial w^{(3)}(x,y,t)}{\partial t} \right)^2 dx \], (5.9.1)

where \( w^{(3)}(x,y,t) \) is defined by expression (5.2.3), that can be written in the form

\[ w^{(3)} = \left\{ \begin{array}{c} w_0 \\ \varepsilon^{(2)} \end{array} \right\}^T \left\{ \begin{array}{c} 1 \\ 0 \\ z_3 \end{array} \right\} = \left\{ \begin{array}{c} f \\ \varepsilon^{(2)} \end{array} \right\}^T \left\{ \begin{array}{c} 1 \\ 0 \\ z_3 \end{array} \right\} . \] (5.9.2)

Then

\[ \left\{ \frac{\partial w^{(3)}}{\partial t} \right\}^{(2)} = \left( \begin{array}{c} \partial \left\{ f \right\} \\ \partial t (3 \times 1) \end{array} \right)^T \left( \begin{array}{c} 1 \\ 0 \\ z_3 \end{array} \right) \left( \begin{array}{c} \partial \left\{ f \right\} \\ \partial t (3 \times 1) \end{array} \right) = \]

\[ = \left( \begin{array}{c} \partial \left\{ f \right\} \\ \partial t (3 \times 1) \end{array} \right)^T \left( \bar{D}_c \right) \left( \begin{array}{c} \partial \left\{ f \right\} \\ \partial t (3 \times 1) \end{array} \right) . \] (5.9.3)
where

\[
[\bar{D}_c] = \begin{bmatrix}
1 & 0 \\
0 & 1 \ 0 & z_3 \\
z_3 & 0 & z_3^2
\end{bmatrix}
\begin{bmatrix}
1 \\
0 \\
z_3
\end{bmatrix} = \begin{bmatrix}
1 & 0 & z_3 \\
0 & 0 & 0 \\
z_3 & 0 & z_3^2
\end{bmatrix}
\]  \hspace{1cm} (5.9.4)

Substitution of (5.9.4) into (4.11.1) yields:

\[
K_c = \frac{1}{2} b \int_0^L \mu H(x) \left( \frac{\partial}{\partial t} \{f\} \right)^T [\bar{D}_c] \left( \frac{\partial}{\partial t} \{f\} \right) \, dx .
\]  \hspace{1cm} (5.9.5)
5.10 Finite Element Formulation for the Cargo Platform Modelled as a Plate under Cylindrical Bending

5.10.1 Strain energy in terms of the nodal variables

Strain energy of the finite element that represents a platform is defined by expression (5.5.2), if in this expression the total length of the platform \( L \) is substituted by a length \( l \) of a finite element, and \( x \) implies the local, element coordinate, not a global coordinate as in equation (5.5.2). This expression is

\[
U = \frac{1}{2} \int_0^l \left( \begin{bmatrix} \delta^{(1)}(x) \{f\} + \{\eta^{(1)}(x)\} \\ \end{bmatrix}_{(2 \times 3)} \right)^T \left[ \begin{bmatrix} D^{(1)}(x) \\ \end{bmatrix}_{(2 \times 2)} \right] \left( \begin{bmatrix} \delta^{(1)}(x) \{f\} + \{\eta^{(1)}(x)\} \\ \end{bmatrix}_{(2 \times 1)} \right) dx + \\
+ \frac{1}{2} \int_0^l \left( \begin{bmatrix} \delta^{(2)}(x) \{f\} + \{\eta^{(2)}(x)\} \\ \end{bmatrix}_{(4 \times 1)} \right)^T \left[ \begin{bmatrix} D^{(2)}(x) \\ \end{bmatrix}_{(4 \times 4)} \right] \left( \begin{bmatrix} \delta^{(2)}(x) \{f\} + \{\eta^{(2)}(x)\} \\ \end{bmatrix}_{(4 \times 1)} \right) dx + \\
+ \frac{1}{2} \int_0^l \left( \begin{bmatrix} \delta^{(3)}(x) \{f\} + \{\eta^{(3)}(x)\} \\ \end{bmatrix}_{(2 \times 1)} \right)^T \left[ \begin{bmatrix} D^{(3)}(x) \\ \end{bmatrix}_{(2 \times 2)} \right] \left( \begin{bmatrix} \delta^{(3)}(x) \{f\} + \{\eta^{(3)}(x)\} \\ \end{bmatrix}_{(2 \times 1)} \right) dx + \\
+ \frac{1}{2} \int_0^l \{f\}^T \left[ \begin{bmatrix} D^{(2)}(x) \{f\} \\ \end{bmatrix}_{(3 \times 1)} \right] dx, \tag{5.10.1}
\]

where

\[
\{f\} = \begin{bmatrix} w_0 \\ \varepsilon_{zz}^{(2)} \\ \varepsilon_{zz}^{(2)} \end{bmatrix} \tag{5.10.2}
\]

is a column-vector of the unknown functions,

\[
\begin{bmatrix} \delta^{(1)}(x) \\ \delta^{(2)}(x) \\ \delta^{(3)}(x) \end{bmatrix} = \begin{bmatrix} 0 & 2z_2 \frac{d}{dx} & \frac{1}{2} z_2^2 \frac{d^2}{dx^2} \\ -\frac{d^2}{dx^2} & 0 & -z_2^2 \frac{d^2}{dx^2} \\ \frac{d^2}{dx^2} & \frac{d^2}{dx^2} & 0 \end{bmatrix}, \quad \begin{bmatrix} \varepsilon_{zz}^{(2)} \\ \varepsilon_{zz}^{(2)} \\ \varepsilon_{zz}^{(2)} \end{bmatrix} = \begin{bmatrix} 0 & 2z_3 \frac{d}{dx} & \frac{1}{2} z_3^2 \frac{d^2}{dx^2} \\ -\frac{d^2}{dx^2} & 0 & -z_3^2 \frac{d^2}{dx^2} \\ \frac{d^2}{dx^2} & \frac{d^2}{dx^2} & 0 \end{bmatrix}, \tag{5.10.3}
\]

\[
\begin{bmatrix} \delta^{(2)}(x) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ -\frac{d^2}{dx^2} \end{bmatrix}, \begin{bmatrix} \delta^{(3)}(x) \end{bmatrix} = \begin{bmatrix} 0 \\ 2 \frac{d}{dx} \\ 0 \end{bmatrix}, \begin{bmatrix} \varepsilon_{zz}^{(2)} \end{bmatrix} = \begin{bmatrix} 0 \\ -\frac{1}{2} \frac{d^2}{dx^2} \\ 1 \end{bmatrix}, \tag{5.10.4}
\]
are matrices of differential operators, also

\[
\begin{aligned}
\{\eta^{(1)}\}_{(2\times 1)} &= \left\{ \frac{1}{2} \left( w_{0,x} + z_2 \, \varepsilon^{(2)}_{zz,x} \right)^2 \right\}, \\
\{\eta^{(3)}\}_{(2\times 1)} &= \left\{ \frac{1}{2} \left( w_{0,x} + z_3 \, \varepsilon^{(2)}_{zz,x} \right)^2 \right\},
\end{aligned}
\]  

(5.10.5)

\[
\begin{bmatrix}
\eta^{(2)}
\end{bmatrix}_{(4\times 1)} = \begin{bmatrix}
\frac{1}{2} (w_{0,x})^2 \\
w_{0,x} \varepsilon^{(2)}_{zz,x} \\
\frac{1}{2} (\varepsilon^{(2)}_{zz,x})^2 \\
0
\end{bmatrix}
\]  

(5.10.6)

are the column-matrices of non-linear combinations of the unknown functions of the problem. In addition,

\[
\begin{bmatrix}
D^{(1)}
\end{bmatrix}_{(2\times 2)} = b \sum_{\alpha=1}^{n} \begin{bmatrix}
\xi_{\alpha+1} - \xi_{\alpha} & \frac{1}{2} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2) \\
\frac{1}{2} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2) & \frac{1}{3} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3)
\end{bmatrix}
\]  

(5.10.7)

\[
\begin{bmatrix}
D^{(3)}
\end{bmatrix}_{(2\times 2)} = b \sum_{\alpha=1}^{m} \begin{bmatrix}
\xi_{\alpha+1} - \xi_{\alpha} & \frac{1}{2} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2) \\
\frac{1}{2} (\xi_{\alpha+1}^2 - \xi_{\alpha}^2) & \frac{1}{3} (\xi_{\alpha+1}^3 - \xi_{\alpha}^3)
\end{bmatrix}
\]  

(5.10.8)

\[
\begin{bmatrix}
\bar{D}^{(2)}
\end{bmatrix}_{(4\times 4)} = b \sum_{\alpha=1}^{s} \begin{bmatrix}
\xi_{\alpha+1}^2 - \eta_{\alpha} & \frac{1}{2} (\xi_{\alpha+1}^2 - \eta_{\alpha}^2) & \frac{1}{3} (\xi_{\alpha+1}^3 - \eta_{\alpha}^3) & \frac{1}{4} (\xi_{\alpha+1}^4 - \eta_{\alpha}^4) \\
\frac{1}{2} (\xi_{\alpha+1}^2 - \eta_{\alpha}^2) & \frac{1}{3} (\xi_{\alpha+1}^3 - \eta_{\alpha}^3) & \frac{1}{4} (\xi_{\alpha+1}^4 - \eta_{\alpha}^4) & \frac{1}{5} (\xi_{\alpha+1}^5 - \eta_{\alpha}^5) \\
\frac{1}{3} (\xi_{\alpha+1}^3 - \eta_{\alpha}^3) & \frac{1}{4} (\xi_{\alpha+1}^4 - \eta_{\alpha}^4) & \frac{1}{5} (\xi_{\alpha+1}^5 - \eta_{\alpha}^5) & \frac{1}{6} (\xi_{\alpha+1}^6 - \eta_{\alpha}^6) \\
\frac{1}{4} (\xi_{\alpha+1}^4 - \eta_{\alpha}^4) & \frac{1}{5} (\xi_{\alpha+1}^5 - \eta_{\alpha}^5) & \frac{1}{6} (\xi_{\alpha+1}^6 - \eta_{\alpha}^6) & \frac{1}{7} (\xi_{\alpha+1}^7 - \eta_{\alpha}^7)
\end{bmatrix}
\]  

(5.10.9)

\[
\begin{bmatrix}
\bar{D}^{(2)}
\end{bmatrix}_{(3\times 3)} = \begin{bmatrix}
0 & 0 & 0 \\
0 & \left( 4b \sum_{\alpha=1}^{s} \int_{\eta_{\alpha}}^{\eta_{\alpha+1}} \sqrt{C_{55}} \, dz \right) & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  

(5.10.10)

are the matrices of material constants, averaged over the thickness of a sublamine.

Let us represent the unknown functions \( w_0, \varepsilon^{(2)}_{zz}, \varepsilon^{(2)}_{zz} \) by interpolation polynomials. The general rules for choosing the interpolation polynomials are the following: if the Hamilton’s principle contains derivatives of a field variable through order \( m \), then an interpolation polynomial must satisfy
the following requirements (Cook, Malkus, Plesha, 1989):
1) it must be a complete polynomial of degree \( m \);
2) across boundaries between elements, there must be continuity of the field variable and its derivative through order \( m - 1 \), therefore these derivatives must be carried as nodal variables.

The first requirement ensures that the \( m \)-th derivative of the interpolation polynomial does not vanish in the Hamilton's principle. The completeness of the interpolation polynomial is necessary in order to make an element capable to represent a constant value of any of the \( m \) derivatives of the field variable. The second requirement is due to the fact that if the Hamilton's principle contains derivatives of a field variable \( \phi \) through order \( m \), then the primary variables associated with this field variable, are \( \phi, \frac{\partial \phi}{\partial x}, \ldots, \frac{\partial^{m-1} \phi}{\partial x^{m-1}} \), and the primary variables must be continuous at the interelement boundaries (Reddy, 1993).

In the problem under consideration, the interpolation polynomials will be chosen to satisfy the minimal requirements of general rules, presented above. In other words, the simplest allowable elements will be used, which is a general practice in solving the transient and nonlinear problems (Cook, Malkus, Plesha, 1989).

The maximum order of derivatives of \( \varepsilon_{zz}^{(2)} \), entering into the Hamilton's principle, is 1. Therefore, an interpolation polynomial for \( \varepsilon_{zz}^{(2)} \) must be of at least first degree, and across boundaries between elements there must be continuity of, at least, \( \varepsilon_{zz}^{(2)} \) (continuity of derivatives of \( \varepsilon_{zz}^{(2)} \) is not required). Therefore, we choose the first degree Lagrange polynomials to interpolate \( \varepsilon_{zz}^{(2)} \) \( (k = 1, 2, 3) \) as functions of \( x \):

\[
\varepsilon_{zz}^{(2)} = [M] \{ \bar{\varepsilon} \} = [M_1 \ M_2] \{ \bar{\varepsilon} \},
\]

where

\[
M_1 = 1 - \frac{x}{l}, \quad M_2 = \frac{x}{l},
\]

\[
\{ \varepsilon^{(2)} \} = \begin{pmatrix} \varepsilon_{zz}^{(2)}(0) \\ \varepsilon_{zz}^{(2)}(l) \end{pmatrix}.
\]

The maximum order of the derivatives of \( w_0 \) and \( \varepsilon_{zz}^{(2)} \) is 2. Therefore, interpolation polynomials for \( w_0 \) and \( \varepsilon_{zz}^{(2)} \) must be of at least second degree and must have derivatives, continuous at the element boundaries up to the first order (i.e. \( w_0, \frac{dw_0}{dx}, \varepsilon_{zz}^{(2)} \) and \( \frac{d\varepsilon_{zz}^{(2)}}{dx} \) must be continuous). Therefore, we

\[\text{Here and further in this section devoted to the FE formulation, it is implied for simplicity of notations, that } x \text{ is a coordinate in the element (local) coordinate system.}\]
choose the Hermit polynomial of the third degree to interpolate \( w_0 \) and \( \varepsilon_x^{(2)} \) (the lowest degree of the Hermit polynomials is three):

\[
  \begin{align*}
  w_0 &= [N] \{ \bar{w} \} = [N_1 \ N_2 \ N_3 \ N_4] \{ \bar{w} \}, \\
  \varepsilon_x^{(2)} &= [N] \{ \varepsilon \} = [N_1 \ N_2 \ N_3 \ N_4] \{ \varepsilon \},
  \end{align*}
\]

where

\[
  N_1 = 1 - \frac{3x^2}{l^2} + \frac{2x^3}{l^3}, \quad N_2 = x - \frac{2x^2}{l} + \frac{x^3}{l^2}, \quad N_3 = \frac{3x^2}{l^2} - \frac{2x^3}{l^3}, \quad N_4 = -\frac{x^2}{l} + \frac{x^3}{l^2},
\]

\[
\{ \bar{w} \} = \begin{cases} 
  w_0(0) \\
  \frac{dw_0}{dx}(0) \\
  w_0(l) \\
  \frac{dw_0}{dx}(l)
\end{cases}, \quad \{ \varepsilon \} = \begin{cases} 
  \varepsilon_x^{(2)}(0) \\
  \frac{d\varepsilon_x^{(2)}}{dx}(0) \\
  \varepsilon_x^{(2)}(l) \\
  \frac{d\varepsilon_x^{(2)}}{dx}(l)
\end{cases}.
\]

So, the combined finite element has 10 degrees of freedom. At each node there are 5 nodal variables: \( w_0, \frac{dw_0}{dx}, \varepsilon_x^{(2)}, \varepsilon_x^{(2)}, \frac{d\varepsilon_x^{(2)}}{dx} \).

Let us write expression (5.10.1) for the strain energy in terms of the nodal variables. First, we will obtain an expression for \( [\vartheta^{(1)}] \{ f \} \) in terms of the nodal variables:

\[
\begin{align*}
  [\vartheta^{(1)}] \{ f \} &= [\vartheta^{(1)}] \begin{bmatrix} w_0 \\ \varepsilon_x^{(2)} \end{bmatrix} = \\
  &= \begin{bmatrix} [N] \{ \bar{w} \} \\ [M] \{ \varepsilon \} \\ [N] \{ \varepsilon \} \end{bmatrix} = \begin{bmatrix} [N] \{ f \} \\ [M] \{ f \} \\ [N] \{ f \} \end{bmatrix} = \\
  &= \begin{bmatrix} \{ \bar{w} \} \\ \{ \bar{\varepsilon} \} \\ \{ \bar{\varepsilon} \} \end{bmatrix}.
\end{align*}
\]
where

\[
[B^{(1)}] = \begin{bmatrix} \{N\} & \{0\} & \{0\} \\ \{0\} & \{M\} & \{0\} \\ \{0\} & \{0\} & \{N\} \end{bmatrix}
\]

\[
(2 \times 10)
\]

\[
(10 \times 1)
\]

\[
(2 \times 3)
\]

\[
(1 \times 4)
\]

\[
(1 \times 2)
\]

\[
(1 \times 4)
\]

\[
(1 \times 2)
\]

\[
(1 \times 4)
\]

\[
(1 \times 4)
\]

\[
(3 \times 10)
\]

\[
\begin{bmatrix}
0 & 2z_2 \frac{d}{dz} & \frac{1}{2}z_2^2 \frac{d^2}{dz^2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
N_1 & N_2 & N_3 & N_4 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & M_1 & M_2 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & N_1 & N_2 & N_3 & N_4
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 2z_2 \frac{dM_1}{dz} & 2z_2 \frac{dM_2}{dz} & \frac{1}{2}z_2^2 \frac{d^2N_1}{dz^2} & \frac{1}{2}z_2^2 \frac{d^2N_2}{dz^2} & \frac{1}{2}z_2^2 \frac{d^2N_3}{dz^2} & \frac{1}{2}z_2^2 \frac{d^2N_4}{dz^2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
-\frac{d^2N_1}{dz^2} & -\frac{d^2N_2}{dz^2} & -\frac{d^2N_3}{dz^2} & -\frac{d^2N_4}{dz^2}
\end{bmatrix}
\]

\[
(5.10.20)
\]

\[
\{d\} \equiv \begin{bmatrix}
\{w\} \\
\{x\}
\end{bmatrix}
\]

\[
(4 \times 1)
\]

\[
(2 \times 1)
\]

\[
(4 \times 1)
\]

\[
\begin{bmatrix}
d_1 \\
\cdot \\
\cdot \\
d_{10}
\end{bmatrix}
\]

\[
(5.10.21)
\]

In equation (5.10.21)

\[
d_1 = w_0(0), \quad d_2 = w'_0(0), \quad d_3 = w_0(l), \quad d_4 = w'_0(l), \quad d_5 = \varepsilon^{(2)}_{xx}(0), \quad d_6 = \varepsilon^{(2)}_{xx}(l), \quad d_7 = \varepsilon^{(2)}_{xx}(l), \quad d_8 = \frac{d\varepsilon^{(2)}_{xx}}{dx}(0), \quad d_9 = \varepsilon^{(2)}_{xx}(l), \quad d_{10} = \frac{d\varepsilon^{(2)}_{xx}}{dx}(l).
\]

These are the nodal variables of a finite element.

Now, let us obtain expression for \(\{\eta^{(1)}\}\), defined by expression (5.10.5), in terms of the nodal variables.

\[
\{\eta^{(1)}\} = \begin{bmatrix}
\frac{1}{2} \left( w_{0,x} + z_2 \varepsilon^{(2)}_{xx} \right)^2 \\
0
\end{bmatrix}
\]

\[
(2 \times 1)
\]

\[
(2 \times 1)
\]

\[
\begin{bmatrix}
\frac{1}{2} \left( \frac{d\varepsilon^{(2)}_{xx}}{dx} \right)^2 + z_2 \frac{d^2\varepsilon^{(2)}_{xx}}{dx^2} + \frac{1}{2} \left( \frac{d^2\varepsilon^{(2)}_{xx}}{dx^2} \right)^2
\end{bmatrix}
\]

\[
(5.10.23)
\]
Using representation of the unknown functions \( w_0 \) and \( \varepsilon(z) \) in terms of the nodal variables (equations (5.10.14) and (5.10.15)), one can obtain

\[
\frac{d w_0}{d x} = \frac{d [N]}{d x} \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix} = \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix}^T \frac{d [N]}{d x} \begin{pmatrix} \bar{N} \end{pmatrix} = \begin{pmatrix} \bar{N} \end{pmatrix}^T \frac{d [N]}{d x} \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix} \quad \frac{d \varepsilon(z)}{d x} = \frac{d [N]}{d x} \begin{pmatrix} \bar{\varepsilon} \\ (1 \times 4) \end{pmatrix} = \begin{pmatrix} \bar{\varepsilon} \\ (1 \times 4) \end{pmatrix}^T \frac{d [N]}{d x} \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix} \quad \frac{d [N]}{d x} \begin{pmatrix} \bar{\varepsilon} \\ (1 \times 4) \end{pmatrix} = \begin{pmatrix} \bar{\varepsilon} \\ (1 \times 4) \end{pmatrix}^T \frac{d [N]}{d x} \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix} \quad (5.10.24)
\]

Therefore,

\[
\left( \frac{d w_0}{d x} \right)^2 = \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix}^T \frac{d [N]}{d x} \begin{pmatrix} \bar{N} \end{pmatrix} \frac{d [N]}{d x} \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix} \quad (5.10.25)
\]

\[
\left( \frac{d \varepsilon(z)}{d x} \right)^2 = \begin{pmatrix} \bar{\varepsilon} \\ (1 \times 4) \end{pmatrix}^T \frac{d [N]}{d x} \begin{pmatrix} \bar{N} \end{pmatrix} \frac{d [N]}{d x} \begin{pmatrix} \bar{\varepsilon} \\ (1 \times 4) \end{pmatrix} \quad (5.10.26)
\]

\[
\frac{d w_0 \cdot d \varepsilon(z)}{d x} \frac{d x}{d x} = \begin{pmatrix} \bar{w} \\ (1 \times 4) \end{pmatrix}^T \frac{d [N]}{d x} \begin{pmatrix} \bar{N} \end{pmatrix} \frac{d [N]}{d x} \begin{pmatrix} \bar{\varepsilon} \\ (1 \times 4) \end{pmatrix} \quad (5.10.27)
\]

The substitution of expressions (5.10.24)-(5.10.26) into the expression \( \frac{1}{2} \left( \frac{d w_0}{d x} \right)^2 + z_2 \frac{d w_0}{d x} \cdot \frac{d \varepsilon(z)}{d x} \cdot \left( \frac{d \varepsilon(z)}{d x} \right)^2 \) yields

\[
= \frac{1}{2} \left( \frac{d w_0}{d x} \right)^2 + z_2 \frac{d w_0}{d x} \cdot \frac{d \varepsilon(z)}{d x} + \frac{1}{2} \frac{d \varepsilon(z)}{d x} \cdot \left( \frac{d \varepsilon(z)}{d x} \right)^2 \quad (5.10.28)
\]
Therefore,

\[
\{\eta^{(1)}_{(2\times1)}\} \equiv \begin{bmatrix} \frac{1}{2} \left( \frac{dw_0}{dx} \right)^2 + z_2 \frac{dw_0}{dx} \frac{d\xi_1^{(2)}}{dx} + \frac{1}{2} \beta_2 \left( \frac{d\xi_1^{(2)}}{dx} \right)^2 \end{bmatrix} = [\beta^{(1)}_{(2\times10)}] \{d\}_{(10\times1)} \quad (5.10.29)
\]

where

\[
[\beta^{(1)}_{(2\times10)}] = \begin{bmatrix} \frac{1}{2} \begin{bmatrix} \bar{w}^{T} \frac{dT}{dx} \frac{dT}{dx} \end{bmatrix}^{\frac{1}{2}} \{\bar{w}\}_{(4\times4)}^{T} \{d\}_{(4\times4)}^{T} & 0 & 0 & z_2 \begin{bmatrix} \bar{w}^{T} \frac{dT}{dx} \frac{dT}{dx} \end{bmatrix}^{\frac{1}{2}} \{\bar{v}\}_{(1\times4)}^{T} \{\bar{v}\}_{(1\times4)}^{T} \{d\}_{(1\times4)}^{T} \{d\}_{(1\times4)}^{T} \{d\}_{(4\times4)}^{T} \{d\}_{(4\times4)}^{T} \{d\}_{(4\times4)}^{T} \{d\}_{(4\times4)}^{T} \{d\}_{(4\times4)}^{T} \} \end{bmatrix} \quad (5.10.30)
\]

Column-matrices \{\bar{w}\} and \{\bar{v}\} can be written in the form

\[
\begin{bmatrix} \{\bar{w}\}_{(4\times1)} \\
\{\bar{v}\}_{(4\times1)} \\
\{\bar{v}\}_{(4\times1)} \end{bmatrix} = \begin{bmatrix} \{I\}_{(4\times4)} & 0 \\
\{I\}_{(4\times4)} & 0 \\
\{I\}_{(4\times4)} & 0 \\
\end{bmatrix} \begin{bmatrix} \{\bar{w}\}_{(4\times4)} \\
\{\bar{v}\}_{(2\times1)} \\
\{\bar{v}\}_{(4\times1)} \\
\end{bmatrix} = \begin{bmatrix} \{I\}_{(4\times4)} & 0 \\
\{I\}_{(4\times4)} & 0 \\
\{I\}_{(4\times4)} & 0 \\
\end{bmatrix} \begin{bmatrix} \{\bar{w}\}_{(4\times4)} \\
\{\bar{v}\}_{(2\times1)} \\
\{\bar{v}\}_{(4\times1)} \\
\end{bmatrix} = \begin{bmatrix} \{I\}_{(4\times4)} & 0 \\
\{I\}_{(4\times4)} & 0 \\
\{I\}_{(4\times4)} & 0 \\
\end{bmatrix} \begin{bmatrix} \{d\}_{(10\times1)} \\
\{d\}_{(10\times1)} \\
\{d\}_{(10\times1)} \\
\end{bmatrix} \quad (5.10.30)
\]

where

\[
\{I\}_{(4\times4)} = \begin{bmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

Then

\[
[\beta^{(1)}_{(2\times10)}] \equiv \begin{bmatrix} \{d\}_{(10\times10)}^{T} \{\Phi\}_{(1\times10)}^{T} & 0 & 0 & \{d\}_{(10\times10)}^{T} \{\Phi\}_{(1\times10)}^{T} \end{bmatrix} \begin{bmatrix} \{d\}_{(10\times10)}^{T} \{\Phi\}_{(1\times10)}^{T} \end{bmatrix} = \begin{bmatrix} 0 \end{bmatrix} \quad (5.10.30)
\]
$$
= \begin{pmatrix}
1 \\
0 \\
\end{pmatrix}
\begin{bmatrix}
d \end{bmatrix}^T
\begin{bmatrix}
\Phi \\
0 \\
\Psi^{(1)} \\
\end{bmatrix},
$$

(5.10.31)

where

$$
\Phi = \frac{1}{2}
\begin{bmatrix}
I \\
0 \\
\end{bmatrix}^T
\begin{bmatrix}
\frac{d |N|}{dx} \\
\frac{d |N|}{dx} \\
\end{bmatrix},
$$

(5.10.32)

$$
\Psi^{(1)} = z_2
\begin{bmatrix}
I \\
0 \\
\end{bmatrix}^T
\begin{bmatrix}
\frac{d |N|}{dx} \\
\frac{d |N|}{dx} \\
\end{bmatrix} + \frac{1}{2} z_2^2
\begin{bmatrix}
0 \\
I \\
\end{bmatrix}^T
\begin{bmatrix}
\frac{d |N|}{dx} \\
\frac{d |N|}{dx} \\
\end{bmatrix},
$$

(5.10.33)

So,

$$
\begin{pmatrix}
\phi^{(1)} \\
\eta^{(1)} \\
\end{pmatrix} =
\begin{bmatrix}
B^{(1)} \\
(2 \times 10) \\
\end{bmatrix} +
\begin{bmatrix}
\beta^{(1)} \\
(2 \times 10) \\
\end{bmatrix},
$$

(5.10.34)

where

$$
B^{(1)} =
\begin{bmatrix}
0 & 0 & 0 & 0 & 2z_2 \frac{d M_1}{dx} & 2z_2 \frac{d M_2}{dx} & \frac{1}{2} z_2^2 \frac{d^2 N_1}{dx^2} & \frac{1}{2} z_2^2 \frac{d^2 N_2}{dx^2} & \frac{1}{2} z_2^2 \frac{d^2 N_3}{dx^2} & \frac{1}{2} z_2^2 \frac{d^2 N_4}{dx^2} \\
-\frac{d^2 N_1}{dx^2} & -\frac{d^2 N_2}{dx^2} & -\frac{d^2 N_3}{dx^2} & -\frac{d^2 N_4}{dx^2} & 0 & 0 & -2z_2 \frac{d^2 N_1}{dx^2} & -2z_2 \frac{d^2 N_2}{dx^2} & -2z_2 \frac{d^2 N_3}{dx^2} & -2z_2 \frac{d^2 N_4}{dx^2} \\
\end{bmatrix},
$$

\[
\beta^{(1)} =
\begin{pmatrix}
1 \\
0 \\
\end{pmatrix}
\begin{bmatrix}
d \end{bmatrix}^T
\begin{bmatrix}
\Phi \\
0 \\
\Psi^{(1)} \\
\end{bmatrix},
\]

\[
\Phi = \frac{1}{2}
\begin{bmatrix}
I \\
0 \\
\end{bmatrix}^T
\begin{bmatrix}
\frac{d |N|}{dx} \\
\frac{d |N|}{dx} \\
\end{bmatrix},
\]

\[
\Psi^{(1)} = z_2
\begin{bmatrix}
I \\
0 \\
\end{bmatrix}^T
\begin{bmatrix}
\frac{d |N|}{dx} \\
\frac{d |N|}{dx} \\
\end{bmatrix} + \frac{1}{2} z_2^2
\begin{bmatrix}
0 \\
I \\
\end{bmatrix}^T
\begin{bmatrix}
\frac{d |N|}{dx} \\
\frac{d |N|}{dx} \\
\end{bmatrix},
\]

\[
|N| = \begin{bmatrix} N_1 & N_2 & N_3 & N_4 \end{bmatrix},
\]

\[
|M| = \begin{bmatrix} M_1 & M_2 \end{bmatrix},
\]
CHAPTER 5

\[ N_1 = 1 - \frac{3x^2}{l^2} + \frac{2x^3}{l^3}, \quad N_2 = x - \frac{2x^2}{l} + \frac{x^3}{l^2}, \quad N_3 = \frac{3x^2}{l^3} - \frac{2x^3}{l^2}, \quad N_4 = -\frac{x^2}{l} + \frac{x^3}{l^2}, \]

\[ M_1 = 1 - \frac{x}{l}, \quad M_2 = \frac{x}{l}, \]

\[
\{d\} = \begin{bmatrix}
  w_0(0) & u_0'(0) & w_0(l) & u_0'(l) & \varepsilon_{zz}^{(k)}(0) & \varepsilon_{zz}^{(k)}(l) & \varepsilon_{zz}^{(2)}(0) & \varepsilon_{zz}^{(2)}(l) & \frac{dx^{(2)}}{dx}(0) & \frac{dx^{(2)}}{dx}(l)
\end{bmatrix}^T
\]

is a column-matrix of the nodal variables.

So, the first term in the expression (5.10.1) for the strain energy of the finite element of the plate is

\[
\frac{1}{2} \int_0^l \left( \begin{bmatrix}
  \beta^{(1)}(f) & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} + \begin{bmatrix}
  \eta^{(1)}(f) & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \right) \begin{bmatrix}
  D^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} d\{d\} =
\]

\[
= \frac{1}{2} \{d\}^T \begin{bmatrix}
  \frac{B^{(1)}}{D^{(1)}} + \frac{B^{(1)}}{D^{(1)}}
\end{bmatrix}^T \begin{bmatrix}
  B^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \{d\}
\]

\[
= \frac{1}{2} \{d\}^T \begin{bmatrix}
  \frac{B^{(1)}}{D^{(1)}}
\end{bmatrix}^T \begin{bmatrix}
  B^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \{d\}
\]

\[
= \frac{1}{2} \{d\}^T \begin{bmatrix}
  \frac{B^{(1)}}{D^{(1)}}
\end{bmatrix}^T \begin{bmatrix}
  B^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \{d\} + \frac{1}{2} \{d\}^T \begin{bmatrix}
  \frac{B^{(1)}}{D^{(1)}}
\end{bmatrix}^T \begin{bmatrix}
  B^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \{d\}
\]

\[
= \frac{1}{2} \{d\}^T \begin{bmatrix}
  \frac{B^{(1)}}{D^{(1)}}
\end{bmatrix}^T \begin{bmatrix}
  B^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \{d\} + \frac{1}{2} \{d\}^T \begin{bmatrix}
  \frac{B^{(1)}}{D^{(1)}}
\end{bmatrix}^T \begin{bmatrix}
  B^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \{d\}
\]

\[
= \frac{1}{2} \{d\}^T \begin{bmatrix}
  \frac{B^{(1)}}{D^{(1)}}
\end{bmatrix}^T \begin{bmatrix}
  B^{(1)} & \{f\} \\
  \{f\} & \{f\}
\end{bmatrix} \{d\} \quad \text{(5.10.35)}
\]

Matrix \(k^{(1)}\) in the first term of expression (5.10.35) is part of the stiffness matrix of the linearly formulated problem. Its components are shown in Appendix 5-A. The last three terms in the expression (5.10.35) are not quadratic with respect to the nodal variables. They lead to the part of
the internal force vector, that is nonlinear with respect to the nodal variables. The components of the nonlinear part of the internal force vector were derived with the use of MAPLE, a program for symbolic computation. As an illustration, the first component of the nonlinear part of the internal force vector is shown in Appendix 5-C².

Now, let us write the second term in the expression (5.10.1) for the strain energy in terms of the nodal variables. Analogously to equation (5.10.34), we obtain

\[
\begin{bmatrix}
\{ \theta^{(3)} \} \\
\{ f^{(3)} \} \\
\{ \eta^{(3)} \}
\end{bmatrix}_{(2 \times 3)} +
\begin{bmatrix}
\eta^{(3)}
\end{bmatrix}_{(2 \times 1)} =
\begin{bmatrix}
B^{(3)} \\
B^{(3)} +
\end{bmatrix}_{(2 \times 10)}
\begin{bmatrix}
\{ d \}
\end{bmatrix}_{(10 \times 1)},
\]

where

\[
B^{(3)} =
\begin{bmatrix}
-\frac{d^3 N_1}{dx^3} & -\frac{d^3 N_2}{dx^3} & -\frac{d^3 N_3}{dx^3} & -\frac{d^3 N_4}{dx^3} & 0 & 0 & -2 \frac{d^3 N_7}{dx^3} & -2 \frac{d^3 N_8}{dx^3} & -2 \frac{d^3 N_9}{dx^3} & -2 \frac{d^3 N_4}{dx^3}
\end{bmatrix}_{(2 \times 10)},
\]

\[
\beta^{(3)} =
\begin{bmatrix}
1 \\
0
\end{bmatrix}_{(2 \times 1)}
\begin{bmatrix}
\Phi^{(3)}
\end{bmatrix}_{(10 \times 10)}
\begin{bmatrix}
[\Phi] \\
[0]
\end{bmatrix}_{(10 \times 2)}
\begin{bmatrix}
\Psi^{(3)}
\end{bmatrix}_{(10 \times 10)}
\]

\[
[\Phi] = \frac{1}{2}
\begin{bmatrix}
[I] \\
(4 \times 4)
\frac{[I]}{(4 \times 6)}
(10 \times 4)
\end{bmatrix}
\begin{bmatrix}
\frac{d[N]}{dx} \\
(4 \times 1)
\frac{d[N]}{dx}
(1 \times 4)
\end{bmatrix}
\]

\[
[\Psi] = z_3
\begin{bmatrix}
[I] \\
(4 \times 4)
\frac{[I]}{(4 \times 6)}
(10 \times 4)
\end{bmatrix}
\begin{bmatrix}
[0] \\
(4 \times 6)
[0] \\
(4 \times 4)
\end{bmatrix}
\begin{bmatrix}
[I] \\
(4 \times 4)
\frac{[I]}{(4 \times 4)}
(10 \times 4)
\end{bmatrix}
\begin{bmatrix}
\frac{d[N]}{dx} \\
(4 \times 1)
\frac{d[N]}{dx}
(1 \times 4)
\end{bmatrix}
\]

So, the second term in the expression (5.10.1) for the strain energy of the beam is

\[
\frac{1}{2}
\int_0^L
\begin{bmatrix}
\{ \theta^{(3)} \} \\
\{ f^{(3)} \} \\
\{ \eta^{(3)} \}
\end{bmatrix}_{(2 \times 3)}
\begin{bmatrix}
D^{(3)} \\
D^{(3)} +
\end{bmatrix}_{(2 \times 10)}
\begin{bmatrix}
\{ d \}
\end{bmatrix}_{(10 \times 1)}
\]

²In Appendix 5-C, the first component of the nonlinear part of the internal force vector is written in terms of the nodal variables θ₁, numbered, for convenience, in a different way than the nodal variables d₁, as described in subsequent text.
\[
\frac{1}{2} \{d\}^T \int_0^l \begin{bmatrix} \mathbf{B}^{(3)} + \mathbf{f}^{(3)} \\ \mathbf{D}^{(3)} \end{bmatrix} (\mathbf{B}^{(3)} + \mathbf{f}^{(3)})^T \{d\} \, dx = \\
\frac{1}{2} \{d\}^T \int_0^l \begin{bmatrix} \mathbf{B}^{(3)} \\ \mathbf{D}^{(3)} \end{bmatrix} \begin{bmatrix} \mathbf{B}^{(3)} \\ \mathbf{D}^{(3)} \end{bmatrix} \{d\} \, dx + \\
\frac{1}{2} \{d\}^T \int_0^l \begin{bmatrix} \mathbf{B}^{(3)} \\ \mathbf{D}^{(3)} \end{bmatrix} \mathbf{f}^{(3)} \{d\} \, dx + \\
\frac{1}{2} \{d\}^T \int_0^l \begin{bmatrix} \mathbf{B}^{(3)} \\ \mathbf{D}^{(3)} \end{bmatrix} \mathbf{f}^{(3)} \{d\} \, dx.
\]

Matrix \([k^{(3)}]\) in the first term of expression (5.10.37) is part of the stiffness matrix of the linearly formulated problem. Its components are shown in Appendix 5-A. The last three terms in the expression (5.10.37) are not quadratic with respect to the nodal variables. They lead to the part of the internal force vector, that is nonlinear with respect to the nodal variables. As an illustration, the first component of the nonlinear part of the internal force vector is shown in Appendix 5-C.

Let us write the third term in the expression (5.10.1) for the strain energy in terms of the nodal variables. First, we will obtain an expression for \(\tilde{\mathbf{g}}^{(2)}\{f\}\) in terms of the nodal variables:

\[
\begin{bmatrix} \tilde{\mathbf{g}}^{(2)} \{f\} \\
\end{bmatrix} = 
\begin{bmatrix} \mathbf{v}_0 \\
\end{bmatrix},
\begin{bmatrix} \mathbf{v}_0 \\
\end{bmatrix} = 
\begin{bmatrix} \mathbf{N} \\
\end{bmatrix} \begin{bmatrix} \mathbf{w} \\
\end{bmatrix} + 
\begin{bmatrix} \mathbf{M} \\
\end{bmatrix} \begin{bmatrix} \mathbf{f} \\
\end{bmatrix} + 
\begin{bmatrix} \mathbf{N} \\
\end{bmatrix} \begin{bmatrix} \mathbf{f} \\
\end{bmatrix}.
\]
\[ \begin{align*}
= [\tilde{B}^{(2)}] \begin{Bmatrix}
\{\bar{w}\} \\
\{\bar{\varepsilon}\} \\
\{\bar{\varepsilon}'\}
\end{Bmatrix}
&= \begin{Bmatrix}
\{d\}
\end{Bmatrix}, \\
\gamma^{(2)} = [\tilde{f}(2)]
\end{align*} \]

where

\[ \begin{align*}
[\tilde{B}^{(2)}] = [\tilde{f}(2)]
&= \begin{bmatrix}
[N] & [0] & [0] \\
(1\times4) & (1\times2) & (1\times4) \\
[0] & [M] & [0] \\
(1\times4) & (1\times2) & (1\times4) \\
[0] & [0] & [N] \\
(1\times4) & (1\times2) & (1\times4) \\
\{N_1\} & \{N_2\} & \{N_3\} & \{N_4\}
\end{bmatrix}
\end{align*} \]

\[ \begin{align*}
= \begin{bmatrix}
0 & 0 & 0 \\
-\frac{d^2 \bar{w}}{dx^2} & 2 \frac{d \bar{w}}{dx} & 0 \\
0 & 0 & -\frac{1}{2} \frac{d^2 \bar{\varepsilon}}{dx^2} \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
N_4 \\
N_3 \\
N_2 \\
N_1
\end{bmatrix}
\end{align*} \]

\[ \begin{align*}
= \begin{bmatrix}
0 & 0 & 0 & 0 \\
-\frac{d^4 N_4}{dx^4} & -\frac{d^4 N_3}{dx^4} & -\frac{d^4 N_2}{dx^4} & -\frac{d^4 N_1}{dx^4} \\
0 & 0 & 0 & 0 \\
-\frac{1}{2} \frac{d^2 N_4}{dx^2} & -\frac{1}{2} \frac{d^2 N_3}{dx^2} & -\frac{1}{2} \frac{d^2 N_2}{dx^2} & -\frac{1}{2} \frac{d^2 N_1}{dx^2}
\end{bmatrix}
\end{align*} \]

Now, let us obtain an expression for \{\tilde{\eta}^{(2)}\}, defined by expression (5.10.6), in terms of the nodal variables:

\[ \begin{bmatrix}
\tilde{\eta}^{(2)} \\
(4\times1)
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{2} \{w_0, \varepsilon(2)\}^2 \\
\{w_0, \varepsilon(2)\} T \frac{d\{N\}^T}{dx} d\{N\}^T \\
\{\bar{\varepsilon}(2)\} T \frac{d\{N\}^T}{dx} d\{N\}^T \\
0
\end{bmatrix} \]

\[ \begin{align*}
= \begin{bmatrix}
\frac{1}{2} \{w_0, \varepsilon(2)\}^2 \\
\{w_0, \varepsilon(2)\} T \frac{d\{N\}^T}{dx} d\{N\}^T \\
\{\bar{\varepsilon}(2)\} T \frac{d\{N\}^T}{dx} d\{N\}^T \\
0
\end{bmatrix}
\end{align*} \]
\[
\begin{pmatrix}
\frac{1}{2} \begin{pmatrix}
\{ w \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T
\end{pmatrix}
\begin{pmatrix}
\frac{d[N]^T}{dx} \\
\frac{d[N]}{dx}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ w \} \\
\{ \varphi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ \varphi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ \varphi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{1}{2} \begin{pmatrix}
\{ w \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T
\end{pmatrix}
\begin{pmatrix}
\frac{d[N]^T}{dx} \\
\frac{d[N]}{dx}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ w \} \\
\{ \varphi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\end{pmatrix}
\]

where

\[
\begin{pmatrix}
\frac{1}{2} \begin{pmatrix}
\{ w \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T
\end{pmatrix}
\begin{pmatrix}
\frac{d[N]^T}{dx} \\
\frac{d[N]}{dx}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ w \} \\
\{ \varphi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{1}{2} \begin{pmatrix}
\{ w \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T \\
\{ \varphi \}^T
\end{pmatrix}
\begin{pmatrix}
\frac{d[N]^T}{dx} \\
\frac{d[N]}{dx}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ w \} \\
\{ \varphi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\{ d \}^T \\
\{ \Phi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ d \}^T \\
\{ \Phi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\{ d \}^T \\
\{ \Phi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
\{ d \}^T \\
\{ \Phi \}
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\end{pmatrix}
\]

\[
, \quad (5.10.40)
\]

where

\[
[\Phi] = \frac{1}{2} \begin{pmatrix}
[1] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[d[N]^T] \\
[d[N]]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[d[N]^T] \\
[d[N]]
\end{pmatrix}
\]

\[
[\Psi^{(2)}] = \frac{1}{2} \begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[1] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[d[N]^T] \\
[d[N]]
\end{pmatrix}
\begin{pmatrix}
[0] \\
[0] \\
[0] \\
[0]
\end{pmatrix}
\begin{pmatrix}
[d[N]^T] \\
[d[N]]
\end{pmatrix}
\]

\[
(5.10.41)
\]
and $[I]$ is a unit matrix:

$$
[I]_{(4 \times 4)} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}.
$$

So, the third term in the expression (5.10.1) for the strain energy of the beam is

$$
\frac{1}{2} \int_0^l \left( \begin{bmatrix} \hat{\beta}^{(2)} \{ f \} + \hat{\eta}^{(2)} \{ f \} \\
(4 \times 4) \end{bmatrix} \right)^T \begin{bmatrix} \hat{\beta}^{(2)} \{ f \} + \hat{\eta}^{(2)} \{ f \} \\
(4 \times 4) \end{bmatrix} dx =
$$

$$
= \frac{1}{2} \int_0^l \begin{bmatrix} \tilde{B}^{(2)} \{ d \} \\
(4 \times 10) \\
\hat{\beta}^{(2)} \{ d \} \\
(4 \times 10) \\
\end{bmatrix} \begin{bmatrix} \tilde{B}^{(2)} \{ d \} \\
(4 \times 4) \\
\hat{\beta}^{(2)} \{ d \} \\
(4 \times 4) \\
\end{bmatrix} dx
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \begin{bmatrix} \tilde{B}^{(2)} \\
(4 \times 10) \\
\hat{\beta}^{(2)} \\
(4 \times 10) \\
\end{bmatrix}^{T} \begin{bmatrix} \tilde{B}^{(2)} \\
(4 \times 4) \\
\hat{\beta}^{(2)} \\
(4 \times 4) \\
\end{bmatrix} dx \{ d \}^{T} =
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$
= \frac{1}{2} \{ d \}^{T} \int_0^l \tilde{B}^{(2)}^{T} \tilde{B}^{(2)} \{ d \}^{T} dx + \hat{\beta}^{(2)}^{T} \hat{\beta}^{(2)} \{ d \}^{T} dx +
$$

$$\tag{5.10.42}$$
Matrix $\hat{k}^{(2)}$ in the first term of expression (5.10.42) is a part of the stiffness matrix of the linearly formulated problem. Its components are shown in Appendix 5-A. The last three terms in the expression (5.10.42) are not quadratic with respect to the nodal variables. They lead to the part of the internal force vector, that is nonlinear with respect to the nodal variables. As an illustration, the first component of the nonlinear part of the internal force vector is shown in Appendix 5-C.

Let us write the fourth term in the expression (5.10.1) for the strain energy of the wide beam in terms of the nodal variables. This term is

$$\frac{1}{2} \int_0^l \{f\}^T [\hat{D}^{(2)}] \{f\} \, dx,$$

where

$$\{f\} = \begin{bmatrix} w_0 \\ v_0 \\ \varepsilon_{xx}^{(2)} \\ \varepsilon_{zz}^{(2)} \end{bmatrix}, \quad [N] = \begin{bmatrix} \{N\} \\ \{0\} \\ \{0\} \end{bmatrix}, \quad [M] = \begin{bmatrix} \{M\} \\ \{0\} \\ \{N\} \end{bmatrix},$$

$$\{w\} = \begin{bmatrix} \{w\} \\ \{0\} \end{bmatrix}, \quad \{Q\} = \begin{bmatrix} \{Q\} \end{bmatrix}, \quad \{d\} = \begin{bmatrix} \{d\} \end{bmatrix}.$$

$$\begin{bmatrix} [N] \\ [0] \\ [0] \end{bmatrix} = \begin{bmatrix} [0] \\ [M] \\ [0] \end{bmatrix} = \begin{bmatrix} [Q] \\ [d] \end{bmatrix} = \begin{bmatrix} [Q] \\ [d] \end{bmatrix} = \begin{bmatrix} [Q] \\ [d] \end{bmatrix} = \begin{bmatrix} [Q] \\ [d] \end{bmatrix} = \begin{bmatrix} [Q] \\ [d] \end{bmatrix}.$$

and $[\hat{D}^{(2)}]$ is defined by equation (5.10.10):

$$[\hat{D}^{(2)}] = 4 \bar{E} C_{xx}^{(2)} (z_3 - z_2) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & D_{22}^{(2)} & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$

Therefore,

$$\frac{1}{2} \int_0^l \{f\}^T [\hat{D}^{(2)}] \{f\} \, dx = \frac{1}{2} \{d\}^T [\overline{[\hat{D}^{(2)}]}] \{d\} = \frac{1}{2} \{d\}^T \left[ \begin{array}{c} \{d\} \\ \{d\} \end{array} \right],$$

$$= \frac{1}{2} \{d\}^T \left[ \begin{array}{c} \{d\} \\ \{d\} \end{array} \right].$$

(5.10.45)
where

\[
\begin{bmatrix}
[k^{(2)}]_{(10\times10)} = \int_0^i [Q]_{(10\times3)} ^T \begin{bmatrix} \overline{D}^{(2)} \end{bmatrix}_{(3\times3)} [Q]_{(3\times10)} \, dx = \\
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{3} t \overline{D}_{22}^{(2)} & \frac{1}{6} t \overline{D}_{22}^{(2)} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{6} t \overline{D}_{22}^{(2)} & \frac{1}{3} t \overline{D}_{22}^{(2)} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
\]

(5.10.46)

is a part of the stiffness matrix.

Now, let us write the strain energy of the elastic foundation in terms of the nodal variables. According to equation (5.6.6), the strain energy of the elastic foundation is

\[
U_f = \frac{1}{2} b \int_0^i s(x) \{ f \} ^T \begin{bmatrix} \overline{D} \end{bmatrix}_{(1\times3)} \{ f \}_{(3\times1)} \, dx,
\]

where, according to equation (5.6.5),

\[
[\overline{D}] = \begin{bmatrix}
1 & 0 & z_2 \\
0 & 0 & 0 \\
z_2 & 0 & z_2^2
\end{bmatrix}
\]

and, according to equation (5.10.43),

\[
\{ f \} = [Q] \{ d \}_{(3\times10)(10\times1)}
\]

where

\[
[Q]_{(3\times10)} = \begin{bmatrix}
N_1 & N_2 & N_3 & N_4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & M_1 & M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & N_1 & N_2 & N_3 & N_4
\end{bmatrix}
\]
and \( \{d\} \) is a column-matrix of the nodal variables. So,

\[
U_f = \frac{1}{2} b \int_0^l s(x) \left\{ f \right\}^T \left[ D \right] \left\{ f \right\} \, dx = \frac{1}{2} \left\{ d \right\}^T \left[ k(f) \right] \left\{ d \right\},
\]

where

\[
\left[ k(f) \right] = b \int_0^l s(x) \left[ \left[ Q \right] \right]^T \left[ D \right] \left[ Q \right] \, dx
\]

(5.10.48)

is part of the stiffness matrix of the system.

If \( s(x) = \text{const} \), then

\[
\left[ k(f) \right] = bs \int_0^l \left[ \left[ Q \right]^T \left[ \begin{array}{ccc} 1 & 0 & z_2 \\ 0 & 0 & 0 \\ z_2 & 0 & z_2^2 \end{array} \right] \right. \left[ Q \right] \, dx = \left[
\begin{array}{cccc}
\frac{13}{35} l^2 & \frac{11}{210} l^2 & \frac{9}{70} l^2 & -\frac{13}{35} l^2 \\
\frac{11}{210} l^2 & \frac{1}{105} l^3 & \frac{12}{420} l^2 & -\frac{1}{105} l^3 \\
\frac{9}{70} l^2 & \frac{12}{420} l^2 & \frac{13}{35} l^2 & -\frac{11}{210} l^2 \\
-\frac{13}{420} l^2 & -\frac{1}{140} l^3 & -\frac{11}{210} l^2 & \frac{1}{105} l^3 \\
0 & 0 & 0 & 0 \\
-\frac{13}{35} l^2 & \frac{11}{210} l^2 & \frac{9}{70} l^2 & -\frac{13}{35} l^2 \\
\frac{11}{210} l^2 & \frac{1}{105} l^3 & \frac{12}{420} l^2 & -\frac{1}{105} l^3 \\
\frac{9}{70} l^2 & \frac{12}{420} l^2 & \frac{13}{35} l^2 & -\frac{11}{210} l^2 \\
-\frac{13}{420} l^2 & -\frac{1}{140} l^3 & -\frac{11}{210} l^2 & \frac{1}{105} l^3 \\
-\frac{13}{35} l^2 & \frac{11}{210} l^2 & \frac{9}{70} l^2 & -\frac{13}{35} l^2 \\
\frac{11}{210} l^2 & \frac{1}{105} l^3 & \frac{12}{420} l^2 & -\frac{1}{105} l^3 \\
\frac{9}{70} l^2 & \frac{12}{420} l^2 & \frac{13}{35} l^2 & -\frac{11}{210} l^2 \\
-\frac{13}{420} l^2 & -\frac{1}{140} l^3 & -\frac{11}{210} l^2 & \frac{1}{105} l^3 \\
\end{array} \right]
\]

(5.10.49)

The strain energy of the mechanical system under consideration is the sum of the strain energies of the lower face sheet, the upper face sheet, the core and the elastic foundation. Therefore, according to the equations (5.10.35), (5.10.37), (5.10.42), (5.10.45) and (5.10.47), the part of the strain energy of the system that is quadratic with respect to the nodal variables\(^3\), is

\[
U_i = \frac{1}{2} \left\{ d \right\}^T \left[ k(f) \right] \left\{ d \right\},
\]

(5.10.50)

\(^3\) i.e. the strain energy of the linearly formulated problem
where
\[
[k^{(1)}] = [k^{(1)}] + [k^{(3)}] + \hat{[k]}^{(2)} + [\hat{k}]^{(2)} + [k^{(f)}],
\] (5.10.51)
is the stiffness matrix of the linearly formulated problem. The part of the strain energy of the system that is not quadratic with respect to the nodal variables\(^4\)
\[
U_{nl} = \frac{1}{2} \begin{bmatrix} d \end{bmatrix}_{(1 \times 10)}^T \int_0^l \begin{bmatrix} \beta^{(1)} \end{bmatrix}_{(10 \times 2)}^T \begin{bmatrix} [D^{(1)}] \end{bmatrix}_{(2 \times 2)} \begin{bmatrix} B^{(1)} \end{bmatrix}_{(10 \times 1)} dx \begin{bmatrix} d \end{bmatrix} + \]
\[
+ \frac{1}{2} \begin{bmatrix} d \end{bmatrix}_{(1 \times 10)}^T \int_0^l \begin{bmatrix} \beta^{(1)} \end{bmatrix}_{(10 \times 2)}^T \begin{bmatrix} [D^{(1)}] \end{bmatrix}_{(2 \times 2)} \begin{bmatrix} \beta^{(1)} \end{bmatrix}_{(10 \times 1)} dx \begin{bmatrix} d \end{bmatrix} + \]
\[
+ \frac{1}{2} \begin{bmatrix} d \end{bmatrix}_{(1 \times 10)}^T \int_0^l \begin{bmatrix} \beta^{(3)} \end{bmatrix}_{(10 \times 2)}^T \begin{bmatrix} [D^{(3)}] \end{bmatrix}_{(2 \times 2)} \begin{bmatrix} B^{(3)} \end{bmatrix}_{(10 \times 1)} dx \begin{bmatrix} d \end{bmatrix} + \]
\[
+ \frac{1}{2} \begin{bmatrix} d \end{bmatrix}_{(1 \times 10)}^T \int_0^l \begin{bmatrix} \beta^{(3)} \end{bmatrix}_{(10 \times 2)}^T \begin{bmatrix} [D^{(3)}] \end{bmatrix}_{(2 \times 2)} \begin{bmatrix} \beta^{(3)} \end{bmatrix}_{(10 \times 1)} dx \begin{bmatrix} d \end{bmatrix} + \]
\[
+ \frac{1}{2} \begin{bmatrix} d \end{bmatrix}_{(1 \times 10)}^T \int_0^l \begin{bmatrix} \beta^{(2)} \end{bmatrix}_{(10 \times 4)}^T \begin{bmatrix} [D^{(2)}] \end{bmatrix}_{(4 \times 4)} \begin{bmatrix} \beta^{(2)} \end{bmatrix}_{(4 \times 10)} dx \begin{bmatrix} d \end{bmatrix} + \]
\[
+ \frac{1}{2} \begin{bmatrix} d \end{bmatrix}_{(1 \times 10)}^T \int_0^l \begin{bmatrix} \beta^{(2)} \end{bmatrix}_{(10 \times 4)}^T \begin{bmatrix} [D^{(2)}] \end{bmatrix}_{(4 \times 4)} \begin{bmatrix} \beta^{(2)} \end{bmatrix}_{(4 \times 10)} dx \begin{bmatrix} d \end{bmatrix}.
\] (5.10.52)

\(^4\)i.e. the part of the strain energy that appears due to nonlinear terms in the strain-displacement relations.
5.10.2 Kinetic energy in terms of the nodal variables

Now, we need to derive a matrix of inertia of a finite element. For this we need to derive an expression for a kinetic energy of the system in terms of the time derivatives of the nodal variables. The kinetic energy of the system is a sum of kinetic energies of the sandwich plate and the cargo. According to equations (4.10.8) and (4.11.5), the kinetic energy of the sandwich plate and the cargo, over a finite element, is

\[
K = \frac{1}{2} \rho^{(1)} b \int_0^l \left( \begin{bmatrix} \vec{\gamma}^{(1)} \\ \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right)^T \left[ \begin{bmatrix} \vec{D}^{(1)} \\ (3 \times 3) \end{bmatrix} \right] \left( \begin{bmatrix} \vec{\gamma}^{(1)} \\ \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right) dx + \right.
\]

\[
\frac{1}{2} \rho^{(2)} b \int_0^l \left( \begin{bmatrix} \vec{\gamma}^{(2)} \\ \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right)^T \left[ \begin{bmatrix} \vec{D}^{(2)} \\ (4 \times 4) \end{bmatrix} \right] \left( \begin{bmatrix} \vec{\gamma}^{(2)} \\ \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right) dx + \right.
\]

\[
\frac{1}{2} \rho^{(3)} b \int_0^l \left( \begin{bmatrix} \vec{\gamma}^{(3)} \\ \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right)^T \left[ \begin{bmatrix} \vec{D}^{(3)} \\ (3 \times 3) \end{bmatrix} \right] \left( \begin{bmatrix} \vec{\gamma}^{(3)} \\ \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right) dx + \right.
\]

\[
\frac{1}{2} b \int_0^l \mu H(x) \left( \begin{bmatrix} \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right)^T \left[ \begin{bmatrix} \vec{D}_c \\ (3 \times 3) \end{bmatrix} \right] \left( \begin{bmatrix} \frac{\partial}{\partial t} \{ f \} \end{bmatrix} \right) dx ,
\]

(5.10.54)

where

\[
\begin{bmatrix} \vec{D}^{(1)} \\ (3 \times 3) \end{bmatrix} = \begin{bmatrix} z_2 - z_1 & \frac{1}{2} (z_2^2 - z_1^2) & 0 \\
\frac{1}{2} (z_2^2 - z_1^2) & \frac{1}{3} (z_2^3 - z_1^3) & 0 \\
0 & 0 & z_2 - z_1 \end{bmatrix},
\]

\[
\begin{bmatrix} \vec{D}^{(2)} \\ (4 \times 4) \end{bmatrix} = \begin{bmatrix} \frac{1}{3} (z_3^3 - z_2^3) & \frac{1}{4} (z_3^4 - z_2^4) & 0 & 0 \\
\frac{1}{4} (z_3^4 - z_2^4) & \frac{1}{5} (z_3^5 - z_2^5) & 0 & 0 \\
0 & 0 & z_3 - z_2 & \frac{1}{2} (z_3^2 - z_2^2) \\
0 & 0 & \frac{1}{2} (z_3^2 - z_2^2) & \frac{1}{3} (z_3^3 - z_2^3) \end{bmatrix},
\]

\[
\begin{bmatrix} \vec{D}^{(3)} \\ (3 \times 3) \end{bmatrix} = \begin{bmatrix} z_4 - z_3 & \frac{1}{2} (z_4^2 - z_3^2) & 0 \\
\frac{1}{2} (z_4^2 - z_3^2) & \frac{1}{3} (z_4^3 - z_3^3) & 0 \\
0 & 0 & z_4 - z_3 \end{bmatrix},
\]
\[
\begin{bmatrix}
\tilde{D}_c \\
(3\times 3)
\end{bmatrix} = \begin{bmatrix}
1 & 0 & z_3 \\
0 & 0 & 0 \\
0 & 0 & z_3^2
\end{bmatrix},
\]

\[
[\tilde{\beta}^{(1)}] = \begin{bmatrix}
0 & 2z_2 & \frac{1}{2} z_2^2 \frac{d}{dx} \\
-\frac{d}{dx} & 0 & -z_2 \frac{d}{dx} \\
1 & 0 & z_2
\end{bmatrix},
\]

\[
[\tilde{\beta}^{(2)}] = \begin{bmatrix}
-\frac{d}{dx} & 2 & 0 \\
0 & 0 & -\frac{1}{2} \frac{d}{dx} \\
1 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

\[
[\tilde{\beta}^{(3)}] = \begin{bmatrix}
0 & 2z_3 & \frac{1}{2} z_3^2 \frac{d}{dx} \\
-\frac{d}{dx} & 0 & -z_3 \frac{d}{dx} \\
1 & 0 & z_3
\end{bmatrix},
\]

\(\mu\) is a mass of the cargo per unit area of contact with the platform; \(H(x)\) is a function, defined as follows:

\[
H(x) = \begin{cases} 
1 & \text{in region of the upper surface, occupied by the cargo} \\
0 & \text{in region of the upper surface, not occupied by the cargo}
\end{cases}
\]

\[
\{f\} = \begin{bmatrix}
w_0 \\
\varepsilon_x^{(2)} \\
\varepsilon_x^{(2)} \\
\varepsilon_x^{(2)}
\end{bmatrix},
\]

According to equation (5.10.43),

\[
\{f\} = [Q] \{d\},
\]

where

\[
[Q] = \begin{bmatrix}
N_1 & N_2 & N_3 & N_4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & M_1 & M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & N_1 & N_2 & N_3 & N_4
\end{bmatrix}
\]
and \( \{d\} \) is a column-matrix of the nodal variables.

Let us write the first term of the expression (5.10.54) for the kinetic energy in terms of the time derivatives of the nodal variables. This term is

\[
\frac{1}{2} \rho^{(1)} b \int_0^l \left( \tilde{\beta}^{(1)} \frac{\partial}{\partial t} \{f\} \right)^T \tilde{D}^{(1)} \left( \tilde{\beta}^{(1)} \frac{\partial}{\partial t} \{f\} \right) \, dx.
\]

In this expression

\[
\left[ \tilde{\beta}^{(1)} \right] \frac{\partial}{\partial t} \{f\} = \left[ \tilde{\beta}^{(1)} \right] \frac{\partial}{\partial t} \{Q\} \{d\} =
\]

\[
= \left[ \tilde{\beta}^{(1)} \right] \{Q\} \frac{\partial}{\partial t} \{d\} = \left[ \tilde{\beta}^{(1)} \right] \{Q\} \{d\} =
\]

\[
= \begin{bmatrix}
0 & 2z_2 & \frac{1}{2} z_2^2 \frac{d}{dz} \\
-\frac{d}{dz} & 0 & -z_2 \frac{d}{dz} \\
1 & 0 & z_2 \\
\end{bmatrix}
\begin{bmatrix}
N_1 & N_2 & N_3 & N_4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & M_1 & M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & N_1 & N_2 & N_3 & N_4 \\
\end{bmatrix}
\{d\} = \begin{bmatrix}
N_1 & N_2 & N_3 & N_4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & M_1 & M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & N_1 & N_2 & N_3 & N_4 \\
\end{bmatrix}
\}
\]

\[
= \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{dN_1}{dz} & -\frac{dN_2}{dz} & -\frac{dN_3}{dz} & -\frac{dN_4}{dz} & 0 & 0 & -z_2 \frac{dN_1}{dz} & -z_2 \frac{dN_2}{dz} & -z_2 \frac{dN_3}{dz} & -z_2 \frac{dN_4}{dz} \\
N_1 & N_2 & N_3 & N_4 & 0 & 0 & z_2 N_1 & z_2 N_2 & z_2 N_3 & z_2 N_4 \\
\end{bmatrix}
\{d\} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{dN_1}{dz} & -\frac{dN_2}{dz} & -\frac{dN_3}{dz} & -\frac{dN_4}{dz} & 0 & 0 & -z_2 \frac{dN_1}{dz} & -z_2 \frac{dN_2}{dz} & -z_2 \frac{dN_3}{dz} & -z_2 \frac{dN_4}{dz} \\
N_1 & N_2 & N_3 & N_4 & 0 & 0 & z_2 N_1 & z_2 N_2 & z_2 N_3 & z_2 N_4 \\
\end{bmatrix}
\}
\]

\[
= \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{dN_1}{dz} & -\frac{dN_2}{dz} & -\frac{dN_3}{dz} & -\frac{dN_4}{dz} & 0 & 0 & -z_2 \frac{dN_1}{dz} & -z_2 \frac{dN_2}{dz} & -z_2 \frac{dN_3}{dz} & -z_2 \frac{dN_4}{dz} \\
N_1 & N_2 & N_3 & N_4 & 0 & 0 & z_2 N_1 & z_2 N_2 & z_2 N_3 & z_2 N_4 \\
\end{bmatrix}
\}
\]

\[
= \left[ C^{(1)} \right] \{d\},
\]

(5.10.55)

where

\[
\left[ C^{(1)} \right] = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{dN_1}{dz} & -\frac{dN_2}{dz} & -\frac{dN_3}{dz} & -\frac{dN_4}{dz} & 0 & 0 & -z_2 \frac{dN_1}{dz} & -z_2 \frac{dN_2}{dz} & -z_2 \frac{dN_3}{dz} & -z_2 \frac{dN_4}{dz} \\
N_1 & N_2 & N_3 & N_4 & 0 & 0 & z_2 N_1 & z_2 N_2 & z_2 N_3 & z_2 N_4 \\
\end{bmatrix}
\]
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\[
\begin{bmatrix}
0 & 6x \frac{l - z}{l + z} & 1 - 3 \frac{x^2}{l^2} + 2 \frac{z^3}{l^2} \\
0 & - \frac{l^2 - 4z^2 + 3x^2}{l^2} & x - 2 \frac{z^2}{l^2} + \frac{z}{l^2} \\
0 & -6x \frac{l - z}{l + z} & 3 \frac{z^2}{l^2} - 2 \frac{x}{l^2} \\
0 & x \frac{2l - 3x}{l^2} & - \frac{z^2}{l^2} + \frac{z}{l^2} \\
2x_2 \left( 1 - \frac{x}{l} \right) & 0 & 0 \\
2x_2 \frac{x}{l} & 0 & 0 \\
-3x_2^2 \frac{x}{l^2} & 6x_2 \frac{x}{l^2} & x_2 \left( 1 - 3 \frac{x^2}{l^2} + 2 \frac{z^3}{l^2} \right) \\
\frac{1}{2} x_2^2 \frac{l^2 - 4z^2 + 3x^2}{l^2} & -2x_2 \frac{l^2 - 4z^2 + 3x^2}{l^2} & x_2 \left( x - 2 \frac{z^2}{l^2} + \frac{z}{l^2} \right) \\
3x_2^2 \frac{x}{l^2} & -6x_2 \frac{x}{l^2} & x_2 \left( 3 \frac{z^2}{l^2} - 2 \frac{x}{l^2} \right) \\
- \frac{1}{2} x_2^2 \frac{2l - 3x}{l^2} & x_2 \frac{2l - 3x}{l^2} & x_2 \left( - \frac{z^2}{l^2} + \frac{z}{l^2} \right)
\end{bmatrix}^T
\]

Substitution of (5.10.55) into the first term of expression (5.10.54) yields

\[
\frac{1}{2} \rho^{(1)b} \int_0^l \left( \frac{\partial \{f\} \cdot \partial (f)}{(3 \times 3)} \right)^T \left( \bar{D}^{(1)} \right) \left( \frac{\partial \{f\} \cdot \partial (f)}{(3 \times 3)} \right) \, dx =
\]

\[
= \frac{1}{2} \begin{bmatrix} d \end{bmatrix}^T \begin{bmatrix} m^{(1)} \end{bmatrix} \begin{bmatrix} d \end{bmatrix},
\]

where

\[
\begin{bmatrix} m^{(1)} \end{bmatrix} = \rho^{(1)b} \int_0^l \begin{bmatrix} G^{(1)} \end{bmatrix}^T \left( \bar{D}^{(1)} \right) \begin{bmatrix} G^{(1)} \end{bmatrix} \, dx.
\]

The components of the matrix \([m^{(1)}]\) are written in Appendix 5-B.

Now, let us write the second term of the expression (5.10.54) for the kinetic energy in terms of the time derivatives of the nodal variables. This term is

\[
\frac{1}{2} \rho^{(2)b} \int_0^l \left( \frac{\partial \{f\} \cdot \partial (f)}{(4 \times 3)} \right)^T \left( \bar{D}^{(2)} \right) \left( \frac{\partial \{f\} \cdot \partial (f)}{(4 \times 3)} \right) \, dx.
\]

In this expression

\[
\left( \frac{\partial \{f\} \cdot \partial (f)}{(4 \times 3)} \right) = \left( \frac{\partial \{ \bar{g}^{(2)} \} \cdot \partial (Q) \cdot \{ d \}}{(4 \times 3)} \right) = \left( \frac{\partial \{ \bar{g}^{(2)} \} \cdot \partial (Q) \cdot \{ d \}}{(4 \times 3)} \right).
\]
\[
\begin{bmatrix}
\begin{array}{ccc}
-\frac{d}{dx} & 2 & 0 \\
0 & 0 & -\frac{1}{2} \frac{d}{dx} \\
1 & 0 & 0 \\
0 & 0 & 1 \\
\end{array}
\end{bmatrix}
\begin{bmatrix}
N_1 \\
N_2 \\
N_3 \\
N_4 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
M_1 \\
M_2 \\
0 \\
0 \\
0 \\
N_1 \\
N_2 \\
N_3 \\
N_4 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\right] = \{\tilde{d}\} = \begin{bmatrix} \vdots \end{bmatrix}^{(10 \times 1)}
\]

\[
\begin{bmatrix}
-\frac{dN_1}{dx} & -\frac{dN_2}{dx} & -\frac{dN_3}{dx} & -\frac{dN_4}{dx} & 2M_1 & 2M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \frac{dN_1}{dx} & -\frac{1}{2} \frac{dN_2}{dx} & -\frac{1}{2} \frac{dN_3}{dx} & -\frac{1}{2} \frac{dN_4}{dx} \\
N_1 & N_2 & N_3 & N_4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & N_1 & N_2 & N_3 & N_4 \\
\end{bmatrix}
\right] = \left[ G^{(2)} \right] \begin{bmatrix} \vdots \end{bmatrix}^{(10 \times 1)},
\]

\begin{align}
\left[ G^{(2)} \right] = \begin{bmatrix}
-\frac{dN_1}{dx} & -\frac{dN_2}{dx} & -\frac{dN_3}{dx} & -\frac{dN_4}{dx} & 2M_1 & 2M_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \frac{dN_1}{dx} & -\frac{1}{2} \frac{dN_2}{dx} & -\frac{1}{2} \frac{dN_3}{dx} & -\frac{1}{2} \frac{dN_4}{dx} \\
0 & 0 & 0 & 0 & 0 & 0 & N_1 & N_2 & N_3 & N_4 \\
\end{bmatrix}
\end{align}

\begin{align}
\begin{bmatrix}
-6x - \frac{1}{2} \frac{x}{t^3} \\
-\frac{1}{2} \frac{x^3}{t^4} \\
6x - \frac{1}{2} \frac{x}{t^3} \\
-2 - \frac{x}{t^2} \\
0 \\
2 - \frac{x}{t^2} \\
0 \\
0 \\
0 \\
0 \\
0 \\
1 - 3 \frac{x^2}{t^2} + 2 \frac{x^3}{t^3} \\
0 \\
-3x - \frac{1}{2} \frac{x}{t^3} \\
0 \\
-\frac{1}{2} \frac{x^3}{t^4} \\
0 \\
3x - \frac{1}{2} \frac{x}{t^3} \\
0 \\
-\frac{1}{2} x - \frac{2x^2}{t^3} + \frac{x^3}{t^2} \\
\end{bmatrix}^T
\end{align}

Substitution of expression (5.10.59) into the second term of expression (5.10.54) for the kinetic
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energy yields

\[ \frac{1}{2} \rho^{(2)} b \int_0^l \left[ \begin{bmatrix} \vec\gamma^{(2)}_1 \end{bmatrix} \frac{\partial}{\partial t} \{ f \} \right] \left[ \begin{bmatrix} \vec\gamma^{(2)}_2 \end{bmatrix} \frac{\partial}{\partial t} \{ f \} \right]^T \, dx = \]

\[ = \frac{1}{2} \left( \begin{bmatrix} d \end{bmatrix} \right) \left[ \begin{bmatrix} m^{(2)} \end{bmatrix} \right] \left( \begin{bmatrix} d \end{bmatrix} \right)^T, \tag{5.10.61} \]

where

\[ \left[ m^{(2)} \right] = \rho^{(1)} b \int_0^l \left[ \begin{bmatrix} G^{(2)} \end{bmatrix} \frac{\partial}{\partial t} \left[ \begin{bmatrix} \vec\gamma^{(2)} \end{bmatrix} \right]^T \left[ \begin{bmatrix} G^{(2)} \end{bmatrix} \right] \, dx. \tag{5.10.62} \]

The components of the matrix \[ m^{(2)} \] are written in Appendix 5-B.

Now, let us write the third term of the expression (5.10.54) for the kinetic energy in terms of the time derivatives of the nodal variables. This term is

\[ \frac{1}{2} \rho^{(3)} b \int_0^l \left[ \begin{bmatrix} \vec\gamma^{(3)} \end{bmatrix} \frac{\partial}{\partial t} \{ f \} \right] \left[ \begin{bmatrix} \vec\gamma^{(3)} \end{bmatrix} \frac{\partial}{\partial t} \{ f \} \right]^T \, dx. \]

In this expression

\[ \left[ \vec\gamma^{(3)} \right] \frac{\partial}{\partial t} \{ f \} = \left[ \vec\gamma^{(3)} \right] \frac{\partial}{\partial t} \left[ \begin{bmatrix} Q \end{bmatrix} \right] \{ d \} = \left[ \vec\gamma^{(3)} \right] \left[ \begin{bmatrix} Q \end{bmatrix} \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \left[ \vec\gamma^{(3)} \right] \left[ Q \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \left[ \vec\gamma^{(3)} \right] \left[ Q \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \]

\[ = \left[ \begin{bmatrix} N_1 & N_2 & N_3 & N_4 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \right] \left[ \begin{bmatrix} 0 & \frac{1}{2} z_3^2 \frac{d}{dx} \frac{d}{dx} \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \left( \begin{bmatrix} d \end{bmatrix} \right) \]

\[ = \left[ \begin{bmatrix} -\frac{dN_1}{dx} & -\frac{dN_2}{dx} & -\frac{dN_3}{dx} & -\frac{dN_4}{dx} & 0 & 0 & -z_3 \frac{dN_1}{dx} & -z_3 \frac{dN_2}{dx} & -z_3 \frac{dN_3}{dx} & -z_3 \frac{dN_4}{dx} \end{bmatrix} \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \left( \begin{bmatrix} d \end{bmatrix} \right) \]

\[ = \left[ \begin{bmatrix} 0 & 0 & 0 & 0 & 2z_3 M_1 & 2z_3 M_2 & \frac{1}{2} z_3^2 \frac{dN_1}{dx} & \frac{1}{2} z_3^2 \frac{dN_2}{dx} & \frac{1}{2} z_3^2 \frac{dN_3}{dx} & \frac{1}{2} z_3^2 \frac{dN_4}{dx} \end{bmatrix} \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \left( \begin{bmatrix} d \end{bmatrix} \right) \]

\[ = \left[ \begin{bmatrix} 0 & 0 & 0 & 0 & 2z_3 M_1 & 2z_3 M_2 & \frac{1}{2} z_3^2 \frac{dN_1}{dx} & \frac{1}{2} z_3^2 \frac{dN_2}{dx} & \frac{1}{2} z_3^2 \frac{dN_3}{dx} & \frac{1}{2} z_3^2 \frac{dN_4}{dx} \end{bmatrix} \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \left( \begin{bmatrix} d \end{bmatrix} \right) \]

\[ = \left[ \begin{bmatrix} N_1 & N_2 & N_3 & N_4 & 0 & 0 & z_3 N_1 & z_3 N_2 & z_3 N_3 & z_3 N_4 \end{bmatrix} \right] \left( \begin{bmatrix} d \end{bmatrix} \right) = \left( \begin{bmatrix} d \end{bmatrix} \right) \]
\[ G^{(3)} = \begin{bmatrix} d \end{bmatrix}, \quad \{ \{d\} \} \text{,} \] 

(5.10.63)

where

\[
\begin{bmatrix} G^{(3)} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 2z_3 M_1 & 2z_3 M_2 & \frac{1}{2} z_3^2 \frac{dN_1}{dx} & \frac{1}{2} z_3^2 \frac{dN_2}{dx} & \frac{1}{2} z_3^2 \frac{dN_3}{dx} & \frac{1}{2} z_3^2 \frac{dN_4}{dx} \\
-N_1 \frac{dN_1}{dx} & -N_2 \frac{dN_2}{dx} & -N_3 \frac{dN_3}{dx} & -N_4 \frac{dN_4}{dx} & 0 & 0 & -z_3^2 \frac{dN_1}{dx} & -z_3^2 \frac{dN_2}{dx} & -z_3^2 \frac{dN_3}{dx} & -z_3^2 \frac{dN_4}{dx} \\
N_1 & N_2 & N_3 & N_4 & 0 & 0 & z_3 N_1 & z_3 N_2 & z_3 N_3 & z_3 N_4 \end{bmatrix} =
\]

(5.10.64)

Substitution of (5.10.63) into the third term of expression (5.10.54) yields

\[
\frac{1}{2} \rho^{(3)b} \int_0^l \begin{bmatrix} \frac{\partial (\{d\})}{\partial t} \end{bmatrix}^T \left[ \begin{bmatrix} D^{(3)} \end{bmatrix} \begin{bmatrix} D^{(3)} \end{bmatrix} \end{bmatrix} \begin{bmatrix} \frac{\partial \{f\}}{\partial t} \end{bmatrix} \begin{bmatrix} \frac{\partial \{f\}}{\partial t} \end{bmatrix} \right] \ dx =
\]

(5.10.65)

where

\[
\begin{bmatrix} m^{(3)} \end{bmatrix} = \rho^{(3)b} \int_0^l \begin{bmatrix} G^{(3)} \end{bmatrix}^T \left[ \begin{bmatrix} \tilde{D}^{(3)} \end{bmatrix} \begin{bmatrix} \tilde{D}^{(3)} \end{bmatrix} \end{bmatrix} \begin{bmatrix} G^{(3)} \end{bmatrix} \ dx.
\]

(5.10.66)

The components of the matrix \[ m^{(3)} \] are written in Appendix 5-B.

Now, let us write the fourth term of the expression (5.10.54) for the kinetic energy in terms of the time derivatives of the nodal variables. This term is

\[
\frac{1}{2} \mu \int_0^l H(x) \begin{bmatrix} \frac{\partial \{f\}}{\partial t} \end{bmatrix}^T \left[ \begin{bmatrix} \tilde{D} \end{bmatrix} \begin{bmatrix} \frac{\partial \{f\}}{\partial t} \end{bmatrix} \end{bmatrix} \ dx,
\]

(5.10.67)
where \( \mu \) is a mass of the cargo per unit area of contact with the platform; \( H(x) \) is a function, defined as follows:

\[
H(x) = \begin{cases} 
1 & \text{in region of the upper surface, occupied by the cargo} \\
0 & \text{in region of the upper surface, not occupied by the cargo}
\end{cases}
\]

Let us consider a finite element, the upper surface of which is fully occupied by the cargo. Then \( H(x) \equiv 1 \) within this finite element. In this case the fourth term of the expression (19.54) for the kinetic energy is

\[
\frac{1}{2} b \int_0^l \mu \left( \frac{\partial}{\partial t} \{ f \} \right) \left( \frac{\partial}{\partial t} \{ f \} \right)^T \{ \mathcal{D}_c \} \{ \mathcal{D}_c \} \{ f \} \ dx = \\
= \frac{1}{2} b \int_0^l \mu \left( \begin{array}{c} [Q] \\ \{ d \} \end{array} \right)^T \left( \begin{array}{c} \{ d \} \\ \{ d \} \end{array} \right) \ dx = \\
= \frac{1}{2} \begin{bmatrix} \{ d \} \\ \{ d \} \end{bmatrix}^T \left( b \int_0^l \mu \left( \begin{array}{c} [Q] \\ \{ d \} \end{array} \right)^T \left( \begin{array}{c} \{ d \} \\ \{ d \} \end{array} \right) \ dx \right) \\
= \frac{1}{2} \begin{bmatrix} \{ d \} \\ \{ d \} \end{bmatrix}^T \left[ m^{(c)} \right] \begin{bmatrix} \{ d \} \\ \{ d \} \end{bmatrix}, \tag{5.1067}
\]

where

\[
\left[ m^{(c)} \right] = b \int_0^l \mu \left( \begin{array}{c} [Q] \\ \{ d \} \end{array} \right)^T \left( \begin{array}{c} \{ d \} \\ \{ d \} \end{array} \right) \ dx. \tag{5.1068}
\]

The components of the matrix \( m^{(c)} \) are written in Appendix 5-B.

If the upper surface of a finite element does not have a cargo on it, then the fourth term of the expression (5.1054) for the kinetic energy is equal to zero.

So, kinetic energy of the system is

\[
K = \frac{1}{2} \begin{bmatrix} \{ d \} \end{bmatrix}^T [m] \begin{bmatrix} \{ d \} \end{bmatrix}, \tag{5.1069}
\]

where

\[
[m] = \left[ m^{(1)} \right] + \left[ m^{(2)} \right] + \left[ m^{(3)} \right] + \left[ m^{(c)} \right]. \tag{5.1070}
\]
5.10.3 Potential energy of the platform and the cargo in the gravity field

According to equation (5.7.1), potential energy of the platform and the cargo in the gravity field is

\[
\Pi = b \int_0^L \{ f \}^T \{ \Gamma \} \, dx , \tag{5.10.71}
\]

where

\[
\{ f \} = \begin{pmatrix} w_0 \\ e_x \\ e_z \end{pmatrix},
\]

\[
\{ \Gamma \} = \begin{pmatrix}
\begin{array}{c}
g \left[ \rho^{(1)} (z_2 - z_1) + \rho^{(2)} (z_3 - z_2) + \rho^{(3)} (z_4 - z_3) + \mu \, H (x) \right] \\
0 \\
g \left[ \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{2} \rho^{(2)} (z_3^2 - z_2^2) + \rho^{(3)} z_3 (z_4 - z_3) + \mu \, H (x) \, z_3 \right]
\end{array}
\end{pmatrix}. \tag{5.10.72}
\]

Substitution of relation \( \{ f \} = [Q] \{ d \} \) (equation (5.10.43)) into (5.10.71) yields

\[
\Pi = \{ d \}^T b \int_0^L [Q]^T \{ \Gamma \} \, dx = \]

\[
\begin{pmatrix}
N_1 & 0 & 0 \\
N_2 & 0 & 0 \\
N_3 & 0 & 0 \\
N_4 & 0 & 0
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & M_1 & 0 \\
0 & M_2 & 0 \\
0 & 0 & N_1 \\
0 & 0 & N_2 \\
0 & 0 & N_3 \\
0 & 0 & N_4
\end{pmatrix}
\]

Calculations give the following result

\[
\Pi = - \{ d \}^T \{ r \}, \tag{5.10.73}
\]
where

\[
\{ r \} = -bg
\]

\[
\begin{bmatrix}
\frac{1}{2} l \rho^{(1)} (z_2 - z_1) + \frac{1}{2} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} (z_4 - z_3) + \frac{1}{2} l \mu \\
\frac{1}{12} l^2 \rho^{(1)} (z_2 - z_1) + \frac{1}{12} l^2 \rho^{(2)} (z_3 - z_2) + \frac{1}{12} l^2 \rho^{(3)} (z_4 - z_3) + \frac{1}{12} l^2 \mu \\
\frac{1}{2} l \rho^{(1)} (z_2 - z_1) + \frac{1}{2} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} (z_4 - z_3) + \frac{1}{2} l \mu \\
\frac{1}{12} l^2 \rho^{(1)} (z_2 - z_1) + \frac{1}{12} l^2 \rho^{(2)} (z_2 - z_3) + \frac{1}{12} l^2 \rho^{(3)} (z_3 - z_4) - \frac{1}{12} l^2 \mu \\
0 \\
0 \\
\frac{1}{2} l \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{4} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} z_3 (z_4 - z_3) + \frac{1}{2} l \mu z_3 \\
\frac{1}{12} l^2 \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{24} l^2 \rho^{(2)} (z_3 - z_2) + \frac{1}{12} l^2 \rho^{(3)} z_3 (z_4 - z_3) + \frac{1}{12} l^2 \mu z_3 \\
\frac{1}{2} l \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{4} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} z_3 (z_4 - z_3) + \frac{1}{2} l \mu z_3 \\
\frac{1}{12} l^2 \rho^{(1)} z_2 (z_1 - z_2) + \frac{1}{24} l^2 \rho^{(2)} (z_2 - z_3) + \frac{1}{12} l^2 \rho^{(3)} z_3 (z_3 - z_4) - \frac{1}{12} l^2 \mu z_3
\end{bmatrix}
\]

(5.10.74)

if the upper surface of the finite element is fully covered by the cargo, and

\[
\begin{bmatrix}
\frac{1}{2} l \rho^{(1)} (z_2 - z_1) + \frac{1}{2} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} (z_4 - z_3) \\
\frac{1}{12} l^2 \rho^{(1)} (z_2 - z_1) + \frac{1}{12} l^2 \rho^{(2)} (z_3 - z_2) + \frac{1}{12} l^2 \rho^{(3)} (z_4 - z_3) \\
\frac{1}{2} l \rho^{(1)} (z_2 - z_1) + \frac{1}{2} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} (z_4 - z_3) \\
\frac{1}{12} l^2 \rho^{(1)} (z_1 - z_2) + \frac{1}{12} l^2 \rho^{(2)} (z_2 - z_3) + \frac{1}{12} l^2 \rho^{(3)} (z_3 - z_4) \\
0 \\
0 \\
\frac{1}{2} l \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{4} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} z_3 (z_4 - z_3) \\
\frac{1}{12} l^2 \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{24} l^2 \rho^{(2)} (z_3 - z_2) + \frac{1}{12} l^2 \rho^{(3)} z_3 (z_4 - z_3) \\
\frac{1}{2} l \rho^{(1)} z_2 (z_2 - z_1) + \frac{1}{4} l \rho^{(2)} (z_3 - z_2) + \frac{1}{2} l \rho^{(3)} z_3 (z_4 - z_3) \\
\frac{1}{12} l^2 \rho^{(1)} z_2 (z_1 - z_2) + \frac{1}{24} l^2 \rho^{(2)} (z_2 - z_3) + \frac{1}{12} l^2 \rho^{(3)} z_3 (z_3 - z_4)
\end{bmatrix}
\]

(5.10.75)

if on the upper surface of the finite element the cargo is totally absent. We do not consider the case of the cargo occupying a part of the upper surface of the finite element, because a finite element mesh can be created in such a way that some of the finite elements are totally covered by the cargo, and the rest of the finite elements have totally free upper surfaces.

\(^{3}\)Vector \( \{ d \} \) is shown in equation (5.10.22)
5.10.4 Equations of motion in terms of the nodal variables

The Hamilton’s principle for the system, that consists of the platform, the cargo on the upper surface of the platform and the elastic foundation, written in terms of the nodal variables, has the form:

\[
\int_{t_1}^{t_2} \left( \delta \left( \frac{1}{2} \{d\}^T \{k\} \{d\} \right) + \delta U_{nl} - \delta \left( \{d\}^T \{r\} \right) - \delta \left( \frac{1}{2} \{d\}^T \{m\} \{d\} \right) + \{\delta d\} \{c\} \{d\} \right) \, dt = 0,
\]

(5.10.76)

where \([c]\) is an element damping matrix. It is difficult to determine the element damping matrix experimentally because the damping characteristics of the plate depend on the properties of the whole plate. For this reason, the global damping matrix is in general not assembled from element damping matrices, but is constructed from the mass and stiffness matrix of the complete element assemblage together with experimental results on the amount of damping in the whole plate. We will use the Rayleigh damping model, in which the global damping matrix \([C]\) is presented as a linear combination of the global mass matrix \([M]\) and the global stiffness matrix \([K]\)

\[
[C] = \alpha [K] + \beta [M],
\]

(5.10.77)

where \(\alpha\) and \(\beta\) are constants to be determined from two given logarithmic decrements \(\delta_1\) and \(\delta_2\) that correspond to two unequal frequencies of vibrations \(\omega_1\) and \(\omega_2\) by the formulas

\[
\alpha = \frac{\delta_1 \omega_1 - \delta_2 \omega_2}{\pi (\omega_1^2 - \omega_2^2)}.
\]

(5.10.78)

\[
\beta = \frac{\omega_1 \omega_2 (\delta_2 \omega_1 - \delta_1 \omega_2)}{\pi (\omega_1^2 - \omega_2^2)}.
\]

(5.10.79)

The Lagrange equations of motion in terms of the nodal variables, that follow from the Hamilton’s principle (5.10.76), are

\[
\frac{\partial}{\partial d_i} \left( \frac{1}{2} \{d\}^T \{k\} \{d\} \right) + \frac{\partial U_{nl}}{\partial d_i} - \frac{\partial}{\partial d_i} \left( \{d\}^T \{r\} \right) + \frac{d}{dt} \frac{\partial}{\partial d_i} \left( \frac{1}{2} \{d\}^T \{m\} \{d\} \right) + \\
+ \{c\} \{d\} = 0 \quad (i = 1, 2, ..., 10)
\]

(5.10.80)

or in matrix notations

\[
\frac{\partial}{\partial \{d\}} \left( \frac{1}{2} \{d\}^T \{k\} \{d\} \right) + \frac{\partial U_{nl}}{\partial \{d\}} - \frac{\partial}{\partial \{d\}} \left( \{d\}^T \{r\} \right) + \frac{d}{dt} \frac{\partial}{\partial \{d\}} \left( \frac{1}{2} \{d\}^T \{m\} \{d\} \right) +
\]
From equation (5.10.81) we obtain

$$[k] \{d\} + \left[ \frac{\partial U_{nl}}{\partial \{d\}} \right] + [m] \{\ddot{d}\} + [c] \{\dot{d}\} = \{r\}. \quad (5.10.82)$$

Part of the strain energy $U_{nl}$ is due to the nonlinear terms in the strain-displacement relations (geometric non-linearity of the von-Karman type). $U_{nl}$ is not a quadratic form of the nodal variables, therefore vector $\frac{\partial U_{nl}}{\partial \{d\}}$ is not linear with respect to the nodal variables. All the quantities that enter into the equation (5.10.82), except the element damping matrix $[c]$, are defined in this chapter. But, as it was written before, the element damping matrix is not required because the global damping matrix will be constructed from the global mass matrix and the global stiffness matrix.

5.10.5 The more convenient numbering scheme for the local degrees of freedom

So far, the nodal variables of an element were defined as follows, i.e. were given the following local numbers (equation (5.10.22)):

$$d_1 = w_0(0), \quad d_2 = w_0'(0), \quad d_3 = w_0(l), \quad d_4 = w_0'(l), \quad d_5 = \varepsilon_x^{(2)}(0),$$

$$d_6 = \varepsilon_x^{(2)}(l), \quad d_7 = \varepsilon_{xx}^{(2)}(0), \quad d_8 = \frac{d\varepsilon_{xx}^{(2)}}{dx}(0), \quad d_9 = \varepsilon_{xx}^{(2)}(l), \quad d_{10} = \frac{d\varepsilon_x^{(2)}}{dx}(l),$$

where, for example, $w_0(0) \equiv w_0|_{\bar{x}=0}$ is displacement at the left node of an element, or, which is the same, at point $\bar{x} = 0$, where $\bar{x}$ is local (element) x-coordinate; $w_0(l) \equiv w_0|_{\bar{x}=l}$ is displacement at the right node of an element, or, which is the same, at $\bar{x} = l$, where $l$ is length of an element.

For the sake of convenience of assembling the global matrices, we will introduce a different local numbering scheme of the nodal variables:

$$\theta_1 = w_0(0) = d_1,$$

$$\theta_2 = \frac{du_0}{dx}(0) = d_2,$$

$$\theta_3 = \varepsilon_x^{(2)}(0) = d_5,$$

$$\theta_4 = \varepsilon_{xx}^{(2)}(0) = d_7.$$
\[ \theta_5 = \frac{d\varepsilon_{zz}^{(2)}}{dx}(0) = d_8, \]
\[ \theta_6 = w_0(l) = d_3, \]
\[ \theta_7 = \frac{dw_0}{dx}(l) = d_4, \]
\[ \theta_8 = \varepsilon_{zz}^{(2)}(l) = d_6, \]
\[ \theta_9 = \varepsilon_{zz}^{(2)}(l) = d_9, \]
\[ \theta_{10} = \frac{d\varepsilon_{zz}^{(2)}}{dx}(l) = d_{10}. \] (5.10.84)

These new nodal variables \( \theta_i \) are more convenient for assembling of global matrices, because the numbering order of \( \theta_i \) is such that:

- the first nodal variable of the left node \( (\theta_1) \) is \( w_0 \) and the first nodal variable of the right node \( (\theta_6) \) is also \( w_0 \);
- the second nodal variable of the left node \( (\theta_2) \) is \( \frac{dw_0}{dx} \) and the second nodal variable of the right node \( (\theta_7) \) is also \( \frac{dw_0}{dx} \);
- the third nodal variable of the left node \( (\theta_3) \) is \( \varepsilon_{zz}^{(2)} \) and the third nodal variable of the right node \( (\theta_8) \) is also \( \varepsilon_{zz}^{(2)} \);
- the fourth nodal variable of the left node \( (\theta_4) \) is \( \varepsilon_{zz}^{(2)} \) and the fourth nodal variable of the right node \( (\theta_9) \) is also \( \varepsilon_{zz}^{(2)} \);
- the fifth nodal variable of the left node \( (\theta_5) \) is \( \frac{d\varepsilon_{zz}^{(2)}}{dx} \) and the fifth nodal variable of the right node \( (\theta_{10}) \) is also \( \frac{d\varepsilon_{zz}^{(2)}}{dx} \).

Such numbering scheme allows to establish the correspondence between the local and global notations of the nodal variables by a simple formula

\[ \Theta_{\text{local} \#}^{\text{global} \#} = \Theta_{\text{local} \#}^{\text{global} \#}. \] (5.10.85)

Let \( A_1, A_2, ..., A_{n+1} \) be the notations of the nodal points. Then, from relations (5.10.84), which establish correspondence between the meaning of nodal variables and their local numbering, and
from relations (5.10.85) (which establish correspondence between the local and global numbering of the nodal variables) we obtain, for example,

for the first element:

\[ w_0(A_1) = \Theta_1^{(1)} = \Theta_1, \]
\[ \frac{d w_0}{d x}(A_1) = \Theta_2^{(1)} = \Theta_2, \]
\[ \varepsilon_{22}^{(2)}(A_1) = \Theta_3^{(1)} = \Theta_3, \]
\[ \varepsilon_{22}^{(2)}(A_1) = \Theta_4^{(1)} = \Theta_4, \]
\[ \frac{d \varepsilon_{22}^{(2)}}{d x}(A_1) = \Theta_5^{(1)} = \Theta_5, \]
\[ w_0(A_2) = \Theta_6^{(1)} = \Theta_6, \]
\[ \frac{d w_0}{d x}(A_2) = \Theta_7^{(1)} = \Theta_7, \]
\[ \varepsilon_{22}^{(2)}(A_2) = \Theta_8^{(1)} = \Theta_8, \]
\[ \varepsilon_{22}^{(2)}(A_2) = \Theta_9^{(1)} = \Theta_9, \]
\[ \frac{d \varepsilon_{22}^{(2)}}{d x}(A_2) = \Theta_10^{(1)} = \Theta_10, \]

for the second element:

\[ w_0(A_2) = \Theta_1^{(2)} = \Theta_6, \]
\[ \frac{d w_0}{d x}(A_2) = \Theta_2^{(2)} = \Theta_7, \]
\[ \varepsilon_{22}^{(2)}(A_2) = \Theta_3^{(2)} = \Theta_8, \]
\[ \varepsilon_{22}^{(2)}(A_2) = \Theta_4^{(2)} = \Theta_9, \]
\[
\frac{d^2 u_0}{dx^2} (A_2) = \Theta_6^{(2)} = \Theta_{10},
\]
\[
w_0 (A_3) = \Theta_6^{(2)} = \Theta_{11},
\]
\[
\frac{dw_0}{dx} (A_3) = \Theta_7^{(2)} = \Theta_{12},
\]
\[
\varepsilon_{x2} (A_3) = \Theta_8^{(2)} = \Theta_{13},
\]
\[
\varepsilon_{z2} (A_3) = \Theta_9^{(2)} = \Theta_{14},
\]
\[
\frac{d^2 w_0}{dx^2} (A_3) = \Theta_{10}^{(2)} = \Theta_{15}.
\]

So, when we pass from local \( \theta \) to global \( \Theta \) notations of nodal variables by formula (5.10.85), each nodal variable, that belongs to both adjacent elements, is denoted as one and the same in global notations, that is required for providing continuity of the nodal variables at the interelement boundaries. For example, the nodal variable \( \theta_6^{(1)} \equiv w_0 (A_2) \), that belongs to the first element, and the nodal variable \( \theta_1^{(2)} \equiv w_0 (A_2) \), that belongs to the second element, are both denoted as \( \Theta_6 \). The numbering of nodal variables, can be presented as follows:

\[
w_0 (A_{\text{el}}) = \theta_{(\text{el})}^{1} \text{, local } \# \text{ of d.o.f.} = \Theta_{(\text{el})}^{1} \text{, global } \# \text{ of d.o.f.},
\]

\[
\frac{du_0}{dx} (A_{\text{el}}) = \theta_{(\text{el})}^{2} \text{, local } \# \text{ of d.o.f.} = \Theta_{(\text{el})}^{2} \text{, global } \# \text{ of d.o.f.},
\]

\[
\varepsilon_{x2} (A_{\text{el}}) = \theta_{(\text{el})}^{3} \text{, local } \# \text{ of d.o.f.} = \Theta_{(\text{el})}^{3} \text{, global } \# \text{ of d.o.f.},
\]

\[
\varepsilon_{z2} (A_{\text{el}}) = \theta_{(\text{el})}^{4} \text{, local } \# \text{ of d.o.f.} = \Theta_{(\text{el})}^{4} \text{, global } \# \text{ of d.o.f.}.
\]
\[
\frac{d^2}{dx^2}(A_{\text{inel}}) = \theta_{\text{iel}}^{(1)} = \Theta_{z_{\text{inel}}+5}^{(1)} \quad \text{or} \quad \frac{d^2}{dx^2}(A_{\text{inel+1}}) = \theta_{\text{iel+1}}^{(1)} = \Theta_{z_{\text{inel+1}}+10}^{(1)}
\]

The element stiffness matrix, mass matrix, damping matrix and force vector, corresponding to the newly defined nodal variables \( \theta_i \), will be denoted, respectively, as \([\kappa]\), \([\text{mass}]\), \([\varrho]\) and \([p]\).

The correspondence between the components of the element force vector in old notations, \( r_i \), and the components of the element force vector in new notations, \( p_i \), is the following:

\[
p_1 = r_1, \ p_2 = r_2, \ p_3 = r_5, \ p_4 = r_7, \ p_5 = r_8,
\]

\[
p_6 = r_3, \ p_7 = r_4, \ p_8 = r_6, \ p_9 = r_9, \ p_{10} = r_{10}.
\]

The correspondence between the components of the element stiffness matrix in old notations, \( k_{ij} \), and the components of the element stiffness matrix in new notations, \( \kappa_{ij} \), is given below:
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The correspondence between the components of the element mass matrix in old notations, \( m_{ij} \) and the components of the element mass matrix in new notations, \( (mass)_{ij} \), is established in the same manner.

So, the equation of motion of a finite element (5.10.82), written with the use of the new nodal variables \( \theta_i \), defined by equation (5.10.84), takes the form

\[
[-] \{ \theta \} \frac{\partial U_{ni}}{\partial \{ \theta \}} + [mass] \{ \dot{\theta} \} + [\theta] \{ \ddot{\theta} \} = \{ p \}. \tag{5.10.86}
\]

The first component of the nonlinear part of the internal force vector \( \frac{\partial U_{ni}}{\partial \{ \theta \}} \) is written explicitly in Appendix 5-C. The other nine components are not written in Appendix 5-C due to the limitation on the size of the dissertation.
5.11 Post-Processing of Results of the Finite Element Analysis of the Cargo Platform, Modelled as a Wide Beam

5.11.1 Formulas for stresses in terms of the field variables

After computation of the nodal variables, the stresses need to be computed in the post-processing procedure, in order to substitute them into the failure criteria. As it was written in the previous chapters, the in-plane stresses $\sigma_{xx}$ will be computed from the constitutive relations, and the transverse stresses $\sigma_{xz}$ and $\sigma_{zz}$ - from the equations of motion in terms of the second Piola-Kirchhoff stress tensor, equations (3.1.21)-(3.1.23). These equations, written here again, are

\[
\sigma_{xx,x}^{(k)} + \sigma_{yy,y}^{(k)} + \sigma_{zz,z}^{(k)} = \rho^{(k)} \ddot{u}^{(k)},
\]

(5.11.1)

\[
\sigma_{xx,y}^{(k)} + \sigma_{yy,y}^{(k)} + \sigma_{zz,z}^{(k)} = \rho^{(k)} \ddot{v}^{(k)},
\]

(5.11.2)

\[
\sigma_{xx,x}^{(k)} + \sigma_{yy,y}^{(k)} + \sigma_{zz,z}^{(k)} + \frac{\partial}{\partial x} \left( \sigma_{xx,x}^{(k)} w_{,xx}^{(k)} + \sigma_{yy,y}^{(k)} w_{,yy}^{(k)} \right) + \\
\frac{\partial}{\partial y} \left( \sigma_{xx,x}^{(k)} w_{,yx}^{(k)} + \sigma_{yy,y}^{(k)} w_{,yy}^{(k)} \right) - \rho^{(k)} g = \rho^{(k)} \ddot{w}^{(k)}
\]

(5.11.3)

\[(k = 1, 2, 3).\]

In case of cylindrical bending these equations of motion take the form:

\[
\sigma_{xx,x}^{(k)} + \sigma_{xx,z}^{(k)} = \rho^{(k)} \ddot{u}^{(k)},
\]

(5.11.4)

\[
\sigma_{xx,x}^{(k)} + \sigma_{xx,z}^{(k)} + \frac{\partial}{\partial x} \left( \sigma_{xx,x}^{(k)} u_{,xx}^{(k)} \right) - \rho^{(k)} g = \rho^{(k)} \ddot{w}^{(k)}
\]

(5.11.5)

\[(k = 1, 2, 3).\]
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From the constitutive equations (3.6.13) and formulas (5.3.1)–(5.3.3) for the strains in terms of the field variables \( w_0(x, t), \varepsilon^{(2)}_{xx}(x, t), \varepsilon^{(2)}_{zz}(x, t) \), we find the following expressions for the in-plane stresses in terms of the field variables:

\[
H \sigma_{xx}^{(1)} = C_{11}^{(1)} \varepsilon_{xx}^{(1)} + C_{12}^{(1)} \varepsilon_{yy}^{(1)} + C_{13}^{(1)} \varepsilon_{zz}^{(1)} + C_{16}^{(1)} \varepsilon_{xy}^{(1)} =
\]

\[
= C_{11}^{(1)} \left[ 2z_2 \varepsilon_{zz,z}^{(2)} + \frac{1}{2} z_2^2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2} \left( w_0, x + z_2 \varepsilon_{xx}', z \right)^2 - \left( w_0, x + z_2 \varepsilon_{zz,xx}^{(2)} \right) z \right], \quad (5.11.6)
\]

\[
H \sigma_{yy}^{(2)} = C_{11}^{(2)} \varepsilon_{xx}^{(2)} + C_{12}^{(2)} \varepsilon_{yy}^{(2)} + C_{13}^{(2)} \varepsilon_{zz}^{(2)} + C_{16}^{(2)} \varepsilon_{xy}^{(2)} =
\]

\[
= C_{11}^{(2)} \left[ \frac{1}{2} (w_0, x)^2 + \left( 2 \varepsilon_{zz,z}^{(2)} - w_0, xx + w_0, x \varepsilon_{zz,xx}^{(2)} \right) z + \left( -\frac{1}{2} \varepsilon_{zz,xx}^{(2)} + \frac{1}{2} \left( \varepsilon_{zz,xx}^{(2)} \right)^2 \right) z^2 \right] +
\]

\[
+ C_{13}^{(2)} \varepsilon_{zz}^{(2)}, \quad (5.11.7)
\]

\[
H \sigma_{xx}^{(3)} = C_{11}^{(3)} \varepsilon_{xx}^{(3)} + C_{12}^{(3)} \varepsilon_{yy}^{(3)} + C_{13}^{(3)} \varepsilon_{zz}^{(3)} + C_{16}^{(3)} \varepsilon_{xy}^{(3)} =
\]

\[
= C_{11}^{(3)} \left[ 2z_3 \varepsilon_{zz,z}^{(2)} + \frac{1}{2} z_2^2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2} \left( w_0, x + z_3 \varepsilon_{xx}', z \right)^2 - \left( w_0, x + z_3 \varepsilon_{zz,xx}^{(2)} \right) z \right], \quad (5.11.8)
\]

\[
H \sigma_{yy}^{(1)} = C_{12}^{(1)} \varepsilon_{xx}^{(1)} + C_{22}^{(1)} \varepsilon_{yy}^{(1)} + C_{23}^{(1)} \varepsilon_{zz}^{(1)} + C_{26}^{(1)} \varepsilon_{xy}^{(1)} =
\]

\[
= C_{12}^{(1)} \left[ 2z_2 \varepsilon_{zz,z}^{(2)} + \frac{1}{2} z_2^2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2} \left( w_0, x + z_2 \varepsilon_{xx}', z \right)^2 - \left( w_0, x + z_2 \varepsilon_{zz,xx}^{(2)} \right) z \right], \quad (5.11.9)
\]

\[
H \sigma_{yy}^{(2)} = C_{12}^{(2)} \varepsilon_{xx}^{(2)} + C_{22}^{(2)} \varepsilon_{yy}^{(2)} + C_{23}^{(2)} \varepsilon_{zz}^{(2)} + C_{26}^{(2)} \varepsilon_{xy}^{(2)} =
\]
\[
= C_{12}^{(2)} \left[ \frac{1}{2} (w_{0,x})^2 + \left( 2\varepsilon_{xx,x}^{(2)} - w_{0,xx} + w_{0,x} \varepsilon_{xx,x}^{(2)} \right) z + \left( \frac{1}{2} \varepsilon_{xx,xx}^{(2)} + \frac{1}{2} \left( \varepsilon_{xx,x}^{(2)} \right)^2 \right) z^2 \right] + \\
+ C_{23}^{(2)} \varepsilon_{xx,x}^{(2)},
\]

\[
H \sigma_{yy}^{(3)} = C_{12}^{(3)} \varepsilon_{xx}^{(3)} + C_{22}^{(3)} \varepsilon_{yy}^{(3)} + C_{23}^{(2)} \varepsilon_{xx}^{(3)} + C_{26}^{(3)} \varepsilon_{xy}^{(3)} = \\
= C_{12}^{(3)} \left[ 2z_3 \varepsilon_{xx,x}^{(2)} + \varepsilon_{xx,xx}^{(2)} + \frac{1}{2} \left( w_{0,x} + z_3 \varepsilon_{xx,x}^{(2)} \right)^2 - \left( w_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)} \right) z \right],
\]

\[
H \sigma_{xy}^{(1)} = C_{16}^{(1)} \varepsilon_{xx}^{(1)} + C_{26}^{(1)} \varepsilon_{yy}^{(1)} + C_{36}^{(1)} \varepsilon_{xz}^{(1)} + C_{66}^{(1)} \varepsilon_{xz}^{(1)} = \\
= C_{16}^{(1)} \left[ 2z_2 \varepsilon_{xx,x}^{(2)} + \varepsilon_{xx,xx}^{(2)} + \frac{1}{2} \left( w_{0,x} + z_2 \varepsilon_{xx,x}^{(2)} \right)^2 - \left( w_{0,xx} + z_2 \varepsilon_{xx,xx}^{(2)} \right) z \right],
\]

\[
H \sigma_{xy}^{(2)} = C_{16}^{(2)} \varepsilon_{xx}^{(2)} + C_{26}^{(2)} \varepsilon_{yy}^{(2)} + C_{36}^{(2)} \varepsilon_{xz}^{(2)} + C_{66}^{(2)} \varepsilon_{xz}^{(2)} = \\
= C_{16}^{(2)} \left[ \frac{1}{2} (w_{0,x})^2 + \left( 2\varepsilon_{xx,x}^{(2)} - w_{0,xx} + w_{0,x} \varepsilon_{xx,x}^{(2)} \right) z + \left( \frac{1}{2} \varepsilon_{xx,xx}^{(2)} + \frac{1}{2} \left( \varepsilon_{xx,x}^{(2)} \right)^2 \right) z^2 \right] + \\
+ C_{36}^{(2)} \varepsilon_{xz}^{(2)},
\]

\[
H \sigma_{yy}^{(3)} = C_{16}^{(3)} \varepsilon_{xx}^{(3)} + C_{26}^{(3)} \varepsilon_{yy}^{(3)} + C_{36}^{(3)} \varepsilon_{xz}^{(3)} + C_{66}^{(3)} \varepsilon_{xz}^{(3)} = \\
= C_{16}^{(3)} \left[ 2z_3 \varepsilon_{xx,x}^{(2)} + \frac{1}{2} z_3 \varepsilon_{xx,xx}^{(2)} + \frac{1}{2} \left( w_{0,x} + z_3 \varepsilon_{xx,x}^{(2)} \right)^2 - \left( w_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)} \right) z \right].
\]
Coefficients $\overline{C}_{11}^{(1)}$, $\overline{C}_{11}^{(2)}$, $\overline{C}_{13}^{(2)}$ and $\overline{C}_{11}^{(3)}$ depend on z-coordinate because they vary from ply to ply.

Now, let us find expressions for the transverse stresses $\sigma_{zz}$ and $\sigma_{xz}$ by integrating equations of motion. These expressions will be called the second forms of expressions for the transverse stresses, in contrast with the expressions for the transverse stresses that can be found from the constitutive equations.

In section 3.13 of chapter 3, the second form of expressions for the transverse stresses was found by integrating the equations of motion (3.16)–(3.18). Now, let us use these formulas to express the second form of the transverse stresses in terms of the nodal variables of a finite element, for the case of cylindrical bending of the platform.

From formulas (3.13.5), (3.13.9), (3.13.10), (3.13.15), (3.13.16) and (3.13.17), one can receive the formulas for the transverse stresses in the cylindrically bent plate by setting $\sigma_{xy} = 0$ and $\sigma_{yz} = 0$ (the nonlinear terms are underbraced):

$$\sigma_{zz}^{(1)} = \int_{z_1}^{z_2} \left( \rho^{(1)} \ddot{u}^{(1)} - H \sigma_{zz,x}^{(1)} \right) dz \quad (z_1 \leq z \leq z_2),$$

$$\sigma_{zz}^{(2)} = \int_{z_1}^{z_2} \left( \rho^{(1)} \ddot{u}^{(1)} - H \sigma_{zz,x}^{(1)} \right) dz + \int_{z_2}^{z_3} \left( \rho^{(2)} \ddot{u}^{(2)} - H \sigma_{zz,x}^{(2)} \right) dz \quad (z_2 \leq z \leq z_3),$$

$$\sigma_{zz}^{(3)} = \int_{z_1}^{z_2} \left( \rho^{(1)} \ddot{u}^{(1)} - H \sigma_{zz,x}^{(1)} \right) dz + \int_{z_2}^{z_3} \left( \rho^{(2)} \ddot{u}^{(2)} - H \sigma_{zz,x}^{(2)} \right) dz + \int_{z_3}^{z_4} \left( \rho^{(3)} \ddot{u}^{(3)} - H \sigma_{zz,x}^{(3)} \right) dz \quad (z_3 \leq z \leq z_4).$$

$$\sigma_{zz}^{(1)} = \frac{\sigma_{zz}^{(1)} (z_1)}{s w^{(1)} (z_1)} + \int_{z_1}^{z_2} \left[ \rho^{(1)} \left( \ddot{w}^{(1)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{zz,x}^{(1)} \right) \right] w^{(1)} dz,$$

where $s$ is modulus of elastic foundation.

$$\sigma_{zz}^{(2)} = s w^{(1)} (z_1) + \int_{z_1}^{z_2} \left[ \rho^{(1)} \left( \ddot{w}^{(1)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{zz,x}^{(1)} \right) \right] dz +$$

$$+ \int_{z_2}^{z_3} \left[ \rho^{(2)} \left( \ddot{w}^{(2)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{zz,x}^{(2)} \right) \right] dz +$$

$$+ \int_{z_3}^{z_4} \left[ \rho^{(3)} \left( \ddot{w}^{(3)} + g \right) - \frac{\partial}{\partial x} \left( \sigma_{zz,x}^{(3)} \right) \right] dz.$$

(5.11.9)
\[
\sigma^{(3)}_{zz} = s u^{(1)}(z_1) + \int_{z_1}^{z_2} \left[ \rho^{(1)} \left( \bar{w}^{(1)} + g \right) - \frac{\partial}{\partial x} \left( \sigma^{(1)}_{xx} w^{(1)}_{,x} \right) - \sigma^{(1)}_{2x,xx} \right] dz \\
+ \int_{z_2}^{z_3} \left[ \rho^{(2)} \left( \bar{w}'^{(2)} + g \right) - \frac{\partial}{\partial x} \left( \sigma^{(2)}_{xx} w^{(2)}_{,x} \right) - \sigma^{(2)}_{2x,xx} \right] dz \\
+ \int_{z_3}^{z} \left[ \rho^{(3)} \left( \bar{w}^{(3)} + g \right) - \frac{\partial}{\partial x} \left( \sigma^{(3)}_{xx} w^{(3)}_{,x} \right) - \sigma^{(3)}_{2x,xx} \right] dz. 
\] (5.11.20)

The substitution of expression (5.2.4) for \( u^{(1)}(x, z, t) \) and expression (5.11.6) for \( H \sigma^{(1)}_{zz} \) into expression (5.11.15) for \( \sigma^{(1)}_{zz} \) yields:

\[
\sigma^{(1)}_{zz}(x, z, t) = \\
= \rho^{(1)}(z - z_1) \left[ 2 \varepsilon^{(2)}_{zz} \bar{w}_{0,x} z_2 - \frac{1}{2} \varepsilon^{(2)}_{zz} z_2^2 + \left( \varepsilon^{(2)}_{zz} + \bar{w}_{0,x} \right) \int_{z_1}^{z} C^{(1)}_{11}(z) \ dz + \right] \\
- \left[ \varepsilon^{(2)}_{zz} z_2^2 + \frac{1}{2} \varepsilon^{(2)}_{zz} z_2^2 + \left( w_{0,x} + z_2 \varepsilon^{(2)}_{zz} \right) \left( w_{0,xx} + z_2 \varepsilon^{(2)}_{zz,xx} \right) \right] \int_{z_1}^{z} C^{(1)}_{11}(z) \ dz + \\
+ \left( w_{0,xxx} + z_2 \varepsilon^{(2)}_{zz,xxx} \right) \int_{z_1}^{z} C^{(1)}_{11}(z) \ dz. \] (5.11.21)

If one substitutes equation (5.2.5) for \( u^{(2)} \) and equation (5.11.7) for \( H \sigma^{(2)}_{zz} \) into equation (5.11.16) for \( \sigma^{(2)}_{zz} \), one obtains:

\[
\sigma^{(2)}_{zz} = I_2(x, t) + \rho^{(2)} \left[ 2 \varepsilon^{(2)}_{zz} \bar{w}_{0,x} \frac{1}{2} \left( z^2 - z_2^2 \right) - \frac{1}{6} \varepsilon^{(2)}_{zz} \left( z^3 - z_2^3 \right) \right] - w_{0,x} w_{0,xx} \int_{z_2}^{z} C^{(1)}_{11}(z) \ dz \\
- \left( \varepsilon^{(2)}_{zz} w_{0,xx} + w_{0,xx} \varepsilon^{(2)}_{zz,xx} + w_{0,xx} \varepsilon^{(2)}_{zz,xxx} \right) \int_{z_2}^{z} C^{(2)}_{11}(z) \ dz \\
- \left( \varepsilon^{(2)}_{zz} w_{0,xxx} + \varepsilon^{(2)}_{zz,xxx} \varepsilon^{(2)}_{zz,xxx} \right) \int_{z_2}^{z} C^{(2)}_{11}(z) \ dz \right] \ dz \\
\] (5.11.22)

where

\[
I_2(x, t) \equiv \sigma^{(1)}_{zz} \bigg|_{z = z_2} = 
\]
\[ \rho^{(1)} (z_2 - z_1) \left[ \left( 2 \varepsilon_{zz}^{(2)} \tilde{w}_{0,x} \right) z_2 - \frac{1}{2} \varepsilon_{zz,x}^{(2)} z_2^2 + \left( \varepsilon_{zz}^{(2)} z_2 + \tilde{w}_{0,x} \right) \frac{1}{2} (z_2 - z_1) \right] \]

\[
- \left[ 2z_2 \varepsilon_{xx,zz}^{(2)} + \frac{1}{2} z_2^2 \varepsilon_{xx,zz}^{(2)} + \left( w_{0,xz} + z_2 \varepsilon_{zz,x}^{(2)} \right) \left( w_{0,xx} + z_2 \varepsilon_{zz,xx}^{(2)} \right) \right] \int_{z_1}^{z_2} \mathcal{C}_{11}^{(1)} (z) \, dz +
\]

\[
+ \left( w_{0,xxx} + z_2 \varepsilon_{zz,xxx}^{(2)} \right) \int_{z_1}^{z_2} \mathcal{C}_{11}^{(1)} (z) \, dz. \tag{5.11.23}
\]

The substitution of equation (5.2.6) for \( u^{(3)} \) and equation (5.11.8) for \( H \sigma_{zz}^{(3)} \) into equation (5.11.17) for \( \sigma_{zz}^{(3)} \) yields:

\[
\sigma_{zz}^{(3)} = I_2 (x, t) + I_3 (x, t) +
\]

\[
\rho^{(3)} z_3 (z - z_3) \left[ \left( 2 \varepsilon_{zz}^{(2)} \tilde{w}_{0,x} \right) - \frac{1}{2} \varepsilon_{zz,x}^{(2)} z_3 \right]
\]

\[- \rho^{(3)} \frac{1}{2} (z - z_3)^2 \left( \tilde{w}_{0,x} + \varepsilon_{xx,x}^{(2)} z_3 \right) \]

\[
- \left[ 2z_3 \varepsilon_{xx,zz}^{(2)} + \frac{1}{2} z_3^2 \varepsilon_{xx,zz}^{(2)} + \left( w_{0,xz} + z_3 \varepsilon_{zz,x}^{(2)} \right) \left( w_{0,xx} + z_3 \varepsilon_{zz,xx}^{(2)} \right) \right] \int_{z_3}^{z} \mathcal{C}_{11}^{(3)} (z) \, dz +
\]

\[
+ \left( w_{0,xxx} + z_3 \varepsilon_{zz,xxx}^{(2)} \right) \int_{z_3}^{z} \mathcal{C}_{11}^{(3)} (z) \, dz, \tag{5.11.24}
\]

where

\[
I_3 (x, t) = \rho^{(2)} \left[ \left( 2 \varepsilon_{zz}^{(2)} \tilde{w}_{0,x} \right) \frac{1}{2} (z_3^2 - z_2^2) - \frac{1}{6} \varepsilon_{zz,x}^{(2)} (z_3^3 - z_2^3) \right] - \frac{1}{2} \left( \tilde{w}_{0,x} \right) \int_{z_2}^{z_3} \mathcal{C}_{11}^{(2)} (z) \, dz
\]

\[- \left( 2 \varepsilon_{zz,x}^{(2)} - w_{0,xxx} \varepsilon_{zz,x}^{(2)} + \left. w_{0,xx} \varepsilon_{zz,xx}^{(2)} \right| \right) \int_{z_2}^{z_3} \mathcal{C}_{11}^{(2)} (z) \, dz
\]

\[- \left( \frac{1}{2} \varepsilon_{zz,x}^{(2)} + \varepsilon_{zz,zz}^{(2)} \right) \int_{z_2}^{z_3} \mathcal{C}_{11}^{(2)} (z) \, dz^2 - \mathcal{C}_{13}^{(2)} \varepsilon_{zz,x}^{(2)} (z_3 - z_2). \tag{5.11.25}
\]
CHAPTER 5

From equations

\[ \sigma_{yz}^{(1)} = \int_{z_1}^{z} \left( \rho^{(1)}v^{(1)} - H\sigma_{yz,x}^{(1)} - H\sigma_{yv,v}^{(1)} \right) dz \quad (eqn. \ 3.3.11) \]

where we set \( v = 0 \) and \( H\sigma_{yv,v}^{(1)} = 0 \) (because of cylindrical bending), and from equation (5.11.12) for \( \sigma_{yz}^{(1)} \), we obtain:

\[ \sigma_{yz}^{(1)}(x, z, t) = -\int_{z_1}^{z} H\sigma_{yz,x}^{(1)} dz = \]

\[ -\left[ z_2 \varepsilon_{xx,xx}^{(2)} + \frac{1}{2} z_2 \varepsilon_{zz,zz}^{(2)} \sigma_{xx,zz}^{(1)} \varepsilon_{zz,xx}^{(2)} \right] \int_{z_1}^{z} C_{16}^{(1)}(z) \ dz + \]

\[ + \left( w_{0,xx} + z_2 \varepsilon_{zz,xx}^{(2)} \right) \int_{z_1}^{z} C_{16}^{(1)}(z) \ dz. \quad (5.11.26) \]

From equation

\[ \sigma_{yz}^{(2)} = \int_{z_1}^{z_2} \left( \rho^{(1)}v^{(2)} - H\sigma_{yz,x}^{(1)} - H\sigma_{yv,v}^{(1)} \right) dz + \]

\[ + \int_{z_2}^{z} \left( \rho^{(2)}v^{(3)} - H\sigma_{yz,x}^{(2)} - H\sigma_{yv,v}^{(2)} \right) dz \quad (eqn \ 3.13.12) \]

where we set \( v = 0 \) and derivatives with respect to \( y \) equal to zero (because of cylindrical bending), and from equation (5.11.13) for \( \sigma_{yz}^{(2)} \), we obtain:

\[ \sigma_{yz}^{(2)}(x, z, t) = \int_{z_1}^{z_2} \left( -H\sigma_{yz,x}^{(1)} \right) dz - \int_{z_2}^{z} H\sigma_{yz,x}^{(2)} dz = \]

\[ = H^{(2)}(x, t) - w_{0,xx}w_{0,xx} \int_{z_2}^{z} C_{16}^{(2)}(z) \ dz \]
\[ - \left( 2\varepsilon_{2,zz}^{(2)} - w_{0,xxx} + w_{0,xx} \varepsilon_{2,zz}^{(2)} + w_{0,x} \varepsilon_{2,zz,xx}^{(2)} \right) \int_{z_2}^{z} \overline{C}_{16}^{(2)} (z) \ dz + \\
+ \left( \frac{1}{2} \varepsilon_{2,zz,xxx}^{(2) - \varepsilon_{2,zz,xx}^{(2)}} \right) \int_{z_2}^{z} \overline{C}_{16}^{(2)} (z) \ z^2 \ dz - \varepsilon_{2,zz,x}^{(2)} \int_{z_2}^{z} \overline{C}_{36}^{(2)} (z) \ dz, \]  
(5.11.27)

where

\[ H^{(2)} (x, t) \equiv \sigma_{yz}^{(1)} \bigg|_{z=z_2} = \int_{z_1}^{z_2} \left( - H \sigma_{yz,x}^{(1)} \right) \ dz = \]

\[ = - \left[ 2z_2 \varepsilon_{2,zz}^{(2)} + \frac{1}{2} z_2 \varepsilon_{2,zz,xxx}^{(2)} + \left( w_{0,x} + z_2 \varepsilon_{2,zz,x}^{(2)} \right) \left( w_{0,xx} + z_2 \varepsilon_{2,zz,xx}^{(2)} \right) \right] \int_{z_1}^{z_2} \overline{C}_{16}^{(1)} (z) \ dz + \\
+ \left( w_{0,xxx} + z_2 \varepsilon_{2,zz,xxx}^{(2)} \right) \int_{z_1}^{z_2} \overline{C}_{16}^{(1)} (z) \ z \ dz. \]  
(5.11.28)

Analogously, from equation (3.3.13), where we set \( v = 0 \) and the derivatives with respect to \( y \) equal to zero (because of cylindrical bending), and from equation (5.11.14) for \( \sigma_{yz}^{(3)} \), we obtain:

\[ \sigma_{yz}^{(3)} (x, z, t) = \int_{z_1}^{z_2} \left( - H \sigma_{yz,x}^{(1)} \right) \ dz + \int_{z_2}^{z_3} \left( - H \sigma_{yz,x}^{(2)} \right) \ dz + \int_{z_3}^{z} \left( - H \sigma_{yz,x}^{(3)} \right) \ dz = \\
H^{(2)} (x, t) + H^{(3)} (x, t) \]

\[ = \ 
\]

\[ - \left[ 2z_3 \varepsilon_{2,zz}^{(2)} + \frac{1}{2} z_3 \varepsilon_{2,zz,xxx}^{(2)} + \left( w_{0,x} + z_3 \varepsilon_{2,zz,x}^{(2)} \right) \left( w_{0,xx} + z_3 \varepsilon_{2,zz,xx}^{(2)} \right) \right] \int_{z_3}^{z} \overline{C}_{16}^{(3)} (z) \ dz + \\
+ \left( w_{0,xxx} + z_3 \varepsilon_{2,zz,xxx}^{(2)} \right) \int_{z_3}^{z} \overline{C}_{16}^{(3)} (z) \ z \ dz, \]  
(5.11.29)

where

\[ H^{(3)} (x, t) = - \frac{w_{0,x} w_{0,xx}}{z_2} \int_{z_2}^{z_3} \overline{C}_{16}^{(2)} (z) \ dz \]
\[- \left( 2 \varepsilon_{zz,xx}^{(2)} - w_{0,xx} + w_{0,xx} \varepsilon_{zz,xx}^{(2)} + w_{0,xx} \varepsilon_{zz,xx}^{(2)} \right) \int_{z_2}^{z_3} C_{16}^{(2)} (z) \ z \ dz + \left( \frac{1}{2} \varepsilon_{zz,xx}^{(2)} - \varepsilon_{zz,xx}^{(2)} \varepsilon_{zz,xx}^{(2)} \right) \int_{z_2}^{z_3} C_{16}^{(2)} (z) \ z^2 \ dz - \varepsilon_{zz,xx}^{(2)} \int_{z_2}^{z_3} C_{36}^{(2)} (z) \ dz. \] (5.11.30)

If one substitutes equation
\[ w_{(1)} (x, t) = w_0 (x, t) + \varepsilon_{zz}^{(2)} (x, t) \ z_2 \] (eqn 5.2.1)

into equation (5.11.6) for \( \sigma_{zz}^{(1)} \), and equation (5.11.15) for \( \sigma_{zz}^{(1)} \) into equation (5.11.18) for \( \sigma_{zz}^{(1)} \), one can receive:

\[ \sigma_{zz}^{(1)} (x, z, t) = s \left[ w_0 + \varepsilon_{zz}^{(2)} z_2 \right] + \rho^{(1)} \left[ \tilde{w}_0 + \varepsilon_{zz}^{(2)} z_2 + g \right] (z - z_1) \]

\[- \left[ 2z_2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2} z_2 \varepsilon_{zz,xx}^{(2)} + \left( w_{0,xx} + z_2 \varepsilon_{zz,xx}^{(2)} \right) \left( w_{0,xx} + z_2 \varepsilon_{zz,xx}^{(2)} \right) \right] \int_{z_1}^{z} C_{11}^{(1)} (z) \ dz \]

\[ + \left( w_{0,xxx} + z_2 \varepsilon_{zz,xxx}^{(2)} \right) \left( w_{0,xx} + \varepsilon_{zz,xx}^{(2)} z_2 \right) \int_{z_1}^{z} C_{11}^{(1)} (z) \ dz \]

\[- \left[ 2z_2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2} z_2 \varepsilon_{zz,xx}^{(2)} + \frac{1}{2} \left( w_{0,xx} + z_2 \varepsilon_{zz,xx}^{(2)} \right)^2 \right] \left( w_{0,xx} + \varepsilon_{zz,xx}^{(2)} z_2 \right) \int_{z_1}^{z} C_{11}^{(1)} (z) \ dz \]

\[ + \left( w_{0,xxx} + z_2 \varepsilon_{zz,xxx}^{(2)} \right) \left( w_{0,xx} + \varepsilon_{zz,xx}^{(2)} z_2 \right) \int_{z_1}^{z} C_{11}^{(1)} (z) \ dz \]

\[- \rho^{(1)} \frac{1}{2} (z_1 - z)^2 \left[ \left( 2 \varepsilon_{zz,xx}^{(2)} - \tilde{w}_0,xx \right) z_2 - \frac{1}{2} \varepsilon_{zz,xx}^{(2)} z_2^2 - \frac{1}{3} (2z_1 + z - 3z_2) \left( \varepsilon_{zz,xx}^{(2)} z_2 + \tilde{w}_0,xx \right) \right] \]

\[ + \left[ 2z_2 \varepsilon_{zz,xxx}^{(2)} + \frac{1}{2} z_2 \varepsilon_{zz,xxx}^{(2)} + \left( w_{0,xx} + z_2 \varepsilon_{zz,xx}^{(2)} \right) \left( w_{0,xxx} + z_2 \varepsilon_{zz,xxx}^{(2)} \right) \right] \int_{z_1}^{z} \int_{z_1}^{z} C_{11}^{(1)} (z) \ dz \ dz \]
\[-(w_{0,xxxx} + z_2 \epsilon^{(2)}_{zz,xxx}) \int_{z_1}^{z} \int_{z_1}^{z} C^{(1)}_{11}(z) z \, dz \, dz. \tag{5.11.31}\]

From equation (5.11.19) we receive:

\[
\sigma^{(2)}_{zz}(x, z, t) = J_2(x, t) + \rho^{(2)}(z - z_2) \left[ \frac{1}{2} (z + z_2) \epsilon^{(2)}_{zz} + \tilde{w}_0 + g \right]
\]

\[-(w_0, x)^2 w_{0,xx} \int_{z_2}^{z} C^{(2)}_{11}(z) \, dz \]

\[-w_{0, x} \left( 2 \epsilon^{(2)}_{zz,xx} - w_{0,xxxx} \epsilon^{(2)}_{zz,xx} + w_{0,xx} \epsilon^{(2)}_{zz,xx} \right) \int_{z_2}^{z} C^{(2)}_{11}(z) \, dz \]

\[-w_{0, x} \left( -\frac{1}{2} \epsilon^{(2)}_{zz,xxxx} + \epsilon^{(2)}_{zz,xx} \epsilon^{(2)}_{zz,xx} \right) \int_{z_2}^{z} C^{(2)}_{11}(z) \, z^2 \, dz \]

\[-\epsilon^{(2)}_{zz,xx} w_{0,xx} \int_{z_2}^{z} C^{(2)}_{11}(z) \, dz \]

\[-\epsilon^{(2)}_{zz,xx} \left( 2 \epsilon^{(2)}_{zz,xx} - w_{0,xxxx} \epsilon^{(2)}_{zz,xx} + w_{0,xx} \epsilon^{(2)}_{zz,xx} \right) \int_{z_2}^{z} C^{(2)}_{11}(z) \, z^2 \, dz \]

\[-\epsilon^{(2)}_{zz,xx} \left( -\frac{1}{2} \epsilon^{(2)}_{zz,xxxx} + \epsilon^{(2)}_{zz,xx} \epsilon^{(2)}_{zz,xx} \right) \int_{z_2}^{z} C^{(2)}_{11}(z) \, z^3 \, dz \]

\[-w_{0, x} \epsilon^{(2)}_{zz,xx} \int_{z_2}^{z} C^{(2)}_{13}(z) \, dz + \epsilon^{(2)}_{zz,xx} \int_{z_2}^{z} C^{(2)}_{13}(z) \, dz \]

\[-\frac{1}{2} (w_0, x)^2 w_{0,xx} \int_{z_2}^{z} C^{(2)}_{11}(z) \, dz + \frac{1}{2} (w_0, x)^2 \epsilon^{(2)}_{zz,xx} \int_{z_2}^{z} C^{(2)}_{11}(z) \, dz \]
\[ -\left( 2\varepsilon_{zz,z}^{(2)} - w_{0,zz} + w_{0,z}\varepsilon_{zz,z}^{(2)} \right) w_{0,zz} \int_{z_2}^{z} C_{11}^{(2)}(z) \, dz \]

\[ -\left( 2\varepsilon_{zz,z}^{(2)} - w_{0,zz} + w_{0,z}\varepsilon_{zz,z}^{(2)} \right) \varepsilon_{zz,z}^{(2)} \int_{z_2}^{z} C_{11}^{(2)}(z) \, z^2 \, dz \]

\[ -\left[ -\frac{1}{2}\varepsilon_{zz,z}^{(2)} + \frac{1}{2} \left( \varepsilon_{zz,z}^{(2)} \right)^2 \right] w_{0,zz} \int_{z_2}^{z} C_{11}^{(2)}(z) \, z^2 \, dz \]

\[ -\left[ -\frac{1}{2}\varepsilon_{zz,z}^{(2)} + \frac{1}{2} \left( \varepsilon_{zz,z}^{(2)} \right)^2 \right] \varepsilon_{zz,z}^{(2)} \int_{z_2}^{z} C_{11}^{(2)}(z) \, z^3 \, dz \]

\[ -\varepsilon_{zz}^{(2)} w_{0,xx} \int_{z_2}^{z} C_{13}^{(2)}(z) \, dz + \varepsilon_{zz}^{(2)} \varepsilon_{zz,z}^{(2)} \int_{z_2}^{z} C_{13}^{(2)}(z) \, z \, dz \]

\[ -\frac{\partial I_2(x,t)}{\partial x} (z - z_2) \]

\[ -\rho^{(2)} \left[ \left( 2\varepsilon_{zz,z}^{(2)} - w_{0,zz} \right) (z + 2z_2) - \varepsilon_{zz,z}^{(2)} (z^2 + 2zz + 3z^2_2) \frac{1}{4} \right] \frac{1}{6} (z - z_2)^2 \]

\[ + \left( (w_{0,xz})^2 + w_{0,x}w_{0,xzz} \right) \int_{z_2}^{z} \frac{1}{C_{11}^{(2)}(z)} \, dz \, dz \]

\[ + \left[ \varepsilon_{zz}^{(2)} - w_{0,xxxx} + w_{0,xxx}\varepsilon_{zz,z}^{(2)} + 2w_{0,xx}\varepsilon_{zz,z}^{(2)} + w_{0,x}\varepsilon_{zz,z}^{(2)} \right] \int_{z_2}^{z} \frac{1}{C_{11}^{(2)}(z)} \, z \, dz \, dz \]

\[ + \left( \frac{1}{2}\varepsilon_{zz,xxxx} + \varepsilon_{zz,xx}\varepsilon_{zz,zz}^{(2)} + \varepsilon_{zz,zz}\varepsilon_{zz,zz}^{(2)} \right) \int_{z_2}^{z} \frac{1}{C_{11}^{(2)}(z)} \, z^2 \, dz \, dz \]
\[
- \epsilon_{zz,zz}^{(2)} \int_{z_1}^{z_2} \int_{z_2}^{z} C_{11}^{(2)}(z) \, dz \, dz, 
\]

where

\[
J_2(x, t) \equiv \sigma_{zz}^{(1)}(z_2) = 
\]

\[
= s \left[ w_0 + \epsilon_{zz}^{(2)} z_2 \right] + \rho^{(1)} \left[ \tilde{w}_0 + \epsilon_{zz}^{(2)} z_2 + g \right] (z_2 - z_1) 
- \left[ 2z_2 \epsilon_{zz,xx}^{(2)} + \frac{1}{2} z_2^2 \epsilon_{zz,xxx}^{(2)} + \left( w_0, x + z_2 \epsilon_{zz,xx}^{(2)} \right) \left( w_0, xx + z_2 \epsilon_{zz,xxx}^{(2)} \right) \right] \left( w_0, x + \epsilon_{zz,xx}^{(2)} z_2 \right) \int_{z_1}^{z_2} C_{11}^{(1)}(z) \, dz 
\]

\[
+ \left( w_0, xxx + z_2 \epsilon_{zz,xxx}^{(2)} \right) \left( w_0, x + \epsilon_{zz,xx}^{(2)} z_2 \right) \int_{z_1}^{z_2} C_{11}^{(1)}(z) \, dz 
- \left[ 2z_2 \epsilon_{zz,xx}^{(2)} + \frac{1}{2} z_2^2 \epsilon_{zz,xxx}^{(2)} + \left( w_0, x + z_2 \epsilon_{zz,xx}^{(2)} \right) \right] \left( w_0, xx + \epsilon_{zz,xxx}^{(2)} z_2 \right) \int_{z_1}^{z_2} C_{11}^{(1)}(z) \, dz 
\]

\[
+ \left( w_0, xx + z_2 \epsilon_{zz,xxx}^{(2)} \right) \left( w_0, xx + \epsilon_{zz,xxx}^{(2)} z_2 \right) \int_{z_1}^{z_2} C_{11}^{(1)}(z) \, dz 
\]

\[
- \rho^{(1)} \frac{1}{2} (z_1 - z_2)^2 \left[ 2 \epsilon_{zz,xx}^{(2)} - \tilde{w}_0, xx \right] z_2 - \frac{1}{2} \epsilon_{zz,xxx}^{(2)} z_2^2 - \frac{1}{3} (2z_1 - 2z_2) \left( \epsilon_{zz,xxx}^{(2)} z_2 + \tilde{w}_0, xxx \right) 
\]

\[
+ \left[ 2z_2 \epsilon_{zz,xxx}^{(2)} + \frac{1}{2} z_2^2 \epsilon_{zz,xxxx}^{(2)} + \left( w_0, x + z_2 \epsilon_{zz,xxx}^{(2)} \right) \left( w_0, xxx + z_2 \epsilon_{zz,xxxx}^{(2)} \right) \right] \int_{z_1}^{z_2} \int_{z_1}^{z} C_{11}^{(1)}(z) \, dz \, dz 
\]

\[
- \left( w_0, xxx + z_2 \epsilon_{zz,xxx}^{(2)} \right) \int_{z_1}^{z_2} \int_{z_1}^{z} C_{11}^{(1)}(z) \, dz \, dz 
\]

and

\[
\frac{\partial I_2(x, t)}{\partial x} = 
\]
\[ \rho^{(1)} (z_2 - z_1) \left[ \left( 2 \epsilon_{z,z}^{(2)} - \bar{w}_{0,xx} \right) z_2 - \frac{1}{2} \epsilon_{z,z,xx}^{(2)} z_2^2 + \left( \epsilon_{z,z,xx}^{(2)} z_2 + \bar{w}_{0,xx} \right) \frac{1}{2} (z_2 - z_1) \right] \]

\[ - \left( 2 z_2 \epsilon_{z,z,xxx}^{(2)} + \frac{1}{2} z_2^2 \epsilon_{z,z,xxxx}^{(2)} \right) \int_{z_1}^{z_2} C_{11}^{(1)} (z) \, dz \]

\[ - \left[ \left( w_{0,xx} + z_2 \epsilon_{z,z,xx}^{(2)} \right) \left( w_{0,xx} + z_2 \epsilon_{z,z,xx}^{(2)} \right) + \left( w_{0,x} + z_2 \epsilon_{z,z,x}^{(2)} \right) \left( w_{0,xxx} + z_2 \epsilon_{z,z,xxx}^{(2)} \right) \right] \int_{z_1}^{z_2} C_{11}^{(1)} (z) \, dz + \]

\[ + \left( w_{0,xxxx} + z_2 \epsilon_{z,z,xxxx}^{(2)} \right) \int_{z_1}^{z_2} C_{11}^{(1)} (z) \, dz \]

(5.11.34)

From formula (5.11.20) we receive:

\[ \sigma_{zz}^{(3)} (x, z, t) = J_2 (x, t) + J_3 (z, t) + \]

\[ + \rho^{(3)} \left( \bar{w}_0 + \epsilon_{z,z}^{(2)} z_3 + g \right) (z - z_3) \]

\[ - \left( 2 z_3 \epsilon_{z,z,ax}^{(2)} + \frac{1}{2} z_3^2 \epsilon_{z,z,aax}^{(2)} \right) \left( w_{0,a} + \epsilon_{z,z,a}^{(2)} z_3 \right) \int_{z_3}^{z} C_{11}^{(3)} (z) \, dz \]

\[ - \left( w_{0,a} + z_3 \epsilon_{z,z,a}^{(2)} \right) \left( w_{0,a} + z_3 \epsilon_{z,z,a}^{(2)} \right) \left( w_{0,a} + \epsilon_{z,z,a}^{(2)} z_3 \right) \int_{z_3}^{z} C_{11}^{(3)} (z) \, dz \]

\[ + \left( w_{0,axx} + z_3 \epsilon_{z,z,axx}^{(2)} \right) \left( w_{0,axx} + \epsilon_{z,z,axx}^{(2)} z_3 \right) \int_{z_3}^{z} C_{11}^{(3)} (z) \, dz \]

\[ - \left( 2 z_3 \epsilon_{z,z,aax}^{(2)} + \frac{1}{2} z_3^2 \epsilon_{z,z,aaxx}^{(2)} \right) \left( w_{0,aax} + \epsilon_{z,z,aax}^{(2)} z_3 \right) \int_{z_3}^{z} C_{11}^{(3)} (z) \, dz \]

\[ - \frac{1}{2} \left( w_{0,a} + z_3 \epsilon_{z,z,a}^{(2)} \right)^2 \left( w_{0,a} + \epsilon_{z,z,a}^{(2)} z_3 \right) \int_{z_3}^{z} C_{11}^{(3)} (z) \, dz \]
\begin{align*}
&\left( w_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)} \right)^2 \int_{z_3}^z \mathcal{C}_{11}^{(3)} \, dz \\
&- \left( \frac{\partial J_2(x,t)}{\partial x} + \frac{\partial J_3(x,t)}{\partial x} \right) (z - z_3) \\
&- \rho^{(3)} \frac{1}{2} z_3 (z - z_3)^2 \left[ 2\varepsilon_{xx,xx}^{(2)} - \bar{w}_{0,xx} \right] - \frac{1}{2} \varepsilon_{zz,xx}^{(2)} z_3 \\
&+ \rho^{(3)} \frac{1}{6} (z - z_3)^3 \left( \bar{w}_{0,xx} + \varepsilon_{xx,xx}^{(2)} z_3 \right) \\
&+ \left( 2z_3 \varepsilon_{xx,xxx}^{(2)} + \frac{1}{2} z_3^2 \varepsilon_{zz,xxx}^{(2)} \right) \int_{z_3}^z \int_{z_3}^z \mathcal{C}_{11}^{(3)}(z) \, dz \, dz \\
&+ \left( w_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)} \right) \left( w_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)} \right) \int_{z_3}^z \mathcal{C}_{11}^{(3)}(z) \, dz \\
&+ \left( \bar{w}_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)} \right) \left( \bar{w}_{0,xx} + z_3 \varepsilon_{xx,xx}^{(2)} \right) \int_{z_3}^z \mathcal{C}_{11}^{(3)}(z) \, dz \, dz \\
&- \left( \bar{w}_{0,xxx} + z_3 \varepsilon_{zz,xxx}^{(2)} \right) \int_{z_3}^z \int_{z_3}^z \mathcal{C}_{11}^{(3)}(z) \, dz \, dz,
\end{align*}

where

\begin{align*}
J_3(x,t) &= \\
&= \rho^{(3)} (z_3 - z_2) \left[ \frac{1}{2} (z_3 + z_2) \varepsilon_{xx}^{(2)} + \bar{w}_0 + g \right] \\
&- (w_{0,x})^2 \bar{w}_{0,xx} \int_{z_2}^{z_3} \mathcal{C}_{11}^{(3)}(z) \, dz.
\end{align*}
\[-w_{0,z} \left( 2\varepsilon^{(2)}_{zz,zz} - w_{0,zzz} + w_{0,zz} \varepsilon^{(2)}_{zz,zz} + w_{0,zz} \varepsilon^{(2)}_{zz,zz} \right) \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z \, dz \]

\[= w_{0,z} \left( -\frac{1}{2} \varepsilon^{(2)}_{zz,zzz} + \varepsilon^{(2)}_{zz,zz} \varepsilon^{(2)}_{zz,zz} \right) \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z^2 \, dz \]

\[-\varepsilon^{(2)}_{zz,zz} w_{0,z} \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z \, dz \]

\[-\varepsilon^{(2)}_{zz,zz} \left( 2\varepsilon^{(2)}_{zz,zz} - w_{0,zzz} + w_{0,zz} \varepsilon^{(2)}_{zz,zz} + w_{0,zz} \varepsilon^{(2)}_{zz,zz} \right) \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z^2 \, dz \]

\[-\varepsilon^{(2)}_{zz,zz} \left( -\frac{1}{2} \varepsilon^{(2)}_{zz,zzz} + \varepsilon^{(2)}_{zz,zz} \varepsilon^{(2)}_{zz,zz} \right) \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z^3 \, dz \]

\[-w_{0,z} \varepsilon^{(2)}_{zz,zz} \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, dz + \varepsilon^{(2)}_{zz,zz} \varepsilon^{(2)}_{zz,zz} \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z \, dz \]

\[-\frac{1}{2} (w_{0,z})^2 w_{0,zz} \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, dz + \frac{1}{2} (w_{0,z})^2 \varepsilon^{(2)}_{zz,zz} \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z \, dz \]

\[-\left( 2\varepsilon^{(2)}_{zz,zz} - w_{0,zz} \varepsilon^{(2)}_{zz,zz} \right) w_{0,zz} \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z \, dz \]

\[-\left( 2\varepsilon^{(2)}_{zz,zz} - w_{0,zz} \varepsilon^{(2)}_{zz,zz} \right) \varepsilon^{(2)}_{zz,zz} \int_{s_2}^{s_3} C_{11}^{(2)}(z) \, z^2 \, dz \]
\[ \begin{align*}
- \left[ -\frac{1}{2} \varepsilon^{(2)}_{zz,xx} + \frac{1}{2} \left( \varepsilon^{(2)}_{zz,xx} \right)^2 \right] w_{0,xx} \int_{z_2}^{z_3} \bar{C}^{(2)}_{11}(z) \ z^2 \ dz \\
- \left[ -\frac{1}{2} \varepsilon^{(2)}_{zz,xx} + \frac{1}{2} \left( \varepsilon^{(2)}_{zz,xx} \right)^2 \right] \bar{\varepsilon}^{(2)}_{zz,xx} \int_{z_2}^{z_3} \bar{C}^{(2)}_{11}(z) \ z^3 \ dz \\
- \varepsilon^{(2)}_{zz} w_{0,xx} \int_{z_2}^{z_3} \bar{C}^{(2)}_{13}(z) \ dz + \varepsilon^{(2)}_{zz} \bar{\varepsilon}^{(2)}_{zz,xx} \int_{z_2}^{z_3} \bar{C}^{(2)}_{13}(z) \ z \ dz \\
- \frac{\partial I_2(x,t)}{\partial x} (z_3 - z_2)
\end{align*} \]

\[-\rho^{(2)} \left( 2\bar{\varepsilon}^{(2)}_{zz} - \bar{w}_{0,xx} \right) (z_3 + 2z_2) - \bar{\varepsilon}^{(2)}_{zz,xx} (z^2 + 2zz_2 + 3z_2^2) \frac{1}{4} \frac{1}{6} (z_3 - z_2)^2 \]

\[+ \left( (w_{0,xx})^2 + w_{0,x} w_{0,xxx} \right) \int_{z_2}^{z_3} \bar{C}^{(2)}_{11}(z) \ dz \ dz \]

\[+ \left[ 2\varepsilon^{(2)}_{zz,xxx} - w_{0,zzzz} + w_{0,zz} \varepsilon^{(2)}_{zz,xx} + 2w_{0,zz} \varepsilon^{(2)}_{zz,xx} + w_{0,zz} \varepsilon^{(2)}_{zz,xx} \right] \int_{z_2}^{z_3} \bar{C}^{(2)}_{11}(z) \ dz \ dz \]

\[+ \left( -\frac{1}{2} \varepsilon^{(2)}_{zz,xxxx} + \varepsilon^{(2)}_{zz,xx} \varepsilon^{(2)}_{zz,xx} + \varepsilon^{(2)}_{zz,xx} \varepsilon^{(2)}_{zz,xx} \right) \int_{z_2}^{z_3} \bar{C}^{(2)}_{11}(z) \ z^2 \ dz \ dz \]

\[-\varepsilon^{(2)}_{zz} w_{0,xx} \int_{z_2}^{z_3} \bar{C}^{(2)}_{13}(z) \ dz \ dz \] (5.11.36)

and

\[\frac{\partial}{\partial x} I_3(x,t) = \]
\[
\rho^{(2)} \left[ \left( 2\varepsilon_{zz}^{(2)} - w_{0,zz} \right) \frac{1}{2} \left( z_3^2 - z_2^2 \right) - \frac{1}{6} \varepsilon_{zz}^{(2)} (z_3^3 - z_2^3) \right] \\
- \left( w_{0,zz} w_{0,zz} + w_{0,z} w_{0,zzz} \right) \int_{x_2}^{z_3} \bar{C}_{11}^{(2)}(z) \, dz \\
- \left[ 2\varepsilon_{zz}^{(2)} - w_{0,zzz} + w_{0,zz} \varepsilon_{zz,zz}^{(2)} + 2w_{0,z} \varepsilon_{zz,zz}^{(2)} + w_{0,zz} \varepsilon_{zz,zz}^{(2)} \right] \int_{x_2}^{z_3} \bar{C}_{11}^{(2)}(z) \, z \, dz \\
- \left( -\frac{1}{2} \varepsilon_{zz,zzz}^{(2)} + \varepsilon_{zz,zz}^{(2)} \varepsilon_{zz,zz}^{(2)} + \varepsilon_{zz,zz}^{(2)} \varepsilon_{zz,zz}^{(2)} \right) \int_{x_2}^{z_3} \bar{C}_{11}^{(2)}(z) \, z^2 \, dz \\
- \bar{C}_{13}^{(2)} \varepsilon_{zz,z}^{(2)} (z_3 - z_2). \quad (5.11.37)
\]

### 5.11.2 Computation of spatial derivatives of the field variables

The formulas for the stresses contain derivatives of the field variables \( w_0, \varepsilon_{zz}^{(2)}, \varepsilon_{zz}^{(2)} \). In the finite element formulation the functions \( w_0 \) and \( \varepsilon_{zz}^{(2)} \) are approximated by the Hermite interpolation polynomials of the third degree, and the function \( \varepsilon_{zz}^{(2)} \) is approximated by the Lagrange polynomial of the first degree. Therefore, the derivatives \( \frac{\partial w_0}{\partial x}, \frac{\partial^2 w_0}{\partial x^2}, \frac{\partial^3 w_0}{\partial x^3}, \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x}, \frac{\partial^2 \varepsilon_{zz}^{(2)}}{\partial x^2}, \frac{\partial^3 \varepsilon_{zz}^{(2)}}{\partial x^3}, \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x}, \frac{\partial^2 \varepsilon_{zz}^{(2)}}{\partial x^2} \) can be and will be computed as the derivatives of the interpolation polynomials that were used for the finite element formulation.

The values of \( w_0, \frac{\partial w_0}{\partial x}, \varepsilon_{zz}^{(2)}, \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x} \) and \( \varepsilon_{zz}^{(2)} \) are most accurate at the nodes (because these variables are carried as nodal variables), and they can be taken directly from the finite element solution. Let \( A_i \) and \( A_{i+1} \) be the nodal points of the \( i \)-th element. Then the average (over the element) value of \( \frac{\partial w_0}{\partial x} \), that is used to compute an average stress in the element, will be computed as

\[
\frac{\bar{\partial} w_0}{\partial x} = \frac{1}{2} \left[ \frac{\partial w_0}{\partial x} (A_i) + \frac{\partial w_0}{\partial x} (A_{i+1}) \right] = \frac{1}{2} \left[ w'_0 (0) + w'_0 (l) \right] = \frac{1}{2} (d_2 + d_4). \quad (5.11.38)
\]

According to the more convenient numbering scheme of the element degrees of freedom introduced in equations (5.10.84), \( d_2 = \theta_2, \ d_4 = \theta_7 \). Therefore,

\[
\frac{\bar{\partial} w_0}{\partial x} = \frac{1}{2} (\theta_2 + \theta_7). \quad (5.11.39)
\]
Similarly, the average (over the element) values of \( \varepsilon_{zz}^{(2)} \), \( \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x} \) and \( \varepsilon_{zz}^{(2)} \) are

\[
\varepsilon_{zz}^{(2)} = \frac{1}{2} \left[ \varepsilon_{zz}^{(2)} (0) + \varepsilon_{zz}^{(2)} (l) \right] = \frac{1}{2} (\theta_4 + \theta_0),
\]

(5.11.40)

\[
\frac{\partial \varepsilon_{zz}^{(2)}}{\partial x} = \frac{1}{2} \left[ \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x} (0) + \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x} (l) \right] = \frac{1}{2} (\theta_5 + \theta_{10}),
\]

(5.11.41)

\[
\varepsilon_{zz}^{(3)} = \frac{1}{2} \left[ \varepsilon_{zz}^{(3)} (0) + \varepsilon_{zz}^{(3)} (l) \right] = \frac{1}{2} (\theta_3 + \theta_6),
\]

(5.11.42)

The second derivatives \( \frac{\partial^2 w_0}{\partial x^2} \) and \( \frac{\partial^2 \varepsilon_{zz}^{(2)}}{\partial x^2} \) will be computed at the Gauss points, whose coordinates in the local (element) coordinate system are \( \overline{x}_1 = \left( \frac{1}{2} + \frac{1}{3} \sqrt{3} \right) l \) and \( \overline{x}_2 = \left( \frac{1}{2} - \frac{1}{3} \sqrt{3} \right) l \), because at the Gauss points (and maybe at some other points too), the derivatives \( \frac{\partial^2 w_0}{\partial x^2} \) and \( \frac{\partial^2 \varepsilon_{zz}^{(2)}}{\partial x^2} \), computed from interpolation polynomials used in the FE formulation, are most accurate (explanation of that is in Appendix 5-D). Then, the average (over the element) value of \( \frac{\partial^2 w_0}{\partial x^2} \), that is used to compute an average stress in the element, will be computed as

\[
\overline{\frac{\partial^2 w_0}{\partial x^2}} = \frac{1}{2} \left[ \frac{\partial^2 w_0}{\partial x^2} (\overline{x}_1) + \frac{\partial^2 w_0}{\partial x^2} (\overline{x}_2) \right].
\]

(5.11.43)

In the finite element formulation, the following polynomial approximation of the function \( w_0 \) was used:

\[
w_0 = \left\{ \begin{array}{c}
1 - \frac{3x^2}{l^2} + \frac{2x^3}{l^3} \\
x - \frac{2x^2}{l} + \frac{x^3}{l^3} \\
\frac{3x^2}{l^2} - \frac{2x^3}{l^3} \\
- \frac{x^2}{l} + \frac{x^3}{l^3}
\end{array} \right\}^T \begin{array}{c}
w_0 (0) \\
\frac{dw_0}{dx} (0) \\
w_0 (l) \\
\frac{dw_0}{dx} (l)
\end{array}
\]

(eqn 5.10.14).

From the last equation we obtain

\[
\frac{\partial^2 w}{\partial x^2} = \left\{ \begin{array}{c}
- \frac{6}{l^2} + 12 \frac{x}{l^3} \\
- \frac{4}{l} + 6 \frac{x}{l^2} \\
\frac{6}{l^2} - 12 \frac{x}{l^3} \\
- \frac{2}{l} + 6 \frac{x}{l^2}
\end{array} \right\}^T \begin{array}{c}
w_0 (0) \\
\frac{dw_0}{dx} (0) \\
w_0 (l) \\
\frac{dw_0}{dx} (l)
\end{array} = \left\{ \begin{array}{c}
- \frac{6}{l^2} + 12 \frac{x}{l^3} \\
- \frac{4}{l} + 6 \frac{x}{l^2} \\
\frac{6}{l^2} - 12 \frac{x}{l^3} \\
- \frac{2}{l} + 6 \frac{x}{l^2}
\end{array} \right\}^T \left\{ \begin{array}{c}
\theta_1 \\
\theta_2 \\
\theta_6 \\
\theta_7
\end{array} \right\},
\]

(5.11.44)
and, therefore, at the Gauss points \( \bar{x}_1 = \left( \frac{1}{2} - \frac{\sqrt{3}}{6} \right) l \) and \( \bar{x}_2 = \left( \frac{1}{2} + \frac{\sqrt{3}}{6} \right) l \) we have

\[
\frac{\partial^2 w}{\partial x^2} (\bar{x}_1) = \begin{pmatrix} \frac{-2 \sqrt{3}}{l^2} \\ \frac{1 + \sqrt{3}}{l} \\ \frac{2 \sqrt{3}}{l^2} \\ -\frac{1 + \sqrt{3}}{l} \end{pmatrix}^T \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_6 \\ \theta_7 \end{pmatrix}, \quad \frac{\partial^2 w}{\partial x^2} (\bar{x}_2) = \begin{pmatrix} \frac{2 \sqrt{3}}{l^2} \\ \frac{-1 + \sqrt{3}}{l} \\ \frac{-2 \sqrt{3}}{l^2} \\ \frac{1 + \sqrt{3}}{l} \end{pmatrix}^T \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_6 \\ \theta_7 \end{pmatrix}.
\] (5.11.45)

Substitution of equations (5.11.45) into equation (5.11.43) yields:

\[
\frac{\partial^2 w}{\partial x^2} = \frac{1}{2} \begin{pmatrix} \frac{-2 \sqrt{3}}{l^2} \\ \frac{1 + \sqrt{3}}{l} \\ \frac{2 \sqrt{3}}{l^2} \\ -\frac{1 + \sqrt{3}}{l} \end{pmatrix}^T \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_6 \\ \theta_7 \end{pmatrix} + \begin{pmatrix} \frac{2 \sqrt{3}}{l^2} \\ \frac{-1 + \sqrt{3}}{l} \\ \frac{-2 \sqrt{3}}{l^2} \\ \frac{1 + \sqrt{3}}{l} \end{pmatrix}^T \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_6 \\ \theta_7 \end{pmatrix} = \begin{pmatrix} 0 \\ -\frac{1}{l} \\ 0 \\ \frac{1}{l} \end{pmatrix}^T \begin{pmatrix} \theta_1 \\ \theta_2 \\ \theta_6 \\ \theta_7 \end{pmatrix} = \frac{1}{l} (\theta_7 - \theta_2). \] (5.11.46)

The same way, from the polynomial approximation

\[
e^{(2)}_{zz} = \begin{pmatrix} 1 - \frac{3x^2}{l^2} + \frac{2x^3}{l^3} \\ x - \frac{3x^2}{l} + \frac{x^3}{l^2} \\ \frac{3x^2}{l^2} - \frac{2x^3}{l^3} \\ -\frac{x^2}{l} + \frac{x^3}{l^2} \end{pmatrix}^T \begin{pmatrix} e^{(2)}_{zz} (0) \\ \frac{d^2 e^{(2)}_{zz}}{dx^2} (0) \\ e^{(2)}_{zz} (l) \\ \frac{d^2 e^{(2)}_{zz}}{dx^2} (l) \end{pmatrix}
\] (eqn 5.10.18)

used in the finite element formulation, one can obtain

\[
\frac{\partial^2 e^{(2)}_{zz}}{\partial x^2} = \begin{pmatrix} 0 \\ -\frac{1}{l} \\ 0 \\ \frac{1}{l} \end{pmatrix}^T \begin{pmatrix} e^{(2)}_{zz} (0) \\ \frac{d^2 e^{(2)}_{zz}}{dx^2} (0) \\ e^{(2)}_{zz} (l) \\ \frac{d^2 e^{(2)}_{zz}}{dx^2} (l) \end{pmatrix} = \begin{pmatrix} 0 \\ -\frac{1}{l} \\ 0 \\ \frac{1}{l} \end{pmatrix}^T \begin{pmatrix} \theta_4 \\ \theta_5 \\ \theta_9 \\ \theta_{10} \end{pmatrix} = \frac{1}{l} (\theta_{10} - \theta_5). \] (5.11.47)

The third derivatives \( \frac{\partial^3 e_{zz}}{\partial x^3} \) and \( \frac{\partial^3 e_{zz}}{\partial x^2} \), computed from the interpolation polynomials, used in the FE formulation, are constant in the finite element, and they are most accurate in the middle of
the finite element, at the point $x = \frac{1}{2}$ and maybe at some other points too (explanation of that is Appendix 5-D). From polynomial approximations (5.10.17) and (5.10.18) we obtain:

$$
\frac{\partial^3 w}{\partial x^3} = \frac{\partial^3 w}{\partial x^3} = \begin{bmatrix}
\frac{12}{l^3} \\
\frac{6}{l^3} \\
-\frac{12}{l^3} \\
\frac{6}{l^3}
\end{bmatrix}^T \begin{bmatrix}
w_0(0) \\
w_0'(0) \\
w_0(l) \\
w'_0(l)
\end{bmatrix} = \begin{bmatrix}
\frac{12}{l^3} \\
\frac{6}{l^3} \\
-\frac{12}{l^3} \\
\frac{6}{l^3}
\end{bmatrix}^T \begin{bmatrix}
\theta_1 \\
\theta_2 \\
\theta_6 \\
\theta_7
\end{bmatrix}
= \frac{12}{l^3} (\theta_1 - \theta_6) + \frac{6}{l^3} (\theta_2 + \theta_7)
$$

(5.11.48)

and

$$
\frac{\partial^3 \varepsilon_{zz}^{(2)}}{\partial x^3} = \frac{\partial^3 \varepsilon_{zz}^{(2)}}{\partial x^3} = \begin{bmatrix}
\frac{12}{l^3} \\
\frac{6}{l^3} \\
-\frac{12}{l^3} \\
\frac{6}{l^3}
\end{bmatrix}^T \begin{bmatrix}
\varepsilon_{zz}^{(2)}(0) \\
\frac{d\varepsilon_{zz}^{(2)}}{dx}(0) \\
\varepsilon_{zz}^{(2)}(l) \\
\frac{d\varepsilon_{zz}^{(2)}}{dx}(l)
\end{bmatrix} = \begin{bmatrix}
\frac{12}{l^3} \\
\frac{6}{l^3} \\
-\frac{12}{l^3} \\
\frac{6}{l^3}
\end{bmatrix}^T \begin{bmatrix}
\theta_4 \\
\theta_5 \\
\theta_9 \\
\theta_{10}
\end{bmatrix}
= \frac{12}{l^3} (\theta_4 - \theta_9) + \frac{6}{l^3} (\theta_5 + \theta_{10}).
$$

(5.11.49)

The first derivative $\frac{\partial \varepsilon_{zz}^{(2)}}{\partial x}$, computed from the interpolation polynomial, used in the FE formulation, is constant in the finite element, and is most accurate in the middle of the finite element and maybe at some other points too (explanation of this is in Appendix 5-D). From the polynomial approximation (5.10.11) we receive:

$$
\frac{\partial \varepsilon_{zz}^{(2)}}{\partial x} = \frac{\partial \varepsilon_{zz}^{(2)}}{\partial x} = \left\{-\frac{1}{l^3} \right\} \begin{bmatrix}
\varepsilon_{zz}^{(2)}(0) \\
\varepsilon_{zz}^{(2)}(l)
\end{bmatrix} = \left\{-\frac{1}{l} \right\} \begin{bmatrix}
\theta_3 \\
\theta_8
\end{bmatrix} = \frac{1}{l} (\theta_8 - \theta_3).
$$

(5.11.50)

The derivatives $\frac{\partial^4 w_0}{\partial x^4}$, $\frac{\partial^4 \varepsilon_{zz}^{(2)}}{\partial x^4}$ and $\frac{\partial^4 \varepsilon_{xx}^{(2)}}{\partial x^4}$, taken as the fourth derivatives of the interpolation polynomials, that were used in the finite element formulation, are equal to zero, that can be wrong for a particular problem. Therefore, these derivatives are computed numerically at the nodal points by a finite difference scheme, using the nodal values of $w_0$, $\varepsilon_{zz}^{(2)}$ and $\varepsilon_{xx}^{(2)}$, obtained from the finite element solution. The average over the element values of these derivatives will be computed as

$$
\frac{\partial^4 w_0}{\partial x^4} = \frac{1}{2} \left[ \frac{\partial^4 w_0}{\partial x^4} (A_i) + \frac{\partial^4 w_0}{\partial x^4} (A_{i+1}) \right],
$$

(5.11.51)
\[
\frac{\partial^4 \varepsilon_{zz}^{(2)}}{\partial x^4} = \frac{1}{2} \left[ \frac{\partial^4 \varepsilon_{zz}^{(2)}}{\partial x^4} (A_i) + \frac{\partial^4 \varepsilon_{zz}^{(2)}}{\partial x^4} (A_{i+1}) \right], \tag{5.11.52}
\]

\[
\frac{\partial^2 \varepsilon_{zz}^{(2)}}{\partial x^2} = \frac{1}{2} \left[ \frac{\partial^2 \varepsilon_{zz}^{(2)}}{\partial x^2} (A_i) + \frac{\partial^2 \varepsilon_{zz}^{(2)}}{\partial x^2} (A_{i+1}) \right]. \tag{5.11.53}
\]
5.12 Damage Progression and Time Integration

When a failure occurs in a single layer of a composite laminate, a composite structure can still carry a load. Therefore, a subsequent failure prediction is required to determine a dynamic response of the structure in the presence of some damage. This problem is dealt with by assuming that within a finite element where the damage occurs the original material characteristics of the damaged ply can be replaced with degraded material characteristics. The degraded material properties are assumed to be small fractions of the properties of the undamaged material, but not equal to zero, in order to avoid ill-conditioning of the finite element equations. For example, a degraded value of the Young’s modulus $E_d$ of the damaged ply within a finite element is computed as

$$E_{1d} = (src) E_1,$$

where $E_1$ is an original value of the Young’s modulus and $(src)$ is a stiffness reduction coefficient. The stiffness reduction coefficient is set to be as small as possible, but its smallness is limited by the need to avoid numerical difficulties that can be caused by the large difference of material constants of adjacent finite elements. Such values of the stiffness reduction coefficients are found by numerical experimentation.

The face sheets of the sandwich plate are made of laminated composite plates, that can fail in different modes: due to matrix cracking, fiber fracture, fiber matrix debonds and delamination. Therefore, for accurate prediction of failure in the face sheets, one needs to use a failure criterion that takes account of the microstructure of the composite laminates and the variety of modes of failure that can occur due to this microstructure. A set of failure criteria, designed for this purpose, were suggested by Hashin (1980). Therefore, for the face sheets the Hashin’s criteria will be used in this study.

The core of the sandwich plate, made of polymeric foam or a honeycomb structure, is modelled as a homogeneous isotropic or transversely isotropic medium. Such a medium has fewer modes of failure, namely crushing under compression and cracking under tension. Therefore, for the failure analysis of the core, it is more appropriate to use a failure criterion that does not take account of the microstructure of the material. One such criterion is the Tsai-Wu criterion, and it will be used for the core in our study. The core, that is uniform before the beginning of the damage, becomes nonuniform in the thickness direction (as well as in longitudinal direction) when the damage starts to progress in the thickness direction. For this reason, we will divide the core into the nominal
layers, and we will check the failure criterion in the middle of each such layer.

At each time step the average (over a finite element length) stresses in each element and in each layer are used in the failure criteria. The expressions for stresses in terms of the variables \( w_0, \varepsilon^{(2)}_{xx}, \varepsilon^{(2)}_{zz} \) and their derivatives were developed in subsection 5.11.1 of this chapter. In order to compute the average (over the finite element's length) stresses, the average values of the field variables and their derivatives must be used in these expressions. The computation of the average (over the element) values of the field variables and their derivatives is discussed in subsection 5.11.2 of this chapter.

5.12.1 The Tsai-Wu criterion

The Tsai-Wu failure criterion (Azzi and Tsai, 1965. Wu, 1974 ) is used for the core. Let \( X_T, Y_T, Z_T \) be the lamina normal strengths in tension along the \((1, 2, 3)\) directions, \( X_C, Y_C, Z_C \) — lamina normal strengths in compression and \( S_{23}, S_{13}, S_{12} \) — shear strengths in the \((23, 13, 12)\) planes respectively. In the Tsai-Wu criterion, failure is assumed to occur if the following condition is satisfied:

\[
F \equiv \sum_{i=1}^{6} F_i \sigma_i + \sum_{i=1}^{6} \sum_{j=1}^{6} F_{ij} \sigma_i \sigma_j \geq 1,
\]

where

\[
\sigma_1 = \sigma_{11}, \sigma_2 = \sigma_{22}, \sigma_3 = \sigma_{33}, \sigma_4 = \sigma_{23}, \sigma_5 = \sigma_{13}, \sigma_6 = \sigma_{12},
\]

\[
F_1 = \frac{1}{X_T} - \frac{1}{X_C}, \quad F_2 = \frac{1}{Y_T} - \frac{1}{Y_C}, \quad F_3 = \frac{1}{Z_T} - \frac{1}{Z_C},
\]

\[
F_{11} = \frac{1}{X_TX_C}, \quad F_{22} = \frac{1}{Y_CY_T}, \quad F_{33} = \frac{1}{Z_TZ_C},
\]

\[
F_{44} = \frac{1}{S_{23}}, \quad F_{55} = \frac{1}{S_{13}}, \quad F_{66} = \frac{1}{S_{12}},
\]

\[
F_{12} = F_{21} = -\frac{1}{2} \sqrt{X_TX_CY_CY_C}, \quad F_{13} = F_{31} = -\frac{1}{2} \sqrt{X_TX_CZ_TZ_C},
\]

\[
F_{23} = F_{32} = -\frac{1}{2} \sqrt{Z_TZ_CY_CY_C}.
\]
If the failure occurs, then the following expressions are used to determine the failure mode:

\[ H_1 = F_1\sigma_1 + F_{11}\sigma_1^2, \quad H_2 = F_2\sigma_2 + F_{22}\sigma_2^2, \quad H_3 = F_3\sigma_3 + F_{33}\sigma_3^2. \]

\[ H_4 = F_{44}\sigma_4^2, \quad H_5 = F_{55}\sigma_5^2, \quad H_6 = F_{66}\sigma_6^2. \quad (5.12.5) \]

The largest \( H_i \) is selected as a quantity that determines the dominant failure mode, and the corresponding engineering elastic constant is reduced. The correspondence between \( H_i \) and engineering elastic constants is the following:

\[ H_1 \to E_1, \]
\[ H_2 \to E_2, \]
\[ H_3 \to E_3, \]
\[ H_4 \to G_{23}, \]
\[ H_5 \to G_{13}, \]
\[ H_6 \to G_{12}. \]

The method of reduction of values of engineering elastic constants of the core, using the Tsai-Wu failure criteria is described below.

Compute the failure index \( F \equiv \sum_{i=1}^{6} F_i\sigma_i + \sum_{i=1}^{6} \sum_{j=1}^{6} F_{ij}\sigma_i\sigma_j. \) If failure occurs, i.e. if \( F \geq 1 \), then in each layer of the core of each finite element, at each time step find the maximum of \( H_1, H_2, H_3, H_4, H_5, H_6. \)

a) If \( H_1 \) is the maximum among \( H_i \), then set

\[ E_{1d} = (src) E_1, \quad (5.12.6) \]

where \( (src) \) is a stiffness reduction coefficient.
b) If $H_2$ is the maximum among $H_i$, then set

$$E_{2d} = (src) E_2. \quad (5.12.7)$$

c) If $H_3$ is the maximum among $H_i$, then set

$$E_{3d} = (src) E_3. \quad (5.12.8)$$

d) If $H_4$ is the maximum among $H_i$ then set

$$G_{23d} = (src) G_{23}. \quad (5.12.9)$$

e) If $H_5$ is the maximum among $H_i$ then set

$$G_{13d} = (src) G_{13}. \quad (5.12.10)$$

f) If $H_6$ is the maximum among $H_i$, then set

$$G_{12d} = (src) G_{12}. \quad (5.12.11)$$

A value of the stiffness reduction coefficient needs to be chosen very small, but not lower than a certain limiting value, below which the ill-conditioning of the finite element equations can occur. This limiting value of the stiffness reduction coefficient can be found by numerical experiments with a particular model. In the numerical example in the subsequent section 5.14, the stiffness reduction coefficient (src) was chosen to be 0.001.

### 5.12.2 The Hashin’s criteria

The Hashin’s criteria (Hashin, 1980) will be used for the face sheets. The Hashin’s criteria and the method of reducing the values of engineering elastic constants of the face sheets are described below.

The **fiber failure in tension** (fiber breakage) in the face sheets in a layer of a face sheet of a finite element is predicted when

$$\sigma_{11} > 0 \text{ and } \frac{\sigma_{11}}{X_T} + \frac{\sigma_{12} + \sigma_{13}}{S_{12}} \geq 1. \quad (5.12.12)$$
When fiber failure in tension is predicted in a layer, the load carrying capacity of that layer is almost completely eliminated. Therefore, the values of all the elastic constants that characterize the in-plane deformation of the plate in cylindrical bending are reduced to some very low values, i.e. it is set

\[ E_{1d} = (src) E_1, \quad G_{13d} = (src) G_{13}, \quad \nu_{13d} = (src) \nu_{13}, \quad \nu_{12d} = (src) \nu_{12}, \]  

(5.12.13)

where \((src)\) is a stiffness reduction coefficient. As it was mentioned earlier, the value of the stiffness reduction coefficient is chosen to be as small as possible, but not lower than a certain limit value under which the ill-conditioning of the FE equations occurs.

The fiber failure in compression in a layer of the face sheets of a finite element is predicted when

\[ \sigma_{11} < 0 \text{ and } \left( \frac{\sigma_{11}}{X_C} \right)^2 \geq 1. \]  

(5.12.14)

In the works of Schuerch (1966), Hermann, Mason, Chan (1967), Sadovski, Pu, Hussain (1967), Karpenko, Terletzki, Liashchenko (1972), Greszczyk (1974) and other authors, the compressive fiber mode of failure is interpreted as a failure caused by instability (buckling) of fibers in the matrix. These and other works were included into the monographs of Broutman and Krock (1967), Rosen and Dow (1975). More recently, the failure of composite materials under compression due to instability of fibers was considered in the monograph of Guz (1989).

For compressive fiber failure, it is assumed that the material constants \(E_2, E_3, G_{12}, G_{13}\), responsible for transverse load carrying capacity, are reduced to some very low values. Therefore, it is set:

\[ E_{2d} = (src) E_2, \quad E_{3d} = (src) E_3, \quad G_{12d} = (src) G_{12}, \quad G_{13d} = (src) G_{13}, \]  

(5.12.15)

where \((src)\) is a stiffness reduction coefficient. Besides, it is assumed that if the buckling of the fibers occurs, the layer still has some residual strength in the direction of the fibers. Therefore, the original Young's modulus in the fiber direction \(E_1\) is replaced with some reduced value \(E_{1d}\) by the formula

\[ E_{1d} = (SRC) E_1, \]  

(5.12.16)
where \((SRC)\) is another stiffness reduction coefficient, whose value is larger than the value of the stiffness reduction coefficient \((src)\):

\[
(src) < (SRC).
\] (5.12.17)

The matrix failure in the face sheets is predicted when

\[
F_t^2 = \left(\frac{\sigma_{22} + \sigma_{33}}{Y_T}\right)^2 + \frac{(\sigma_{23})^2 - \sigma_{22}\sigma_{33}}{(S_{23})^2} + \frac{(\sigma_{12})^2 + (\sigma_{13})^2}{(S_{12})^2} \geq 1 \text{ and } \sigma_{22} + \sigma_{33} > 0,
\] (5.12.18)

or when

\[
F_e^2 = \frac{1}{Y_C} \left(\frac{Y_C}{2S_{23}}\right)^2 - 1 + \frac{(\sigma_{22} + \sigma_{33})^2}{4(S_{23})^2} + \frac{(\sigma_{23})^2 - \sigma_{22}\sigma_{33}}{(S_{23})^2} + \frac{(\sigma_{12})^2 + (\sigma_{13})^2}{(S_{12})^2} \geq 1 \text{ and } \sigma_{22} + \sigma_{33} < 0.
\] (5.12.19)

In this case, the degraded stiffness properties are:

\[
E_{3d} = (src) E_3, \quad G_{23d} = (src) G_{23}, \quad G_{13d} = (src) G_{13},
\]

\[
E_{2d} = (src) E_2, \quad G_{12d} = (src) G_{12},
\]

\[
\nu_{12d} = (src) \nu_{12}, \quad \nu_{23d} = (src) \nu_{23}.
\]

The delamination (separation of the plies) occurs when

\[
\left(\frac{\sigma_{33}}{Z_t}\right)^2 \geq 1 \text{ and } \sigma_{33} > 0.
\] (5.12.20)

In this case, the degraded material properties are:

\[
E_{3d} = (src) E_3, \quad G_{23d} = (src) G_{23}, \quad G_{13d} = (src) G_{13}, \quad \nu_{23d} = (src) \nu_{23}.
\]

### 5.12.3 The algorithm of modeling the damage progression

Now, the algorithm of damage progression will be presented without the details of how it is imbedded into the time integration scheme. These details will be discussed in the subsequent subsection.
1) At each time step compute average (over an element length) stresses \( \sigma_{xx}, \sigma_{xy}, \sigma_{yy}, \sigma_{xz}, \sigma_{yz}, \sigma_{zz} \) in the problem coordinate system in all finite elements, in the middle of each ply of the face sheets (at \( z = \frac{\xi + \xi_{x+1}}{2} \)) and in the middle of each nominal layer of the core. The method of computing the average (over an element length) values of derivatives of the field variables, that enter into the formulas for the average stresses, was presented in section 5.11 of chapter 5.

2) Transform the stresses to the principle material coordinates, i.e. compute \( \sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{12}, \sigma_{13}, \sigma_{23} \) by formulas (Reddy, 1996):

\[
\sigma_{11} = (\sigma_{xx} \cos \theta + \sigma_{xy} \sin \theta) \cos \theta + (\sigma_{xy} \cos \theta + \sigma_{yy} \sin \theta) \sin \theta, \quad (5.12.21)
\]

\[
\sigma_{12} = -(\sigma_{xx} \cos \theta + \sigma_{xy} \sin \theta) \sin \theta + (\sigma_{xy} \cos \theta + \sigma_{yy} \sin \theta) \cos \theta, \quad (5.12.22)
\]

\[
\sigma_{13} = \sigma_{xz} \cos \theta + \sigma_{yz} \sin \theta, \quad (5.12.23)
\]

\[
\sigma_{22} = (\sigma_{xx} \sin \theta - \sigma_{xy} \cos \theta) \sin \theta + (-\sigma_{xy} \sin \theta + \sigma_{yy} \cos \theta) \cos \theta, \quad (5.12.24)
\]

\[
\sigma_{23} = -\sigma_{xz} \sin \theta + \sigma_{yz} \cos \theta, \quad (5.12.25)
\]

\[
\sigma_{33} = \sigma_{zz}, \quad (5.12.26)
\]

where \( \theta \) is angle of fiber orientation with respect to the \( x \)-axis of the problem coordinate system.

3) Substitute the stresses in the material coordinate system into the failure criteria. The Hashin criteria will be used for the face sheets and the Tsai-Wu criterion will be used for the core. If the failure occurs, reduce the appropriate engineering constants of the face sheets and the core, using the methods, described above.

4) Using the modified values of engineering elastic constants, for each layer of each finite element that fails recompute elastic constants \( \sigma C^{(k)}_{ij} \), element stiffness matrices, global stiffness matrix and
restart the analysis at the same time step, i.e. return to the 1-st step.\footnote{When failure occurs, the stress field changes instantly due to the change of material properties. This redistribution of the stresses may cause additional failure to occur. Therefore, in case of failure, the time incrementation must be stopped, and analysis must be run again for the same time interval to determine the new failure. If the new failure does not occur, the analysis can go on to the next time step.}

5) If failure does not occur, proceed to the next time step.

The analysis will continue for a time duration, specified by a user, or until all finite elements fail.

The flow-chart of this algorithm is presented in Figure 5.1

\subsection{5.12.4 Time-history analysis by Newmark method with account of damage progression}

Let us introduce the following notations:

\[
\{\Theta\}^{\left|_{t=t_n}\right.} = \{\Theta\}_n \text{ -- vector of nodal variables, evaluated at moment of time } t_n, \quad \{\Theta\}^{\left|_{t=t_{n+1}}\right.} = \{\Theta\}_{n+1} \text{ -- vector of nodal variables, evaluated at moment of time } t_{n+1}, ~ \tau \equiv t_{n+1} - t_n.
\]

Then, the Taylor expansion of \(\{\Theta\}\) about a point \(t_n\), with four terms, evaluated at point \(t_{n+1}\), has the form:

\[
\{\Theta\}_{n+1} \approx \{\Theta\}_n + \{\dot{\Theta}\}_n \tau + \frac{1}{2} \{\ddot{\Theta}\}_n \tau^2 + \frac{1}{6} \{\dddot{\Theta}\}_n \tau^3. \tag{5.12.27}
\]

The quantity \(\frac{1}{6} \{\dddot{\Theta}\}_n\) in the last term can be written approximately as follows (Englemann, 1988):

\[
\frac{1}{6} \{\dddot{\Theta}\}_n \approx \beta \frac{\{\dot{\Theta}\}_{n+1} - \{\dot{\Theta}\}_n}{\tau}, \tag{5.12.28}
\]

where \(\beta\) is a free parameter that controls the accuracy and stability of the method. Therefore, equation (5.12.27) takes the form

\[
\{\Theta\}_{n+1} \approx \{\Theta\}_n + \{\dot{\Theta}\}_n \tau + \frac{1}{2} \{\ddot{\Theta}\}_n \tau^2 + \beta \tau^2 \left( \{\dddot{\Theta}\}_{n+1} - \{\dddot{\Theta}\}_n \right) \approx
\]

\[
\approx \{\Theta\}_n + \tau \{\dot{\Theta}\}_n + \tau^2 \left( 1 - \beta \right) \{\ddot{\Theta}\}_n + \tau^2 \beta \{\dddot{\Theta}\}_n + \{\dddot{\Theta}\}_{n+1}, \tag{5.12.29}
\]

Analogously, expanding the vector \(\{\dot{\Theta}\}\) in Taylor series, keeping three terms in the expansion and evaluating \(\{\dot{\Theta}\}\) at moment of time \(t_{n+1}\), one can obtain (Englemann, 1988):

\[
\{\dot{\Theta}\}_{n+1} \approx \{\dot{\Theta}\}_n + \{\ddot{\Theta}\}_n \tau + \gamma \left( \{\dddot{\Theta}\}_{n+1} - \{\dddot{\Theta}\}_n \right) \tau^2 \approx
\]
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\[ \approx \{ \ddot{\Theta} \}_n + \tau (1 - \gamma \tau) \{ \dot{\Theta} \}_n + \tau^2 \gamma \{ \dot{\Theta} \}_n + \gamma \{ \dot{\Theta} \}_{n+1}, \]  

(5.12.30)

where \( \gamma \) is another free parameter that controls the accuracy and stability of the method.

Equations of motion of the system in terms of the global nodal variables \( \{ \Theta \} \), in which vectors \( \{ \Theta \}, \{ \dot{\Theta} \}, \{ \ddot{\Theta} \} \) are evaluated at a moment of time \( t_{n+1} \), are

\[ [M] \{ \ddot{\Theta} \}_{n+1} + [C] \left( \{ \dot{\Theta} \}_{n+1} - \{ \dot{\Theta} \}_1 \right) + [K] \{ \Theta \}_{n+1} + \{ Q \}_{n+1} = \{ P \}, \]  

(5.12.31)

where \( \{ Q \} \) is a nonlinear part of the internal force vector, whose components are defined as \( \frac{\partial (U_{nl})_{\text{system}}}{\partial \Theta_i} \), where \( (U_{nl})_{\text{system}} \) is the whole system's part of the strain energy, that is not quadratic with respect to the nodal parameters \( \Theta_i \). This part of the strain energy appears due to the nonlinear terms in the von-Karman strain-displacement relations. In equation (5.12.31) the vector \( [K] \{ \Theta \} \) is a linear part of the internal force vector, and, therefore, the matrix \( [K] \) is a stiffness matrix of a geometrically linearly formulated problem. The stiffness matrix \( [K] \) does not depend on the nodal unknowns. In equation (5.12.31) the load vector \( \{ P \} \) is due to the gravity force, therefore it does not depend on time. At the initial moment of time \( t_1 \), when the platform touches the elastic foundation, but the foundation is not compressed yet, the damping in the platform is absent. This is taken into account by writing in equation (5.12.31) the term, responsible for damping, in the form \( [C] \left( \{ \dot{\Theta} \}_{n+1} - \{ \dot{\Theta} \}_1 \right) \), with initial velocity \( \{ \dot{\Theta} \}_1 \) subtracted from the velocity \( \{ \dot{\Theta} \}_{n+1} \). As a result of this, the equation of motion (5.12.31), written for the initial moment of time \( t_1 \), takes the form:

\[ [M] \{ \ddot{\Theta} \}_1 + [K] \{ \Theta \}_1 + \{ Q \}_1 = \{ P \}. \]  

(5.12.32)

The internal force vector at the initial moment of time is equal to a zero-vector, because at the initial moment of time all components of the generalized displacement vector \( \{ \Theta \} \) are equal to zero:

\[ \{ \Theta \}_1 = \{ 0 \}. \]  

(5.12.33)

Therefore, equation (5.12.32) takes the form:

\[ [M] \{ \ddot{\Theta} \}_1 = \{ P \}. \]  

(5.12.34)

The global vector of nodal parameters at the initial moment of time, \( \{ \dot{\Theta} \}_1 \), computed from equation (5.12.34), is such that those components of this vector, that are the second time derivatives of the
nodal transverse displacements at \( t = t_1 \), \( \ddot{w}_0(t_1) \), are equal to \( 9.8 \frac{m}{s^2} \), as it is expected to be. If in equation (5.12.31) the term responsible for damping was written as \([C] \{ \dot{\Theta} \}_{n+1} \) instead of \([C] \left( \{ \dot{\Theta} \}_{n+1} - \{ \dot{\Theta} \}_{1} \right) \), then the initial acceleration \( \ddot{w}_0(t_1) \) would be computed from equation \([M] \{ \ddot{\Theta} \}_{1} = \{ P \} - [C] \{ \dot{\Theta} \}_{1} \), and, therefore, would take on very high values, different from the acceleration of free fall \( 9.8 \frac{m}{s^2} \).

Substitution of equations (5.12.29) and (5.12.30) into equation (5.12.31) yields:

\[
\left( [M] + [C] \tau^2 \gamma + [K] \tau^2 \beta \right) \{ \dot{\Theta} \}_{n+1} + \{ Q \}_{n+1} + \\
+ [C] \left( \{ \dot{\Theta} \}_n + \tau (1 - \gamma \tau) \{ \dot{\Theta} \}_n - \{ \dot{\Theta} \}_1 \right) + \\
+ [K] \left( \{ \Theta \}_n + \tau \{ \dot{\Theta} \}_n + \tau^2 \left( \frac{1}{2} - \beta \right) \{ \ddot{\Theta} \}_n \right) = \{ P \} \quad (5.12.35)
\]

From equation (5.12.29) we find

\[
\{ \dot{\Theta} \}_{n+1} = \frac{1}{\tau^2 \beta} \{ \Theta \}_{n+1} - \frac{1}{\tau^2 \beta} \left( \{ \Theta \}_n + \tau \{ \dot{\Theta} \}_n + \tau^2 \left( \frac{1}{2} - \beta \right) \{ \ddot{\Theta} \}_n \right). \quad (5.12.36)
\]

Substitution of equation (5.12.36) into equation (5.12.35) yields

\[
\left( \left[ M \right] \frac{1}{\tau^2 \beta} + [C] \frac{\gamma}{\beta} + [K] \right) \{ \Theta \}_{n+1} + \{ Q \}_{n+1} + \\
- \frac{1}{\tau^2 \beta} \left( \{ \Theta \}_n + \tau \{ \dot{\Theta} \}_n + \tau^2 \left( \frac{1}{2} - \beta \right) \{ \ddot{\Theta} \}_n \right) \left( \left[ M \right] + [C] \tau^2 \gamma + [K] \tau^2 \beta \right) + \\
+ [C] \left( \{ \dot{\Theta} \}_n + \tau (1 - \gamma \tau) \{ \dot{\Theta} \}_n - \{ \dot{\Theta} \}_1 \right) + \\
+ [K] \left( \{ \Theta \}_n + \tau \{ \dot{\Theta} \}_n + \tau^2 \left( \frac{1}{2} - \beta \right) \{ \ddot{\Theta} \}_n \right) - \{ P \} = \{ \theta \} . \quad (5.12.37)
\]

Now, assuming that we know the values of \( \{ \Theta \}_n \), \( \{ \dot{\Theta} \}_n \),and \( \{ \ddot{\Theta} \}_n \), we need to find the values of \( \{ \Theta \}_{n+1} \), \( \{ \dot{\Theta} \}_{n+1} \),and \( \{ \ddot{\Theta} \}_{n+1} \). Components of vector \( \{ Q \}_{n+1} \), that enters into equation (5.12.37),
depend nonlinearly on components of the vector of nodal parameters \( \{\Theta\}_{n+1} \). Therefore, equation (5.12.37) is a nonlinear system of equations with respect to components of the vector \( \{\Theta\}_{n+1} \). These nonlinear equations will be solved by a direct iteration (Picard) method (Reddy, 1996). Let us introduce the following notations:

\[
\{\hat{F}\}_n = -\frac{1}{\tau^2 \beta} \left( \{\Theta\}_n + \tau \{\hat{\Theta}\}_n + \tau^2 \left( \frac{1}{2} - \beta \right) \{\bar{\Theta}\}_n \right) \left( [M] + [C] \tau^2 \gamma + [K] \tau^2 \beta \right) + \\
+ [C] \left( \{\hat{\Theta}\}_n + \tau (1 - \gamma \tau) \{\bar{\Theta}\}_n - \{\hat{\Theta}\}_1 \right) + \\
+ [K^{(l)}] \left( \{\Theta\}_n + \tau \{\hat{\Theta}\}_n + \tau^2 \left( \frac{1}{2} - \beta \right) \{\bar{\Theta}\}_n \right) - \{P\},
\]

Then, equation (5.12.37) takes the form

\[
\{\hat{K}\} \{\Theta\}_{n+1} = - \{\hat{F}\}_n - \{Q\}_{n+1} ,
\]

or

\[
\{\Theta\}_{n+1} = - \left[ \{\hat{K}\} \right]^{-1} \left( \{\hat{F}\}_n + \{Q\}_{n+1} \right)
\]

The direct iteration method is based on computing a sequence of vectors

\[
\{\Theta\}^{(1)}_{n+1}, \{\Theta\}^{(2)}_{n+1}, \{\Theta\}^{(3)}_{n+1}, ...
\]

by the recurrence formula

\[
\{\Theta\}^{(r+1)}_{n+1} = - \left[ \{\hat{K}\} \right]^{-1} \left( \{\hat{F}\}_n + \{Q\}^{(r)}_{n+1} \right),
\]

where the vector \( \{Q\}^{(r)}_{n+1} \) is the vector \( \{Q\}_{n+1} \) evaluated at \( \{\Theta\}_{n+1} = \{\Theta\}^{(r)}_{n+1} \). The components of the matrix \( \{\hat{K}\} \) and the vector \( \{\hat{F}\}_n \) do not depend on the unknowns, i.e. on the components of the vector \( \{\Theta\}_{n+1} \). If the sequence of vectors \( \{\Theta\}^{(1)}_{n+1}, \{\Theta\}^{(2)}_{n+1}, \{\Theta\}^{(3)}_{n+1}, ... \) converges to some vector \( \{\hat{\Theta}\}_{n+1} \), then this vector \( \{\hat{\Theta}\}_{n+1} \) is a solution of the system of equations (5.12.38). Since the inversion of matrix \( \{\hat{K}\} \) is not an effective computational procedure, it is more convenient to find each next term of the recurrence sequence (5.12.40) by solving a system of linear algebraic equations

\[
\{\hat{K}\} \{\Theta\}^{(r+1)}_{n+1} = - \{\hat{F}\}_n - \{Q\}^{(r)}_{n+1}
\]
for the components of the vector \( \{ \Theta \}_{n+1}^{(r+1)} \). The components of the vector \( \{ \Theta \}_{n+1}^{(r+1)} \) found in each iteration, are used to evaluate the nonlinear part of the internal force vector \( \{ Q \}_{n+1}^{(r+1)} \), which is then used in the next iteration to obtain the next improved approximation of the vector \( \{ \Theta \}_{n+1} \). In other words, in the next iteration the system of linear algebraic equations

\[
\left[ \hat{K} \right] \{ \Theta \}_{n+1}^{(r+2)} = - \left[ \hat{F} \right]_{n} - \{ Q \}_{n+1}^{(r+1)} .
\]

is solved for the vector \( \{ \Theta \}_{n+1}^{(r+2)} \). In the FE program, that is developed for the analysis of the problem, the first term of the iteration sequence \( \{ \Theta \}_{n+1}^{(1)} \), \( \{ \Theta \}_{n+1}^{(2)} \), \( \{ \Theta \}_{n+1}^{(3)} \), ... is set equal to a zero-vector at all time intervals:

\[
\{ \Theta \}_{n+1}^{(1)} = \{ 0 \}
\]

for \( n=1,2,3,... \). With such a choice of initial guess of the solution vector, the convergence of the iteration sequence (5.12.40) is achieved successfully unless the number of the damaged plies is high. But if the number of the damaged plies is large, the program needs to be stopped anyway. Iteration is stopped if a norm of vector \( \{ \Theta \}_{n+1}^{(r+1)} - \{ \Theta \}_{n+1}^{(r)} \) (a difference of solution vectors in two successive approximations), divided by the norm of vector \( \{ \Theta \}_{n+1}^{(r+1)} \) is less than some number (tolerance):

\[
\frac{\| \{ \Theta \}_{n+1}^{(r+1)} - \{ \Theta \}_{n+1}^{(r)} \|}{\| \{ \Theta \}_{n+1}^{(r+1)} \|} < \text{tolerance}
\]

As a norm of a vector, we used a square root of sum of squares of its components. Let \( (\Theta)_{n+1}^{(r)} \) be an i-th component of the approximate solution vector obtained in an iteration with a number \( r \) at a moment of time with a number \( n+1 \). Then the criterion (5.12.44) for stopping the iterations will be written as follows:

\[
\frac{\sqrt{\left[ (\Theta)_{n+1}^{(r+1)} - (\Theta)_{n+1}^{(r)} \right]^2}}{\sqrt{\left[ (\Theta)_{n+1}^{(r+1)} \right]^2}} < \text{tolerance}
\]

In the example problem in the subsequent section 5.14, the value of tolerance is chosen to be 0.001. So, in the problems without damage progression taken into account, the algorithm of the Newmark time integration scheme, combined with the direct iteration method of solving the nonlinear algebraic equations, can be summarized as follows:

I) At the first time interval \([t_1, t_2] \):
Set the vectors of initial generalized displacements \( \{ \Theta \}_1 \) and velocities \( \{ \Theta \}_1 \) equal to the initial conditions. In our finite element formulation we have the following nodal variables at each node: 
\[ w_0, \frac{\partial w_0}{\partial x}, \varepsilon_x^{(2)}, \varepsilon_x^{(2)}, \frac{\partial \varepsilon_x^{(2)}}{\partial x}. \]
Therefore, for a platform, dropped on elastic foundation, at the initial moment of time \( t = t_1 \) we set at each node
\[ w_0 = 0, \frac{\partial w_0}{\partial x} = 0, \varepsilon_x^{(2)} = 0, \varepsilon_x^{(2)} = 0, \frac{\partial \varepsilon_x^{(2)}}{\partial x} = 0; \quad (5.12.46) \]
\[ \frac{\partial w_0}{\partial t} = \text{initial velocity, } \frac{\partial}{\partial t} \left( \frac{\partial w_0}{\partial x} \right) = 0, \frac{\partial \varepsilon_x^{(2)}}{\partial t} = 0, \frac{\partial \varepsilon_x^{(2)}}{\partial t} = 0, \frac{\partial}{\partial t} \left( \frac{\partial \varepsilon_x^{(2)}}{\partial x} \right) = 0. \quad (5.12.47) \]

The vector \( \{ \ddot{\Theta} \}_1 \) of initial generalized accelerations is found from the equation (5.12.34), repeated here as equation (5.12.48):
\[ [M] \{ \ddot{\Theta} \}_1 = \{ P \}. \quad (5.12.48) \]

II) At the n-th time interval \( [t_n, t_{n+1}] \) the vectors \( \{ \Theta \}_n, \{ \dot{\Theta} \}_n, \{ \ddot{\Theta} \}_n \) are known, and it is necessary to find the vectors \( \{ \Theta \}_{n+1}, \{ \dot{\Theta} \}_{n+1}, \{ \ddot{\Theta} \}_{n+1} \). For this purpose the following algorithm is used.

1) Set iteration counter \( r = 1 \), and set the initial approximation for the vector of nodal parameters at \( t = t_{n+1} \) as
\[ \{ \Theta \}^{(1)}_{n+1} = \{ 0 \}. \]

2) Evaluate \( \{ Q \}^{(r)}_{n+1} \), i.e. evaluate \( \{ Q \}_{n+1} \) at \( \{ \Theta \}_{n+1} = \{ \Theta \}^{(r)}_{n+1} \) and solve a linear system of algebraic equations for the components of the vector \( \{ \Theta \}^{(r+1)}_{n+1} \)
\[ \left[ K \right] \{ \Theta \}^{(r+1)}_{n+1} = - \{ \dot{F} \}_n - \{ Q \}^{(r)}_{n+1} \]

Evaluate the acceleration vector of the current iteration by the formula
\[ \{ \ddot{\Theta} \}^{(r+1)}_{n+1} = \frac{1}{\tau^2 \beta} \left( \{ \Theta \}^{(r+1)}_{n+1} - \{ \Theta \}_{n+1} - \tau \{ \dot{\Theta} \}_n - \tau^2 \left( \frac{1}{2} - \beta \right) \{ \ddot{\Theta} \}_n \right) \quad (5.12.49) \]
(equation (5.12.49) is obtained by expressing \( \{ \ddot{\Theta} \}^{(r+1)}_{n+1} \) from equation (5.12.29)). Evaluate the velocity vector of the current iteration by the formula
\[ \{ \dot{\Theta} \}^{(i+1)}_{n+1} = \{ \dot{\Theta} \}_n + \tau (1 - \gamma \tau) \{ \dot{\Theta} \}_n + \tau^2 \gamma \{ \ddot{\Theta} \}^{(i+1)}_{n+1}. \quad (5.12.50) \]
(Equation (5.12.50) is obtained from equation (5.12.30).

3) Check if the vectors \((\Theta)_{n+1}^{(r+1)}\) and \((\Theta)_{n+1}^{(r)}\) satisfy the convergence criterion of equation (5.12.45)

\[
\sqrt{\frac{[\Theta_{n+1}^{(r+1)} - (\Theta)_{n+1}^{(r)}]^2}{[(\Theta)_{n+1}^{(r+1)}]^2}} < \text{tolerance} \quad \text{(eqn 5.12.45)}
\]

If the convergence criterion is not satisfied, then begin a new iteration within this time interval, i.e. set \(r = r + 1\) and go to the step 2. If the convergence criterion is satisfied, go to the next step.

4) Set the vector of nodal parameters and the vectors of the first and second time derivatives of the nodal parameters equal to the corresponding vectors obtained in the iteration at which the convergence criterion of the step 3 was satisfied, i.e. set

\[
\{\Theta\}_{n+1} = \{\Theta\}_{n+1}^{(r+1)}, \quad (5.12.51)
\]

\[
\{\dot{\Theta}\}_{n+1} = \{\dot{\Theta}\}_{n+1}^{(r+1)}, \quad (5.12.52)
\]

\[
\{\ddot{\Theta}\}_{n+1} = \{\ddot{\Theta}\}_{n+1}^{(r+1)}. \quad (5.12.53)
\]

for use in the next time step and for computation of stresses at \(t = t_{n+1}\).

5) Compute average stresses in all plies of each finite element at \(t = t_{n+1}\), using the vectors \(\{\Theta\}_{n+1}, \{\dot{\Theta}\}_{n+1}\) and \(\{\ddot{\Theta}\}_{n+1}\), obtained in the 4-th step. Then set \(n = n + 1\), i.e. go to the next time interval.

Analysis goes on for all time steps, the number of which is specified by a user, or until all plies in all finite elements fail. If a number of the damaged plies is large, the iterative procedure of solving the nonlinear algebraic equations (5.12.43) can fail to lead to convergence of the sequence of approximate solutions, i.e. the termination criterion (5.12.45) of the iteration process will not be satisfied. This serves as an indicator that the number of the damaged plies is high and also leads to stopping the finite element program.

If the damage is taken into account, then the 5-th step of the above algorithm will be modified as follows:

5') Compute average stresses in all plies of each finite element at \(t = t_{n+1}\), using the vectors \(\{\Theta\}_{n+1}, \{\dot{\Theta}\}_{n+1}\) and \(\{\ddot{\Theta}\}_{n+1}\), obtained in the 4-th step. Substitute these stresses into the failure
criteria. If failure occurs in a ply of a finite element, modify material elastic constants of this ply, modify the element stiffness matrix \([k]\) and the nonlinear internal force vector \(\{q\}_{n+1} = \left( \frac{\partial U_d}{\partial \theta} \right)_{n+1} \) of the finite element to which the damaged ply belongs and assemble the global stiffness matrix \([K]\) and global nonlinear internal force vector \(\{Q\}_{n+1}\) with account of modifications to the element stiffness matrices and element nonlinear internal force vectors due to the damage. Then go to the step 2. If failure does not occur in any ply of any finite element, then set \(n = n + 1\), i.e. go to the next time interval.
5.13 Verification of results of the finite element program

In this section we will consider some static and dynamic problems, for which exact elasticity solutions exist, and compare results of these exact solutions with the results produced by the finite element program, based on the layerwise theory of sandwich plates developed in this chapter.

5.13.1 Comparison of exact solution for a homogeneous isotropic simply supported plate and the FE solution of the same problem, based on the layerwise plate theory.

Let us consider a static problem of cylindrical bending of a simply supported homogeneous isotropic plate of length $L$, height $h$ and width $b$ (Figure 2.2). The plate is under a uniform load, acting on the upper surface with intensity (force per unit length) $q_u$. By $q_u$ we denote not an absolute value of the load intensity, but a projection of the load intensity on the $z$-axis, i.e. $q_u$ can be positive or negative, depending on the direction of the load. Let $Q = -1 \times 10^5 \frac{N}{m^2}$, $h = 0.022m$, $L = 1m$, $x = 0.5m$, where $q_u$ is force per unit length on the upper surface, $b$ is width of the plate. In this problem, the exact solution for stresses is (Appendix 2-A):

$$\sigma_{xz} = \frac{6}{h^3} Q \left( x - \frac{L}{2} \right) \left( z^2 - \frac{h^2}{4} \right),$$

(5.13.1)

$$\sigma_{zz} = -\frac{1}{2h^3} Q (2z + h)^2 (z - h),$$

(5.13.2)

$$\sigma_{xx} = -\frac{6}{h^3} Q x (x - L) z + \frac{4}{h^3} Q z^3 - \frac{3}{5h} Q z.$$  

(5.13.3)

In the finite element model, 50 elements of equal length were used. The stresses were computed as the average stresses over the length of the elements. The tables of comparison of stresses, obtained from the exact and the finite element solutions, are shown below.
Table 5.1: Comparison of exact and FE solutions for stress $\sigma_{xz}$ in a homogeneous isotropic simply supported plate

<table>
<thead>
<tr>
<th>$x$ (m)</th>
<th>$z$ (m)</th>
<th>$\frac{\sigma_{xz}}{\times 10^6 \text{ N/m}^2}$</th>
<th>$\frac{\sigma_{xx}}{\times 10^6 \text{ N/m}^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact</td>
<td>plate theory</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.011</td>
<td>154.98</td>
<td>154.87</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0105</td>
<td>147.93</td>
<td>147.84</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.010</td>
<td>140.88</td>
<td>140.80</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.008</td>
<td>112.69</td>
<td>112.64</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.005</td>
<td>70.427</td>
<td>70.402</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.002</td>
<td>28.169</td>
<td>28.164</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>0</td>
<td>-0.026</td>
</tr>
<tr>
<td>0.5</td>
<td>0.002</td>
<td>-28.169</td>
<td>-28.164</td>
</tr>
<tr>
<td>0.5</td>
<td>0.005</td>
<td>-70.427</td>
<td>-70.402</td>
</tr>
<tr>
<td>0.5</td>
<td>0.008</td>
<td>-112.69</td>
<td>-112.64</td>
</tr>
<tr>
<td>0.5</td>
<td>0.010</td>
<td>-140.88</td>
<td>-140.80</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0105</td>
<td>-147.93</td>
<td>-147.84</td>
</tr>
<tr>
<td>0.5</td>
<td>0.011</td>
<td>-154.98</td>
<td>-154.87</td>
</tr>
</tbody>
</table>

Errors: 0.07% - 0.97%
Table 5.2: Comparison of exact and FE solutions for stress $\sigma_{zz}$ in a homogeneous isotropic simply supported plate

<table>
<thead>
<tr>
<th>$x$ (m)</th>
<th>$z$ (m)</th>
<th>$\sigma_{zz}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{zz}$ ($\times 10^6 \frac{N}{m^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact</td>
<td>plate theory</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.011</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0105</td>
<td>0.1817</td>
<td>0.1882</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.010</td>
<td>0.355</td>
<td>0.3677</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.008</td>
<td>0.9636</td>
<td>0.9981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.005</td>
<td>1.6228</td>
<td>1.6810</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.002</td>
<td>1.9778</td>
<td>2.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.3%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0</td>
<td>2.0455</td>
<td>2.1188</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.002</td>
<td>1.9778</td>
<td>2.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.5%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.005</td>
<td>1.6228</td>
<td>1.6810</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.008</td>
<td>0.9636</td>
<td>0.9981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.010</td>
<td>0.355</td>
<td>0.3677</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0105</td>
<td>0.1817</td>
<td>0.1883</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>error 3.6%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.011</td>
<td>0</td>
<td>0.00002</td>
</tr>
</tbody>
</table>
Table 5.3: Comparison of exact and FE solutions for stress $\sigma_{zz}$ in a homogeneous isotropic simply supported plate

<table>
<thead>
<tr>
<th>$x$ (m)</th>
<th>$z$ (m)</th>
<th>$\sigma_{zz}$ ($\times 10^4 \text{N/m}^2$)</th>
<th>$\sigma_{zz}$ ($\times 10^4 \text{N/m}^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exact</td>
<td>plate theory</td>
<td>theory</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.011</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0105</td>
<td>-0.015261</td>
<td>-0.0145</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.9%</td>
<td>error 4.9%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.010</td>
<td>-0.060105</td>
<td>-0.0571</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.9%</td>
<td>error 4.9%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.008</td>
<td>-0.50714</td>
<td>-0.4814</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 5%</td>
<td>error 5%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.005</td>
<td>-1.8257</td>
<td>-1.7327</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 5%</td>
<td>error 5%</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.002</td>
<td>-3.6514</td>
<td>-3.4646</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 5.1%</td>
<td>error 5.1%</td>
</tr>
<tr>
<td>0.8</td>
<td>0</td>
<td>-5.0</td>
<td>-4.7434</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 5.1%</td>
<td>error 5.1%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.002</td>
<td>-6.3486</td>
<td>-6.0260</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 5.1%</td>
<td>error 5.1%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.005</td>
<td>-8.1743</td>
<td>-7.777</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.9%</td>
<td>error 4.9%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.008</td>
<td>-9.4929</td>
<td>-9.0206</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 5%</td>
<td>error 5%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.010</td>
<td>-9.9399</td>
<td>-9.4489</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.9%</td>
<td>error 4.9%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0105</td>
<td>-9.9847</td>
<td>-9.4924</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.9%</td>
<td>error 4.9%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.011</td>
<td>-10.0</td>
<td>-9.5079</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.9%</td>
<td>error 4.9%</td>
</tr>
</tbody>
</table>

So, the FE program allows one to achieve high accuracy of computation of the in-plane stress $\sigma_{zz}$ and satisfactory computational accuracy of the transverse stresses $\sigma_{xx}$ and $\sigma_{zz}$. The lower accuracy of the transverse stresses is explained by the fact that these stresses are computed by integration of the pointwise equilibrium equations, and this procedure requires computation of the higher-order derivatives by a finite difference scheme. The results of stress computation presented in the tables above, confirm an idea discussed in chapter 2, that the transverse stresses obtained by integration of the equilibrium equations, satisfy the boundary conditions on both the upper surface and lower surface of the plate despite the fact that the number of constants of integration is fewer.

---

7 of the order higher than the degree of the interpolation polynomials used in the finite element formulation

8 i.e. the transverse stresses at the external surfaces are equal to the loads applied at these surfaces
than the number of the boundary conditions. The satisfaction of the stress boundary conditions on the lower surface is exact, because these boundary conditions were used in integration of the equilibrium equations, and the satisfaction of the stress boundary conditions on the upper surface is approximate, because the field variables \( w_0, \varepsilon^{(2)}_{zz}, \varepsilon^{(2)}_{zz} \) that enter into the formulas for the transverse stresses (section 5.11 of chapter 5)\(^9\) are computed approximately by the FE method.

Now, let us consider a dynamic problem of a plate falling on simple supports and compare the values of the transverse displacement at the middle surface \((z = 0)\) and at \(x = L/2\), as a function of time, obtained from the exact and finite element solutions. In this example problem, the material properties and geometric dimensions are

\[
E = 114.8 \times 10^9 \frac{N}{m^2}, \quad \nu = 0.3, \quad \rho = 1614 \frac{kg}{m^3}, \quad L = 1m, \quad h = 0.06m.
\]

The plate falls on simple supports with velocity \(-10m/s\). In this example problem, the exact elasticity solution for \(w_0\), with 25 terms in the series expansion, is (Appendix 5-E):

\[
w_0 = -0.009128805307 \sin(1395.0t) + 0.0003289319625 \sin(12902.7t) - 0.00007686926503 \sin(33127.8t) + 0.00003079797019 \sin(59061.4t) - 0.00001601025860 \sin(88362.8t) + 0.000009680766718 \sin(119567.0t) - 0.000006451456069 \sin(151811.0t) + 0.000004598394395 \sin(184592.0t) - 0.000003441628335 \sin(217620.0t) + 0.000002672743865 \sin(250724.0t) - 0.000002136375939 \sin(283800.0t) + 0.000001747401522 \sin(316802.0t) - 0.000001456401848 \sin(349694.0t) + 0.000001232994575 \sin(382460.0t) - 0.000001057703130 \sin(415098.0t) + 0.0000009175877618 \sin(447610.0t) - 0.0000008038299104 \sin(479992.0t) + 0.0000007101573229 \sin(512252.0t) - 0.0000006321067301 \sin(544398.0t) + 0.0000005663630004 \sin(576434.0t) - 0.0000005104607016 \sin(608364.0t) - 0.0000004825190558 \sin(640194.0t) - 0.0000004210857347 \sin(671938.0t) + 0.000000385032280 \sin(703586.0t) - 0.0000003534568308 \sin(735156.0t)
\]

The displacement \(w_0\) as a function of time, obtained from the finite element analysis, is:

<table>
<thead>
<tr>
<th>Time</th>
<th>w(z=0, x=L/2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.0000</td>
<td>.0000E+00</td>
</tr>
<tr>
<td>.0001</td>
<td>-.1024E-02</td>
</tr>
</tbody>
</table>

\(^9\)These formulas for the transverse stresses are obtained by integration of the pointwise equilibrium equations.
<table>
<thead>
<tr>
<th></th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.002</td>
<td>-2.303E-02</td>
</tr>
<tr>
<td>0.003</td>
<td>-3.777E-02</td>
</tr>
<tr>
<td>0.004</td>
<td>-5.104E-02</td>
</tr>
<tr>
<td>0.005</td>
<td>-6.143E-02</td>
</tr>
<tr>
<td>0.006</td>
<td>-6.904E-02</td>
</tr>
<tr>
<td>0.007</td>
<td>-7.398E-02</td>
</tr>
<tr>
<td>0.008</td>
<td>-8.021E-02</td>
</tr>
<tr>
<td>0.009</td>
<td>-8.500E-02</td>
</tr>
<tr>
<td>0.010</td>
<td>-8.823E-02</td>
</tr>
<tr>
<td>0.011</td>
<td>-9.036E-02</td>
</tr>
<tr>
<td>0.012</td>
<td>-8.918E-02</td>
</tr>
<tr>
<td>0.013</td>
<td>-8.442E-02</td>
</tr>
<tr>
<td>0.014</td>
<td>-7.760E-02</td>
</tr>
<tr>
<td>0.015</td>
<td>-6.954E-02</td>
</tr>
<tr>
<td>0.016</td>
<td>-6.246E-02</td>
</tr>
<tr>
<td>0.017</td>
<td>-5.560E-02</td>
</tr>
<tr>
<td>0.018</td>
<td>-4.632E-02</td>
</tr>
<tr>
<td>0.019</td>
<td>-3.318E-02</td>
</tr>
<tr>
<td>0.020</td>
<td>-3.200E-02</td>
</tr>
<tr>
<td>0.021</td>
<td>-3.632E-03</td>
</tr>
<tr>
<td>0.022</td>
<td>8.289E-03</td>
</tr>
<tr>
<td>0.023</td>
<td>1.855E-02</td>
</tr>
<tr>
<td>0.024</td>
<td>2.918E-02</td>
</tr>
<tr>
<td>0.025</td>
<td>4.228E-02</td>
</tr>
<tr>
<td>0.026</td>
<td>5.522E-02</td>
</tr>
<tr>
<td>0.027</td>
<td>6.531E-02</td>
</tr>
<tr>
<td>0.028</td>
<td>7.404E-02</td>
</tr>
<tr>
<td>0.029</td>
<td>7.953E-02</td>
</tr>
<tr>
<td>0.030</td>
<td>8.301E-02</td>
</tr>
<tr>
<td>0.031</td>
<td>8.549E-02</td>
</tr>
<tr>
<td>0.032</td>
<td>8.706E-02</td>
</tr>
<tr>
<td>0.033</td>
<td>8.852E-02</td>
</tr>
</tbody>
</table>
The graphs of the exact and the finite element solutions for \( w_0 \) as a function of time are shown in figure 5.4. These two graphs are close to each other.

Now, let us consider a dynamic problem of a plate falling on simple supports and compare the values of the transverse displacement at the middle surface \( (z = 0) \) and at \( t = 0.0004s \), as a function of \( x \)-coordinate, obtained from the exact and finite element solutions. In this example problem, the material properties and geometric dimensions are

\[
E = 114.8 \times 10^9 \frac{N}{m^2}, \quad \rho = 1614 \frac{kg}{m^3}, \quad \nu = 0.3, \quad L = 1m, \quad h = 0.06m.
\]

The plate falls on simple supports with velocity \(-10 \frac{m}{s^2}\). In this example problem, the exact elasticity solution for \( w_0 \), with 25 terms in the series expansion, is (Appendix 5-E):

\[
w_0 = 0.0000005282171331 \sin(116.2389282x) + 0.00000006388611505 \sin(59.69026043x) \\
- 0.000001005826267 \sin(84.82300166x) - 0.004833771658 \sin(3.141592654x) \\
+ 0.0000005351651669 \sin(122.5221135x) - 0.0000004744973290 \sin(91.10618697x) \\
+ 0.000005544528261 \sin(40.84070450x) + 0.00003073761580 \sin(21.99114858x)
\]
\[-0.00001521866275 \sin(72.25663104x)+0.000002731048304 \sin(53.40707512x)+
0.000006258042552 \sin(34.55751919x)-0.00000002457121402 \sin(97.38937227x)+
0.000004598192420 \sin(47.12388981x)-0.000004861818949 \sin(15.70796327x)
-0.0000008763241083 \sin(65.97344573x)+0.0000003719067811 \sin(147.6548547x)
+0.0000004560154750 \sin(109.9557429x)-0.000001452117018 \sin(78.53981635x)
+0.0000002829038361 \sin(103.6725576x)+0.0000003351240114 \sin(153.9380400x)-
0.0000004621886845 \sin(135.0884841x)+0.000001134587104 \sin(28.27433389x)
+0.0002963728581 \sin(9.424779762x)+0.0000004150847268 \sin(141.3716694x)
+0.0000005062957414 \sin(128.8052988x).

In this expression, the terms are written not in ascending order of coefficients of x under the
"sin" sign, i.e. not in ascending order of summation index k in the formula (5-E.74). The finite
element solution for the same problem is presented in the table below:
x-coordinate \ w (t=0.004s, z=0)

<table>
<thead>
<tr>
<th>x</th>
<th>\ w</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.00000E+00</td>
</tr>
<tr>
<td>0.05</td>
<td>-7.24664E-04</td>
</tr>
<tr>
<td>0.10</td>
<td>-1.40675E-03</td>
</tr>
<tr>
<td>0.15</td>
<td>-1.99268E-03</td>
</tr>
<tr>
<td>0.20</td>
<td>-2.60446E-03</td>
</tr>
<tr>
<td>0.25</td>
<td>-3.29689E-03</td>
</tr>
<tr>
<td>0.30</td>
<td>-3.92329E-03</td>
</tr>
<tr>
<td>0.35</td>
<td>-4.38506E-03</td>
</tr>
<tr>
<td>0.40</td>
<td>-4.66854E-03</td>
</tr>
<tr>
<td>0.45</td>
<td>-4.81039E-03</td>
</tr>
<tr>
<td>0.50</td>
<td>-4.85239E-03</td>
</tr>
<tr>
<td>0.55</td>
<td>-4.81161E-03</td>
</tr>
<tr>
<td>0.60</td>
<td>-4.67059E-03</td>
</tr>
<tr>
<td>0.65</td>
<td>-4.38700E-03</td>
</tr>
<tr>
<td>0.70</td>
<td>-3.92346E-03</td>
</tr>
<tr>
<td>0.75</td>
<td>-3.29359E-03</td>
</tr>
<tr>
<td>0.80</td>
<td>-2.59886E-03</td>
</tr>
<tr>
<td>0.85</td>
<td>-1.99009E-03</td>
</tr>
</tbody>
</table>
0.90  -1.43711E-03;
0.95  -6.87228E-04;
1.0    0.00000E+00;

The graphs of displacement $w_0(x)$ as a function of x-coordinate, obtained from the exact and the finite element solutions, are shown in Figure 5.5. These two graphs are close to each other.

Now, let us consider again the problem of a plate falling on simple supports and compare the values of the stress $\sigma_{zx}$ at the upper surface ($z = \frac{h}{2}$) and at $x = \frac{L}{2}$, as a function of time, obtained from the exact and finite element solutions. In this example problem, the material properties and geometric dimensions are

$$E = 114.8 \times 10^9 \frac{N}{m^2}, \quad \rho = 1614 \frac{kg}{m^3}, \quad \nu = 0.3, \quad L = 1m, \quad h = 0.06m.$$ 

The plate falls on simple supports with velocity $-10 \frac{m}{s}$. In this example problem, the analytical solution for $\sigma_{zx}$, with 25 terms in the series expansion, is (Appendix 5-E):

$$\sigma_{zx} =$$

-307276473.2 $\sin(1395.05t) + 108412712.3 \sin(12902.7t)$
-69200847.15 $\sin(33127.8t) + 53045550.32 \sin(59061.4t)$
-44665057.84 $\sin(88362.8t) + 39735103.54 \sin(119567.0t)$
-36639293.88 $\sin(151811.0t) + 34641592.27 \sin(184592.0t)$
-33362189.14 $\sin(217620.0t) + 32597764.0 \sin(250724.0t)$
-32217053.76 $\sin(283800.0t) + 32130246.4 \sin(316802.0t)$
-32286840.13 $\sin(349694.0t) + 32659985.90 \sin(382460.0t)$
-33216080.31 $\sin(415098.0t) + 33947871.87 \sin(447610.0t)$
-34841555.15 $\sin(479992.0t) + 35895713.33 \sin(512252.0t)$
-37089957.48 $\sin(544398.0t) + 38455409.80 \sin(576434.0t)$
-39978697.92 $\sin(608364.0t) + 41658403.41 \sin(640194.0t)$
-43517015.88 $\sin(671938.0t) + 45541253.86 \sin(703586.0t)$
-47771451.41 $\sin(735156.0t)$

On the time interval $0 \leq t \leq 0.005$ s, the above formula for the stress $\sigma_{zx}$ can be represented by the following least-square polynomial approximation (in order to smooth out the small oscillations due to truncation of the Fourier series):

$$\sigma_{zx} = -5.16214 \times 10^{11}t - 9.09721 \times 10^{13}t^2 + 3.51795 \times 10^{17}t^3$$


\[ -1.26565 \times 10^{20}t^4 + 1.5273 \times 10^{22}t^5 - 5.05268 \times 10^{23}t^6. \]

(5.13.4)

The stress \( \sigma_{xx} \) as a function of time, obtained from the finite element analysis, is:

time  \( \sigma_{xx} \) (\( x=0.5, z=0.03 \))

<table>
<thead>
<tr>
<th>Time</th>
<th>Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1.0E-4</td>
<td>300590795.9</td>
</tr>
<tr>
<td>2.0E-4</td>
<td>136863991.1</td>
</tr>
<tr>
<td>3.0E-4</td>
<td>285641192.0</td>
</tr>
<tr>
<td>4.0E-4</td>
<td>231020454.7</td>
</tr>
<tr>
<td>5.0E-4</td>
<td>368096028.6</td>
</tr>
<tr>
<td>6.0E-4</td>
<td>310867463.8</td>
</tr>
<tr>
<td>7.0E-4</td>
<td>9814421.003</td>
</tr>
<tr>
<td>8.0E-4</td>
<td>438507427.3</td>
</tr>
<tr>
<td>9.0E-4</td>
<td>291994594.9</td>
</tr>
<tr>
<td>10.0E-4</td>
<td>-270109686.1</td>
</tr>
<tr>
<td>11.0E-4</td>
<td>-44108278.28</td>
</tr>
<tr>
<td>12.0E-4</td>
<td>-371968043.5</td>
</tr>
<tr>
<td>13.0E-4</td>
<td>-372064327.8</td>
</tr>
<tr>
<td>14.0E-4</td>
<td>-253926687.6</td>
</tr>
<tr>
<td>15.0E-4</td>
<td>-226476659.7</td>
</tr>
<tr>
<td>16.0E-4</td>
<td>-223540794.1</td>
</tr>
<tr>
<td>17.0E-4</td>
<td>-114323702.8</td>
</tr>
<tr>
<td>18.0E-4</td>
<td>-499221197.3</td>
</tr>
<tr>
<td>19.0E-4</td>
<td>-39680400.7</td>
</tr>
<tr>
<td>20.0E-4</td>
<td>-253103767.2</td>
</tr>
<tr>
<td>21.0E-4</td>
<td>44260144.22</td>
</tr>
<tr>
<td>22.0E-4</td>
<td>367739967.3</td>
</tr>
<tr>
<td>23.0E-4</td>
<td>291313468.1</td>
</tr>
<tr>
<td>24.0E-4</td>
<td>34464105.86</td>
</tr>
<tr>
<td>25.0E-4</td>
<td>69105029.93</td>
</tr>
<tr>
<td>26.0E-4</td>
<td>504973155.0</td>
</tr>
</tbody>
</table>
\[
\begin{array}{ll}
27.0\text{E-4} & 181440238.1 \\
28.0\text{E-4} & 327516616.8 \\
29.0\text{E-4} & 171564055.1 \\
30.0\text{E-4} & 465921279.0 \\
31.0\text{E-4} & 483077118.1 \\
32.0\text{E-4} & 133516492.0 \\
33.0\text{E-4} & 9867897.009 \\
34.0\text{E-4} & 350106295.7 \\
35.0\text{E-4} & 218206438.9 \\
36.0\text{E-4} & 478119085.7 \\
37.0\text{E-4} & 150719904.3 \\
38.0\text{E-4} & -53134854.76 \\
39.0\text{E-4} & 31817117.24 \\
40.0\text{E-4} & 255088912.6 \\
41.0\text{E-4} & 313136614.6 \\
42.0\text{E-4} & 122606780.4 \\
43.0\text{E-4} & -87272429.67 \\
44.0\text{E-4} & -124044299.8 \\
45.0\text{E-4} & 86437846.18 \\
46.0\text{E-4} & -11355005.43 \\
47.0\text{E-4} & 83989098.10 \\
48.0\text{E-4} & -97318192.67 \\
49.0\text{E-4} & -60958656.28 \\
50.0\text{E-4} & -252631951.8 \\
\end{array}
\]

The least-square polynomial approximation of this data, produced by the FE program, is

\[
\sigma_{xx} = -4.39327 \times 10^{11} t - 1.27106 \times 10^{14} t^2 + \\
3.42043 \times 10^{17} t^3 - 1.17946 \times 10^{20} t^4 + 1.33736 \times 10^{22} t^5 - 3.57798 \times 10^{23} t^6. \quad (5.13.5)
\]

The graphs of polynomials (5.13.4) and (5.13.5), representing the analytical and FE solutions for stress \(\sigma_{xx}\) as functions of time, are shown in Figure 5.6. These two graphs are sufficiently close to each other.
5.13.2 Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core

Let us consider a sandwich plate with steel face sheets and an isotropic core made of foam. We assume the following properties of the face sheets and the core:

- core: Young’s modulus $E_2 = 1.0192 \times 10^8 \frac{N}{m^2}$, Poisson’s ratio $\nu = 0.3$, thickness $t = 2 \times 10^{-2} m$, mass density $\rho_c = 2 \times 10^2 \frac{kg}{m^3}$;
- face sheets: Young’s modulus $E_1 = 1.9796 \times 10^{11} \frac{N}{m^2}$, Poisson’s ratio $\nu = 0.3$, thickness of each face sheet $\frac{h}{2} - \frac{t}{2} = 1 \times 10^{-3} m$, mass density $\rho_1 = 7.8 \times 10^3 \frac{kg}{m^3}$.

The total thickness of the plate is $h = 2.2 \times 10^{-2} m$. The plate is under the load $q_b = -1 \times 10^5 \frac{N}{m^2}$.

The exact analytical solution for stresses in a static simply supported isotropic sandwich plate, loaded uniformly on the upper surface, has the form of equations (2-E.43) – (2-E.51) of Appendix 2-E. The tables below show the results of comparison of the stresses, obtained for this problem by exact analytical method and by the FE method.
Table 5.4: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core for stress $\sigma_{zz}$ at $x = \frac{L}{2}$. Thickness of the plate is $h = 0.022m$, thickness of each face sheet is $0.001m$, thickness of the core is $t = 0.02m$, length $L$ varies.

<table>
<thead>
<tr>
<th>$L$ (m)</th>
<th>$\frac{h}{L}$</th>
<th>$\sigma_{zz}$ at $z = -\frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{zz}$ at $z = \frac{1}{2}t$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{zz}$ at $z = \frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact plate theory</td>
<td>exact plate theory</td>
<td>exact plate theory</td>
</tr>
<tr>
<td>0.05</td>
<td>0.44</td>
<td>1.556</td>
<td>-1.484</td>
<td>-1.556</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.06 %</td>
<td>error 0.2 %</td>
<td>error 0.06 %</td>
</tr>
<tr>
<td>0.1</td>
<td>0.22</td>
<td>6.222</td>
<td>-5.938</td>
<td>-6.222</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.02%</td>
<td>error 0.3%</td>
<td>error 0.02%</td>
</tr>
<tr>
<td>0.2</td>
<td>0.11</td>
<td>24.887</td>
<td>-23.75</td>
<td>-24.887</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.05%</td>
<td>error 0.25%</td>
<td>error 0.05%</td>
</tr>
<tr>
<td>0.3</td>
<td>0.07</td>
<td>55.99</td>
<td>-53.45</td>
<td>-55.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.04 %</td>
<td>error 0.4%</td>
<td>error 0.04%</td>
</tr>
<tr>
<td>0.4</td>
<td>0.055</td>
<td>99.54</td>
<td>-95.02</td>
<td>-99.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.05%</td>
<td>error 0.4%</td>
<td>error 0.05%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.044</td>
<td>155.5</td>
<td>-148.5</td>
<td>-155.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.06%</td>
<td>error 0.4%</td>
<td>error 0.06%</td>
</tr>
<tr>
<td>0.6</td>
<td>0.037</td>
<td>223.97</td>
<td>-213.8</td>
<td>-223.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.1%</td>
<td>error 0.5%</td>
<td>error 0.1%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.031</td>
<td>304.85</td>
<td>-291.0</td>
<td>-304.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.05%</td>
<td>error 0.6%</td>
<td>error 0.05%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0275</td>
<td>398.2</td>
<td>-380.1</td>
<td>-398.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.2%</td>
<td>error 0.5%</td>
<td>error 0.2%</td>
</tr>
<tr>
<td>0.9</td>
<td>0.024</td>
<td>503.9</td>
<td>-481.0</td>
<td>-503.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.1%</td>
<td>error 0.7%</td>
<td>error 0.1%</td>
</tr>
<tr>
<td>1</td>
<td>0.022</td>
<td>622.1</td>
<td>-593.9</td>
<td>-622.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.4%</td>
<td>error 0.7%</td>
<td>error 0.4%</td>
</tr>
<tr>
<td>1.1</td>
<td>0.02</td>
<td>752.8</td>
<td>-718.58</td>
<td>-752.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.5%</td>
<td>error 2.8%</td>
<td>error 0.5%</td>
</tr>
<tr>
<td>1.2</td>
<td>0.018</td>
<td>895.9</td>
<td>-855.2</td>
<td>-895.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 2.5%</td>
<td>error 7.5%</td>
<td>error 2.5%</td>
</tr>
</tbody>
</table>

This table shows that the finite element program allows one to achieve a high accuracy of computation of the in-plane stress $\sigma_{zz}$. As the thickness-to-length ratio decreases, the accuracy of $\sigma_{zz}$ computed by the FE program decreases slightly, but remains acceptable for a very wide range of the thickness-to-length ratios. The upper faces are under compression (stress $\sigma_{zz}$ is negative), and the lower faces are in tension (stress $\sigma_{zz}$ is positive) as expected.
Table 5.5: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core for stress $\sigma_{xx}$ at $x = \frac{L}{2}$ ($L = 0.5m$). Thickness of the plate is $h = 0.022m$, thickness of the face sheet $\tau$ varies.

<table>
<thead>
<tr>
<th>$\tau$ (m)</th>
<th>$\frac{\tau}{h}$</th>
<th>$\sigma_{xx}$ at $z = -\frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{z_h + z_1}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xx}$ at $z = \frac{h}{2}$ ($\times 10^6 \frac{N}{m^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact (plate theory)</td>
<td>exact (plate theory)</td>
<td>exact (plate theory)</td>
</tr>
<tr>
<td>0.001</td>
<td>0.045</td>
<td>155.5</td>
<td>-148.5</td>
<td>-155.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>155.3 error 0.13%</td>
<td>-147.68 error 0.55%</td>
<td>-155.3 error 0.19%</td>
</tr>
<tr>
<td>0.002</td>
<td>0.09</td>
<td>85.60</td>
<td>-77.82</td>
<td>-85.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>85.39 error 0.2%</td>
<td>-77.48 error 0.4%</td>
<td>-85.39 error 0.2%</td>
</tr>
<tr>
<td>0.003</td>
<td>0.14</td>
<td>62.94</td>
<td>-54.35</td>
<td>-62.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>62.78 error 0.25%</td>
<td>-54.14 error 0.4%</td>
<td>-62.78 error 0.25%</td>
</tr>
<tr>
<td>0.004</td>
<td>0.18</td>
<td>52.18</td>
<td>-42.69</td>
<td>-52.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>52.04 error 0.27%</td>
<td>-42.52 error 0.4%</td>
<td>-52.04 error 0.27%</td>
</tr>
<tr>
<td>0.005</td>
<td>0.18</td>
<td>46.245</td>
<td>-35.728</td>
<td>-46.245</td>
</tr>
<tr>
<td></td>
<td></td>
<td>46.12 error 0.27%</td>
<td>-35.64 error 0.25%</td>
<td>-46.12 error 0.27%</td>
</tr>
<tr>
<td>0.006</td>
<td>0.27</td>
<td>42.76</td>
<td>-31.09</td>
<td>-42.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>42.63 error 0.3%</td>
<td>-30.97 error 0.4%</td>
<td>-42.63 error 0.3%</td>
</tr>
<tr>
<td>0.010</td>
<td>0.45</td>
<td>38.78</td>
<td>-21.14</td>
<td>-38.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>38.64 error 0.4%</td>
<td>-21.07 error 0.3%</td>
<td>-38.64 error 0.4%</td>
</tr>
</tbody>
</table>

From the last table we see that as the relative thickness of the face sheets increases, the accuracy of the in-plane stress $\sigma_{xx}$ decreases slightly, but remains sufficiently high in a wide range of the ratios of the face sheet’s thickness to the total thickness of the plate.
Table 5.6: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core. Variation of stress $\sigma_{xx}$ in the thickness direction at $x = L/2$ of a plate with length $L = 1\,\text{m}$, thickness of each face sheet $\tau = 0.001\,\text{m}$, thickness of the core $t = 0.02\,\text{m}$

<table>
<thead>
<tr>
<th>$x$ (m)</th>
<th>$z$ (m)</th>
<th>$\sigma_{xx}$ ($\times 10^6 , \text{kN/m}^2$)</th>
<th>$\sigma_{xx}$ ($\times 10^6 , \text{kN/m}^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact</td>
<td>plate theory</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0110</td>
<td>622.14</td>
<td>619.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.46%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0108</td>
<td>610.83</td>
<td>609.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.22%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0106</td>
<td>599.52</td>
<td>598.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.22%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0104</td>
<td>588.21</td>
<td>586.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.22%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0102</td>
<td>576.9</td>
<td>574.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.47%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0100</td>
<td>565.59</td>
<td>564.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.23%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.009999</td>
<td>0.29119</td>
<td>0.2825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 3%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0060</td>
<td>0.1747</td>
<td>0.1662</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.9%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0020</td>
<td>0.05823</td>
<td>0.0556</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.5%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>0</td>
<td>-0.006</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0020</td>
<td>-0.05823</td>
<td>0.0556</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.5%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0060</td>
<td>-0.1747</td>
<td>-0.1664</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.7%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.009999</td>
<td>-0.29119</td>
<td>-0.2836</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 4.6%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0100</td>
<td>-565.59</td>
<td>-565.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.05%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0102</td>
<td>-576.9</td>
<td>-575.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.2%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0104</td>
<td>-588.21</td>
<td>-586.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.2%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0106</td>
<td>-599.52</td>
<td>-598.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.22%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0108</td>
<td>-610.83</td>
<td>-609.513</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.22%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0110</td>
<td>-622.14</td>
<td>-622.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>error 0.05%</td>
<td></td>
</tr>
</tbody>
</table>
This data is shown graphically in Figure 5.7. This comparison shows that the in-plane stress $\sigma_{xz}$ in the face sheets is computed by the finite element with high accuracy. In the core, the relative error in computation of the stress $\sigma_{xz}$, is higher, but is acceptable. The values of the stress $\sigma_{xz}$ in the core are very low, and this is the reason why the relative error is higher in the core than in the face sheets, despite the fact that the absolute error in the core is small. At the middle surface of the plate ($z = 0$), the exact value of $\sigma_{xz}$ is equal to zero, and this leads to the infinite relative error at this location regardless of the smallness of the approximate solution. This suggests that if the exact values of stresses are very small, the relative error can be not a good measure of accuracy.
Table 5.7: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core for stress $\sigma_{xz}$ at $x = 0.8L$. Thickness of the plate is $h = 0.022m$, thickness of each face sheet is $0.001m$, length $L$ varies

<table>
<thead>
<tr>
<th>$L$ (m)</th>
<th>$\frac{h}{L}$</th>
<th>$\sigma_{xz}$ at $z = \frac{z_1 + z_2}{2}$ (10^6 kN/m^2)</th>
<th>$\sigma_{xz}$ at $z = \frac{z_1 + z_2}{2}$ (10^6 kN/m^2)</th>
<th>$\sigma_{xz}$ at $z = \frac{z_1 + z_2}{2}$ (10^6 kN/m^2)</th>
<th>$\sigma_{xz}$ at $z = \frac{z_1 + z_2}{2}$ (10^6 kN/m^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.44</td>
<td>0.0365 error 7.4%</td>
<td>0.0714 error 7.5%</td>
<td>0.0365 error 7.5%</td>
<td>0.03376 error 7.5%</td>
</tr>
<tr>
<td>0.1</td>
<td>0.22</td>
<td>0.0730 error 7.5%</td>
<td>0.1429 error 7.5%</td>
<td>0.1321 error 7.5%</td>
<td>0.0730 error 7.5%</td>
</tr>
<tr>
<td>0.2</td>
<td>0.11</td>
<td>0.1459 error 7.0%</td>
<td>0.2857 error 7.1%</td>
<td>0.2564 error 7.1%</td>
<td>0.1459 error 5.3%</td>
</tr>
<tr>
<td>0.3</td>
<td>0.07</td>
<td>0.2189 error 7.0%</td>
<td>0.4286 error 0.97%</td>
<td>0.4289 error 0.97%</td>
<td>0.2189 error 3.0%</td>
</tr>
<tr>
<td>0.4</td>
<td>0.055</td>
<td>0.2918 error 6.6%</td>
<td>0.5715 error 6.7%</td>
<td>0.5331 error 6.7%</td>
<td>0.2918 error 3.0%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.044</td>
<td>0.3648 error 0.03%</td>
<td>0.7144 error 0.01%</td>
<td>0.7143 error 0.01%</td>
<td>0.3648 error 0.6%</td>
</tr>
<tr>
<td>0.6</td>
<td>0.037</td>
<td>0.4378 error 0.7%</td>
<td>0.8573 error 0.7%</td>
<td>0.8630 error 0.7%</td>
<td>0.4378 error 2.8%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.031</td>
<td>0.5107 error 1.3%</td>
<td>1.0001 error 1.26%</td>
<td>1.0127 error 1.26%</td>
<td>0.5107 error 4.2%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0275</td>
<td>0.5837 error 2.7%</td>
<td>1.1430 error 2.6%</td>
<td>1.126 error 2.6%</td>
<td>0.5837 error 4.2%</td>
</tr>
<tr>
<td>0.9</td>
<td>0.024</td>
<td>0.6566 error 2.6%</td>
<td>1.2859 error 2.8%</td>
<td>1.3229 error 2.8%</td>
<td>0.6566 error 3.6%</td>
</tr>
<tr>
<td>1</td>
<td>0.022</td>
<td>0.7296 error 0.0%</td>
<td>1.4288 error 1.0%</td>
<td>1.4426 error 1.0%</td>
<td>0.7296 error 1.3%</td>
</tr>
<tr>
<td>1.1</td>
<td>0.02</td>
<td>0.8026 error 1.8%</td>
<td>1.5716 error 1.8%</td>
<td>1.5429 error 1.8%</td>
<td>0.8026 error 1.8%</td>
</tr>
</tbody>
</table>

The accuracy of computation of the transverse shear stress $\sigma_{xz}$ is good in the wide range of the thickness-to-length ratios. For very short plates (high thickness-to-length ratios), the relative errors are larger than 7%, despite the fact that the absolute errors are small. This is due to the fact that in short plates the exact values of the stress $\sigma_{xz}$ are very small, and, as it was mentioned earlier, the relative error in computation of small values can be not a good criterion of accuracy.
Table 5.8: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core for stress $\sigma_{xz}$ at $x = 0.8L$ ($L = 1m$). Thickness of the plate is $h = 0.022m$, thickness of the face sheets $\tau$ varies.

<table>
<thead>
<tr>
<th>$\tau$ (m)</th>
<th>$\frac{\tau}{h}$</th>
<th>$\sigma_{xz}$ at $z = \frac{z_1 + z_2}{2}$ ($\times 10^6 N/m^2$)</th>
<th>$\sigma_{xz}$ at $z = \frac{z_2 + z_3}{2}$ ($\times 10^6 N/m^2$)</th>
<th>$\sigma_{xz}$ at $z = \frac{z_3 + z_4}{2}$ ($\times 10^6 N/m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exact</td>
<td>plate theory</td>
<td>exact</td>
<td>plate theory</td>
</tr>
<tr>
<td>0.001</td>
<td>0.045</td>
<td>0.72961</td>
<td>1.4288</td>
<td>0.72961</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7367</td>
<td>1.4288</td>
<td>1.4426</td>
</tr>
<tr>
<td>0.002</td>
<td>0.09</td>
<td>0.78439</td>
<td>1.4956</td>
<td>0.78439</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7986</td>
<td>1.4956</td>
<td>1.5227</td>
</tr>
<tr>
<td>0.003</td>
<td>0.14</td>
<td>0.84451</td>
<td>1.5663</td>
<td>0.84451</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8662</td>
<td>1.5663</td>
<td>1.6068</td>
</tr>
<tr>
<td>0.004</td>
<td>0.18</td>
<td>0.91077</td>
<td>1.64</td>
<td>0.91077</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9401</td>
<td>1.64</td>
<td>1.6949</td>
</tr>
<tr>
<td>0.005</td>
<td>0.18</td>
<td>0.98365</td>
<td>1.7154</td>
<td>0.98365</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9985</td>
<td>1.7154</td>
<td>1.7405</td>
</tr>
<tr>
<td>0.006</td>
<td>0.27</td>
<td>1.0634</td>
<td>1.7912</td>
<td>1.0634</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0723</td>
<td>1.7912</td>
<td>1.8010</td>
</tr>
<tr>
<td>0.010</td>
<td>0.45</td>
<td>1.438</td>
<td>2.0301</td>
<td>1.438</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4767</td>
<td>2.0301</td>
<td>2.0843</td>
</tr>
</tbody>
</table>

The accuracy of computation of stress $\sigma_{xz}$ is good for a wide range of ratios of the face sheet's thickness to the total thickness of the plate. The closer to the upper surface of the plate, the lower the accuracy. This is due to the fact that expressions for the stress $\sigma_{xz}$ in the face sheets and the core are found by integration of equilibrium equations:

$$
\sigma^{(1)}_{xz} = \sigma^{(1)}_{xz}(z_1) + \int_{z_1}^{z} \left( \rho^{(1)} \ddot{u}^{(1)} - H_{\sigma^{(1)}_{xx,x}} - H_{\sigma^{(1)}_{xy,y}} \right) \, dz \quad (z_1 \leq z \leq z_2),
$$

$$
\sigma^{(2)}_{xz} = \sigma^{(2)}_{xz}(z_2) + \int_{z_2}^{z} \left( \rho^{(2)} \ddot{u}^{(2)} - H_{\sigma^{(2)}_{xx,x}} - H_{\sigma^{(2)}_{xy,y}} \right) \, dz \quad (z_2 \leq z \leq z_3),
$$

$$
\sigma^{(3)}_{xz} = \sigma^{(3)}_{xz}(z_3) + \int_{z_3}^{z} \left( \rho^{(3)} \ddot{u}^{(3)} - H_{\sigma^{(3)}_{xx,x}} - H_{\sigma^{(3)}_{xy,y}} \right) \, dz \quad (z_3 \leq z \leq z_4),
$$

The integration is performed in the direction from the lower surface to the upper surface. This leads to exact satisfaction of the boundary condition at the lower surface ($\sigma^{(1)}_{xz}(z_1) = 0$) regardless of
accuracy of computation of the in-plane stresses, and to approximate satisfaction of the boundary conditions at the upper surface \( (\sigma_z^{(2)} (z_4) = 0) \), if the in-plane stresses are computed approximately. Therefore, the accuracy of computation of the transverse stresses \( \sigma_{xz} \) deteriorates slightly as the observation point moves from the lower surface to the upper surface of the plate. Besides, the accuracy of the transverse stress \( \sigma_{xz} \) computation is lower than the accuracy of the in-plane stress computation. This is due to the fact that the computation of the transverse stresses by the integration of equilibrium equations requires computation of the derivatives of the field variables of the order higher than the degree of the interpolation polynomials. This is done by a finite difference scheme applied to the nodal values of the field variables. But with the increase in the order of a derivative, the accuracy of numerical differentiation is reduced. To overcome this deterioration of accuracy of computation of the higher order derivatives, a large number of elements must be used. The same is true for the transverse stress \( \sigma_{zz} \), as will be seen in the subsequent text.
Table 5.9: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core. Variation of stress $\sigma_{xz}$ in the thickness direction for a plate with length $L = 1\text{m}$, thickness of each face sheet $\tau = 0.001\text{m}$, thickness of the core $t = 0.02\text{m}$, at $x = 0.8L$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$z$</th>
<th>$\sigma_{xz}$ ($\times 10^6 \frac{N}{m^2}$)</th>
<th>$\sigma_{xz}$ ($\times 10^6 \frac{N}{m^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact theory</td>
<td>plate theory</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0110</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0108</td>
<td>0.29591 0.2988</td>
<td>0.2988 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0106</td>
<td>0.58640 0.5921</td>
<td>0.5921 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0104</td>
<td>0.87145 0.8799</td>
<td>0.8799 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0102</td>
<td>1.15111 1.1622</td>
<td>1.1622 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0100</td>
<td>1.42531 1.4390</td>
<td>1.4390 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.009999</td>
<td>1.42531 1.4390</td>
<td>1.4390 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0060</td>
<td>1.42751 1.4413</td>
<td>1.4413 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.0020</td>
<td>1.42861 1.4424</td>
<td>1.4424 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0</td>
<td>1.42881 1.4426</td>
<td>1.4426 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0020</td>
<td>1.42861 1.4424</td>
<td>1.4424 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0060</td>
<td>1.42751 1.4413</td>
<td>1.4413 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.009999</td>
<td>1.42531 1.4390</td>
<td>1.4390 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0100</td>
<td>1.42531 1.4426</td>
<td>1.4426 1% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0102</td>
<td>1.15111 1.1654</td>
<td>1.1654 1.2% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0104</td>
<td>0.871451 0.8826</td>
<td>0.8826 1.3% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0106</td>
<td>0.58641 0.5943</td>
<td>0.5943 1.3% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0108</td>
<td>0.295911 0.3005</td>
<td>0.3005 1.5% error</td>
</tr>
<tr>
<td>0.8</td>
<td>0.011</td>
<td>0.01          0.0012</td>
<td>0.0012 1.5% error</td>
</tr>
</tbody>
</table>

This data is shown graphically in Figure 5.8. This comparison shows that the through-the-
thickness variation of the stress $\sigma_{zz}$ is accurately computed by the FE program. The accuracy of the stress $\sigma_{zz}$ computation deteriorates slightly as the observation point moves from the lower surface to the upper surface for the reason mentioned above. Besides, the accuracy of the stress $\sigma_{zz}$ is somewhat lower than the accuracy of the in-plane stress $\sigma_{xx}$. The reason of this (as it was mentioned above) is the need to evaluate the higher order derivatives of the field variables by a finite difference scheme in order to compute the stress $\sigma_{zz}$. 
Table 5.10: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core for stress $\sigma_{zz}$ at $x = L/2$. Thickness of the plate is $h = 0.022m$, thickness of each face sheet is $0.001m$, length $L$ varies

<table>
<thead>
<tr>
<th>$L$ (m)</th>
<th>$h$ $L$</th>
<th>$\sigma_{zz}$ at $z = -\frac{h}{2}$ ($\times 10^5 \frac{N}{mm^2}$)</th>
<th>$\sigma_{zz}$ at $z = \frac{x + 2a}{2}$ ($\times 10^5 \frac{N}{mm^2}$)</th>
<th>$\sigma_{zz}$ at $z = \frac{h}{2}$ ($\times 10^5 \frac{N}{mm^2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>exact plate theory</td>
<td>exact plate theory</td>
<td>exact plate theory</td>
</tr>
<tr>
<td>0.05</td>
<td>0.44</td>
<td>0 0 -0.5 error 0.08% -0.5004 error 4.7%</td>
<td>0 0 -0.5 error 0.06% -0.4997 error 4.5%</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.22</td>
<td>0 0 -0.5 error 1.54% -0.5077 error 4.1%</td>
<td>0 0 -0.5 error 0.9% -0.5043 error 4.4%</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.11</td>
<td>0 0 -0.5 error 3.2% -0.5162 error 4.9%</td>
<td>0 0 -0.5 error 2.8% -0.4862 error 4.8%</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.07</td>
<td>0 0 -0.5 error 1.2% -0.4942 error 3.99%</td>
<td>0 0 -0.5 error 2.8% -0.4993 error 4.35%</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.055</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.044</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.037</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.031</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.0275</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.024</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.022</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>0.02</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>0.018</td>
<td>0 0 -0.5 error 6.5% -0.5026 error 4.1%</td>
<td>0 0 -0.5 error 2.8% -0.5147 error 4.6%</td>
<td></td>
</tr>
</tbody>
</table>

This comparison shows the following tendencies: the thickness-to-length ratio has little influence on the accuracy of the stress $\sigma_{zz}$ computation; the accuracy decreases as the observation point moves from the lower surface to the upper surface (the reason of this was discussed above);
Table 5.11: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core for stress $\sigma_{zz}$ at $x = L/2$ (L=1m). Thickness of the plate is $h = 0.022m$, thickness $\tau$ of each face sheet varies.

<table>
<thead>
<tr>
<th>$\tau$ (m)</th>
<th>$\frac{\tau}{h}$</th>
<th>$\sigma_{zz}$ at $z = -\frac{h}{2}$ ($\times 10^5 \frac{N}{m^2}$)</th>
<th>exact</th>
<th>plate theory</th>
<th>$\sigma_{zz}$ at $z = \frac{h}{2}$ ($\times 10^5 \frac{N}{m^2}$)</th>
<th>exact</th>
<th>plate theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.045</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.4859</td>
<td>-1</td>
<td>-1.0156</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>error 2.8%</td>
<td></td>
<td>error 1.56%</td>
</tr>
<tr>
<td>0.002</td>
<td>0.090</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.4932</td>
<td>-1</td>
<td>-0.9855</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>error 1.4%</td>
<td></td>
<td>error 1.45%</td>
</tr>
<tr>
<td>0.003</td>
<td>0.140</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.5031</td>
<td>-1</td>
<td>-1.024</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>error 0.6%</td>
<td></td>
<td>error 2.4%</td>
</tr>
<tr>
<td>0.004</td>
<td>0.180</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.4879</td>
<td>-1</td>
<td>-1.031</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>error 2.4%</td>
<td></td>
<td>error 3.1%</td>
</tr>
<tr>
<td>0.005</td>
<td>0.180</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.5003</td>
<td>-1</td>
<td>-1.039</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>error 0.6%</td>
<td></td>
<td>error 3.9%</td>
</tr>
<tr>
<td>0.006</td>
<td>0.270</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.4845</td>
<td>-1</td>
<td>-1.046</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>error 3.1%</td>
<td></td>
<td>error 4.6%</td>
</tr>
<tr>
<td>0.010</td>
<td>0.450</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.4849</td>
<td>-1</td>
<td>-1.071</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>error 3.0%</td>
<td></td>
<td>error 7.1%</td>
</tr>
</tbody>
</table>

So, the accuracy is higher for the plates with thinner face sheets.
Table 5.12: Comparison of exact and FE solutions for a simply supported sandwich plate with isotropic face sheets and the core. Variation of stress $\sigma_{zz}$ in the thickness direction of a plate with length $L = 1m$, thickness $h = 0.022m$, thickness of each face sheet $\tau = 0.001m$, thickness of the core $t = 0.02m$.

<table>
<thead>
<tr>
<th>$x$ (m)</th>
<th>$z$ (m)</th>
<th>$\sigma_{zz}$ ($\frac{N}{m^2}$)</th>
<th>exact</th>
<th>plate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>theory</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0110</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0108</td>
<td>-98.94</td>
<td>-96.13</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0106</td>
<td>-393.35</td>
<td>-382.18</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0104</td>
<td>-879.6</td>
<td>-854.65</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0102</td>
<td>-1554.1</td>
<td>1510.02</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0100</td>
<td>-2413.2</td>
<td>-2344.78</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.009999</td>
<td>-2417.9</td>
<td>-2354.90</td>
<td>error 2.5 %</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0060</td>
<td>-2.1433 $\times 10^4$</td>
<td>-2.0832 $\times 10^4$</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.0020</td>
<td>-4.0475 $\times 10^4$</td>
<td>-3.9335 $\times 10^4$</td>
<td>error 2.8 %</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>-5.0 $\times 10^4$</td>
<td>-4.8590 $\times 10^4$</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0020</td>
<td>-5.9525 $\times 10^4$</td>
<td>-5.7846 $\times 10^4$</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0060</td>
<td>-7.8567 $\times 10^4$</td>
<td>-7.6349 $\times 10^4$</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.009999</td>
<td>-9.7582 $\times 10^4$</td>
<td>-9.4826 $\times 10^4$</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0100</td>
<td>-9.7587 $\times 10^4$</td>
<td>-9.4837 $\times 10^4$</td>
<td>error 2.8%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0102</td>
<td>-9.8446 $\times 10^4$</td>
<td>-9.5641 $\times 10^4$</td>
<td>error 2.8 %</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0104</td>
<td>-9.9120 $\times 10^4$</td>
<td>-9.6266 $\times 10^4$</td>
<td>error 2.9%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0106</td>
<td>-9.9607 $\times 10^4$</td>
<td>-9.6708 $\times 10^4$</td>
<td>error 2.9%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0108</td>
<td>-9.9901 $\times 10^4$</td>
<td>-9.6963 $\times 10^4$</td>
<td>error 2.9%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.011</td>
<td>-1.0 $\times 10^5$</td>
<td>-1.0156 $\times 10^5$</td>
<td>error 1.6 %</td>
</tr>
</tbody>
</table>
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This data is shown graphically in Figure 5.9. The accuracy of computation is sufficiently high.

The comparison of the exact and finite element solutions made in this section, shows that 1) the simplified layerwise theory of the sandwich plate, developed in this chapter, leads to sufficiently high accuracy of stress computation for a wide range of geometric dimensions; 2) the finite element program developed on the basis of the simplified layerwise theory of the sandwich plates in cylindrical bending is a reliable tool for analysis of the sandwich plates if the conditions of cylindrical bending are met.

In the next section, this finite element program will be applied to stress and failure analysis of a composite cargo platform dropped on elastic foundation. It will be assumed that the conditions that allow the platform to be in cylindrical bending, are met.
5.14 An Example Problem: Finite Element Analysis, with Account of Damage Progression, of a Composite Sandwich Cargo Platform Dropped on Elastic Foundation

Let us consider a sandwich platform with laminated composite face sheets, made of AS4/3501-6 material, and a honeycomb core, made of Nomex HRH10-1/8-4.0. Both face sheets have the same thickness 0.0025m, and each of them consists of 25 plies with $0^\circ/90^\circ$ layup. The thickness of the core is 0.04m. The cargo of mass 500 kg on the upper surface is located symmetrically with respect to the middle of the plate's span, and has the length 0.2m. The moduli of the elastic Winkler foundations, considered in the example problems, are $6.7864 \times 10^2 \frac{N}{m^2}$ and $6.7864 \times 10^8 \frac{N}{m^4}$. We will consider a plate falling on the elastic foundation with the initial velocities $-\frac{1}{4}$ and $-\frac{3}{2}$. The values of coefficients $\alpha_1$ and $\alpha_2$ in the proportional damping matrix $[C] = \alpha_1 [K] + \alpha_2 [M]$ were chosen to be $\alpha_1 = 0.002$, $\alpha_2 = 0.2$. In this example problem we will compute all stresses as functions of time at the middle of the plate's span (i.e. at $x = \frac{1}{2}$ = 0.5m) and at the plate's lower surface (i.e. at $x = -\frac{1}{2}$ = -0.0225).

First, a nonlinear dynamic finite element analysis will be performed and a comparison will be made of stresses and the transverse displacement, obtained from the finite element program with damage analysis capability activated and deactivated, with different initial velocities. The input data (in SI units) can be summarized as follows:

- Number of elements in FE mesh...........= 40
- Panel length ..................................= 1.00
- Panel width ...................................= 5.00
- Total number of nodes in FE mesh.....= 41
- Number of DOF per node .................= 5
- Number of plies in each face ..= 25
- Number of core plies ............= 10

Face ply Core ply

material properties material properties

E1 = .145E+12 E1 = 0.804E+08
E2 = .970E+10 E2 = 0.804E+08
E3 = .970E+10 E3 = 0.101E+10
G12 = 0.600E+10  G12 = 0.322E+08
G13 = 0.600E+10  G13 = 0.120E+09
G23 = 0.360E+10  G23 = 0.758E+11
Nu12 = 0.300E+00  Nu12 = 0.250E+00
Nu13 = 0.300E+00  Nu13 = 0.200E-01
Nu23 = 0.300E+00  Nu23 = 0.200E-01
XT = 0.217E+10  XT = 0.100E+07
XC = 0.172E+10  XC = 0.100E+07
YT = 0.538E+08  YT = 0.100E+07
YC = 0.206E+09  YC = 0.100E+07
ZT = 0.538E+08  ZT = 0.383E+07
ZC = 0.206E+09  ZC = 0.383E+07
S12 = 0.121E+09  S12 = 0.178E+09
S13 = 0.121E+09  S13 = 0.178E+09
S23 = 0.893E+08  S23 = 0.142E+09

Face mass density = 0.161E+04
Face thickness = 0.100E-03
Core mass density = 0.139E+03
Core thickness = 0.400E-01
Rigid body mass = 0.500E+03

Coordinates of the beginning and the end of the cargo:
X1 = 0.4
X2 = 0.6

Foundation modulus = 0.679E+08
Time increment .......... = 0.10000E-03
Total time .............. = 0.40000E-01
Initial displacement .. = 0.00000E+00
Initial velocity........... = -1.0
Initial acceleration .... = 0.98100E+01
Parameters of proportional damping matrix:

\[
\begin{align*}
\text{Alpha1} & \; \; \; \; \; \; \; \; \; \; = \; \; \; \; .20000E-02 \\
\text{Alpha2} & \; \; \; \; \; \; \; \; \; \; = \; \; \; \; .20000E+00
\end{align*}
\]

Parameters of the Newmark method:

Gamma \; \; \; \; \; \; \; = \; \; \; \; 0.5

Beta \; \; \; \; \; \; \; \; = \; \; \; \; 0.25

Figures 5.10-5.14 show results of analysis with initial velocity \(-1 \frac{m}{s}\) and a foundation modulus \(6.7864 \times 10^7 \frac{N}{m^4}\) (sand). In this case no damage occurs, therefore, the graphs of the stresses and the transverse displacement, computed with and without account of damage, coincide. Figure 5.13 shows the transverse displacements of the upper and lower surfaces as a function of time. In the first half-period, the absolute value of the transverse displacement of the upper surface is larger than the absolute value of the transverse displacement of the lower surface, that means that in the first half-period the thickness of the plate is smaller than its thickness in the undeformed state. In the second half-period the thickness of the plate is larger than its thickness in the undeformed state. This change of the plate’s thickness was captured due to the fact that the direct transverse strain \(\varepsilon_{zz}\) was not assumed to be equal to zero.

Figures 5.15–5.18 show stresses and the transverse displacement in the platform that has initial velocity \(-30 \frac{m}{s}\) and falls on the same elastic foundation (with modulus \(6.7864 \times 10^7 \frac{N}{m^4}\)). Under this initial velocity the damage in the plate occurs at the moment of time \(t = 0.14 \times 10^{-2} \text{s}\) (Figure 5.20). In the finite elements, that are located directly under the mass on the upper surface (for example the element #11, Figure 5.19) the damage occurs in both the core and the face sheets. The picture of damage progression in the thickness direction of the eleventh element is shown in Figure 5.20. We see that the failure of the core occurs first, and this failure is due to the vertical compression (crushing) of the core. This is due to the fact that the compression strength of the Nomex core in the thickness direction is the lowest as compared to all other strength characteristics of the faces and the core. At the moment of time \(t = 0.14 \times 10^{-2} \text{s}\), when the damage starts to progress, there also occurs the tensile matrix failure in the ply of the lower face that is adjacent to the core.

As the failure in the 11-th element progresses with time in the thickness direction, the plies in the lower face sheets with 90-degree orientation experience the tensile matrix failure. (Figure 5.20). This occurs mainly due to the tensile (positive) stress \(\sigma_{zz}\) (\(\sigma_{22}\) for the plies with 90-degree fiber orientation) in the plies that are closer to the lower surface.
As the failure in the 11-th element progresses further, the fiber failure in compression occurs in
the plies of the upper face with the 0-degree fiber orientation. This mode of failure starts closer
to the upper surface and progresses downward as the compressive stress $\sigma_{zz}$ (responsible for this mode
of failure according to the criterion (5.2.14)) increases with time.

The next mode of failure is the fiber failure in tension that occurs (according to the criterion
(5.12.12)) in the lower face sheet in the plies with the 0-degree fiber orientation that are closer to
the lower surface. This mode of failure occurs closer to the lower surface, that suggests that it is
mainly due to the tensile stress $\sigma_{zz}$, but the stress $\sigma_{zz}$ also contributes to the breakage of the fibers.

The last mode of failure in the 11-th element is matrix failure in compression (matrix crushing)
in the 90-degree plies of the upper face sheet, that is predicted by the criterion (5.2.19).

The graphs in Figures 5.15 -5.18 show stresses and the transverse displacement in the 11-th
element of the plate dropped on the sand foundation, computed with and without account of damage,
in order to study the changes in the structural response due to the damage progression. When the
failure of the face sheets and the core occurs and begins to progress, the stress $\sigma_{zz}$ in the lower face
sheet, in a finite element that contains the damaged face sheet (at a point $x = L/2$, $z = -h/2$, Figure
5.15), begins reducing rapidly with time until it reaches the zero value. This result is expected, since
in this problem there are no external forces in the x-direction, acting on the plate. The stress $\sigma_{zz}$
in the face sheets is due to the strains that appear in the face sheets because of bending, and is
computed from the constitutive equations. Therefore, if the values of the stiffness coefficients in the
constitutive equations reduce because of fiber failure in tension, the stress $\sigma_{zz}$ also reduces.

The amplitude of stress $\sigma_{zz}$ does not change significantly when the failure occurs, because it
depends mainly on the external forces in z-direction, that do not change abruptly when the failure
occurs. But the amplitudes of the stress $\sigma_{zz}$ in the presence of damage (Figures 5.16) shift in the
graphs to right, because the frequencies of vibration decrease, due to the decrease of the plate's
stiffness.

The graphs of stress $\sigma_{yy}$ as a function of time have the same shape as the corresponding graphs
of the stress $\sigma_{zz}$, but the values of $\sigma_{yy}$ are much lower than the values of $\sigma_{zz}$ at the same moments
of time. This can be explained as follows. From the constitutive equations (3.6.13), we receive the
following stress-strain relations in case of plane strain (cylindrical bending):

$$
\sigma_{zz} = \bar{C}_{11} \varepsilon_{zz} + \bar{C}_{13} \varepsilon_{zz},
$$

(5.14.1)
\[ \sigma_{zz} = \overline{C}_{22} \varepsilon_{xx} + \overline{C}_{33} \varepsilon_{zz}, \]  
(5.14.2)

\[ \sigma_{yy} = \overline{C}_{12} \varepsilon_{xx} + \overline{C}_{23} \varepsilon_{zz}. \]  
(5.14.3)

If we express strains \( \varepsilon_{xx} \) and \( \varepsilon_{zz} \) in terms of stresses from equations (5.14.1) and (5.14.2), and substitute the resulting equations into the equation (5.14.3), we receive

\[ \sigma_{yy} = \frac{1}{\overline{C}_{11} \overline{C}_{33} - \overline{C}_{13}^2} \left[ (\overline{C}_{12} \overline{C}_{33} - \overline{C}_{23} \overline{C}_{13}) \sigma_{xx} + (\overline{C}_{23} \overline{C}_{11} - \overline{C}_{12} \overline{C}_{13}) \sigma_{zz} \right]. \]  
(5.14.4)

In a ply with zero-degree fiber orientation, according to equations (3.6.4) – (3.6.9),

\[ (\overline{C}_{12} \overline{C}_{33} - \overline{C}_{23} \overline{C}_{13}) = \]

\[ = \frac{(\nu_{12} E_2 + \nu_{23} \nu_{13} E_3) (E_1 - \nu_{12}^2 E_2) E_1 E_2^2 E_3 - (\nu_{23} E_1 + \nu_{13} \nu_{12} E_2) (\nu_{12} \nu_{23} + \nu_{13}) E_1 E_2^2 E_3^2}{(E_2 E_1 - E_1 \nu_{23} E_3 - \nu_{12}^2 E_2^2 - 2 \nu_{12} \nu_{23} \nu_{13} E_3 - \nu_{13}^2 E_2 E_3)^2} \]  
(5.14.5)

and

\[ (\overline{C}_{23} \overline{C}_{11} - \overline{C}_{12} \overline{C}_{13}) = \]

\[ = \frac{(\nu_{23} E_1 + \nu_{13} \nu_{12} E_2) (E_2 - \nu_{23}^2 E_3) E_2^2 E_3 - (\nu_{12} E_2 + \nu_{23} \nu_{13} E_3) (\nu_{12} \nu_{23} + \nu_{13}) E_1^2 E_2^2 E_3}{(E_2 E_1 - E_1 \nu_{23} E_3 - \nu_{12}^2 E_2^2 - 2 \nu_{12} \nu_{23} \nu_{13} E_3 - \nu_{13}^2 E_2 E_3)^2} \]  
(5.14.6)

Therefore, in equation (5.14.6), coefficients of \( \sigma_{xx} \) and \( \sigma_{zz} \) are of the same order of magnitude, but the stress \( \sigma_{zz} \) on the lower surface of the plate is much lower than the stress \( \sigma_{xx} \), according to Figures 5.15 and 5.16. Therefore, according to equation (5.14.4), the stress \( \sigma_{yy} \) is proportional to the stress \( \sigma_{xx} \).

The transverse displacement \( w \) (Figure 5.18), computed with account of damage, has larger amplitudes than \( w \), computed without account of damage, that is expected, because the damage leads to reduction of the plate's stiffness.

Figures 5.22–5.25 show the stresses and the transverse displacement of the plate that falls with the same initial velocity on the elastic foundation with a higher modulus. Comparing the graphs of Figures 5.22 and 5.15, we see that with the increase of the modulus of elastic foundation, the stress
\( \sigma_{xz} \) decreases, that is expected because the plate on the elastic foundation with higher modulus has smaller curvature. The stress \( \sigma_{xz} \) in the plate, falling on a stiffer foundation, is higher (Figures 5.23 and 5.16), as expected, because deceleration of the plate interacting with the stiffer foundation occurs at a higher rate, that leads to the larger forces of interaction of the plate with the cargo and with the foundation. The transverse displacement of the plate on the stiffer foundation is lower (compare Figures 5.25 and 5.18). When the plate falls on the stiffer foundation, the modes of failure and the sequence of occurrence of failure in time are approximately the same, but the failure begins earlier in time, as can be seen by comparing the Figure 5.26 to 5.20, Figure 5.27 to 5.21.

The developed finite element program allows to perform both linear and nonlinear analyses, based on linear strain-displacement relations and the von-Karman strain-displacement relations. Therefore, it is interesting to compare the stresses and displacements obtained from these two kinds of analysis. The question of appropriateness of such a comparison is discussed in Appendix 5-F. The results based on linear and nonlinear analyses (Figures 5.28 – 5.31) are somewhat different: the nonlinear analysis predicts a higher rate of decrease of the stresses \( \sigma_{xz} \) and \( \sigma_{yy} \) due to the failure and slightly higher amplitudes of the stress \( \sigma_{xz} \) and the transverse displacement \( w \).
5.15 Appendix 5-A. Components of the stiffness matrix of the linearly formulated problem

Matrix \([k^{(1)}] = [k^{(1)}]^T\) in the first term of expression (5.10.35) has the following components:

\[
\begin{align*}
k_{11}^{(1)} &= \frac{18}{\pi^2} D_{12}^{(1)}, \quad k_{12}^{(1)} = \frac{8}{\pi} D_{22}^{(1)}, \quad k_{13}^{(1)} = -\frac{12}{\pi} D_{22}^{(1)}, \quad k_{14}^{(1)} = \frac{6}{\pi} D_{22}^{(1)}, \\
k_{15}^{(1)} &= 0, \quad k_{16}^{(1)} = 0, \quad k_{17}^{(1)} = -6z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \\
k_{18}^{(1)} &= -3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \quad k_{19}^{(1)} = 6z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \quad k_{1,10}^{(1)} = -3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \\
&
k_{22}^{(1)} = \frac{4}{\pi} D_{12}^{(1)}, \quad k_{23}^{(1)} = -\frac{6}{\pi} D_{22}^{(1)}, \quad k_{24}^{(1)} = \frac{2}{\pi} D_{22}^{(1)}, \quad k_{25}^{(1)} = -2 \frac{z_2 D_{22}^{(1)}}{\pi}, \\
k_{26}^{(1)} = 2 \frac{z_2 D_{12}^{(1)}}{\pi}, \quad k_{27}^{(1)} = -3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \quad k_{28}^{(1)} = -2z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \\
k_{29}^{(1)} = 3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \quad k_{2,10}^{(1)} = -3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \\
k_{33}^{(1)} = \frac{18}{\pi^2} D_{12}^{(1)}, \quad k_{34}^{(1)} = -\frac{6}{\pi} D_{22}^{(1)}, \quad k_{35}^{(1)} = 0, \quad k_{36}^{(1)} = 0, \\
k_{37}^{(1)} = 6z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \quad k_{38}^{(1)} = 3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \\
k_{39}^{(1)} = -6z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \quad k_{3,10}^{(1)} = 3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2},
\end{align*}
\]

\[
\begin{align*}
k_{44}^{(1)} &= \frac{1}{\pi} D_{12}^{(1)}, \quad k_{45}^{(1)} = 2 \frac{z_2 D_{12}^{(1)}}{\pi}, \quad k_{46}^{(1)} = -2 \frac{z_2 D_{12}^{(1)}}{\pi}, \quad k_{47}^{(1)} = -3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \\
k_{48}^{(1)} = -z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi}, \quad k_{49}^{(1)} = 3z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2}, \quad k_{4,10}^{(1)} = -2z_2 \frac{z_2 D_{12}^{(1)} - 2D_{22}^{(1)}}{\pi^2},
\end{align*}
\]

\[
\begin{align*}
k_{55}^{(1)} &= \frac{1}{\pi} D_{12}^{(1)}, \quad k_{56}^{(1)} = -\frac{1}{\pi} D_{11}^{(1)}, \quad k_{57}^{(1)} = 0, \quad k_{58}^{(1)} = -z_2 \frac{z_2 D_{11}^{(1)} + 2D_{12}^{(1)}}{\pi^2}, \\
k_{59}^{(1)} = 0, \quad k_{5,10}^{(1)} = z_2 \frac{z_2 D_{11}^{(1)} + 2D_{12}^{(1)}}{\pi^2},
\end{align*}
\]

\[
\begin{align*}
k_{66}^{(1)} &= \frac{1}{\pi} D_{11}^{(1)}, \quad k_{67}^{(1)} = 0, \quad k_{68}^{(1)} = z_2 \frac{z_2 D_{11}^{(1)} + 2D_{12}^{(1)}}{\pi^2}, \quad k_{69}^{(1)} = 0, \\
k_{6,10}^{(1)} &= -z_2 \frac{z_2 D_{11}^{(1)} + 2D_{12}^{(1)}}{\pi^2},
\end{align*}
\]

\[
\begin{align*}
k_{77}^{(1)} &= -3z_2 \frac{z_2 D_{11}^{(1)} + 4z_2 D_{12}^{(1)} - 4D_{22}^{(1)}}{\pi^2}, \quad k_{78}^{(1)} = -\frac{3}{2} z_2 \frac{z_2 D_{11}^{(1)} + 4z_2 D_{12}^{(1)} - 4D_{22}^{(1)}}{\pi^2}, \\
k_{79}^{(1)} &= 3z_2 \frac{z_2 D_{11}^{(1)} + 4z_2 D_{12}^{(1)} - 4D_{22}^{(1)}}{\pi^2}, \quad k_{7,10}^{(1)} = -\frac{3}{2} z_2 \frac{z_2 D_{11}^{(1)} + 4z_2 D_{12}^{(1)} - 4D_{22}^{(1)}}{\pi^2},
\end{align*}
\]

\[
\begin{align*}
k_{88}^{(1)} &= -\frac{z_2}{\pi} \left( -z_2 D_{11}^{(1)} + 4z_2 D_{12}^{(1)} - 4D_{22}^{(1)} \right), \quad k_{89}^{(1)} = \frac{3}{2} z_2 \frac{z_2 D_{11}^{(1)} + 4z_2 D_{12}^{(1)} - 4D_{22}^{(1)}}{\pi^2}, \\
k_{8,10}^{(1)} &= -\frac{1}{2} z_2 \left( -z_2 D_{11}^{(1)} + 4z_2 D_{12}^{(1)} - 4D_{22}^{(1)} \right),
\end{align*}
\]
\[ k_{99}^{(1)} = -3z_{3} \frac{-z_{3}D_{11}^{(1)} + 4z_{3}D_{12}^{(1)} - 4D_{22}^{(1)}}{t^2}, \quad k_{9,10}^{(1)} = \frac{3}{2} z_{3} \frac{-z_{3}D_{11}^{(1)} + 4z_{3}D_{12}^{(1)} - 4D_{22}^{(1)}}{t^2}, \]
\[ k_{10,10}^{(1)} = -\frac{z_{3}^2}{t} \left(-z_{3}D_{11}^{(1)} + 4z_{3}D_{12}^{(1)} - 4D_{22}^{(1)}\right). \]

Matrix \([k^{(3)}] = [k^{(3)}]^T\) in the first term of expression (5.10.37) has the following components:

- \(k_{11}^{(3)} = \frac{1}{2} z_{3} D_{22}^{(3)}, \quad k_{12}^{(3)} = \frac{z_{3}}{t} D_{22}^{(3)}, \quad k_{13}^{(3)} = -\frac{2}{t} D_{22}^{(3)}, \quad k_{14}^{(3)} = \frac{6}{t} D_{22}^{(3)}, \)
- \(k_{15}^{(3)} = 0, \quad k_{16}^{(3)} = 0, \quad k_{17}^{(3)} = -6z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \)
- \(k_{18}^{(3)} = -3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{19}^{(3)} = 6z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{1,10}^{(3)} = -3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \)
- \(k_{22}^{(3)} = \frac{1}{4} D_{22}^{(3)}, \quad k_{23}^{(3)} = -\frac{6}{t} D_{22}^{(3)}, \quad k_{24}^{(3)} = \frac{2}{t} D_{22}^{(3)}, \quad k_{25}^{(3)} = -\frac{2}{t} D_{12}^{(3)}, \)
- \(k_{26}^{(3)} = 2z_{3} \frac{D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{27}^{(3)} = -3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{28}^{(3)} = -2z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \)
- \(k_{29}^{(3)} = 3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{2,10}^{(3)} = -z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t} \)
- \(k_{33}^{(3)} = \frac{1}{2} z_{3} D_{22}^{(3)}, \quad k_{34}^{(3)} = -\frac{z_{3}}{t} D_{22}^{(3)}, \quad k_{35}^{(3)} = 0, \quad k_{36}^{(3)} = 0, \)
- \(k_{37}^{(3)} = 6z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{38}^{(3)} = 3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \)
- \(k_{39}^{(3)} = -6z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{3,10}^{(3)} = 3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \)
- \(k_{44}^{(3)} = \frac{1}{t} D_{22}^{(3)}, \quad k_{45}^{(3)} = 2z_{3} \frac{D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{46}^{(3)} = -2z_{3} \frac{D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{47}^{(3)} = -3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \)
- \(k_{48}^{(3)} = -3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{49}^{(3)} = 3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \quad k_{4,10}^{(3)} = -3z_{3} \frac{z_{3}D_{11}^{(3)} - 2D_{22}^{(3)}}{t^2}, \)
- \(k_{55}^{(3)} = \frac{1}{t} D_{11}^{(3)}, \quad k_{56}^{(3)} = -\frac{1}{t} D_{11}^{(3)}, \quad k_{57}^{(3)} = 0, \quad k_{58}^{(3)} = -\frac{2}{t} z_{3} D_{11}^{(3)} + 2D_{12}^{(3)}, \)
- \(k_{59}^{(3)} = 0, \quad k_{5,10}^{(3)} = z_{3} \frac{z_{3}D_{11}^{(3)} + 2D_{12}^{(3)}}{t}, \)
- \(k_{66}^{(3)} = \frac{1}{t} D_{11}^{(3)}, \quad k_{67}^{(3)} = 0, \quad k_{68}^{(3)} = z_{3} \frac{z_{3}D_{11}^{(3)} + 2D_{12}^{(3)}}{t}, \quad k_{69}^{(3)} = 0, \)
- \(k_{6,10}^{(3)} = -z_{3} \frac{z_{3}D_{11}^{(3)} + 2D_{12}^{(3)}}{t}, \)
- \(k_{77}^{(3)} = -3z_{3} \frac{z_{3}D_{11}^{(3)} + 4z_{3}D_{12}^{(3)} - 4D_{22}^{(3)}}{t^2}, \quad k_{78}^{(3)} = -\frac{3}{2} z_{3} \frac{z_{3}D_{11}^{(3)} + 4z_{3}D_{12}^{(3)} - 4D_{22}^{(3)}}{t^2}, \)
- \(k_{79}^{(3)} = 3z_{3} \frac{z_{3}D_{11}^{(3)} + 4z_{3}D_{12}^{(3)} - 4D_{22}^{(3)}}{t^2}, \quad k_{7,10}^{(3)} = -\frac{3}{2} z_{3} \frac{z_{3}D_{11}^{(3)} + 4z_{3}D_{12}^{(3)} - 4D_{22}^{(3)}}{t^2}, \)
- \(k_{88}^{(3)} = -\frac{z_{3}^2}{t} \left(-z_{3}D_{11}^{(3)} + 4z_{3}D_{12}^{(3)} - 4D_{22}^{(3)}\right), \quad k_{89}^{(3)} = \frac{3}{2} z_{3} \frac{z_{3}D_{11}^{(3)} + 4z_{3}D_{12}^{(3)} - 4D_{22}^{(3)}}{t^2}, \)
\[ k^{(3)}_{8,10} = -\frac{1}{2} \frac{z_3^2}{r^3} \left( -z_3^2 D_{11}^{(3)} + 4z_3 D_{12}^{(3)} - 4D_{22}^{(3)} \right), \]

\[ k^{(3)}_{99} = -3z_3^2 \frac{-z_3^2 D_{11}^{(3)} + 4z_3 D_{12}^{(3)} - 4D_{22}^{(3)}}{r^3}, \quad k^{(3)}_{9,10} = \frac{3}{2} \frac{z_3^2}{r^3} \frac{-z_3^2 D_{11}^{(3)} + 4z_3 D_{12}^{(3)} - 4D_{22}^{(3)}}{r^3}, \]

\[ k^{(3)}_{10,10} = -\frac{z_3^2}{r^3} \left( -z_3^2 D_{11}^{(3)} + 4z_3 D_{12}^{(3)} - 4D_{22}^{(3)} \right). \]
Matrix \([\hat{\kappa}^{(2)}] = [k^{(2)}]^T\) in the first term of expression (5.10.42) has the following components:

- \(k_{11}^{(2)} = \frac{1}{4} \hat{D}_{22}^{(2)} \), \(k_{12}^{(2)} = \frac{5}{4} \hat{D}_{22}^{(2)} \), \(k_{13}^{(2)} = -\frac{1}{4} \hat{D}_{22}^{(2)} \), \(k_{14}^{(2)} = \frac{5}{4} \hat{D}_{22}^{(2)} \), \(k_{15}^{(2)} = 0 \), \(k_{16}^{(2)} = 0 \),

- \(k_{17}^{(2)} = \frac{5}{6} \hat{D}_{22}^{(2)} + \hat{D}_{24}^{(2)} \), \(k_{18}^{(2)} = \frac{1}{10} \hat{D}_{24}^{(2)} \), \(k_{19}^{(2)} = -\frac{1}{6} \hat{D}_{22}^{(2)} \), \(k_{20}^{(2)} = \frac{1}{10} \hat{D}_{24}^{(2)} \), \(k_{21}^{(2)} = \frac{1}{10} \hat{D}_{24}^{(2)} \),

- \(k_{22}^{(2)} = -\frac{4}{7} \hat{D}_{22}^{(2)} \), \(k_{23}^{(2)} = \frac{6}{7} \hat{D}_{22}^{(2)} \), \(k_{24}^{(2)} = \frac{2}{7} \hat{D}_{22}^{(2)} \), \(k_{25}^{(2)} = \frac{2}{7} \hat{D}_{22}^{(2)} \), \(k_{26}^{(2)} = \frac{2}{7} \hat{D}_{22}^{(2)} \),

- \(k_{27}^{(2)} = \frac{1}{10} \hat{D}_{24}^{(2)} + \frac{1}{10} \hat{D}_{24}^{(2)} \), \(k_{28}^{(2)} = \frac{2}{15} \left( \hat{D}_{24}^{(2)} + 15 \hat{D}_{23}^{(2)} \right) \), \(k_{29}^{(2)} = \frac{1}{10} \hat{D}_{24}^{(2)} + \frac{1}{10} \hat{D}_{24}^{(2)} \),

- \(k_{30}^{(2)} = \frac{1}{10} \hat{D}_{24}^{(2)} + \frac{1}{10} \hat{D}_{24}^{(2)} \).

Matrix \([k^{(2)}]\), that enters into the expression (5.10.45) for the strain energy of the core, has the form
\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

If the modulus \( s \) of the elastic foundation is constant, matrix \( [k^{(f)}] \) in the expression (5.10.47) for the strain energy of the elastic foundation has the form:

\[
[k^{(f)}] =
\]

\[
\begin{bmatrix}
\frac{11}{35}l^2 & \frac{11}{210}l^2 & \frac{9}{70}l^2 & -\frac{13}{420}l^2 & 0 & 0 & \frac{13}{35}l^2 & \frac{11}{210}l^2 & \frac{9}{70}l^2 & -\frac{13}{420}l^2 \\
\frac{11}{210}l^2 & \frac{11}{105}l^3 & \frac{13}{420}l^2 & -\frac{1}{140}l^3 & 0 & 0 & \frac{11}{210}l^3 & \frac{1}{105}l^3 & \frac{13}{420}l^2 & -\frac{1}{140}l^3 \\
\frac{9}{70}l^2 & \frac{13}{420}l^2 & \frac{9}{35}l^2 & -\frac{11}{210}l^2 & 0 & 0 & \frac{9}{70}l^2 & \frac{13}{420}l^2 & \frac{9}{35}l^2 & -\frac{11}{210}l^2 \\
-\frac{13}{420}l^2 & -\frac{1}{140}l^3 & -\frac{11}{210}l^2 & \frac{1}{105}l^3 & 0 & 0 & -\frac{13}{420}l^2 & -\frac{1}{140}l^3 & -\frac{11}{210}l^2 & \frac{1}{105}l^3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{13}{35}l^2 & \frac{11}{210}l^2 & \frac{9}{70}l^2 & -\frac{13}{420}l^2 & 0 & 0 & \frac{13}{35}l^2 & \frac{11}{210}l^2 & \frac{9}{70}l^2 & -\frac{13}{420}l^2 \\
\frac{11}{210}l^2 & \frac{1}{105}l^3 & \frac{13}{420}l^2 & -\frac{1}{140}l^3 & 0 & 0 & \frac{11}{210}l^3 & \frac{1}{105}l^3 & \frac{13}{420}l^2 & -\frac{1}{140}l^3 \\
\frac{9}{70}l^2 & \frac{13}{420}l^2 & \frac{9}{35}l^2 & -\frac{11}{210}l^2 & 0 & 0 & \frac{9}{70}l^2 & \frac{13}{420}l^2 & \frac{9}{35}l^2 & -\frac{11}{210}l^2 \\
-\frac{13}{420}l^2 & -\frac{1}{140}l^3 & -\frac{11}{210}l^2 & \frac{1}{105}l^3 & 0 & 0 & -\frac{13}{420}l^2 & -\frac{1}{140}l^3 & -\frac{11}{210}l^2 & \frac{1}{105}l^3 \\
\end{bmatrix}
\]

The stiffness matrix of the finite element is

\[
[k^{(l)}] = [k^{(1)}] + [k^{(3)}] + [\hat{k}^{(2)}] + [\hat{k}^{(2)}] + [k^{(f)}]
\]
5.16 Appendix 5-B. Mass matrix.

The first term of expression (5.10.54) for the kinetic energy is (expression (5.10.57))

\[
\frac{1}{2} \rho^{(1)} b \int_0^l \left( \left[ \frac{\partial}{\partial (3 \times 3)} \right] \left[ \begin{array}{c} f \\ (3 \times 3) \\ \frac{\partial}{\partial (3 \times 3)} f \\ \end{array} \right] T \right) \left[ \begin{array}{c} \tilde{D}^{(1)} \\ (3 \times 3) \\ \frac{\partial}{\partial (3 \times 3)} \end{array} \right] \left[ \begin{array}{c} f \\ (3 \times 3) \\ \frac{\partial}{\partial (3 \times 3)} f \\ \end{array} \right] \right) \ dx
\]

\[
= \frac{1}{2} \left\{ \begin{array}{c} \tilde{d} \\ \end{array} \right\}^T \left[ m^{(1)} \right] \left\{ \begin{array}{c} \tilde{d} \\ \end{array} \right\},
\]

where components of the matrix \([m^{(1)}]\) are

\[m^{(1)}_{11} = \frac{1}{35} \rho^{(1)} b (z_2 - z_1) \frac{14z_3^2 + 14z_1 z_2 + 13l^2 + 14z_1^2}{l},\]
\[m^{(1)}_{12} = \frac{1}{210} \rho^{(1)} b (z_2 - z_1) \left( 7z_2^2 + 7z_1 z_2 + 11l^2 + 7z_1^2 \right),\]
\[m^{(1)}_{13} = \frac{1}{105} \rho^{(1)} b (z_2 - z_1) \left( 28z_1^2 + 28z_1 z_2 - 9l^2 + 28z_1^2 \right),\]
\[m^{(1)}_{14} = \frac{1}{420} \rho^{(1)} b (z_2 - z_1) \left( 14z_2^2 + 14z_1 z_2 - 13l^2 + 14z_1^2 \right),\]
\[m^{(1)}_{15} = \frac{1}{2} \rho^{(1)} b z_2 \left( z_2^2 - z_1^2 \right),\]
\[m^{(1)}_{16} = \frac{1}{2} \rho^{(1)} b z_2 \left( z_2^2 - z_1^2 \right),\]
\[m^{(1)}_{17} = \frac{1}{70} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 + 28z_1^2 + 26l^2 \right),\]
\[m^{(1)}_{18} = \frac{1}{840} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 + 28z_1^2 + 44l^2 \right),\]
\[m^{(1)}_{19} = \frac{1}{70} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 - 9l^2 + 28z_1^2 \right),\]
\[m^{(1)}_{1,10} = \frac{1}{840} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 + 28z_1^2 - 26l^2 \right),\]

\[m^{(1)}_{22} = \frac{1}{315} \rho^{(1)} b l \left( z_2 - z_1 \right) \left( 14z_2^2 + 14z_1 z_2 + 3l^2 + 14z_1^2 \right),\]
\[m^{(1)}_{23} = \frac{1}{420} \rho^{(1)} b \left( z_2 - z_1 \right) \left( -14z_2^2 - 14z_1 z_2 + 13l^2 - 14z_1^2 \right),\]
\[m^{(1)}_{24} = -\frac{1}{630} \rho^{(1)} b \left( z_2 - z_1 \right) \left( 14z_2^2 + 14z_1 z_2 + 9l^2 + 14z_1^2 \right),\]
\[m^{(1)}_{25} = -\frac{1}{12} \rho^{(1)} b l z_2 \left( z_2^2 - z_1^2 \right),\]
\[m^{(1)}_{26} = -\frac{1}{12} \rho^{(1)} b l z_2 \left( z_2^2 - z_1^2 \right),\]
\[m^{(1)}_{27} = \frac{1}{840} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 + 28z_1^2 + 44l^2 \right),\]
\[m^{(1)}_{28} = \frac{1}{630} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 + 28z_1^2 + 6l^2 \right),\]
\[m^{(1)}_{29} = -\frac{1}{840} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 + 28z_1^2 - 26l^2 \right),\]
\[m^{(1)}_{2,10} = -\frac{1}{2520} \rho^{(1)} b z_2 \left( z_2 - z_1 \right) \left( 7z_2^2 + 7z_1 z_2 + 28z_1^2 + 18l^2 \right),\]
\[m^{(1)}_{33} = \frac{1}{33} \rho^{(1)} b \left( z_1^3 - 14z_1^2 + 13z_1 z_2 - 13z_2^2 \right),\]
\[m^{(1)}_{34} = \rho^{(1)} b \left[ \frac{1}{30} (z_1^3 - z_3^3) + \frac{11}{210} (z_1 - z_2) \right],\]
\[ m_{35}^{(1)} = -\frac{1}{2} \rho \rho^{(1)} b z_2 (z_2 - z_1) (z_2 + z_1), \]
\[ m_{36}^{(1)} = -\frac{1}{2} \rho \rho^{(1)} b z_2 (z_2 - z_1) (z_2 + z_1), \]
\[ m_{37}^{(1)} = -\frac{1}{70} \rho \rho^{(1)} b z_2 (z_2 - z_1) \frac{7z_2^2 + 7z_1z_2 + 28z_1^2 - 9l^2}{I}, \]
\[ m_{38}^{(1)} = -\frac{1}{860} \rho \rho^{(1)} b z_2 (z_2 - z_1) (7z_2^2 + 7z_1z_2 + 28z_1^2 - 26l^2), \]
\[ m_{39}^{(1)} = \frac{1}{70} \rho \rho^{(1)} b z_2 (z_2 - z_1) \frac{7z_2^2 + 7z_1z_2 + 28z_1^2 + 26l^2}{I}, \]
\[ m_{3,10}^{(1)} = -\frac{1}{860} \rho \rho^{(1)} b z_2 (z_2 - z_1) (7z_2^2 + 7z_1z_2 + 28z_1^2 + 44l^2), \]
\[ m_{44}^{(1)} = -\frac{1}{315} \rho \rho^{(1)} b l (z_2 - z_1) (14z_2^2 + 14z_1z_2 + 3l^2 + 14z_1^2), \]
\[ m_{45}^{(1)} = \frac{1}{15} \rho \rho^{(1)} b z_2 (z_2 - z_1) (z_2 + z_1), \]
\[ m_{46}^{(1)} = -\frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1) (z_2 + z_1), \]
\[ m_{47}^{(1)} = -\frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1) (7z_2^2 - 7z_1z_2 - 28z_1^2 + 26l^2), \]
\[ m_{48}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1) (7z_2^2 + 7z_1z_2 + 28z_1^2 + 18l^2), \]
\[ m_{49}^{(1)} = -\frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1) (7z_2^2 + 7z_1z_2 + 28z_1^2 + 44l^2), \]
\[ m_{4,10}^{(1)} = \frac{1}{120} \rho \rho^{(1)} b z_2 (z_2 - z_1) (7z_2^2 + 7z_1z_2 + 28z_1^2 + 6l^2), \]
\[ m_{53}^{(1)} = \frac{4}{3} \rho \rho^{(1)} b z_2^2 (z_2 - z_1), \]
\[ m_{56}^{(1)} = -\frac{2}{3} \rho \rho^{(1)} b z_2^2 (z_2 + z_1), \]
\[ m_{57}^{(1)} = -\frac{1}{3} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{58}^{(1)} = -\frac{1}{3} \rho \rho^{(1)} b z_2 (z_2 + z_1), \]
\[ m_{59}^{(1)} = -\frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{5,10}^{(1)} = -\frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{60}^{(1)} = \frac{1}{3} \rho \rho^{(1)} b z_2^2 (z_2 + z_1), \]
\[ m_{61}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{62}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 + z_1), \]
\[ m_{63}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{64}^{(1)} = \frac{1}{120} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{65}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{66}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 + z_1), \]
\[ m_{67}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{68}^{(1)} = \frac{1}{12} \rho \rho^{(1)} b z_2 (z_2 + z_1), \]
\[ m_{69}^{(1)} = \frac{1}{120} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{6,10}^{(1)} = \frac{1}{120} \rho \rho^{(1)} b z_2 (z_2 - z_1), \]
\[ m_{77}^{(1)} = -\frac{1}{840} \rho \rho^{(1)} b z_2^2 (z_2 - z_1) (28z_2^2 - 14z_2z_1 + 44l^2 + 7z_1^2), \]
\[ m_{78}^{(1)} = -\frac{1}{840} \rho \rho^{(1)} b z_2^2 (z_2 - z_1) (7z_2^3 - 14z_1z_2 + 44l^2 + 28z_1^2), \]
\[ m_{79}^{(1)} = \frac{1}{15} \rho \rho^{(1)} b z_2^2 (z_2 - z_1) -7z_2^2 + 28z_1z_2 + 9l^2 - 28z_1^2, \]
\[ m_{7,10}^{(1)} = -\frac{1}{840} \rho \rho^{(1)} b z_2^2 (z_2 - z_1) (-7z_2^2 + 14z_1z_2 + 26l^2 - 28z_1^2), \]
\[ m_{88}^{(1)} = \frac{1}{830} \rho \rho^{(1)} b z_2^2 (z_2 - z_1) (7z_2^2 - 14z_1z_2 + 6l^2 + 28z_1^2), \]
\[ m_{89}^{(1)} = \frac{1}{840} \rho^{(1)} b z_2^3 (z_2 - z_1) \left(-7 z_2^4 + 14 z_1 z_2 + 26 l^2 - 28 z_2^2\right), \]
\[ m_{8,10}^{(1)} = -\frac{1}{2520} \rho^{(1)} b z_2^3 (z_2 - z_1) \left(7 z_2^2 - 14 z_1 z_2 + 18 l^2 + 28 z_2^2\right), \]
\[ m_{9,9}^{(1)} = \frac{1}{70} \rho^{(1)} b z_2^3 (z_2 - z_1) \frac{7 z_2^2 - 14 z_1 z_2 + 26 l^2 + 28 z_2^2}{l}, \]
\[ m_{9,10}^{(1)} = -\frac{1}{840} \rho^{(1)} b z_2^3 (z_2 - z_1) \left(7 z_2^2 - 14 z_1 z_2 + 44 l^2 + 28 z_2^2\right), \]
\[ m_{10,10}^{(1)} = \frac{1}{630} \rho^{(1)} b z_2^3 (z_2 - z_1) \left(7 z_2^2 - 14 z_1 z_2 + 6 l^2 + 28 z_2^2\right). \]

The second term of expression (5.10.54) for the kinetic energy is (expression (5.10.61))

\[
\frac{1}{2} \rho^{(2)} b \int_0^l \left( \begin{array}{c}
\vec{\sigma}^{(2)} \\
\partial \vec{\sigma}^{(2)}/\partial t
\end{array} \right)_{(4 \times 3)} \left( \begin{array}{c}
\vec{D}^{(2)} \\
\partial \vec{D}^{(2)}/\partial t
\end{array} \right)_{(4 \times 4)} \left( \begin{array}{c}
\vec{f} \\
\partial \vec{f}/\partial t
\end{array} \right)_{(3 \times 1)} \, dx =
\]

\[
= \frac{1}{2} \left\{ d \right\}_{(10 \times 10)} \left\{ \frac{m^{(2)}}{l} \right\}_{(10 \times 1)}
\]

where components of the matrix \( m^{(2)} \) are

\[ m_{11}^{(2)} = \frac{1}{35} \rho^{(2)} b \frac{14 z_3^3 - 14 z_2^3 + 13 l^2 z_3 - 13 l^2 z_2}{l}, \]
\[ m_{12}^{(2)} = \rho^{(2)} b \left( \frac{1}{30} z_3 - \frac{1}{30} z_2 + \frac{11}{210} l^2 z_3 - \frac{11}{210} l^2 z_2 \right), \]
\[ m_{13}^{(2)} = \frac{1}{70} \rho^{(2)} b \frac{28 z_3^3 + 28 z_2^3 + 9 l^2 z_3 - 9 l^2 z_2}{l}, \]
\[ m_{14}^{(2)} = \rho^{(2)} b \left( \frac{1}{30} z_3 - \frac{1}{30} z_2 - \frac{13}{420} l^2 z_3 + \frac{13}{420} l^2 z_2 \right), \]
\[ m_{15}^{(2)} = \rho^{(2)} b \left( \frac{1}{3} z_3^2 - \frac{1}{3} z_2^2 \right), \]
\[ m_{16}^{(2)} = \rho^{(2)} b \left( \frac{1}{3} z_3 - \frac{1}{3} z_2 \right), \]
\[ m_{17}^{(2)} = \frac{1}{140} \rho^{(2)} b \frac{21 z_3^4 - 21 z_2^4 + 26 l^2 z_3^2 - 26 l^2 z_2^2}{l}. \]
\[ m_{18}^{(2)} = \rho^{(2)} b \left( \frac{1}{80} z_3^4 - \frac{1}{80} z_2^4 + \frac{11}{420} l^2 z_3^2 - \frac{11}{420} l^2 z_2^2 \right), \]

\[ m_{19}^{(2)} = \frac{3}{140} \rho^{(2)} b \frac{-7 z_3^4 + 7 z_3^2 + 3 l^2 z_3^2 - 3 l^2 z_2^2}{l}, \]

\[ m_{1,10}^{(2)} = \rho^{(2)} b \left( \frac{1}{80} z_3^4 - \frac{1}{80} z_2^4 - \frac{13}{840} l^2 z_2^2 + \frac{13}{840} l^2 z_3^2 \right), \]

\[ m_{22}^{(2)} = \rho^{(2)} b \left( \frac{2}{45} l z_3^3 - \frac{2}{45} l z_2^3 + \frac{1}{105} l^3 z_3 - \frac{1}{105} l^3 z_2 \right), \]

\[ m_{23}^{(2)} = \rho^{(2)} b \left( -\frac{1}{30} z_3^3 + \frac{1}{30} z_2^3 + \frac{13}{420} l^2 z_3 - \frac{13}{420} l^2 z_2 \right), \]

\[ m_{24}^{(2)} = \rho^{(2)} b \left( -\frac{1}{90} l z_3^3 + \frac{1}{90} l z_2^3 - \frac{1}{140} l^3 z_3 + \frac{1}{140} l^3 z_2 \right), \]

\[ m_{26}^{(2)} = \rho^{(2)} b \left( -\frac{1}{18} l z_3^3 + \frac{1}{18} l z_2^3 \right), \]

\[ m_{26}^{(2)} = \rho^{(2)} b \left( \frac{1}{18} l z_3^3 - \frac{1}{18} l z_2^3 \right), \]

\[ m_{27}^{(2)} = \rho^{(2)} b \left( \frac{1}{80} z_3^4 - \frac{1}{80} z_2^4 + \frac{11}{420} l^2 z_3^2 - \frac{11}{420} l^2 z_2^2 \right), \]

\[ m_{28}^{(2)} = \rho^{(2)} b \left( \frac{1}{60} l z_3^3 - \frac{1}{60} l z_2^3 + \frac{1}{210} l^3 z_3 - \frac{1}{210} l^3 z_2 \right), \]

\[ m_{29}^{(2)} = \rho^{(2)} b \left( -\frac{1}{80} z_3^4 + \frac{1}{80} z_2^4 + \frac{13}{840} l^2 z_3^2 - \frac{13}{840} l^2 z_2^2 \right), \]

\[ m_{2,10}^{(2)} = \rho^{(2)} b \left( -\frac{1}{240} l z_3^4 + \frac{1}{240} l z_2^4 - \frac{1}{280} l^3 z_3^2 + \frac{1}{280} l^3 z_2^2 \right), \]

\[ m_{33}^{(2)} = \frac{1}{35} \rho^{(2)} b \frac{14 z_3^3 - 14 z_3^2 + 13 l^2 z_3 - 13 l^2 z_2}{l}, \]
\[ m_{34}^{(2)} = \rho^{(2)} b \left( -\frac{1}{30} z_3^3 + \frac{1}{30} z_2^3 - \frac{11}{210} l^2 z_3 + \frac{11}{210} l^2 z_2 \right), \]

\[ m_{35}^{(2)} = \rho^{(2)} b \left( -\frac{1}{3} z_3^3 + \frac{1}{3} z_2^3 \right), \]

\[ m_{36}^{(2)} = \rho^{(2)} b \left( -\frac{1}{3} z_3^3 + \frac{1}{3} z_2^3 \right), \]

\[ m_{37}^{(2)} = \frac{3}{140} \rho^{(2)} b \frac{-7 z_3^3 + 7 z_2^3 + 3 l^2 z_3^2 - 3 l^2 z_2^2}{l}, \]

\[ m_{38}^{(2)} = \rho^{(2)} b \left( -\frac{1}{80} z_3^3 + \frac{1}{80} z_2^3 + \frac{13}{840} l^2 z_3^2 - \frac{13}{840} l^2 z_2^2 \right), \]

\[ m_{39}^{(2)} = \frac{1}{140} \rho^{(2)} b \frac{21 z_3^3 - 21 z_2^3 + 26 l^2 z_3^2 - 26 l^2 z_2^2}{l}, \]

\[ m_{3,10}^{(2)} = \rho^{(2)} b \left( -\frac{1}{80} z_3^3 + \frac{1}{80} z_2^3 - \frac{11}{420} l^2 z_3^2 + \frac{11}{420} l^2 z_2^2 \right), \]

\[ m_{44}^{(2)} = \rho^{(2)} b \left( \frac{2}{45} l z_3^3 - \frac{2}{45} l z_2^3 + \frac{1}{105} l^3 z_3 - \frac{1}{105} l^3 z_2 \right), \]

\[ m_{45}^{(2)} = \rho^{(2)} b \left( \frac{1}{18} l z_3^3 - \frac{1}{18} l z_2^3 \right), \]

\[ m_{46}^{(2)} = \rho^{(2)} b \left( -\frac{1}{18} l z_3^3 + \frac{1}{18} l z_2^3 \right), \]

\[ m_{47}^{(2)} = \rho^{(2)} b \left( \frac{1}{80} z_3^4 - \frac{1}{80} z_2^4 - \frac{13}{840} l^2 z_3^2 + \frac{13}{840} l^2 z_2^2 \right), \]

\[ m_{48}^{(2)} = \rho^{(2)} b \left( -\frac{1}{240} l z_3^4 + \frac{1}{240} l z_2^4 - \frac{1}{280} l^3 z_3^2 + \frac{1}{280} l^3 z_2^2 \right), \]

\[ m_{49}^{(2)} = \rho^{(2)} b \left( -\frac{1}{80} z_3^4 + \frac{1}{80} z_2^4 - \frac{11}{420} l^2 z_3^2 + \frac{11}{420} l^2 z_2^2 \right), \]
\[ m_{4,10}^{(2)} = \rho^{(2)} b \left( \frac{1}{60} l z_3^4 - \frac{1}{60} l z_4^4 + \frac{1}{210} l^3 z_3^2 - \frac{1}{210} l^3 z_4^2 \right), \]

\[ m_{55}^{(2)} = \rho^{(2)} b \left( \frac{4}{9} l z_3^3 - \frac{4}{9} l z_4^3 \right), \]

\[ m_{56}^{(2)} = \rho^{(2)} b \left( \frac{2}{9} l z_3^3 - \frac{2}{9} l z_2^3 \right), \]

\[ m_{57}^{(2)} = \frac{1}{8} \rho^{(2)} b (z_3^4 - z_2^4), \]

\[ m_{58}^{(2)} = \frac{1}{48} l \rho^{(2)} b (z_2^4 - z_3^4), \]

\[ m_{59}^{(2)} = \frac{1}{8} \rho^{(2)} b (z_2^4 - z_3^4), \]

\[ m_{5,10}^{(2)} = \frac{1}{48} l \rho^{(2)} b (z_3^4 - z_2^4), \]

\[ m_{66}^{(2)} = \frac{4}{9} \rho^{(2)} b l (z_3^3 - z_2^3), \]

\[ m_{67}^{(2)} = \frac{1}{8} \rho^{(2)} b (z_3^4 - z_2^4), \]

\[ m_{68}^{(2)} = \frac{1}{48} \rho^{(2)} b l (z_3^4 - z_2^4), \]

\[ m_{69}^{(2)} = \frac{1}{8} \rho^{(2)} b (z_2^4 - z_3^4), \]

\[ m_{6,10}^{(2)} = \frac{1}{48} \rho^{(2)} b l (z_2^4 - z_3^4), \]

\[ m_{77}^{(2)} = \frac{1}{1050} \rho^{(2)} b \frac{63 z_3^5 - 63 z_2^5 + 130 l^2 z_3^3 - 130 l^2 z_2^3}{l}, \]
\[ m_{76}^{(2)} = \rho^{(2)} b \left( \frac{1}{200} z_3^5 - \frac{1}{200} z_2^5 + \frac{11}{630} l^2 z_3^3 - \frac{11}{630} l^2 z_2^3 \right), \]

\[ m_{79}^{(2)} = \frac{3}{350} \rho^{(2)} b \frac{-7z_3^5 + 7z_2^5 + 5l^2 z_3^3 - 5l^2 z_2^3}{l}, \]

\[ m_{7,10}^{(2)} = \rho^{(2)} b \left( \frac{1}{200} z_3^5 - \frac{1}{200} z_2^5 - \frac{13}{1260} l^2 z_3^3 + \frac{13}{1260} l^2 z_2^3 \right), \]

\[ m_{88}^{(2)} = \rho^{(2)} b \left( \frac{1}{150} l z_3^5 - \frac{1}{150} l z_2^5 + \frac{1}{315} l^3 z_3^3 - \frac{1}{315} l^3 z_2^3 \right), \]

\[ m_{89}^{(2)} = \rho^{(2)} b \left( -\frac{1}{200} z_3^5 + \frac{1}{200} z_2^5 + \frac{13}{1260} l^2 z_3^3 - \frac{13}{1260} l^2 z_2^3 \right), \]

\[ m_{8,10}^{(2)} = \rho^{(2)} b \left( -\frac{1}{600} l z_3^5 + \frac{1}{600} l z_2^5 - \frac{1}{420} l^3 z_3^3 + \frac{1}{420} l^3 z_2^3 \right), \]

\[ m_{99}^{(2)} = \frac{1}{1050} \rho^{(2)} b \frac{63z_3^5 - 63z_2^5 + 130l^2 z_3^3 - 130l^2 z_2^3}{l}, \]

\[ m_{9,10}^{(2)} = \rho^{(2)} b \left( -\frac{1}{200} z_3^5 + \frac{1}{200} z_2^5 - \frac{11}{630} l^2 z_3^3 + \frac{11}{630} l^2 z_2^3 \right), \]

\[ m_{10,10}^{(2)} = \rho^{(2)} b \left( \frac{1}{150} l z_3^5 - \frac{1}{150} l z_2^5 + \frac{1}{315} l^3 z_3^3 - \frac{1}{315} l^3 z_2^3 \right). \]

The third term of the expression (5.10.54) for the kinetic energy is (expression (5.10.65))

\[
\frac{1}{2} \rho^{(3)} b \int \left( \begin{bmatrix} \mathbf{\tilde{D}}(3) \mathbf{\partial} \mathbf{f} \\ \mathbf{\tilde{D}}(3) \mathbf{\partial} \mathbf{f} \end{bmatrix} \right)^T \left( \begin{bmatrix} \mathbf{\tilde{D}}(3) \mathbf{\partial} \mathbf{f} \\ \mathbf{\tilde{D}}(3) \mathbf{\partial} \mathbf{f} \end{bmatrix} \right) dx =
\]

\[
= \frac{1}{2} \left\{ \begin{bmatrix} m^{(3)} \end{bmatrix} \right\} \left\{ \begin{bmatrix} d \end{bmatrix} \right\},
\]

\[
\begin{bmatrix} d \end{bmatrix} \in \mathbb{R}^{(1\times 10)(10\times 10)(10\times 1)}.
\]

\[ \]
where components of the matrix \([m^{(3)}]\) are

\[
m_{11}^{(3)} = -\frac{1}{35} \rho^{(3)} b \frac{-14z_4^2 + 14z_3^2 - 13l^2z_4 + 13l^2z_3}{l},
\]

\[
m_{12}^{(3)} = \frac{1}{210} \rho^{(3)} b (z_4 - z_3) \left(7z_4^2 + 7z_3 z_4 + 11l^2 + 7z_3^2\right),
\]

\[
m_{13}^{(3)} = \frac{1}{70} \rho^{(3)} b (z_4 - z_3) \frac{-28z_4^2 - 28z_3 z_4 + 9l^2 - 28z_3^2}{l},
\]

\[
m_{14}^{(3)} = -\frac{1}{420} \rho^{(3)} b (z_4 - z_3) \left(-14z_4^2 - 14z_3 z_4 + 13l^2 - 14z_3^2\right),
\]

\[
m_{15}^{(3)} = \frac{1}{2} \rho^{(3)} b z_3 (z_4 - z_3) (z_4 + z_3),
\]

\[
m_{16}^{(3)} = \frac{1}{2} \rho^{(3)} b z_3 (z_4 - z_3) (z_4 + z_3),
\]

\[
m_{17}^{(3)} = \frac{1}{70} \rho^{(3)} b z_3 (z_4 - z_3) \frac{28z_4^2 + 7z_4 z_3 + 26l^2 + 7z_3^2}{l},
\]

\[
m_{18}^{(3)} = \frac{1}{840} \rho^{(3)} b z_3 (z_4 - z_3) \left(28z_4^2 + 7z_4 z_3 + 44l^2 + 7z_3^2\right),
\]

\[
m_{19}^{(3)} = -\frac{1}{70} \rho^{(3)} b z_3 \frac{-21z_3 z_4^2 - 7z_3^2 + 28z_4^2 - 9l^2 z_4 + 9l^2 z_3}{l},
\]

\[
m_{1,10}^{(3)} = -\frac{1}{840} \rho^{(3)} b z_3 (z_4 - z_3) \left(-28z_4^2 - 7z_3 z_4 + 26l^2 - 7z_3^2\right),
\]

\[
m_{22}^{(3)} = \frac{1}{315} \rho^{(3)} b l (z_4 - z_3) \left(14z_4^2 + 14z_3 z_4 + 3l^2 + 14z_3^2\right),
\]

\[
m_{23}^{(3)} = \frac{1}{420} \rho^{(3)} b (z_4 - z_3) \left(-14z_4^2 - 14z_3 z_4 + 13l^2 - 14z_3^2\right),
\]

\[
m_{24}^{(3)} = -\frac{1}{1260} \rho^{(3)} b (z_4 - z_3) \left(14z_4^2 + 14z_3 z_4 + 9l^2 + 14z_3^2\right),
\]
\[ m_{25}^{(3)} = -\frac{1}{12} \rho^{(3)} b z_3 (z_4 - z_3) (z_4 + z_3), \]

\[ m_{26}^{(3)} = \frac{1}{12} \rho^{(3)} b z_3 l (z_4 - z_3) (z_4 + z_3), \]

\[ m_{27}^{(3)} = \frac{1}{840} \rho^{(3)} b z_3 (z_4 - z_3) (28z_4^2 + 7z_3z_4 + 44l^2 + 7z_3^2), \]

\[ m_{28}^{(3)} = \frac{1}{630} \rho^{(3)} b z_3 l (z_4 - z_3) (28z_4^2 + 7z_3z_4 + 6l^2 + 7z_3^2), \]

\[ m_{29}^{(3)} = -\frac{1}{840} \rho^{(3)} b z_3 (z_4 - z_3) (28z_4^2 + 7z_3z_4 - 26l^2 + 7z_3^2), \]

\[ m_{30}^{(3)} = -\frac{1}{2520} \rho^{(3)} b z_3 l (z_4 - z_3) (28z_4^2 + 7z_3z_4 + 18l^2 + 7z_3^2), \]

\[ m_{33}^{(3)} = \frac{1}{35} \rho^{(3)} b (z_4 - z_3) \left(\frac{14z_4^2 + 14z_3z_4 + 13l^2 + 14z_3^2}{l}\right), \]

\[ m_{34}^{(3)} = -\frac{1}{210} \rho^{(3)} b (z_4 - z_3) \left(7z_4^2 + 7z_3z_4 + 11l^2 + 7z_3^2\right), \]

\[ m_{35}^{(3)} = -\frac{1}{2} \rho^{(3)} b z_3 (z_4 - z_3) (z_4 + z_3), \]

\[ m_{36}^{(3)} = -\frac{1}{2} \rho^{(3)} b z_3 (z_4 - z_3) (z_4 + z_3), \]

\[ m_{37}^{(3)} = -\frac{1}{70} \rho^{(3)} b z_3 (z_4 - z_3) \left(\frac{28z_4^2 + 7z_3z_4 - 9l^2 + 7z_3^2}{l}\right), \]

\[ m_{38}^{(3)} = -\frac{1}{840} \rho^{(3)} b z_3 (-z_4 + z_3) \left(-7z_3^2 - 7z_4z_3 - 28z_4^2 + 26l^2\right), \]

\[ m_{39}^{(3)} = -\frac{1}{70} \rho^{(3)} b z_3 (-z_4 + z_3) \left(\frac{7z_3^2 + 7z_4z_3 + 28z_4^2 + 26l^2}{l}\right), \]

\[ m_{310}^{(3)} = \frac{1}{840} \rho^{(3)} b z_3 (-z_4 + z_3) \left(7z_3^2 + 7z_4z_3 + 28z_4^2 + 44l^2\right), \]
\[ m_{44}^{(3)} = -\frac{1}{315} \rho^{(3)} b(z_3^2 + 14z_4 z_3 + 3l^2 + 14z_4^2), \]

\[ m_{45}^{(3)} = -\frac{1}{12} \rho^{(3)} b(z_3 - z_4 + z_3)(z_3 + z_4), \]

\[ m_{46}^{(3)} = \frac{1}{12} \rho^{(3)} b(z_3 - z_4 + z_3)(z_3 + z_4), \]

\[ m_{47}^{(3)} = \frac{1}{840} \rho^{(3)} b(z_3 - z_4 + z_3)(-7z_3 - 7z_4 z_3 - 28z_4^2 + 6l^2), \]

\[ m_{48}^{(3)} = \frac{1}{840} \rho^{(3)} b(z_3 - z_4 + z_3)(7z_3^2 + 7z_4 z_3 + 28z_4^2 + 18l^2), \]

\[ m_{49}^{(3)} = \frac{1}{840} \rho^{(3)} b(z_3 - z_4 + z_3)(7z_3^2 + 7z_4 z_3 + 28z_4^2 + 44l^2), \]

\[ m_{4,10}^{(3)} = -\frac{1}{630} \rho^{(3)} b(z_3 - z_4 + z_3)(7z_3^2 + 7z_4 z_3 + 28z_4^2 + 6l^2), \]

\[ m_{55}^{(3)} = -\frac{4}{3} \rho^{(3)} b z_3^2 (-z_4 + z_3), \]

\[ m_{56}^{(3)} = -\frac{2}{3} \rho^{(3)} b z_3^2 (-z_4 + z_3), \]

\[ m_{57}^{(3)} = -\frac{1}{2} \rho^{(3)} b z_3^2 z_4 (-z_4 + z_3), \]

\[ m_{58}^{(3)} = \frac{1}{12} \rho^{(3)} b z_3^2 z_4 (-z_4 + z_3), \]

\[ m_{59}^{(3)} = \frac{1}{2} \rho^{(3)} b z_3^2 z_4 (-z_4 + z_3), \]

\[ m_{5,10}^{(3)} = -\frac{1}{12} \rho^{(3)} b z_3^2 z_4 (-z_4 + z_3), \]
\[ m_{66}^{(3)} = -\frac{4}{3}\rho^{(3)}b_3z_3^2(-z_4 + z_3), \]

\[ m_{67}^{(3)} = -\frac{1}{2}\rho^{(3)}b_3z_3^2z_4(-z_4 + z_3), \]

\[ m_{68}^{(3)} = -\frac{1}{12}\rho^{(3)}b_3z_3^2z_4(-z_4 + z_3), \]

\[ m_{69}^{(3)} = \frac{1}{2}\rho^{(3)}b_3z_3^2z_4(-z_4 + z_3), \]

\[ m_{6,10}^{(3)} = \frac{1}{12}\rho^{(3)}b_3z_3^2z_4(-z_4 + z_3), \]

\[ m_{77}^{(3)} = -\frac{1}{70}\rho^{(3)}b_3z_3^2(-z_4 + z_3) \frac{7z_3^2 - 14z_4z_3 + 26l^2 + 28z_4^2}{l}, \]

\[ m_{78}^{(3)} = -\frac{1}{840}\rho^{(3)}b_3z_3^2(-z_4 + z_3) \left(7z_3^2 - 14z_4z_3 + 28z_4^2 + 44l^2\right), \]

\[ m_{79}^{(3)} = -\frac{1}{70}\rho^{(3)}b_3z_3^2(-z_4 + z_3) \frac{-7z_3^2 + 14z_4z_3 + 9l^2 - 28z_4^2}{l}, \]

\[ m_{7,10}^{(3)} = \frac{1}{840}\rho^{(3)}b_3z_3^2(-z_4 + z_3) \left(-7z_3^2 + 14z_4z_3 + 26l^2 - 28z_4^2\right), \]

\[ m_{88}^{(3)} = -\frac{1}{630}\rho^{(3)}b_3z_3^2(-z_4 + z_3) \left(7z_3^2 - 14z_4z_3 + 28z_4^2 + 6l^2\right), \]

\[ m_{89}^{(3)} = -\frac{1}{840}\rho^{(3)}b_3z_3^2(-z_4 + z_3) \left(-7z_3^2 + 14z_4z_3 + 26l^2 - 28z_4^2\right), \]

\[ m_{8,10}^{(3)} = \frac{1}{2520}\rho^{(3)}b_3z_3^2(-z_4 + z_3) \left(7z_3^2 - 14z_4z_3 + 28z_4^2 + 18l^2\right), \]
\[ m_{99}^{(3)} = -\frac{1}{70} \rho^{(3)} b z_3^2 (z_4 + z_3) \frac{7z_3^2 - 14z_4 z_3 + 26l^2 + 28z_4^2}{l}, \]

\[ m_{9,10}^{(3)} = \frac{1}{840} \rho^{(3)} b z_3^2 (z_4 + z_3) (7z_3^2 - 14z_4 z_3 + 44l^2 + 28z_4^2), \]

\[ m_{10,10}^{(3)} = -\frac{1}{630} \rho^{(3)} bl z_3^2 (z_4 + z_3) (7z_3^2 - 14z_4 z_3 + 6l^2 + 28z_4^2). \]

If the upper surface of a finite element is completely covered by the cargo, and the weight of the cargo is evenly distributed over the length of the finite element \((\mu = \text{const})\), then the fourth term of the expression (5.10.54) for the kinetic energy is (expression 5.10.67)

\[
\frac{1}{2} b \mu \int_0^l \left( \frac{\partial}{\partial t} \{ f \} \right)^T \left[ \frac{\partial}{\partial t} \{ f \} \right] dx =
\]

\[
= \frac{1}{2} \{ d \}^T \left[ m^{(e)} \right] \{ d \},
\]

where
The mass matrix of a finite element is

\[
[m] = [m^{(1)}] + [m^{(2)}] + [m^{(3)}] + [m^{(4)}]
\]
5.17 Appendix 5-C. Expressions for the 1-st component of the nonlinear part of the internal force vector

In this appendix, the first component of the nonlinear part of the internal force vector \( \frac{\partial U_{nl}}{\partial \theta_i} \), that enters into the equation of motion (5.10.85) of a finite element, is written explicitly in terms of the nodal parameters \( \theta_i \) and the material characteristics of the sandwich plate. The other components of the vector \( \frac{\partial U_{nl}}{\partial \theta_i} \) are not written here due to the limitation on the size of the dissertation. The expression presented in this appendix was derived by the program for symbolic computation MAPLE, and it was transformed automatically into the FORTRAN format. The quantities \( s_1, s_2, \text{etc.} \) are the auxiliary quantities that allow to break up a very lengthy expression for \( \frac{\partial U_{nl}}{\partial \theta_i} \) into a number of shorter expressions.

So, the expression for the first component of the nonlinear internal force vector \( q_1 = \frac{\partial U_{nl}}{\partial \theta_1} \) in FORTRAN format is:

\[
\begin{align*}
\text{s3} & = 1/1**2*(1008*\text{theta4}**2*1-12*\text{theta10}**2*1**3-1008*1*\text{theta9}**2*1-12*\text{theta5}**2*1**3-24*\text{theta5}**2*\text{theta9}**2*1-24*\text{theta4}**2*1*\text{theta10}+192*\text{theta9}**2*\text{theta10}+192*\text{theta4}**2*1*\text{theta5})*D2HAT.42/3360 \\
\text{s4} & = 1/1**2*(1008*\text{theta4}**2*\text{theta1}**1-216*\text{theta10}**1*\text{theta1}**2*\text{theta1}+216*\text{theta1}**2*\text{theta1}+1008*\text{theta9}**1*\text{theta1}**1+192*\text{theta9}**1*\text{theta2}**1*\text{theta1}**2-12*\text{theta1}**1+1008*\text{theta7}**1*\text{theta1}**1+36*\text{theta2}**1*\text{theta9}**1*\text{theta7}**1*\text{theta1}**2+12*\text{theta1}**1+1008*\text{theta6}**1*\text{theta7}**1*\text{theta1}**1+192*\text{theta4}**1*\text{theta7}**1*\text{theta1}**2-10*\text{theta4}**1*\text{theta6}**1*\text{theta7}**1*\text{theta1}**1+168*\text{theta10}**1*\text{theta1}**2-168*\text{theta5}**1*\text{theta9}**1*\text{theta1}+504*\text{theta4}**1*\text{theta10}+168*\text{theta10}**1*\text{theta1}**2+168*\text{theta5}**1*\text{theta9}**1*\text{theta1}+504*\text{theta4}**1*\text{theta10}+336*\text{theta10}**1*\text{theta9}**1*\text{theta5}+1008*\text{theta9}**1*\text{theta10}+336*\text{theta10}**1*\text{theta9}**1*\text{theta5}+1008*\text{theta9}**1*\text{theta10})*D2HAT.32 \\
\text{s2} & = s3+s4 \\
\text{s1} & = s2+1/1**2*(504*\text{theta4}**2*\text{theta7}**1-504*\text{theta9}**1*\text{theta7}+504*\text{theta9}**1*\text{the} 
\end{align*}
\]

The calculated expression can be used in the FORTRAN program for the solution of the nonlinear equation of motion.
\[ \text{#ta5**2**} \times 3 - 24 \times \text{theta5}*1**2** \times \text{theta9-24*theta4}*1**2** \times \text{theta10+192*theta} \]
\[ \times 91**2** \times \text{theta10+192*theta4}*1**2** \times \text{theta5}) \times \text{D2HAT..24/3360+(1/1**2**(504 \times \text{theta4*theta10+168*theta10**2**} \times -168 \times \text{theta5**2**} \times -1504*theta9*theta5} \]
\[ +504 \times \text{theta4*theta5+504*theta9*theta10})/3360+1/1**2**(1008*theta4*theta7 \times \text{eta10-336*theta10**2**+1+336*theta5**2**+1+1008*theta9*theta5-1008*theta} \]
\[ \times \text{theta5-1008*theta9*theta10})/3360) \times \text{D2HAT..23} \]
\[ s3 = s1+1/1**2**(1008*theta4*theta7+1008*theta9*theta7-1008*theta9 \]
\[ \times \text{theta2-2016*theta10+theta6+2016*theta5+theta6+1008*theta4*theta2-} \]
\[ 4032*theta3*theta4+4032*theta8*theta4-4032*theta8*theta9+4032*theta \]
\[ =s3+theta9-672*theta5*theta7-336*theta10**1** \times \text{theta7+336*theta5**1**} \times \text{theta2-2016*theta5*theta1-336*theta3**1**} \times \text{theta10+336*theta8**1**} \times \text{theta5+3} \]
\[ 36*theta8**1** \times \text{theta10+672*theta10**1**} \times \text{theta2-336*theta3**1**} \times \text{theta5+2016*} \]
\[ \times \text{theta10*theta1}) \times \text{D2HAT..22/1680} \]
\[ s2 = s3+1/1**2**(336*theta3**1** \times \text{theta7-4032*theta3*theta1-336*theta3} \]
\[ 3**1** \times \text{theta2+336*theta8**1**} \times \text{theta7+4032*theta3*theta6+4032*theta8*theta} \]
\[ =1-4032*theta8*theta6+336*theta8*theta2)*D2HAT..21/3360+1/1**2**(10 \]
\[ 08*theta4*theta1-126*theta10**1** \times **2** \times theta1+216*theta5**1** \times **2** \times theta1+ \]
\[ 1008*theta9*theta1+192*theta9*theta2**1** \times 2-12*theta10**1** \times **3** \times theta7 \]
\[ -36*theta10**1** \times **3** \times theta2-24*theta9*theta7**1** \times **2**+12*theta5**1** \times **3** \times theta \]
\[ 2+216*theta10**1** \times **2** \times theta6+36*theta5**1** \times **3** \times theta7-216*theta5**1** \times **2** \times theta \]
\[ 2**1** \times **2** \times theta6-1008*theta4**1** \times theta6+192*theta4*theta7**1** \times **2**-1008*theta9**1** \times theta \]
\[ *theta6-24*theta4*theta2**1** \times **2)*D2HAT..14/3360 \]
\[ s3 = s2+1/1**2**(504*theta4*theta7-7504*theta9**1** \times theta7+504*theta9*theta \]
\[ ta2+1008*theta10*theta6-1008*theta5*theta6-504*theta4*theta2+336*theta \]
\[ beta5**1** \times theta7+168*theta10**1** \times theta7-168*theta5**1** \times theta2+1008*theta \]
\[ 5*theta1-336*theta10**1** \times theta2+1008*theta10*theta10) \times \text{D2HAT..13/3360} \]
\[ s4 = s3+1/1**2**(336*theta3**1** \times theta7-4032*theta3*theta1-336*theta3 \]
\[ 3**1** \times theta2+336*theta8**1** \times theta7+4032*theta3**1** \times theta6+4032*theta8**1** \times theta \]
\[ 1-4032*theta8*theta6+336*theta8**1** \times theta2)*D2HAT..12/3360 \]
\[ s5 = s4 \]
\[ s8 = 1/1**2**/60 \]
\[ s11 = 6*theta2**1** \times theta5**2**+12*theta5**2** \times theta8**1** \times theta8-12*theta5**z \]
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\[ \#3**2*l*theta3-12*theta2*l*z3*theta3+12*theta2*l*z3*theta8+12*theta \\
\#10*theta8-12*theta7*l*theta5*2**2*6*theta7*l*theta3*2**2*theta1 \\
\#0+12*theta7*l*z3*theta8-12*theta7*l*z3*theta3-12*theta10*z3*2**2*1+t \\
\#theta3-18*theta2*z3*2**2*theta9+18*theta9*z3*3*3*theta5+18*theta4*z3** \\
\#3*theta10-18*theta4*z3*3*3*theta5+18*theta2*z3*2**2*theta4+144*theta9 \\
\#*z3**2*theta3 \\
s10 = s11+6*theta5*2**2*theta3-6*theta10+18*theta7+z3 \\
\#***1+36*theta6*theta5*2**3*3*3*theta10+18*theta7+z3* \\
\#**2*theta9-18*theta7+z3**2*theta4-18*theta9+z3**3*theta10+144*theta \\
\#4*theta8-144*theta4+z3*2**2*theta3-144*theta9+z3*2**2*theta8-144 \\
\#*theta6+2*theta8+36*theta1-12*theta2*l*z3*2**2*theta10-144*theta1*z3*theta3+1 \\
\#44*theta1+l*theta3-36*theta1*theta5+2+36*theta1*z3**2*theta10 \\
s11 = D3.11 \\
s9 = s10+s11 \\
s7 = s8+s9 \\
s9 = 1/l**2/60 \\
s12 = 36*theta1+z2**2*theta10+144*theta6+z2*theta3-144*theta5+z2*t \\
\#theta8+144*theta1+z2*theta8-6*theta10+2**2*l-144*theta9+z2**2*t \\
\#theta8+144*theta9+z2**2*theta3-18*theta2+z2**2*theta9+6*theta5+z2**2 \\
\#2**3*l-18*theta9+z2**3*theta10-144*theta1+z2*theta3+144*theta4+z2* \\
\#2*theta8-36*theta1*theta5+z2**2-144*theta4+z2**2*theta3+18*theta4 \\
\#*z2**3*theta5-36*theta6+z2**2*theta10+36*theta6+theta5+z2**2 \\
s11 = s12+18*theta4+z2**3*theta10+18*theta2+z2**2*theta4+18*theta7 \\
\#*z2**2*theta4+18*theta9+z2**3*theta5+18*theta7+z2**2*theta9-12*the \\
\#ta7*l*theta5+z2**2+12*theta5+z2**2*l*theta8+12*theta2+2*theta8- \\
\#12*theta5+z2**2*l*theta3+12*theta2+l*z2**2*theta10+12*theta10+z2** \\
\#2*l*theta8-12*theta10+z2**2*l*theta3-6*theta7+l*z2**2*theta10+6*th \\
\#eta2+l*theta5+z2**2-12*theta7+2*theta3+12*theta7+l*z2*theta8-12 \\
\#*theta2+l*z2*theta3 \\
s12 = D3.11 \\
s10 = s11+s12 \\
s8 = s9+s10
5.18 Appendix 5-D. Location of the error-minimal points for computation of spacial derivatives of the field variables

In order to calculate the stresses, there is a need for accurate estimates of the derivatives of the field variables \( w_0, \varepsilon^{(2)}_{xz}, \varepsilon^{(2)}_{zz} \). In the finite element formulation, the functions \( w_0 \) and \( \varepsilon^{(2)}_{xz} \) are approximated by the Hermite interpolation polynomials of the third degree, and the function \( \varepsilon^{(2)}_{zz} \) is approximated by the Lagrange polynomial of the first degree. The derivatives \( \frac{\partial w_0}{\partial x}, \frac{\partial^2 w_0}{\partial x^2}, \frac{\partial^3 w_0}{\partial x^3}, \frac{\partial \varepsilon^{(2)}_{xz}}{\partial x}, \frac{\partial^2 \varepsilon^{(2)}_{xz}}{\partial x^2}, \frac{\partial^3 \varepsilon^{(2)}_{xz}}{\partial x^3}, \frac{\partial \varepsilon^{(2)}_{zz}}{\partial x} \) will be computed as the derivatives of the interpolation polynomials that were used in the finite element formulation. In this appendix we will discuss a question of location in a finite element of optimal points that give the most accurate estimates of these derivatives. In this discussion, the ideas of Akin (1987) will be used.

The values of primary variables (those variables that are involved in specification of the essential boundary conditions, and whose values at the nodes are used as the nodal parameters in the finite element formulation) are most accurate at the nodal points, in some problems even exact (Reddy, 1993, page 206). In our problem, the nodal parameters are \( w_0(x,t), \frac{\partial w_0(x,t)}{\partial x}, \frac{\partial^2 w_0(x,t)}{\partial x^2}, \frac{\partial \varepsilon^{(2)}_{xz}}{\partial x}, \frac{\partial^2 \varepsilon^{(2)}_{xz}}{\partial x^2}, \frac{\partial \varepsilon^{(2)}_{zz}}{\partial x} \). Therefore, the values of \( \frac{\partial w_0}{\partial x}, \varepsilon^{(2)}_{xz}, \frac{\partial \varepsilon^{(2)}_{xz}}{\partial x} \) and \( \varepsilon^{(2)}_{zz} \), that enter into the expressions for the stresses, must be computed at the nodes and can be taken directly from the finite element solution.

Now, let us consider the computation of the second derivative \( \frac{\partial^2 w_0}{\partial x^2} \). In the finite element formulation, displacement \( w_0 \) is approximated by a polynomial of the third degree. If the exact solution for \( w_0 \) is a polynomial of the same or lower degree (or if the exact solution can be best approximated by a polynomial of the third or lower degree), then the finite element solution for \( w_0 \) will be exact at each point of the finite element (or very close to exact, if the exact solution can be best approximated by a polynomial of the third or lower degree). In this case the second derivative (with respect to \( x \)) of the interpolation polynomial for \( w_0 \) will coincide with \( \frac{\partial^2 w_0}{\partial x^2} \) obtained from the exact solution, at each point of the finite element. But such situations occur very rarely. Now, let us consider a situation, when the exact solution for \( w_0 \) is a polynomial of the fourth degree, and let the superscripts \( e \) and \( f \) denote the exact and the finite element solution, respectively:

\[
w_0^{(f)} = a_0 + a_1 x + a_2 x^2 + a_3 x^3,
\] (5-D.1)
\[ w_0^{(e)} = b_0 + b_1 x + b_2 x^2 + b_3 x^3 + b_4 x^4. \]  

(5-D.2)

As it was mentioned previously, the computed values of the primary variables are most accurate at the nodal points. For simplicity we will assume that the values of the primary variables at the nodes are exact:

\[ w_0^{(f)}(0) = w_0^{(e)}(0), \]  

(5-D.3)

\[ \frac{\partial w_0^{(f)}}{\partial x}(0) = \frac{\partial w_0^{(e)}}{\partial x}(0), \]  

(5-D.4)

\[ w_0^{(f)}(l) = w_0^{(e)}(l), \]  

(5-D.5)

\[ \frac{\partial w_0^{(f)}}{\partial x}(l) = \frac{\partial w_0^{(e)}}{\partial x}(l). \]  

(5-D.6)

If we substitute equations (5-D.1) and (5-D.2) into equations (5-D.3)-(5-D.6) we obtain, respectively

\[ a_0 = b_0, \]  

(5-D.7)

\[ a_1 = b_1, \]  

(5-D.8)

\[ a_0 + la_1 + l^2a_2 + l^3a_3 = b_0 + lb_1 + l^2b_2 + l^3b_3 + l^4b_4, \]  

(5-D.9)

\[ a_1 + 2la_2 + 3l^2a_3 = b_1 + 2lb_2 + 3l^2b_3 + 4l^3b_4. \]  

(5-D.10)

Let \( x_0 \) be an optimal point for computation of \( \frac{\partial^2 w_0}{\partial x^2} \), i.e.

\[ \frac{\partial^2 w_0^{(f)}}{\partial x^2}(x_0) = \frac{\partial^2 w_0^{(e)}}{\partial x^2}(x_0). \]  

(5-D.11)

Substitution of equations (5-D.1) and (5-D.2) into equation (5-D.11) yields:

\[ 2a_2 + 6x_0a_3 = 2b_2 + 6x_0b_3 + 12x_0^2b_4. \]  

(5-D.12)

Solving equations (5-D.7)-(5-D.10) and (5-D.12) simultaneously for \( a_0, a_1, a_2, a_3 \) and \( x_0 \), we obtain:

\[ a_0 = b_0, \quad a_1 = b_1, \quad a_3 = b_3 + 2lb_4, \quad a_2 = -l^2b_4 + b_2, \quad x_0 = \left( \frac{1}{2} \pm \frac{1}{6} \sqrt{3} \right) l, \]  

(5-D.13)
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So, if the exact solution for \( w_0 \) is a polynomial of the fourth degree, then the coordinates of the optimal points for computing \( \frac{\partial^2 w_0}{\partial x^2} \) are

\[
x_0^{(1)} = \left( \frac{1}{2} + \frac{1}{6} \sqrt{3} \right) l = 0.78868 \ l \text{ and } x_0^{(2)} = \left( \frac{1}{2} - \frac{1}{6} \sqrt{3} \right) l = 0.21132 \ l.
\]  
(5-D.14)

These are the Gauss points of the third-degree polynomial.

Now, let us consider a situation, when the exact solution for \( w_0 \) is a polynomial of the fifth degree:

\[
u_0^{(e)} = b_0 + b_1 x + b_2 x^2 + b_3 x^3 + b_4 x^4 + b_5 x^5
\]  
(5-D.15)

Then equations (5-D.3)–(5-D.6) and (5-D.11) lead to the following equations:

\[
\begin{align*}
a_0 &= b_0 \\
a_1 &= b_1 \\
a_0 + la_1 + l^2 a_2 + l^3 a_3 &= b_0 + lb_1 + l^2 b_2 + l^3 b_3 + l^4 b_4 + l^5 b_5 \\
a_1 + 2la_2 + 3l^2 a_3 &= b_1 + 2lb_2 + 3l^2 b_3 + 4l^3 b_4 + 5l^4 b_5 \\
2a_2 + 6x_0 a_3 &= 2b_2 + 6x_0 b_3 + 12x_0^2 b_4 + 20x_0^3 b_5
\end{align*}
\]  
(5-D.16)

From the first four equations of the system (5-D.16) we obtain:

\[
a_2 = -l^2 b_4 - 2l^3 b_5 + b_2, \quad a_3 = b_3 + 2l b_4 + 3l^2 b_5.
\]  
(5-D.17)

If we substitute expressions for \( a_2 \) and \( a_3 \) into the last equation of the system (5-D.16), we obtain

\[
(12x_0^3 - 2l^2 - 12x_0^2) b_4 + (-4l^3 + 18l^2 x_0 - 20x_0^3) b_5 = 0.
\]  
(5-D.18)

Equation (5-D.18) can be satisfied for arbitrary \( b_4 \) and \( b_5 \) if coefficients of \( b_4 \) and \( b_5 \) are equal to zero. This leads to the following two equations for the coordinate \( x_0 \) of the optimum point:

\[
12x_0^3 - 2l^2 - 12x_0^2 = 0,
\]  
(5-D.19)

\[
-4l^3 + 18l^2 x_0 - 20x_0^3 = 0.
\]  
(5-D.20)

The solutions of equation (5-D.19) are

\[
x_0^{(1)} = \left( \frac{1}{2} + \frac{1}{6} \sqrt{3} \right) l = 0.78868 \ l \text{ and } x_0^{(2)} = \left( \frac{1}{2} - \frac{1}{6} \sqrt{3} \right) l = 0.21132 \ l
\]  
(5-D.21)
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The solutions of equation (5-D.20) in the element’s domain $0 \leq \bar{x} \leq l$ are

$$x_0^{(3)} = 0.8077 \ l, \quad x_0^{(4)} = 0.23702 \ l.$$  \hspace{1cm} (5-D.22)

So, if the exact solution for $w_0$ is a polynomial of the fifth degree, then the coordinates of the optimal points for computing $\frac{\partial^2 w_0}{\partial x^2}$ are

$$x_0^{(1)} = \left( \frac{1}{2} + \frac{1}{6} \sqrt{3} \right) l = 0.78868 \ l, \quad x_0^{(2)} = \left( \frac{1}{2} - \frac{1}{6} \sqrt{3} \right) l = 0.21132 \ l,$$

$$x_0^{(3)} = 0.8077 \ l, \quad x_0^{(4)} = 0.23702 \ l.$$  \hspace{1cm} (5-D.23)

Coordinates $x_0^{(1)}$ and $x_0^{(2)}$ are the Gauss points.

If the exact solution for $w_0$ is a polynomial of the sixth degree, then, in a similar manner, we find the following coordinates of the optimal points for computation of $\frac{\partial^3 w_0}{\partial x^3}$:

$$x_0^{(1)} = \left( \frac{1}{2} + \frac{1}{6} \sqrt{3} \right) l = 0.78868 \ l, \quad x_0^{(2)} = \left( \frac{1}{2} - \frac{1}{6} \sqrt{3} \right) l = 0.21132 \ l,$$

$$x_0^{(3)} = 0.8077 \ l, \quad x_0^{(4)} = 0.23702 \ l,$$

$$x_0^{(5)} = 0.82274 \ l, \quad x_0^{(6)} = 0.25531 \ l.$$  \hspace{1cm} (5-D.24)

So, regardless of the degree of a polynomial of exact solution, the Gauss points $x_0^{(1)} = \left( \frac{1}{2} + \frac{1}{6} \sqrt{3} \right) l = 0.78868 \ l$ and $x_0^{(2)} = \left( \frac{1}{2} - \frac{1}{6} \sqrt{3} \right) l = 0.21132 \ l$ are the coordinates of the optimal points for computation of $\frac{\partial^2 w_0}{\partial x^2}$ (but there may exist other optimal points, in addition to the Gauss points).

Now, let us consider computation of the third derivative $\frac{\partial^3 w_0}{\partial x^3}$. Let us consider a situation, when the exact solution for $w_0$ is a polynomial of the fourth degree (equation (2) ). Let $x_0$ be a point where the finite element solution and the exact solution for $\frac{\partial^3 w_0}{\partial x^3}$ are the same. Then

$$\frac{\partial^3 w_0^{(f)}}{\partial x^3} (x_0) = \frac{\partial^3 w_0^{(e)}}{\partial x^3} (x_0).$$  \hspace{1cm} (5-D.25)

If we substitute equations (5-D.1) and (5-D.2) into equations (5-D.25), we receive

$$6a_3 = 6b_3 + 24x_0 b_4.$$  \hspace{1cm} (5-D.26)
Equations (5-D.7)-(5-D.10) and equation (5-D.26) make the following system:

\[
\begin{align*}
    a_0 &= b_0, \\
    a_1 &= b_1, \\
    a_0 + la_1 + l^2a_2 + l^3a_3 &= b_0 + lb_1 + l^2b_2 + l^3b_3 + l^4b_4, \\
    a_1 + 2la_2 + 3l^2a_3 &= b_1 + 2lb_2 + 3l^2b_3 + 4l^3b_4, \\
    6a_3 &= 6b_3 + 24x_0b_4.
\end{align*}
\] (5-D.27)

If we solve this system of equations for \(a_0, a_1, a_2, a_3, x_0\), we receive

\[
\begin{align*}
    a_0 &= b_0, \\
    a_1 &= b_1, \\
    a_2 &= -l^2b_4 + b_2, \\
    a_3 &= b_3 + 2lb_4, \\
    x_0 &= \frac{1}{2}l.
\end{align*}
\] (5-D.28)

So, the if the exact solution is a polynomial of the fourth degree (or if it is best approximated by the polynomial of the fourth degree), then the finite element solution for \(\frac{\partial^4w}{\partial x^4}\) is equal to the exact solution (or is the closest to the exact solution) in the middle of the element, at the point \(x_0 = \frac{l}{2}\).

Let us consider a situation, when the exact solution for \(w_0\) is a polynomial of the fifth degree (equation (5-D.15)). Then equations (5-D.3)-(5-D.6) and (5-D.25) lead to the following equations:

\[
\begin{align*}
    a_0 &= b_0, \\
    a_1 &= b_1, \\
    a_0 + la_1 + l^2a_2 + l^3a_3 &= b_0 + lb_1 + l^2b_2 + l^3b_3 + l^4b_4 + l^5b_5, \\
    a_1 + 2la_2 + 3l^2a_3 &= b_1 + 2lb_2 + 3l^2b_3 + 4l^3b_4 + 5l^4b_5, \\
    6a_3 &= 6b_3 + 24x_0b_4 + 60x_5^2b_5.
\end{align*}
\] (5-D.29)

From the first four equations of the system (5-D.29) we obtain:

\[
a_2 = -l^2b_4 - 2l^3b_5 + b_2, \quad a_3 = b_3 + 2lb_4 + 3l^2b_5.
\] (5-D.30)

If we substitute expressions (5-D.30) for \(a_2\) and \(a_3\) into the last equation of the system (5-D.29), we obtain the following equation:

\[
(12l - 24x_0) b_4 + (18l^2 - 60x_5^2) b_5 = 0.
\] (5-D.31)

Equation (5-D.31) can be satisfied for arbitrary \(b_4\) and \(b_5\) if coefficients of \(b_4\) and \(b_5\) are equal to zero. This leads to the following two equations for the coordinate \(x_0\), at which the finite element and the exact solution for \(\frac{\partial^4w}{\partial x^4}\) coincide:

\[
12l - 24x_0 = 0,
\] (5-D.32)
18l^2 - 60x_0^2 = 0. \tag{5-D.33}

The solutions of these equations in the element's domain $0 \leq \bar{x} \leq l$ are

\[ x_0^{(1)} = \frac{l}{2}, \quad x_0^{(2)} = 0.54772 \ l \tag{5-D.34} \]

So, if the exact solution for $w_0$ is a polynomial of the fifth degree, then the finite element solution for \( \frac{\partial^5 w_0}{\partial x^5} \) is equal to the exact solution at the points $x_0^{(1)} = \frac{l}{2}$, $x_0^{(2)} = 0.54772 \ l$.

In a similar manner it can be shown that if the exact solution for $w_0$ is a polynomial of any degree higher than three, then the finite element solution for \( \frac{\partial^3 w_0}{\partial x^3} \) is equal to the exact solution for \( \frac{\partial^3 w_0}{\partial x^3} \) at the point $x_0^{(1)} = \frac{l}{2}$ (and at some other points, if the exact solution is a polynomial of a degree higher than four).

The interpolation polynomial for $\varepsilon_{xx}^{(2)}$ is the same as for the $w_0$. Therefore, all conclusions regarding computation of spatial derivatives of $w_0$ are also valid for the computation of spatial derivatives of $\varepsilon_{xx}^{(2)}$.

Now, let us consider location of error-minimal points for computation of $\varepsilon_{xx}^{(2)}$ and \( \frac{\partial \varepsilon_{xx}^{(2)}}{\partial x} \). Strain $\varepsilon_{xx}^{(2)}$ is one of the primary variables of the problem, and in the finite element formulation $\varepsilon_{xx}^{(2)}$ is approximated by the Lagrange polynomial of the first degree:

\[ (\varepsilon_{xx}^{(2)})^{(f)} = a_0 + a_1 \bar{x}. \tag{5-D.35} \]

Therefore, the most accurate values of $\varepsilon_{xx}^{(2)}$ are at the nodes.

Let us consider a situation, when an exact solution is a polynomial of the second degree:

\[ (\varepsilon_{xx}^{(2)})^{(e)} = b_0 + b_1 \bar{x} + b_2 \bar{x}^2, \tag{5-D.36} \]

and let $x_0$ be a point, where the finite element and the exact solution for $\frac{\partial \varepsilon_{xx}^{(2)}}{\partial x}$ coincide:

\[ \frac{\partial (\varepsilon_{xx}^{(2)})^{(f)}}{\partial x} (x_0) = \frac{\partial (\varepsilon_{xx}^{(2)})^{(e)}}{\partial x} (x_0). \tag{5-D.37} \]

From equation (5-D.35) – (5-D.37) we obtain:

\[ a_1 = b_1 + 2b_2 x_0. \tag{5-D.38} \]

Since the most accurate values of $\varepsilon_{xx}^{(2)}$ are at the nodes, at points $\bar{x} = 0$ and $\bar{x} = l$, we can write

\[ \left. \left( \varepsilon_{xx}^{(2)} \right)^{(f)} \right|_{\bar{x}=0} = \left. \left( \varepsilon_{xx}^{(2)} \right)^{(e)} \right|_{\bar{x}=0}, \quad \left. \left( \varepsilon_{xx}^{(2)} \right)^{(f)} \right|_{\bar{x}=l} = \left. \left( \varepsilon_{xx}^{(2)} \right)^{(e)} \right|_{\bar{x}=l}. \tag{5-D.39} \]
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Substitution of equations (5-D.35) and (5-D.36) into equations (5-D.39) gives the following equations:

\[ a_0 = b_0 \]  \hspace{1cm} (5-D.40)
\[ a_0 + a_1 l = b_0 + b_1 l + b_2 l^2 \]  \hspace{1cm} (5-D.41)

The solution of equations (5-D.38), (5-D.40) and (5-D.41) with respect to \(a_0, a_1, x_0\) is:

\[ a_0 = b_0, \ a_1 = b_1 + b_2 l, \ x_0 = \frac{1}{2} l. \]  \hspace{1cm} (5-D.42)

Therefore, if the exact solution is a polynomial of the second degree, then the finite element solution for \(\varepsilon_{xx}^{(2)}\) coincides with exact solution in the middle of the element, at the point \(x_0 = \frac{1}{2} l\).

Let us consider a situation, when an exact solution is a polynomial of the third degree:

\[ \left( \varepsilon_{xx}^{(2)} \right)^{(e)} = b_0 + b_1 x + b_2 x^2 + b_3 x^3. \]  \hspace{1cm} (5-D.43)

Then, from equations (5-D.35), (5-D.43) and (5-D.37) we receive

\[ a_1 = b_1 + 2b_2 x_0 + 3b_3 x_0^2 \]  \hspace{1cm} (5-D.44)

From equations (5-D.40) and (5-D.41) we obtain

\[ a_1 = b_1 + b_2 l \]  \hspace{1cm} (5-D.45)

Substitution of equation (5-D.45) into equation (5-D.44) yields:

\[ b_2 (l - 2x_0) - 34b_3 x_0^2 = 0, \]  \hspace{1cm} (5-D.46)

from where we find

\[ x_0^{(1)} = \frac{l}{2}, \ x_0^{(2)} = 0, \]  \hspace{1cm} (5-D.47)

i.e. if the exact solution is a polynomial of the third degree, then the finite element solution for \(\varepsilon_{xx}^{(2)}\) coincides with exact solution in the middle of the element, at the point \(x_0^{(1)} = \frac{1}{2} l\), and at the left end of the element, at the point \(x_0^{(2)} = 0\).

In a similar manner it can be shown that if the exact solution for \(\varepsilon_{xx}^{(2)}\) is a polynomial of any degree higher than one, then the finite element solution for \(\varepsilon_{xx}^{(2)}\) is equal to the exact solution for \(\varepsilon_{xx}^{(2)}\) at the point \(x_0^{(1)} = \frac{l}{2}\) (and at some other points, if the exact solution is a polynomial of a degree higher than two).
Appendix 5-E. Verification problem for finite element program: exact analysis for vibration of simply-supported homogeneous isotropic plate in cylindrical bending

An exact analysis for vibration of a simply-supported rectangular plate was performed by Srinivas, Joga Rao and Rao (1970). In this chapter we will find natural frequencies for the simply-supported plate in cylindrical bending, following the method of Srinivas, Joga Rao and Rao. The plate is considered to be homogeneous and isotropic. Besides, we will find transient response of such plate, dropped on the simple supports. The solution, that we obtain in this chapter, has the form of the infinite series, and it is exact in the sense that

1) each term of the series for the displacements satisfies the equations of motion of linear elasticity, written in terms of displacements, with no additional assumptions about through-the-thickness variation of displacements, strains or stresses;

2) each term of the series for the displacements satisfies boundary conditions of a simply supported plate.

The displacements of the solution, represented by the finite number of terms in the series, satisfy the initial conditions approximately, but with any desired accuracy, that is achieved by taking sufficient number of terms in the expansion. In other words, the series that represent the displacements and their time derivatives at the initial moment of time, converge to the initial displacements and initial velocities.

Let us write equations of motion for a plate in cylindrical bending in terms of displacements:

\[ \frac{\partial^2 u(x, z, t)}{\partial x^2} + \frac{\partial^2 u(x, z, t)}{\partial z^2} + \frac{1}{1 - 2\nu} \frac{\partial^2 u(x, z, t)}{\partial x \partial z} + \frac{1}{1 - 2\nu} \frac{\partial^2 w(x, z, t)}{\partial x \partial z} = \frac{\rho}{G} \frac{\partial^2 u(x, z, t)}{\partial t^2}, \]  

(5-E.1)

\[ \frac{\partial^2 w(x, z, t)}{\partial x^2} + \frac{\partial^2 w(x, z, t)}{\partial z^2} + \frac{1}{1 - 2\nu} \frac{\partial^2 u(x, z, t)}{\partial x \partial z} + \frac{1}{1 - 2\nu} \frac{\partial^2 w(x, z, t)}{\partial z \partial z} = \frac{\rho}{G} \frac{\partial^2 w(x, z, t)}{\partial t^2}. \]  

(5-E.2)

To separate variables we seek solution in the form:

\[ u(x, z, t) = U(x, z) T(t), \]  

(5-E.3)

\[ w(x, z, t) = W(x, z) T(t). \]  

(5-E.4)

Substitution of equations (5-E.3) and (5-E.4) into equations (5-E.1) and (5-E.2) yields:
\[
\left[ \frac{\partial^2 U(x, z)}{\partial x^2} + \frac{\partial^2 U(x, z)}{\partial z^2} + \frac{1}{1 - 2\nu} \frac{\partial^2 U(x, z)}{\partial x^2} + \frac{1}{1 - 2\nu} \frac{\partial^2 W(x, z)}{\partial x \partial z} \right] \frac{1}{U(x, z)} = \frac{\rho}{G} \frac{1}{T(t)} \frac{\partial^2 T(t)}{\partial t^2} = -\frac{\rho}{G} \Omega^2,
\]

(5-E.5)

\[
\left[ \frac{\partial^2 W(x, z)}{\partial x^2} + \frac{\partial^2 W(x, z)}{\partial z^2} + \frac{1}{1 - 2\nu} \frac{\partial^2 U(x, z)}{\partial x \partial z} + \frac{1}{1 - 2\nu} \frac{\partial^2 W(x, z)}{\partial z^2} \right] \frac{1}{W(x, z)} = \frac{\rho}{G} \frac{1}{T(t)} \frac{\partial^2 T(t)}{\partial t^2} = -\frac{\rho}{G} \Omega^2.
\]

(5-E.6)

Therefore, we have the following differential equations for the functions \(U(x, z), W(x, z)\) and \(T(t)\):

\[
2 \frac{1 - \nu}{1 - 2\nu} \frac{\partial^2 U(x, z)}{\partial x^2} + \frac{\partial^2 U(x, z)}{\partial z^2} + \frac{1}{1 - 2\nu} \frac{\partial^2 W(x, z)}{\partial x \partial z} + \frac{\rho}{G} \Omega^2 U(x, z) = 0,
\]

(5-E.7)

\[
2 \frac{1 - \nu}{1 - 2\nu} \frac{\partial^2 W(x, z)}{\partial z^2} + \frac{\partial^2 W(x, z)}{\partial x^2} + \frac{1}{1 - 2\nu} \frac{\partial^2 U(x, z)}{\partial x \partial z} + \frac{\rho}{G} \Omega^2 W(x, z) = 0,
\]

(5-E.8)

\[
\frac{d^2 T(t)}{dt^2} + \Omega^2 T(t) = 0.
\]

(5-E.9)

The solution of equation (5-E.9) is the following:

\[
T(t) = Q \cos \Omega t + R \sin \Omega t,
\]

(5-E.10)

where \(Q\) and \(R\) are constants of integration.

The boundary conditions for a simply supported plate are

\[
\begin{align*}
\begin{array}{c}
w(x, z, t) = 0 \\
\sigma_{xz} = 0
\end{array}
\end{align*}
\]

at \(x = 0\) and \(x = L\).

(5-E.11)

But, according to Hooke’s law

\[
\sigma_{xz} = \frac{E}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) \frac{\partial u}{\partial x} + \nu \frac{\partial w}{\partial z} \right].
\]

(5-E.12)

Therefore, the boundary conditions for the functions \(U(x, z)\) and \(W(x, z)\) are

\[
W(x, z) = 0 \quad \text{and} \quad (1 - \nu) \frac{\partial U(x, z)}{\partial x} + \nu \frac{\partial W(x, z)}{\partial z} = 0 \quad \text{at} \quad x = 0 \quad \text{and} \quad x = L.
\]

(5-E.13)
These boundary conditions are identically satisfied by setting

\[ U(x, z) = \sum_{m=1}^{\infty} \phi_m(z) \cos \left( \frac{m\pi x}{L} \right), \quad (5-E.14) \]

\[ W(x, z) = \sum_{m=1}^{\infty} \chi_m(z) \sin \left( \frac{m\pi x}{L} \right). \quad (5-E.15) \]

Substitution of equations (5-E.14) and (5-E.15) into equations (5-E.7) and (5-E.8) yields:

\[ \sum_{m=1}^{\infty} \left[ -2 \frac{1-\nu}{1-2\nu} \left( \frac{m\pi}{L} \right)^2 \phi_m(z) + \frac{d^2\phi_m(z)}{dz^2} + \frac{1}{1-2\nu} \frac{m\pi}{L} \frac{d\chi_m(z)}{dz} + \frac{\rho}{G}\Omega^2 \phi_m(z) \right] \cos \left( \frac{m\pi x}{L} \right) = 0, \quad (5-E.16) \]

\[ \sum_{m=1}^{\infty} \left[ 2 \frac{1-\nu}{1-2\nu} \frac{d^2\chi_m(z)}{dz^2} - m^2 \pi^2 \frac{\pi}{L^2} \chi_m(z) - \frac{1}{1-2\nu} \frac{m\pi}{L} \frac{d\phi_m(z)}{dz} + \frac{\rho}{G}\Omega^2 \chi_m(z) \right] \sin \left( \frac{m\pi x}{L} \right) = 0. \quad (5-E.17) \]

Equating to zero the coefficients of \( \cos \left( \frac{m\pi x}{L} \right) \) and \( \sin \left( \frac{m\pi x}{L} \right) \) in equations (5-E.16) and (5-E.17), we obtain the following differential equations for the functions \( \phi_m(z) \) and \( \chi_m(z) \):

\[ \frac{d^2\phi_m(z)}{dz^2} + \frac{1}{1-2\nu} \frac{m\pi}{L} \frac{d\chi_m(z)}{dz} + \left[ \frac{\rho}{G}\Omega^2 - 2 \frac{1-\nu}{1-2\nu} \left( \frac{m\pi}{L} \right)^2 \right] \phi_m(z) = 0, \quad (5-E.18) \]

\[ 2 \frac{1-\nu}{1-2\nu} \frac{d^2\chi_m(z)}{dz^2} - \frac{1}{1-2\nu} \frac{m\pi}{L} \frac{d\phi_m(z)}{dz} + \left[ \frac{\rho}{G}\Omega^2 - \left( \frac{m\pi}{L} \right)^2 \right] \chi_m(z) = 0. \quad (5-E.19) \]

The non-trivial solution of these differential equations is the following:

\[ \phi_m(z) = \sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G} \frac{m\pi}{L}} \left[ A \exp \left( \sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G} z} \right) - K \exp \left( -\sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G} z} \right) \right] + \]

\[ + \frac{m\pi}{L} \left[ C \exp \left( \sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G} \frac{1-2\nu}{2(1-\nu)} z} \right) + S \exp \left( -\sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G} \frac{1-2\nu}{2(1-\nu)} z} \right) \right] \quad (5-E.20) \]
\[
\chi_m(z) = \left(\frac{m\pi}{L}\right)^2 \left(A \exp\left(\sqrt{\left(\frac{m\pi}{L}\right)^2 - \frac{\rho \Omega}{G} z}\right) + K \exp\left(-\sqrt{\left(\frac{m\pi}{L}\right)^2 - \frac{\rho \Omega}{G} z}\right)\right) + \\
\sqrt{\left(\frac{m\pi}{L}\right)^2 - \frac{\rho \Omega}{G} \frac{1 - 2\nu}{2(1 - \nu)}} \times \\
\left(C \exp\left(\sqrt{\left(\frac{m\pi}{L}\right)^2 - \frac{\rho \Omega}{G} \frac{1 - 2\nu}{2(1 - \nu)} z}\right) - S \exp\left(-\sqrt{\left(\frac{m\pi}{L}\right)^2 - \frac{\rho \Omega}{G} \frac{1 - 2\nu}{2(1 - \nu)} z}\right)\right),
\]  

(5-E.21)

where \(A, K, C, S\) are the constants of integration.

Now, let us write the stress-displacement relations:

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{yz} \\
\sigma_{zx} \\
\sigma_{xy}
\end{bmatrix} = 
\begin{bmatrix}
E \frac{\nu - 1}{2\nu + \nu - 1} & -E \frac{\nu - 1}{2\nu + \nu - 1} & -E \frac{\nu}{2\nu + \nu - 1} & 0 & 0 & 0 \\
-E \frac{\nu}{2\nu + \nu - 1} & E \frac{\nu - 1}{2\nu + \nu - 1} & -E \frac{\nu}{2\nu + \nu - 1} & 0 & 0 & 0 \\
-E \frac{\nu}{2\nu + \nu - 1} & -E \frac{\nu}{2\nu + \nu - 1} & E \frac{\nu - 1}{2\nu + \nu - 1} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2(1 + \nu)} E & 0 & \frac{1}{2(1 + \nu)} E \\
0 & 0 & 0 & 0 & \frac{1}{2(1 + \nu)} E & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{2(1 + \nu)} E
\end{bmatrix}
\begin{bmatrix}
\frac{\partial u}{\partial x} \\
\frac{\partial u}{\partial y} \\
\frac{\partial u}{\partial z} \\
\frac{\partial v}{\partial y} \\
\frac{\partial v}{\partial z} \\
\frac{\partial w}{\partial x}
\end{bmatrix}
\]

(5-E.22)

In case of cylindrical bending, when \(\nu = 0\) and derivatives with respect to \(y\) are equal to zero, the stress-displacement relations take the form:

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{zx}
\end{bmatrix} = 
\begin{bmatrix}
E \frac{\nu - 1}{2\nu + \nu - 1} & -E \frac{\nu - 1}{2\nu + \nu - 1} & 0 & 0 \\
-E \frac{\nu}{2\nu + \nu - 1} & E \frac{\nu - 1}{2\nu + \nu - 1} & 0 & 0 \\
-E \frac{\nu}{2\nu + \nu - 1} & -E \frac{\nu}{2\nu + \nu - 1} & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\frac{\partial u}{\partial x} \\
\frac{\partial u}{\partial z} \\
\frac{\partial w}{\partial z} \\
\frac{\partial w}{\partial x}
\end{bmatrix}
\]

(5-E.23)

\[
\sigma_{yz} = 0, \quad \sigma_{xy} = 0
\]

(5-E.24)

Substitution of expressions for displacements

\[
u(x, z, t) = U(x, z) T(t) = \sum_{m=1}^{\infty} \phi_m(z) \cos\left(\frac{m\pi x}{L}\right) T(t),
\]

(5-E.25)

\[
w(x, z, t) = W(x, z) T(t) = \sum_{m=1}^{\infty} \chi_m(z) \sin\left(\frac{m\pi x}{L}\right) T(t)
\]

(5-E.26)
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into the stress-displacement relations (5-E.23) yields

\[ \sigma_{xx} = \frac{E}{(1 + \nu) (2\nu - 1)} \left[ (\nu - 1) \frac{\partial u}{\partial x} - \nu \frac{\partial w}{\partial z} \right] = \]

\[ = \frac{E}{(1 + \nu) (2\nu - 1)} \sum_{m=1}^{\infty} \left[ \left( (1 - \nu) \phi_m(x) \frac{m\pi}{L} - \nu \frac{d\chi_m(z)}{dz} \right) \sin \left( \frac{m\pi x}{L} \right) T(t) \right], \quad (5-E.27) \]

where \( \phi_m(x) \) is defined by equation (5-E.20), and, according to equation (5-E.21),

\[ \frac{d\chi_m(z)}{dz} = \left( \frac{m\pi}{L} \right)^2 \sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G}} \times \]

\[ \times \left[ A \exp \left( \sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G}} z \right) - K \exp \left( -\sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G}} z \right) \right] + \]

\[ + \left( \frac{(m\pi/L)^2}{2(1+\nu)} \right) \times \]

\[ \times \left[ C \exp \left( \sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G} \frac{1-2\nu}{2(1-\nu)}} z \right) + S \exp \left( -\sqrt{\left( \frac{m\pi}{L} \right)^2 - \Omega^2 \frac{\rho}{G} \frac{1-2\nu}{2(1-\nu)}} z \right) \right], \quad (5-E.28) \]

\[ \sigma_{yy} = \frac{E}{(1 + \nu) (1 - 2\nu)} \frac{\nu}{\left( \frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} \right)} = \]

\[ = \frac{E}{(1 + \nu) (1 - 2\nu)} \sum_{m=1}^{\infty} \left[ \left( -\phi_m(x) \frac{m\pi}{L} + \frac{d\chi_m(z)}{dz} \right) \sin \left( \frac{m\pi x}{L} \right) T(t) \right], \quad (5-E.29) \]

\[ \sigma_{zz} = \frac{E}{(1 + \nu) (1 - 2\nu)} \left[ (1 - \nu) \frac{\partial w}{\partial z} + \nu \frac{\partial u}{\partial x} \right] = \]

\[ = \frac{E}{(1 + \nu) (1 - 2\nu)} \sum_{m=1}^{\infty} \left[ \left( (1 - \nu) \frac{d\chi_m(z)}{dz} - \nu \frac{m\pi}{L} \phi_m(x) \right) \sin \left( \frac{m\pi x}{L} \right) T(t) \right], \quad (5-E.30) \]

\[ \sigma_{zz} = \frac{E}{2(1 + \nu)} \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right) = \]
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\[
\begin{align*}
\frac{E}{2(1+\nu)} & \sum_{m=1}^{\infty} \left[ \left( \frac{d\phi_m(z)}{dz} + \chi_m(z) \frac{m\pi}{L} \right) \cos \left( \frac{m\pi x}{L} \right) T(t) \right], \tag{5-E.31}
\end{align*}
\]

where

\[
\frac{d\phi_m(z)}{dz} = \left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G} \frac{m\pi}{L} \times
\]

\[
\times \left[ A \exp \left( z \sqrt{\left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G}} \right) + K \exp \left( -z \sqrt{\left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G}} \right) \right] + \right.
\]

\[
\left. + \frac{m\pi}{L} \sqrt{\left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G} \frac{1-2\nu}{2(1-\nu)}} \times \right.
\]

\[
\times \left[ C \exp \left( -z \sqrt{\left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G} \frac{1-2\nu}{2(1-\nu)}} \right) - S \exp \left( -z \sqrt{\left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G} \frac{1-2\nu}{2(1-\nu)}} \right) \right]. \tag{5-E.32}
\]

To simplify the subsequent derivations let us introduce the following notations:

\[
M = \frac{m\pi}{L}, \tag{5-E.33}
\]

\[
r = \sqrt{\left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G}}, \quad s = \sqrt{\left( \frac{m\pi}{L} \right)^2 - \frac{\Omega^2 \rho}{G} \frac{1-2\nu}{2(1-\nu)}}, \tag{5-E.34}
\]

In order to simplify computation of natural frequencies, we will write formulas (5-E.34) in the form

\[
r = \sqrt{\left( \frac{m\pi}{L} \right)^2 - \lambda^2}, \quad s = \sqrt{\left( \frac{m\pi}{L} \right)^2 - \lambda^2 \frac{1-2\nu}{2(1-\nu)}}, \tag{5-E.35}
\]

where

\[
\lambda = \sqrt{\frac{\rho}{G}}. \tag{5-E.36}
\]

Then expressions for stresses take the form:

\[
\sigma_{xx} = E \frac{1}{(1+\nu)(1-2\nu)} \sum_{m=1}^{\infty} \left[ (1-\nu) \phi_m(z) M + \nu \frac{d\chi_m(z)}{dz} \right] \sin (Mx) T(t), \tag{5-E.37}
\]

\[
\sigma_{yy} = E \frac{\nu}{(1+\nu)(1-2\nu)} \sum_{m=1}^{\infty} \left[ -\phi_m(z) M + \frac{d\chi_m(z)}{dz} \right] \sin (Mx) T(t), \tag{5-E.38}
\]
\[ \sigma_{zz} = \frac{E}{(1 + \nu)(1 - 2\nu)} \sum_{m=1}^{\infty} \left[ \left( 1 - \nu \frac{d\phi_m(z)}{dz} - \nu M \phi_m(z) \right) \sin(Mz)T(t) \right], \quad (5.40) \]

\[ \sigma_{zz} = \frac{E}{2(1 + \nu)} \sum_{m=1}^{\infty} \left[ \left( \frac{d\phi_m(z)}{dz} + \chi_m(z) M \right) \cos(Mz)T(t) \right], \quad (5.40) \]

where

\[ \phi_m(z) = rM \left[ A \exp(rz) - K \exp(-rz) \right] + M \left[ C \exp(sz) + S \exp(-sz) \right], \quad (5.44) \]

\[ \chi_m(z) = M^2 \left[ A \exp(rz) + K \exp(-rz) \right] + s \left[ C \exp(sz) - S \exp(-sz) \right], \quad (5.45) \]

\[ \frac{d\phi_m(z)}{dz} = r^2 M \left[ A \exp(2rz) - K \exp(-2rz) \right] + Ms \left[ C \exp(2sz) - S \exp(-2sz) \right], \quad (5.46) \]

\[ \frac{d\chi_m(z)}{dz} = M^2 r \left[ A \exp(rz) - K \exp(-rz) \right] + s^2 \left[ C \exp(sz) + S \exp(-sz) \right]. \quad (5.47) \]

For stress-free upper and lower surfaces the boundary conditions are:

\[ \sigma_{zz} = 0 \quad \text{at} \quad z = 0 \quad \text{and} \quad z = h. \quad (5.48) \]

Substitution of equation (5.40) for stress \( \sigma_{zz} \) into the boundary condition \( \sigma_{zz} \bigg|_{z=0} = 0 \) gives the following equation:

\[ Mr \frac{1-2\nu}{\nu} A - Mr \frac{1-2\nu}{\nu} K + \frac{s^2(1-\nu) - \nu M^2}{\nu M} C + \frac{s^2(1-\nu) - \nu M^2}{\nu M} S = 0. \quad (5.49) \]

Substitution of equation (5.40) for stress \( \sigma_{zz} \) into the boundary condition \( \sigma_{zz} \bigg|_{z=h} = 0 \) gives equation

\[ \frac{1-2\nu}{\nu} rMe^{rh} A - \frac{1-2\nu}{\nu} rMe^{-rh} K + \left[ -M + \frac{(1-\nu)s^2}{\nu M} \right] e^{zh} C + \left[ -M + \frac{(1-\nu)s^2}{\nu M} \right] e^{-zh} S = 0. \quad (5.50) \]

From boundary condition \( \sigma_{zz} \bigg|_{z=0} = 0 \) we obtain:

\[ (r^2 + M^2) A + (r^2 + M^2) K + 2sC - 2sS = 0. \quad (5.51) \]

The boundary condition \( \sigma_{zz} \bigg|_{z=h} = 0 \) gives equation

\[ (r^2 + M^2) e^{rh} A + (r^2 + M^2) e^{-rh} K + 2se^{zh} C - 2se^{-zh} S = 0. \quad (5.52) \]
Equations (5-E.46)-(5-E.49), written in matrix form, are

\[
\begin{pmatrix}
\frac{M}{r} \frac{1-2\nu}{\nu} - \frac{M}{r} \frac{1-2\nu}{\nu} \\
\frac{1-2\nu}{\nu} r M e^{rh} - \frac{1-2\nu}{\nu} r M e^{-rh} \\
(r^2 + M^2) e^{rh} (r^2 + M^2) e^{-rh}
\end{pmatrix}
\begin{pmatrix}
\frac{s^2(1-\nu) - \nu M^2}{\nu M} \\
(-M + \frac{(1-\nu)s^2}{\nu M}) e^{rh} \\
2se^{rh} (2se^{-rh})
\end{pmatrix}
\begin{pmatrix}
A \\
K \\
C \\
S
\end{pmatrix} = 
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]

(5-E.50)

For a non-trivial solution of this problem the determinant of equation (5-E.50) must be equal to zero, and this yields the characteristic equation, the solution of which for each value of \(m\) \((m = 1, 2, \ldots, \infty)\) yields an infinite sequence of eigenvalues.

Let \(E = 114.8 \times 10^6 \frac{N}{m^2}, \nu = 0.3, \rho = 1614 \frac{kg}{m^3}, L = 1m, h = 0.06m\). The MAPLE session that computes the second period of vibration, corresponding to \(m = 2\), is shown below:

\[\begin{align*}
&m:=2: \text{pi}:=3.14159: \\
&\text{Young}:=114.8\text{E9}: \nu:=0.3: \text{rho}:=1614: L:=1: h:=0.06: \text{G}:=\text{Young}/(1+\nu): \\
&M:=m*\text{pi}/L: r:=(M^2-\text{lambda}^2)^{(1/2)}: \\
&s:=(M^2-\text{lambda}^2)^{(2*(1-2*\nu)/2)}/(1-\nu): \\
&a11:=M*r*(1-2*nu)/nu: a12:=-M*r*(1-2*nu)/nu: \\
&a13:=(s^2*(1-nu)-nu*M^2)/nu/M: a14:=-a11: a21:=(1-2*nu)/nu*r*M*exp(r*h): \\
&a22:=-s^2*(1-nu)*r*M*exp(-r*h): a23:=-a14*exp(s*h): a24:=-a14*exp(-s*h): \\
&a41:=(r^2+M^2)*exp(r*h): \\
&a42:=(r^2+M^2)*exp(-r*h): a43:=-2*s*exp(s*h): a44:=-2*s*exp(-s*h): \\
&\text{Young}:=114.8\text{E9}: \nu:=0.3: \text{rho}:=1614: L:=1: h:=0.1: \text{G}:=\text{Young}/(1+\nu): \\
&\text{pi}:=3.14159: m:=1: \\
&M:=m*\text{pi}/L: r:=(M^2-\text{lambda}^2)^{(1/2)}: s:=(M^2-\text{lambda}^2)^{(2*(1-2*nu)/2)}/(1-\nu): \\
&a14:=-a13: a21:=(1-2*nu)/nu*r*M*exp(r*h): \\
&a22:=-s^2*(1-nu)*r*M*exp(-r*h): a23:=-a14*exp(s*h): a24:=-a14*exp(-s*h): \\
&a41:=(r^2+M^2)*exp(r*h): a42:=(r^2+M^2)*exp(-r*h): a43:=2*s*exp(s*h): a44:=2*s*exp(-s*h):
\end{align*}\]
> ar := array([a11,a12,a13,a14],[a21,a22,a23,a24],[a31,a32,a33,a34],[a41,a42,a43,a44]);
> with(linalg):
> f := det(ar):
> plot(f, lambda=0..0.5);
> lamb := fsolve(f=0, lambda=0..1);
> T := 2*pi/lamb*(rho/G)*(0.5);
> ar := array([[a11,a12,a13,a14],[a21,a22,a23,a24],[a31,a32,a33,a34],[a41,a42,
> a43,a44]]);
> with(linalg):
> f := det(ar):
> plot(f, lambda=0..0.5);
> lamb := fsolve(f=0, lambda=0..1);
> T := 2*pi/lamb*(rho/G)*(0.5);
> classical_period := 2*pi/M^2/h/(1/12*Y/(1-nu^2)/rho)^0.5;

The last line of this MAPLE session is meant to compute the periods from the classical plate theory, based on Kirchhoff-Love assumptions. The results of computation are shown in the table:

<table>
<thead>
<tr>
<th>m</th>
<th>Periods from elasticity solution (s)</th>
<th>Periods from classical plate theory (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00450462</td>
<td>0.00415740</td>
</tr>
<tr>
<td>2</td>
<td>0.0010649</td>
<td>0.00103935</td>
</tr>
<tr>
<td>3</td>
<td>0.000486968</td>
<td>0.000461936</td>
</tr>
<tr>
<td>4</td>
<td>0.000284078</td>
<td>0.000259837</td>
</tr>
<tr>
<td>5</td>
<td>0.000189665</td>
<td>0.000166296</td>
</tr>
<tr>
<td>6</td>
<td>0.000137940</td>
<td>0.000115484</td>
</tr>
<tr>
<td>7</td>
<td>0.000106384</td>
<td>0.0000848449</td>
</tr>
<tr>
<td>8</td>
<td>0.0000856016</td>
<td>0.0000649594</td>
</tr>
<tr>
<td>9</td>
<td>0.0000711066</td>
<td>0.0000513258</td>
</tr>
<tr>
<td>10</td>
<td>0.0000605364</td>
<td>0.0000415740</td>
</tr>
</tbody>
</table>

By equating the determinant of the system of equations (5-E.50) to zero, we make the number of independent equations in the system (5-E.50) one less. So, the system (5-E.50) of four equations...
is reduced to the system of three equations with four unknowns \( A_m, K_m, C_m, S_m \) for each \( m \):

\[
\begin{bmatrix}
\frac{M \tau_2^2}{\nu} & -\frac{M \tau_2^2}{\nu} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} \\
\frac{1-2\nu}{\nu} M e^{r \eta} & -\frac{1-2\nu}{\nu} M e^{-r \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{2 \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{-2 \eta} \\
(r^2 + M^2) & (r^2 + M^2) & 2s & -2s
\end{bmatrix}
\begin{bmatrix}
A_m \\
K_m \\
C_m \\
S_m
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
\] (5.41)

or

\[
\begin{bmatrix}
\frac{M \tau_2^2}{\nu} & -\frac{M \tau_2^2}{\nu} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} \\
\frac{1-2\nu}{\nu} M e^{r \eta} & -\frac{1-2\nu}{\nu} M e^{-r \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{2 \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{-2 \eta} \\
(r^2 + M^2) & (r^2 + M^2) & 2s & 2s
\end{bmatrix}
\begin{bmatrix}
A_m \\
K_m \\
C_m
\end{bmatrix}
= \begin{bmatrix}
\frac{\nu M^2 - s^2 (1-\nu)}{\nu M} e^{2 \eta} \\
\frac{\nu M^2 - s^2 (1-\nu)}{\nu M} e^{-2 \eta} \\
2s
\end{bmatrix}
\] (5.42)

For each value of \( m \) we can express coefficients \( A_m, K_m, C_m \) in terms of the unknown coefficient \( S_m \):

\[
\begin{bmatrix}
A_m \\
K_m \\
C_m
\end{bmatrix}
= \begin{bmatrix}
\frac{M \tau_2^2}{\nu} & -\frac{M \tau_2^2}{\nu} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} \\
\frac{1-2\nu}{\nu} M e^{r \eta} & -\frac{1-2\nu}{\nu} M e^{-r \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{2 \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{-2 \eta} \\
(r^2 + M^2) & (r^2 + M^2) & 2s & 2s
\end{bmatrix}^{-1}
\begin{bmatrix}
\frac{\nu M^2 - s^2 (1-\nu)}{\nu M} e^{2 \eta} \\
\frac{\nu M^2 - s^2 (1-\nu)}{\nu M} e^{-2 \eta} \\
2s
\end{bmatrix}
\] (5.43)

For example, for \( m = 2 \), i.e. for \( \Omega = \Omega_2 = \frac{2\pi}{T_2} = \frac{2\pi}{1.271088761 \times 10^{-3}} = 4943.2 \) we find

\[
\begin{bmatrix}
A_2 \\
K_2 \\
C_2
\end{bmatrix}
= \begin{bmatrix}
\frac{M \tau_2^2}{\nu} & -\frac{M \tau_2^2}{\nu} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} & \frac{s^2 (1-\nu) - \nu M^2}{\nu M} \\
\frac{1-2\nu}{\nu} M e^{r \eta} & -\frac{1-2\nu}{\nu} M e^{-r \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{2 \eta} & -M + \frac{(1-\nu) \xi^2}{\nu M} e^{-2 \eta} \\
(r^2 + M^2) & (r^2 + M^2) & 2s & 2s
\end{bmatrix}^{-1}
\begin{bmatrix}
\frac{\nu M^2 - s^2 (1-\nu)}{\nu M} e^{2 \eta} \\
\frac{\nu M^2 - s^2 (1-\nu)}{\nu M} e^{-2 \eta} \\
2s
\end{bmatrix}
\]

\[
= \begin{bmatrix}
.11754 \\
.16028 \\
-.73144
\end{bmatrix}
\]

\[S_2 = \]

In general, coefficients \( A_m, K_m, C_m \) can be presented in the form

\[
\begin{bmatrix}
A_m \\
K_m \\
C_m
\end{bmatrix}
= \begin{bmatrix}
a_m \\
b_m \\
c_m
\end{bmatrix}
\begin{bmatrix}
\alpha_m \\
\beta_m \\
\gamma_m
\end{bmatrix}
\] (5.44)
where $\alpha_m, \beta_m, \gamma_m$ are known coefficients that depend on natural frequencies $\Omega_m$.

According to equation (5-E.25),

$$ u(x, z, t) = \sum_{m=1}^{\infty} \phi_m(z) \cos \left( \frac{m\pi x}{L} \right) T_m(t), \quad (5-E.55) $$

where

$$ \phi_m(z) = r_m \frac{m\pi}{L} \left[ A_m \exp(r_m z) - K_m \exp(-r_m z) \right] + \frac{m\pi}{L} \left[ C_m \exp(s_m z) + S_m \exp(-s_m z) \right], \quad (5-E.56) $$

$$ T_m(t) = Q_m \cos \Omega_m t + R_m \sin \Omega_m t. \quad (5-E.57) $$

Substitution of equation (5-E.54) into equation (5-E.56), yields

$$ \phi_m(z) = \left\{ r_m \left[ \alpha_m \exp(r_m z) - \beta_m \exp(-r_m z) \right] + \left[ \gamma_m \exp(s_m z) + \exp(-s_m z) \right] \right\} \frac{m\pi}{L} S_m. \quad (5-E.58) $$

If we substitute equations (5-E.57) and (5-E.58) into equation (5-E.55), we receive

$$ u(x, z, t) = \sum_{m=1}^{\infty} \left\{ r_m \left[ \alpha_m \exp(r_m z) - \beta_m \exp(-r_m z) \right] + \left[ \gamma_m \exp(s_m z) + \exp(-s_m z) \right] \right\} \times \frac{m\pi}{L} \cos \left( \frac{m\pi x}{L} \right) \left( Q_m \cos \Omega_m t + R_m \sin \Omega_m t \right). \quad (5-E.59) $$

In formula (5-E.59) the unknown coefficient $S_m$ has been absorbed by the unknown coefficients $Q_m$ and $R_m$. These coefficients will be found from initial conditions.

According to equation (5-E.26),

$$ w(x, z, t) = \sum_{m=1}^{\infty} \chi_m(z) \sin \left( \frac{m\pi x}{L} \right) T_m(t), \quad (5-E.60) $$

where

$$ \chi_m(z) = \left( \frac{m\pi}{L} \right)^2 \left[ A_m \exp(r_m z) + K_m \exp(-r_m z) \right] + s_m \left[ C_m \exp(s_m z) - S_m \exp(-s_m z) \right], \quad (5-E.61) $$
and \( T_m(t) \) is defined by formula (5-E57). Substitution of equation (5-E5.4) into equation (5-E.61) yields

\[
\chi_m(z) = \left\{ \left( \frac{m\pi}{L} \right)^2 \left[ \alpha_m \exp(r_mz) + \beta_m \exp(-r_mz) \right] + \\
+ s_m \left[ \gamma_m \exp(s_mz) - \exp(-s_mz) \right] \right\} S_m,
\]

(5-E.62)

If we substitute equations (5-E.62) and (5-E.57) into equation (5-E.60), we receive

\[
w(x, z, t) = \sum_{m=1}^{\infty} \left\{ \left( \frac{m\pi}{L} \right)^2 \left[ \alpha_m \exp(r_mz) + \beta_m \exp(-r_mz) \right] + \\
+ s_m \left[ \gamma_m \exp(s_mz) - \exp(-s_mz) \right] \right\} \sin \left( \frac{m\pi x}{L} \right) \left[ Q_m \cos \Omega_m t + R_m \sin \Omega_m t \right].
\]

(5-E.63)

In equation (5-E.63) the unknown coefficient \( S_m \) has been absorbed by the unknown coefficients \( Q_m \) and \( R_m \). These coefficients will be found from the initial conditions.

Vibrations of a plate in cylindrical bending dropped on simple supports

In this case we have the following initial conditions for \( w(x, z, t) \), i.e. conditions at moment \( t = 0 \), when the plate touches the simple supports:

\[
w(x, z, 0) = 0 \quad (0 \leq x \leq L, \ 0 \leq z \leq h),
\]

(5-E.64)

\[
\frac{\partial w}{\partial t} (x, z, 0) = \text{const}(x, z) \quad (0 \leq x \leq L, \ 0 \leq z \leq h)
\]

(5-E.65)

We will satisfy initial condition (5-E.65) approximately, i.e. instead of the initial condition (5-E.65) we will use initial condition

\[
\frac{\partial w}{\partial t} \left( x, \frac{h}{2}, 0 \right) \equiv v_0 = \text{const}(x) \quad (0 \leq x \leq L).
\]

(5-E.66)

From equation (5-E.63) and initial condition (5-E.64) we receive equation

\[
0 = w(x, z, 0) = \sum_{m=1}^{\infty} \left\{ \left( \frac{m\pi}{L} \right)^2 \left[ \alpha_m \exp(r_mz) + \beta_m \exp(-r_mz) \right] + \\
+ s_m \left[ \gamma_m \exp(s_mz) - \exp(-s_mz) \right] \right\} S_m,
\]
\[ Q_m = 0. \quad (5.68) \]

Now equation (5.63) for \( w(x, z, t) \) takes the form:
\[
\begin{align*}
\frac{d}{dt} w(x, z, t) &= \sum_{m=1}^{\infty} \left\{ \left( \frac{m\pi}{L} \right)^2 \left[ \alpha_m \exp \left( \frac{r_m x}{2} \right) + \beta_m \exp \left( -\frac{r_m x}{2} \right) \right] + \\
&\quad + s_m \left[ \gamma_m \exp \left( \frac{s_m x}{2} \right) - \exp \left( -\frac{s_m x}{2} \right) \right] \right\} \sin \left( \frac{m\pi x}{L} \right) R_m \sin \left( \Omega_m t \right).
\end{align*}
\]  

\[ \frac{d}{dt} w(x, z, t) + \sum_{m=1}^{\infty} \left\{ \left( \frac{m\pi}{L} \right)^2 \left[ \alpha_m \exp \left( \frac{r_m h}{2} \right) + \beta_m \exp \left( -\frac{r_m h}{2} \right) \right] + \\
&\quad + s_m \left[ \gamma_m \exp \left( \frac{s_m h}{2} \right) - \exp \left( -\frac{s_m h}{2} \right) \right] \right\} \sin \left( \frac{m\pi x}{L} \right) R_m \Omega_m = v_0. \quad (5.67) \]

The constant initial velocity \( v_0 \) can be expanded into Fourier series as follows:
\[
v_0 = v_0 \frac{2}{\pi} \sum_{m=1}^{\infty} \frac{1 - (-1)^m}{m} \sin \left( \frac{m\pi x}{L} \right). \quad (5.67)\]

If we substitute equation (5.67) into equation (5.66) and equate the coefficients of \( \sin \left( \frac{m\pi x}{L} \right) \), we can express the constant of integration \( R_m \) in terms of known quantities:

\[
R_m = \frac{2 \left[ 1 - (-1)^m \right] v_0}{\left( \frac{m\pi}{L} \right)^2 \left( \alpha_m e^{r_m h/2} + \beta_m e^{-r_m h/2} \right) + s_m \left( \gamma_m e^{s_m h/2} - e^{-s_m h/2} \right)} \frac{m\pi \Omega_m}{m\pi \Omega_m}. \quad (5.67)\]

For even values of \( m \) the constants \( R_m \) are equal to zero. Therefore, in the series representations of displacements and stresses, only terms with odd values of \( m \) will be present. In view of this, the solution of the problem can be rewritten as follows:
\[
u(x, z, t) = \sum_{k=1}^{\infty} \frac{(2k-1)\pi}{L} R_{(2k-1)} \left\{ \tau_{(2k-1)} \left[ \alpha_{(2k-1)} \exp \left( \tau_{(2k-1)} z \right) - \beta_{(2k-1)} \exp \left( -\tau_{(2k-1)} z \right) \right] \right\}
\]
+ \left[ \gamma_{(2k-1)} \exp \left( s_{(2k-1)} z \right) + \exp \left( -s_{(2k-1)} z \right) \right] \right\} \times
\cos \left( \frac{(2k-1) \pi x}{L} \right) \sin \left( \Omega_{(2k-1)} t \right), \tag{5-E.73}

w(x, z, t) = \sum_{k=1}^{\infty} R_{(2k-1)} \left\{ \left( \frac{(2k-1) \pi}{L} \right)^2 \left[ \alpha_{(2k-1)} \exp \left( r_{(2k-1)} z \right) + \beta_{(2k-1)} \exp \left( -r_{(2k-1)} z \right) \right] + \right.

+ \left[ \gamma_{(2k-1)} \exp \left( s_{(2k-1)} z \right) - \exp \left( -s_{(2k-1)} z \right) \right] \right\} \sin \left( \frac{(2k-1) \pi x}{L} \right) \sin \left( \Omega_{(2k-1)} t \right), \tag{5-E.74}

\sigma_{xx} = -\frac{E (1 - \nu)}{(1 + \nu) (1 - 2\nu)} \times
\sum_{k=1}^{\infty} \left( \frac{(2k-1) \pi}{L} \right)^2 \left[ r_{(2k-1)} \left[ \alpha_{(2k-1)} \exp \left( r_{(2k-1)} z \right) - \beta_{(2k-1)} \exp \left( -r_{(2k-1)} z \right) \right] + \right.

+ \left[ \gamma_{(2k-1)} \exp \left( s_{(2k-1)} z \right) + \exp \left( -s_{(2k-1)} z \right) \right] \right\} \times
\sin \left( \frac{(2k-1) \pi x}{L} \right) \sin \left( \Omega_{(2k-1)} t \right) + \frac{E \nu}{(1 + \nu) (1 - 2\nu)} \times
\sum_{k=1}^{\infty} R_{(2k-1)} \left\{ \left( \frac{(2k-1) \pi}{L} \right)^2 \left[ \alpha_{(2k-1)} r_{(2k-1)} \exp \left( r_{(2k-1)} z \right) - \beta_{(2k-1)} r_{(2k-1)} \exp \left( -r_{(2k-1)} z \right) \right] + \right.

+ \left[ \gamma_{(2k-1)} s_{(2k-1)} \exp \left( s_{(2k-1)} z \right) + s_{(2k-1)} \exp \left( -s_{(2k-1)} z \right) \right] \right\} \sin \left( \frac{(2k-1) \pi x}{L} \right) \sin \left( \Omega_{(2k-1)} t \right), \tag{5-E.75}
$$\sigma_{yy} = E \frac{\nu}{(1 + \nu)(1 - 2\nu)} \sum_{k=1}^{\infty} R_{(2k-1)} \left[ \gamma_{(2k-1)} \exp \left( s_{(2k-1)} z \right) + \exp \left(-s_{(2k-1)} z \right) \right] \times$$

$$\times \left[ s_{(2k-1)}^2 - \left( \frac{(2k-1)\pi}{L} \right)^2 \right] \sin \left( \frac{(2k-1)\pi x}{L} \right) \sin \left( \Omega_{(2k-1)t} \right), \quad (5-E.76)$$

$$\sigma_{xz} = \frac{E}{2(1+\nu)} \sum_{k=1}^{\infty} R_{(2k-1)} \frac{(2k-1)\pi}{L} \times$$

$$\times \left( r_{(2k-1)}^2 \alpha_{(2k-1)} e^{r_{(2k-1)}^2 z} + r_{(2k-1)}^2 \frac{\beta_{(2k-1)}}{e^{r_{(2k-1)}^2 z}} + 2\delta_{(2k-1)} \gamma_{(2k-1)} e^{\theta_{(2k-1)} z} - 2s_{(2k-1)} \right)$$

$$+ (2k-1)^2 \frac{\pi^2}{L^2} \alpha_{(2k-1)} e^{r_{(2k-1)}^2 z} + (2k-1)^2 \frac{\pi^2}{L^2} \frac{\beta_{(2k-1)}}{e^{r_{(2k-1)}^2 z}} \right) \cos \left( \frac{(2k-1)\pi x}{L} \right) \sin \left( \Omega_{(2k-1)t} \right), \quad (5-E.77)$$

$$\sigma_{xz} = \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \times$$

$$\times \sum_{k=1}^{\infty} \left( \frac{(2k-1)\pi}{L} \right)^2 R_{(2k-1)} \times$$

$$\times \left\{ r_{(2k-1)} \left[ \alpha_{(2k-1)} \exp \left( r_{(2k-1)} z \right) - \beta_{(2k-1)} \exp \left(-r_{(2k-1)} z \right) \right] \right.$$ 

$$+ \left[ \gamma_{(2k-1)} \exp \left( s_{(2k-1)} z \right) + \exp \left(-s_{(2k-1)} z \right) \right] \right\} \times$$

$$\times \sin \left( \frac{(2k-1)\pi x}{L} \right) \sin \left( \Omega_{(2k-1)t} \right) +$$

$$\frac{E(1-\nu)}{(1+\nu)(1-2\nu)} \times$$
\[ \alpha_{(2k-1)\pi} \left\{ \left( \frac{(2k-1) \pi}{L} \right)^2 \left[ \alpha_{(2k-1)\pi}(2k-1) \exp (r_{(2k-1)\pi}) - \beta_{(2k-1)\pi}(2k-1) \exp (-r_{(2k-1)\pi}) \right] + \right. \\
+ \left. \gamma_{(2k-1)\pi}(2k-1) \exp (\gamma_{(2k-1)\pi}) + \delta_{(2k-1)\pi}(2k-1) \exp (-\delta_{(2k-1)\pi}) \right\} \sin \left( \frac{(2k-1) \pi}{L} \right) \sin (\Omega_{(2k-1)t}). \]

(5-E.78)

The circular frequencies \( \Omega_m \), that enter into the formulas (5-E.73)-(5-E.78), are computed for each value of \( m \) (\( m = 1, 2, 3, \ldots \)) as solutions of the nonlinear equation

\[ \begin{vmatrix} M_m \tau_m^{1-2 \nu} & -M_m \tau_m^{1-2 \nu} & s_m^2(1-\nu) M_m^{2-\nu} \frac{\omega_M}{\nu M_m} & -s_m^2(1-\nu) M_m^{2-\nu} \frac{\omega_M}{\nu M_m} \\
-2 M_m \tau_m^{1-2 \nu} M_m e^{\gamma h} & -(2 M_m^{1-2 \nu} M_m e^{\gamma h}) & -2 s_m & 2 s_m \\
(\tau_m^2 + M_m^2) & (\tau_m^2 + M_m^2) & 2 s_m e^{s_m h} & -2 s_m e^{-s_m h} \\
(\tau_m^2 + M_m^2) e^{\gamma h} & (\tau_m^2 + M_m^2) e^{-\gamma h} & 2 s_m e^{s_m h} & -2 s_m e^{-s_m h} \end{vmatrix} = 0, \]

(5-E.79)

where

\[ M_m = \frac{m \pi}{L}, \quad \tau_m = \sqrt{\left( \frac{m \pi}{L} \right)^2 - \Omega_m^2 \frac{\rho}{G}}, \quad s_m = \sqrt{\left( \frac{m \pi}{L} \right)^2 - \Omega_m^2 \frac{\rho}{2 G} \frac{1 - 2 \nu}{(1 - \nu)}}. \]

(5-E.80)

Quantities \( \alpha_m, \beta_m, \gamma_m \), are computed as follows:

\[ \begin{align*} 
\alpha_m &= \begin{bmatrix} M_r \tau_r^{1-2 \nu} & -M_r \tau_r^{1-2 \nu} & s_r^2(1-\nu) M_r^{2-\nu} \frac{\omega_M}{\nu M_r} & -s_r^2(1-\nu) M_r^{2-\nu} \frac{\omega_M}{\nu M_r} \\
1-2 \nu \tau_r M_r e^{\gamma h} & -(1-2 \nu) \tau_r M_r e^{-\gamma h} & -(1-2 \nu) \tau_r M_r e^{\gamma h} & 2 s_r \\
(\tau_r^2 + M_r^2) & (\tau_r^2 + M_r^2) & 2 s_r e^{s_r h} & -2 s_r e^{-s_r h} \\
(\tau_r^2 + M_r^2) e^{\gamma h} & (\tau_r^2 + M_r^2) e^{-\gamma h} & 2 s_r e^{s_r h} & -2 s_r e^{-s_r h} \end{bmatrix}^{-1} \begin{bmatrix} \nu M_r^2 - s_r^2(1-\nu) \\
(1-2 \nu) \tau_r M_r e^{s_r h} \\
(\tau_r^2 + M_r^2) e^{s_r h} \\
(1-2 \nu) \tau_r M_r e^{-s_r h} \end{bmatrix}, \\
\beta_m &= \begin{bmatrix} M_r \tau_r^{1-2 \nu} & -M_r \tau_r^{1-2 \nu} & s_r^2(1-\nu) M_r^{2-\nu} \frac{\omega_M}{\nu M_r} & -s_r^2(1-\nu) M_r^{2-\nu} \frac{\omega_M}{\nu M_r} \\
1-2 \nu \tau_r M_r e^{\gamma h} & -(1-2 \nu) \tau_r M_r e^{-\gamma h} & -(1-2 \nu) \tau_r M_r e^{\gamma h} & 2 s_r \\
(\tau_r^2 + M_r^2) & (\tau_r^2 + M_r^2) & 2 s_r e^{s_r h} & -2 s_r e^{-s_r h} \\
(\tau_r^2 + M_r^2) e^{\gamma h} & (\tau_r^2 + M_r^2) e^{-\gamma h} & 2 s_r e^{s_r h} & -2 s_r e^{-s_r h} \end{bmatrix}^{-1} \begin{bmatrix} \nu M_r^2 - s_r^2(1-\nu) \\
(1-2 \nu) \tau_r M_r e^{s_r h} \\
(\tau_r^2 + M_r^2) e^{s_r h} \\
(1-2 \nu) \tau_r M_r e^{-s_r h} \end{bmatrix}, \\
\gamma_m &= \begin{bmatrix} M_r \tau_r^{1-2 \nu} & -M_r \tau_r^{1-2 \nu} & s_r^2(1-\nu) M_r^{2-\nu} \frac{\omega_M}{\nu M_r} & -s_r^2(1-\nu) M_r^{2-\nu} \frac{\omega_M}{\nu M_r} \\
1-2 \nu \tau_r M_r e^{\gamma h} & -(1-2 \nu) \tau_r M_r e^{-\gamma h} & -(1-2 \nu) \tau_r M_r e^{\gamma h} & 2 s_r \\
(\tau_r^2 + M_r^2) & (\tau_r^2 + M_r^2) & 2 s_r e^{s_r h} & -2 s_r e^{-s_r h} \\
(\tau_r^2 + M_r^2) e^{\gamma h} & (\tau_r^2 + M_r^2) e^{-\gamma h} & 2 s_r e^{s_r h} & -2 s_r e^{-s_r h} \end{bmatrix}^{-1} \begin{bmatrix} \nu M_r^2 - s_r^2(1-\nu) \\
(1-2 \nu) \tau_r M_r e^{s_r h} \\
(\tau_r^2 + M_r^2) e^{s_r h} \\
(1-2 \nu) \tau_r M_r e^{-s_r h} \end{bmatrix}, \\
\end{align*} \]

(5-E.81)

and coefficient \( R_m \) is computed by the formula

\[ R_m = \frac{2 [1 - (-1)^m] v_0}{\left( \frac{m \pi}{L} \right)^2 \left( \alpha_m e^{s_m h/2} + \beta_m e^{-s_m h/2} + s_m (\gamma_m e^{s_m h/2} - e^{-s_m h/2}) \right) m \pi \Omega_m}. \]

(5-E.82)

For verification of results of the finite element program, we will consider an example with the following numerical data:

\[ E = 114.8 \times 10^7 \frac{N}{m^2}, \quad \nu = 0.3, \quad \rho = 1614 \frac{kg}{m^3}, \quad L = 1m, \quad h = 0.06m, \quad v_0 = -10 \frac{m}{s}. \]

(5-E.83)
The MAPLE session that is used to compute the values of the constants \( \Omega_m, \tau_m, \sigma_m, \alpha_m, \beta_m, \gamma_m, R_m \) for these numerical values of material constants, geometric dimensions and for \( m = 3 \) is shown below:

```maple
Digits:=10:
m:=3: Young:=114.8e9: nu:=0.3: rho:=1614: L:=1: h:=0.06: G:=Young/(1+nu): w_dot:=-10:

>pi:=3.141592654:
>M:=m*pi/L: r:=(M^2-lambda^2)^1/2: s:=(M^2-lambda^2*2*(1-2*nu)/(1+nu))^(1/2):
>a21:=(1-2*nu)/nu*r*M*exp(r*h): a22:=-r*(1-2*nu)/nu*r*M*exp(-r*h): a23:=-a24*exp(r*h):
>a41:=(r^2+M^2)*exp(r*h):
>a42:=(r^2+M^2)*exp(-r*h): a43:=-2*s*exp(s*h): a44:=-2*s*exp(-s*h):
>ar:=array([[a11,a12,a13,a14],[a21,a22,a23,a24],[a31,a32,a33,a34],[a41,a42,a43,a44]]):
>with(linalg):
>f:=det(ar):
>lamb_classical:=M^2*h*(Young/(1-nu^2)/12./G)^0.5;
>lamb:=fsolve(f=0,lambda=48..60):
>Digits:=6: T:=2.*pi/lamb*(rho/G)^0.5: Omega:=2*pi/T:
>M:=m*pi/L: r:=(M^2-lambda^2)^1/2: s:=(M^2-lambda^2*2*(1-2*nu)/(1+nu))^(1/2):
>b11:=(nu*M^2-s^2*(1-nu))/nu/M: b21:=(M-(1-nu)*s^2/nu/M)*exp(-s*h): b31:=2*s:
>b11:=array([[b11],[b21],[b31]]):
>alpha.beta.gama:=multiply(inv, b11):
>alpha:=alpha.beta.gama[1,1]: beta:=alpha.beta.gama[2,1]: gama:=alpha.beta.gama[3,1]:
>numerator:=2*(1-(-1)^m)*w_dot:
>denominator:=((m*pi/L)^2*(alpha*exp(r*h/2)+beta*exp(-r*h/2))+s*(gama*exp(s*h/2)-exp(-s*h/2)))^*
>m*pi*Omega: R:=numerator/denominator:
>Omega; r; s; alpha; beta; gama; R;
```
The values of constants $\Omega_m$, $r_m$, $s_m$, $\alpha_m$, $\beta_m$, $\gamma_m$, $R_m$ for $m$ ranging from 1 to 49, corresponding to the numerical data in equations (5-E.83), are listed in the following MAPLE session for computation of displacements:

\[\Omega[1] := 1395.05; \ r[1] := 3.13025; \ s[1] := 3.13835; \ \alpha[1] := 0.257; \ \beta[1] := 0.335474; \]
\[\gama[1] := -0.81; \ R[1] := -0.0604307; \]
\[\gama[3] := -0.5706; \ R[3] := -0.000630021; \]
\[\beta[5] := 0.0665388; \ gama[5] := -0.3985; \ R[5] := -0.0000389700; \]
\[\gama[7] := -0.28112; \ R[7] := 0.705011e-5; \]
\[\Omega[9] := 88362.8; \ r[9] := 22.6721; \ s[9] := 26.7935; \ \alpha[9] := 0.009998; \ \beta[9] := 0.0389726; \]
\[\gama[9] := -0.20036; \ R[9] := -0.211367e-5; \]
\[\beta[13] := 0.0283808; \ gama[13] := -0.103648; \ R[13] := -0.411960e-6; \]
\[\beta[15] := 0.0251832; \ gama[15] := -0.074947; \ R[15] := -0.227776e-6; \]
\[\Omega[17] := 217620.0; \ r[17] := 33.4840; \ s[17] := 48.5562; \ \alpha[17] := 0.0030471; \]
\[\beta[17] := 0.0227199; \ gama[17] := -0.054291; \ R[17] := -0.138566e-6; \]
\[\Omega[19] := 250724.0; \ r[19] := 35.5678; \ s[19] := 53.9109; \ \alpha[19] := 0.0024567; \]
\[\beta[19] := 0.0207555; \ gama[19] := -0.039376; \ R[19] := -0.906374e-7; \]
\[\Omega[21] := 283800.0; \ r[21] := 37.5273; \ s[21] := 59.2561; \ \alpha[21] := 0.0020147; \]
\[\beta[21] := 0.0191453; \ gama[21] := -0.028570; \ R[21] := -0.627758e-7; \]
\[\Omega[23] := 316802.0; \ r[23] := 39.3995; \ s[23] := 64.5974; \ \alpha[23] := 0.0016738; \]
\[\beta[23] := 0.0177959; \ gama[23] := -0.020738; \ R[23] := -0.455232e-7; \]
\[\Omega[25] := 349694.0; \ r[25] := 41.2125; \ s[25] := 69.9382; \ \alpha[25] := 0.0014039; \]
\[\beta[25] := 0.0166439; \ gama[25] := -0.015051; \ R[25] := -0.342883e-7; \]
\[\Omega[27] := 382460.0; \ r[27] := 42.9876; \ s[27] := 75.2808; \ \alpha[27] := 0.00118645; \]
\[\beta[27] := 0.0156453; \ gama[27] := -0.0109241; \ R[27] := -0.266530e-7; \]
\[\Omega[29] := 415098.0; \ r[29] := 44.7415; \ s[29] := 80.6272; \ \alpha[29] := 0.00100798; \]
>beta[29]:=0.0147686: gamma[29]:=-0.0079256: R[29]=-0.212841e-7:
>Omega[31]:=447610.0: r[31]=46.4863: s[31]=85.9778: alpha[31]=0.00085998:
>beta[31]=0.0139904: gamma[31]=-0.0057491: R[31]=-0.173918e-7:
>Omega[33]=479992.0: r[33]=48.2306: s[33]=91.3329: alpha[33]=0.00073588:
>beta[33]=0.0132939: gamma[33]=-0.0041686: R[33]=-0.144991e-7:
>beta[35]=0.0126649: gamma[35]=-0.0030224: R[35]=-0.123007e-7:
>Omega[37]=544398.0: r[37]=51.7494: s[37]=102.060: alpha[37]=0.00054211:
>beta[37]=0.0120936: gamma[37]=-0.0021908: R[37]=-0.105991e-7:
>beta[39]=0.0115715: gamma[39]=-0.0015873: R[39]=-0.925917e-8:
>Omega[41]=608364.0: r[41]=55.3335: s[41]=112.806: alpha[41]=0.00040105:
>beta[41]=0.0110923: gamma[41]=-0.0011497: R[41]=-0.818892e-8:
>Omega[43]=640194.0: r[43]=57.1586: s[43]=118.188: alpha[43]=0.00034503:
>beta[43]=0.0106502: gamma[43]=-0.0008322: R[43]=0.732472e-8:
>beta[45]=0.0102407: gamma[45]=-0.0006024: R[45]=-0.661695e-8:
>Omega[47]=703586.0: r[47]=60.8810: s[47]=128.965: alpha[47]=0.00025546:
>beta[47]=0.00986046: gamma[47]=-0.00043587: R[47]=-0.603312e-8:
>beta[49]=0.00950587: gamma[49]=-0.00031551: R[49]=-0.554492e-8:
>pi:=3.141592654:
>L:=1: h:=0.06: Y:=114.8e9: nu:=0.3:
>x:=L/2: z:=h/2: t:=0.002:
>m:=2*k-1:
>w:=sum(R[m]*((m*pi/L)^2*alpha[m]*exp(r[m]*z)+beta[m]*exp(-r[m]*z))
+s[m]*(gamma[m]*exp(s[m]*z))
-exp(-s[m]*z))*sin(m*pi*x/L)*sin(Omega[m]*t),k=1..25):

The graphs of variation of transverse displacement at the middle surface \( \left( i.e. \, w_0 \equiv w \big|_{z=h/2} \right) \) as a function of x-coordinate at t=0.002s, and as a function of time at x = L/2 are shown in figure 5.2 and figure 5.3.
5.20 Appendix 5-F

Some considerations regarding comparison of displacements and stresses, obtained from geometrically linear and nonlinear models

Our finite element program is based on two models: geometrically linear model (small displacement gradients), with strain-displacement relations being

\[ \varepsilon_{xx}^{(\text{lin})} = u_x, \quad \varepsilon_{zz}^{(\text{lin})} = \frac{1}{2} (u_z + w_z), \quad \varepsilon_{zz}^{(\text{lin})} = w_z. \] (5-F.1)

and geometrically nonlinear model, with von-Karman strain-displacement relations (moderately large displacement gradients)

\[ \varepsilon_{xx}^{(K)} = u_x + \frac{1}{2} (w_z)^2, \quad \varepsilon_{zz}^{(K)} = \frac{1}{2} (u_z + w_z), \quad \varepsilon_{zz}^{(K)} = w_z. \] (5-F.2)

In both strain-displacement relations (5-F.1) and (5-F.2), derivatives are taken with respect to material coordinates, and the stress measure in both models, geometrically linear and nonlinear, is the second Piola-Kirchhoff stress tensor. Let us show that for both strain measures being used, equations (5-F.1) on the one hand and equations (5-F.2) on the other hand, the engineering elastic constants in the constitutive equations are the same.

Let us consider at first the Young’s modulus \( E_x \). It is defined as a ratio \( \frac{\sigma_{xx}}{\varepsilon_{xx}^{(K)}} \) measured in a unidirectional tension test. In such a test the displacement gradient \( \frac{\partial u}{\partial x} \) is equal to zero, therefore the components of the von-Karman and linear strain tensors are equal:

\[ \varepsilon_{xx}^{(K)} = \varepsilon_{xx}^{(\text{lin})} = \frac{\partial u}{\partial x}. \] (5-F.3)

Therefore, the Young’s modulus \( E_x \) that relates \( \sigma_{xx} \) and \( \varepsilon_{xx}^{(K)} \) is equal to the Young’s modulus that relates \( \sigma_{xx} \) and \( \varepsilon_{xx}^{(\text{lin})} \). The other elastic constants in our linear and nonlinear models are, obviously, equal too.

Besides, it can be shown that in deformations that involve moderately large rotations of line segments of a material (that is the case in our model), the von-Karman strain \( \varepsilon_{xx}^{(K)} \) can be interpreted as a better approximation of a unit extension\(^{10} \frac{ds - ds}{ds} \), than the linear strain \( \varepsilon_{xx}^{(\text{lin})} \) (Cook, Malkus,

\(^{10}\)Here \( ds \) denotes a length of a line segment after deformation, \( ds \) denotes the length of a line segment before deformation.)
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Therefore, the geometrically nonlinear model based on the von-Karman strains, in which the elastic constants are the same as in the geometrically linear model, can be compared in a meaningful manner with the linear model, and can be regarded as more accurate than the linear model.

In our opinion, the comparison of the model based on the fully nonlinear Green–Lagrange strain–displacement relations with the geometrically linear model would have been inappropriate. Indeed, the axial component of the Green–Lagrange strain tensor is

\[ \varepsilon_{xx}^{(G)} = u_x + \frac{1}{2} \left[ (u^2_x + (v_x)^2 + (w_x)^2) \right], \]  

(5-F.4)

and in a unidirectional tension test for definition of the Young’s modulus, this strain component takes the form:

\[ \varepsilon_{xx}^{(G)} = u_x + \frac{1}{2} (u_x)^2, \]  

(5-F.5)

while the same component of the linear strain tensor is different\(^{11}\): \( \varepsilon_{xx}^{(lin)} = u_x \). Therefore, the Young’s modulus that relates \( \sigma_{xx} \) and \( \varepsilon_{xx}^{(G)} \) is not equal to the Young’s modulus that relates \( \sigma_{xx} \) and \( \varepsilon_{xx}^{(lin)} \). Moreover, in a material with linear dependence between \( \sigma_{xx} \) and \( \varepsilon_{xx}^{(lin)} = u_x \), there must be a nonlinear dependence between \( \sigma_{xx} \) and \( \varepsilon_{xx}^{(G)} = u_x + \frac{1}{2} (u_x)^2 \).

But in our geometrically nonlinear model, based on the von-Karman strains, the comparison with the linear model is appropriate.

\(^{11}\)Assuming that there is a uniform state of strain in the test sample, and denoting the length of the sample before deformation as \( l \), and the length of the sample after deformation as \( L \), we find that the axial component of the linear strain is \( \varepsilon_{xx}^{(lin)} = u_x = \frac{L - l}{l} \), because \( u_x = \frac{(dx + u_x dx) - dx}{dx} = \frac{dx - dx}{dx} = \frac{dX - dx}{dx} \), where \( dX \) is a length of a small line segment after deformation. For the same component of the Green’s strain in the test sample we receive:

\[ \varepsilon_{xx}^{(G)} = u_x + \frac{1}{2} (u_x)^2 = \frac{L^2 - l^2}{2l^2}, \]

because \( u_x + \frac{1}{2} (u_x)^2 = \frac{(dx + u_x dx)^2 - (dx)^2}{2(dx)^2} = \frac{(dx + u_x dx - dx)^2 - (dx)^2}{2(dx)^2} = \frac{(dX - dx)^2 - (dx)^2}{2(dx)^2} = \frac{(dX)^2 - (dx)^2}{2(dx)^2} \).
Figure 5.1
Flow-chart of the damage progression algorithm
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Figure 5.2

Transverse displacement $u_0$ as a function of $x$-coordinate (from exact elasticity solution) at a moment of time $t=0.0002s$ for a wide beam dropped on simple supports.

In this example problem the material properties and geometric dimensions are: $E = 114.8 \times 10^9 \frac{N}{m^2}$, $\nu = 0.3$, $\rho = 1614 \frac{kg}{m^3}$, $L = 1m$, $h = 0.06m$, the initial velocity is $-10 \frac{m}{s}$. 
Figure 5.3

Transverse displacement $w_0$ as a function of time (from exact elasticity solution) at $x = \frac{L}{2}$

for a wide beam dropped on simple supports.

In this example problem the material properties and geometric dimensions are: $E = 114.8 \times 10^6 \frac{N}{m^2}$, $\nu = 0.3$, $\rho = 1614 \frac{kg}{m^3}$, $L = 1m$, $h = 0.06m$, the initial velocity is $-10 \frac{m}{s}$. 
Figure 5.4. Exact and FE solutions for displacement of the middle surface of the plate. L=1m

FE solution is shown by "o", exact solution - by "x"
Figure 5.5. Displacement $W_0$ as a function of $x$-coordinate at $t=0.0001s$

FE solution is shown by "o", exact solution - by "x"
Figure 5.6

Least-square polynomial approximation of finite element
and analytical solutions for stress $\sigma_{xx}$ at $x=L/2$, $z=h/2$
Figure 5.7
Comparison of exact elasticity solution and the finite element solution (based on the plate theory) for variation of stress $\sigma_{xx}$ in the thickness direction. On this graph the exact and FE solutions visually coincide.
Figure 5.8
Comparison of exact elasticity solution and the finite element solution (based on the plate theory) for variation of stress $\sigma_{xz}$ in the thickness direction.
The exact solution is shown by 'x', the FE solution is shown by 'o'.

![Graph showing stress $\sigma_{xz}$ vs z-coordinate](image-url)
Figure 5.9
Comparison of exact elasticity solution and the finite element solution (based on the plate theory) for variation of stress $\sigma_{zz}$ in the thickness direction. The exact solution is shown by solid line.
Figure 5.10

Stress $\sigma_{xx}$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform dropped on elastic foundation with initial velocity $-1\text{ m/s}$. The foundation modulus is $6.7864\text{e7 Pa/m (sand)}$. No damage occurs under this initial velocity, therefore the results of analyses with and without account of damage coincide.
Figure 5.11

Stress $\sigma_{zz}$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity $-1\text{m/s}$. The foundation modulus is $6.7864\times10^7\text{Pa/m}$ (sand). No damage occurs under this initial velocity, therefore the results of analyses with and without account of damage coincide.
Figure 5.12

Stress-yy (at x=L/2, z=-h/2) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity -1 m/s. The foundation modulus is 6.7854e7 Pa/m (sand). No damage occurs under this initial velocity, therefore the results of analyses with and without account of damage coincide.
Figure 5.13

Transverse displacement (at \( x=L/2 \)) as a function of time in a sandwich platform dropped on elastic foundation with initial velocity \(-1\) m/s. The foundation modulus is \(6.7864\times10^7\) Pa/m (sand). The solid line represents the displacement of the lower surface, the dashed line – displacement of the upper surface.
Figure 5.14

Transverse displacement (at t=0.005 s) as a function of x-coordinate in a sandwich platform dropped on elastic foundation with initial velocity ~1 m/s. The foundation modulus is 6.7864e7 Pa/m (sand). The solid line represents the displacement of the lower surface, the dashed line — displacement of the upper surface.
Figure 5.15

Stress \( \sigma_{xx} \) (at \( x=L/2, z=-h/2 \)) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity \(-30 \text{ m/s}\). The foundation modulus is \(6.7864 \times 10^7 \text{ Pa/m} \) (sand). The dashed line represents results of analysis without account of damage, the solid line — with damage included.
Figure 5.16

Stress $\sigma_{zz}$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform dropped on elastic foundation with initial velocity $-30$ m/s. The foundation modulus is $6.7864e7$ Pa/m (sand). The dashed line represents results of analysis without account of damage, the solid line — with damage included.
Figure 5.17

Stress $\sigma_{yy}$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform dropped on elastic foundation with initial velocity $-30 \text{ m/s}$. The foundation modulus is $6.7864e7 \text{ Pa/m (sand)}$. The dashed line represents results of analysis without account of damage, the solid line — with damage included.
Figure 5.18

Transverse displacement $w$ (at $x=L/2, z=-h/2$) as a function of time in a sandwich platform dropped on an elastic foundation with initial velocity $-30$ m/s. The foundation modulus is $6.7864 \times 10^7$ Pa/m (sand). The dashed line represents results of analysis without account of damage, the solid line – with damage included.
A sandwich plate in cylindrical bending divided into 20 elements. Damage progression in the thickness direction will be shown in Figures 5.20, 5.21, 5.26, 5.27 in the first and 14th elements, lined on this drawing.
Figure 5.20
Damage progression in the thickness direction in the 11th element.
The elastic foundation modulus is $6.7864 \times 10^7$ Pa/m.

For the core:
- 0 - no failure;
- 1 - fiber failure in compression;
- 2 - fiber failure in tension;
- 3 - matrix failure in compression;
- 4 - matrix failure in tension;
- 5 - core failure in compression;

For face sheets:
- 0 - no failure;
Figure 5.21
Damage progression in the thickness direction in the 14th element.
The elastic foundation modulus is $6.7864 \times 10^3 \text{ Pa}$. 

<table>
<thead>
<tr>
<th>Ply #</th>
<th>Fiber orientation (degrees)</th>
<th>Lower face</th>
<th>Core</th>
<th>Upper face</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td>0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0 90 0</td>
<td></td>
</tr>
</tbody>
</table>

Codes:
for face sheets:
0 - no failure;
1 - fiber failure in compression;
2 - fiber failure in tension;
3 - matrix failure in compression;
4 - matrix failure in tension
for the core:
5 - core failure in compression;
Figure 5.22

Stress \( \sigma_{xx} \) (at \( x=L/2, \ z=-h/2 \)) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity \(-30 \, \text{m/s}\). The foundation modulus is \(6.7864\times10^8 \, \text{Pa/m (clay)}\). The dashed line represents results of analysis without account of damage, the solid line — with damage included.
Figure 5.23

Stress \(\sigma_{zz}\) (at \(x=L/2, z=-h/2\)) as a function of time in a sandwich platform dropped on elastic foundation with initial velocity \(-30\) m/s.

The foundation modulus is \(6.7864\times10^8\) Pa/m (clay).

The dashed line represents results of analysis without account of damage, the solid line – with damage included.
Figure 5.24

Stress sigma-yy (at x=L/2, z=-h/2) as a function of time in a sandwich platform dropped on elastic foundation with initial velocity -30 m/s. The foundation modulus is 6.7864e8 Pa/m (clay). The dashed line represents results of analysis without account of damage, the solid line – with damage included.
Figure 5.25

Displacement $w$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform dropped on elastic foundation with initial velocity $-30 \text{ m/s}$. The dashed line represents results of analysis without account of damage, the solid line — with damage included.
Figure 5.26
Damage progression in the thickness direction in the 11th element.
The elastic foundation modulus is $6.7864 \times 10^4$ N/m.
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Figure 5.28

Stress $\sigma_{xx}$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity $-30$ m/s. The foundation modulus is $6.7864 \times 10^7$ Pa/m (sand). The dashed line represents results of linear analysis with damage taken into account, the solid line — nonlinear analysis with damage.
Figure 5.29
Stress $\sigma_{zz}$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity $-30$ m/s.
The foundation modulus is $6.7864 \times 10^7$ Pa/m (sand).
The dashed line represents results of linear analysis with damage taken into account, the solid line — nonlinear analysis with damage.
Figure 5.30

Stress $\sigma_{yy}$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity $-30$ m/s. The foundation modulus is $6.7864e7$ Pa/m (sand). The dashed line represents results of linear analysis with damage taken into account, the solid line – nonlinear analysis with damage.
Figure 5.31

Displacement $w$ (at $x=L/2$, $z=-h/2$) as a function of time in a sandwich platform, dropped on elastic foundation with initial velocity $-30$ m/s. The foundation modulus is $6.7864e7$ Pa/m (sand). The dashed line represents results of linear analysis with damage taken into account; the solid line — nonlinear analysis with damage.
Summary and Conclusions

In order to develop a dynamic two-dimensional finite element formulation for stress and progressive failure analysis of a thick sandwich plate with transversely compressible or extensible core and face sheets, a new layerwise geometrically nonlinear theory of the sandwich plate was developed by introducing assumptions on a variation of transverse strains in the thickness direction of the faces and the core of the sandwich plate. Displacements, obtained by integration of the strain-displacement relations, depend nonlinearly on a coordinate in the thickness direction, and are continuous at the boundaries between the face sheets and the core. The nonlinear von-Karman strain-displacement relations are used in order to provide more accurate representation of the moderately large rotations as compared with linear strain-displacement relations. The assumptions on the transverse strains, that lead to the layerwise theory, allow one to reduce a three-dimensional problem to a two-dimensional one and provide a proper method of averaging the material properties of the laminated composite face sheets and the core \(^1\) over their thickness. The in-plane stresses are computed from the constitutive relations in each ply of the face sheets, using each ply's material properties (not the averaged through the thickness material properties). The transverse stresses are computed by substituting the in-plane stresses into the equations of motion and by integrating the equations of motion. Such a method of computation of the transverse stress components allows one to obtain accurate results, because this method leads to satisfaction of continuity conditions of the transverse stresses at the boundaries between the face sheets and the core, at the boundaries between the plies of the face sheets, and allows one to satisfy stress boundary conditions at both the upper and lower external

\(^1\)material properties of the core vary in the thickness direction because of failure
surfaces. It was shown in chapter 2 that the transverse stresses, computed by integration of equations of motion, at both the upper and lower surfaces of the plate are equal to the external loads at these surfaces, despite the fact that the number of constants of integration is not sufficient to satisfy the stress boundary conditions at both the upper and lower surfaces. Thus, the adopted approach to the analysis of the sandwich plate allows one to compute accurately all six stress components, despite the reduction of the three-dimensional problem to the two-dimensional one.

A finite element formulation for the sandwich cargo platform, modelled as a plate in cylindrical bending, was done, and a finite element program was developed on the basis of this formulation with the capability of taking account of damage progression in time, that occurs in the platform during its interaction with the elastic foundation and the cargo on the upper surface. The stresses and displacements, computed by this program, are shown to be in good agreement with the known exact solutions of various static and dynamic problems. This finite element program for cylindrical bending is a necessary step in development of the finite element program based on the two-dimensional formulation, and it can be used by designers of the cargo platforms if the conditions of cylindrical bending are satisfied approximately. According to an estimate made in chapter 3 of the dissertation, the two-dimensional finite element program will allow one to compute all six stress components, needed for the progressive failure analysis, with a much smaller number of the degrees of freedom than a finite element model based on the three-dimensional finite elements.
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Three-Dimensional Dynamic Stress Analysis of Sandwich Panels

Perel, Victor

A layerwise geometrically nonlinear theory for a thick sandwich plate was developed by introducing assumptions on a variation of transverse strains in the thickness direction of the faces and the core of the plate. An effect of transverse extensibility or compressibility of the core and the face sheets is taken into account, and the terms associated with transverse shear strain of the face sheets and the core are included into the expression for the strain energy. Displacements, obtained by integration of the strain-displacement relations, depend nonlinearly on a coordinate in the thickness direction, and are continuous at the boundaries between the face sheets and the core. The non-linear von Karman strain-displacement relations are used in order to provide a representation of the moderately large rotations. The in-plane stresses are computed from the constitutive relations in each ply of the face sheets, using each ply’s material properties, and the transverse stresses are computed by substituting the in-plane stresses into equations of motion and by integrating the equations of motion. Such a method of computation of the transverse stress components allows one to obtain accurate results, because this method leads to satisfaction of conditions of continuity of the transverse stresses at the boundaries between the face sheets and the core, at the boundaries between the plies of the face sheets, and allows to satisfy stress boundary conditions at both the upper and lower external surfaces.

A finite element formulation was developed for a sandwich cargo platform under its impact against the ground, modeled as an elastic Winkler foundation. This formulation was done for a plate in cylindrical bending, and a finite element program was written on the basis of this formulation, with the capability of taking account of damage progression in time. The damage prediction is performed with the use of the Hashin’s and Tsai-Wu criteria by reducing at each step of time integration the appropriate material characteristics of those plies within a finite element in which failure occurs. The stresses and displacements, computed by this program, are shown to be in a good agreement with the known exact solutions of various static and dynamic problems. Example problems of stress and failure analysis of sandwich cargo-delivery platforms during their impact against the elastic foundations are considered. In these example problems, the stresses as functions of time are computed at certain locations in the platforms with account of degradation of material characteristics of the failing plies. The locations of the failures, the modes of failures and the times of their occurrence are defined by the program. The theory of the sandwich plates, presented in the dissertation, does not require many degrees of freedom in the finite element formulation and has a wide range of applicability. It can be used for analysis of both thick and thin sandwich plates, with thick and thin face sheets, with transversely flexible and transversely rigid faces and cores.

Sandwich composite plates, finite element formulation, stress computation, failure criteria, progressive failure analysis
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