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Preface

This volume contains the paper versions of some of the contributions to the International Workshop on Light–Matter Coupling in Nitrides which was held in Saint-Nectaire, October 8–12, 2000. This workshop was an append manifestation of the contract “Clermont”, Physics of nitrides based microcavities, funded by the Commission of the European Communities and that assembles the Universities of Clermont-Ferrand, Florence, Linköping, Montpellier, Sheffield, Southampton, Rome, and the CNRS laboratory of Sophia-Antipolis.

GaN and its related materials appear to be extremely promising for opto-electronic and electronic applications. It is often said that GaN is likely to become one of the “materials of the 21st century”. The nitrides’ community includes brilliant researchers and engineers, which are used to meet and exchange their ideas at the occasions of crowded conferences that are both material science- and basic-physics oriented. The rapid developments of the fields of the passed years have recently brought into the play a lot of scientists devoted to what is said to be more fundamental physical effects, and who continue or gave up to work on traditionally studied GaAs-based quantum structures. Optics of excitons in low-dimensional semiconductor structures is a subject that attracted many of these physicists during the past three decades. A variety of intriguing phenomena caused by the exciton–light coupling in quantum wells, wires, dots and microcavities have made this area of solid state physics really delightful for the experts of quantum mechanics and optics. The nitrides represent a domain of natural interest for the adepts of exciton–light coupling, since as we published it, the strength of this coupling in GaN is an order of magnitude larger than in GaAs. So, we felt that there were strong objective factors for offering to this community, a forum towards the presentation of the potentialities of the nitrides for the investigations of fundamental physics phenomena such as the strength of exciton–light coupling interaction. To ensure the optimized conditions for scientific exchanges and a lively atmosphere, we have decided to start a series of small-format and high scientific level meetings strictly restricted to the light–matter coupling in nitrides.

We have then suggested this event to a number of well-known scientists working in two above-mentioned areas in Japan, USA, European Union and Russia. They felt immediately very excited by the idea, and they agreed to attend this workshop at St.Nectaire. Many interesting contributions have been received from the Great Britain, USA, France, Germany and other countries. Finally, the scientific program of the workshop appeared to be quite intensive and the scientific level of the contributed papers was extremely high.

Now, after the end of the workshop, we can confirm that the idea of its organization was fruitful. Actually, it had an outstanding success that has left behind our most optimistic expectations. And we should say honestly that this was not only because of its high-level scientific content. We must thank also the great French gastronomy, which made our stay in St.Nectaire also to be some kind of luxury vacation. During these four days in October 2000 we have been accommodated in the comfortable hotel “Mercure” in the beautiful medieval village of St.Nectaire, where we were offered delicious lunches and dinners accompanied by unlimited quantities of wine. An in-formal relaxing atmosphere stimulates the exchange of ideas, makes contacts to be easier, and even occasionally, via spontaneous brainstorming, furnishes the opportunity to resolve complicated physical problems.
The Workshop has coincided with an award of a Nobel Prize on Physics to Zh. Alferov, H. Kroemer and J.S. Kilby for their pioneering contributions to the development of fast electronics and optoelectronics. This was a good news not only for Russian participants whom used to work with Zh. Alferov, but also for all of us working on semiconductor heterostructures. A special night "session" was improvised to celebrate this event.

In this brief preface, we cannot list all the new important findings presented in St.Nectaire. The only topic we that would like to emphasize is the strong coupling regime in GaN-based microcavities. You will not find a paper on that in this volume. Though Prof. Arakawa and Dr. Duboz paved the way towards this observation, the strong coupling condition has not yet been achieved up to now. It is a challenge for many of us to obtain it experimentally. A tough international competition for this ambitious objective is under way. We may hope that at the occasion of the next International Workshop on the Light–Matter Coupling in Nitrides (to be organized in 2001, September 26–29, in Rome by Professor Aldo Di Carlo), the experimental evidence for the strong coupling regime in nitrides will be reported.

We would like to wish you a pleasant reading. Just one advice: why not to read it with a glass of red wine and a piece of cheese? In this way you will better feel the relaxing atmosphere of St.Nectaire!

Alexey Kavokin and Bernard Gil
Clermont-Ferrand
October 17, 2000
phys. stat. sol. (a) 183, 5 (2001)
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**Computed Growth Rates of (001) GaN Substrates in the Hydride Vapour Phase Method**

R. Cadoret	extsuperscript{1)}, A. Trassoudaine, and E. Aujo	extsuperscript{2)}

LASMEA, UMR 6602, CNRS, Université Blaise Pascal de Clermont Ferrand, Les Cézeaux, F-63177 Aubière cedex, France

(Received October 8, 2000)

A theoretical model developed to account for the (001) GaN growth by hydride vapour phase epitaxy in H\textsubscript{2} or neutral carrier gases is applied to investigate the variation of the growth rate with the temperature and input partial pressure of GaCl. The curves computed by taking into account the mass transfer and GaN parasitical depositions illustrate the possibilities of the model in analysing and predicting the experimental results, other than the deposition obtained in N\textsubscript{2}/H\textsubscript{2} mixtures without parasitical nucleation at very negative supersaturation values, which seems to indicate a third chlorine desorption mechanism.

1. **Introduction** The modelling of the Hydride Vapour Phase Epitaxy (HVPE) of GaN in the (001) direction has been previously published in detail [1]. (001) GaAs was used as model [2] based on the numerous experiments carried out under various conditions of the chloride method. As explained in [1] the only experimental curves available for computing the model parameters in the GaN HVPE system were the curves reported by Seifert et al. [3]. With respect to the GaAs model we have only added a HCl adsorption step in agreement with the quantum chemical study of Seifert et al. [4] and we have not overlooked the GaN adsorption. The objective of this paper is only to present a few theoretical results making it possible to approach the mass transfer and parasitical nucleation effects on the growth rate. In the first part of the paper we recall briefly the physics of the model, then we discuss the theoretical curves obtained by Seifert et al. [3] and Paskova et al. [5]. These parts are followed by a short conclusion.

2. **Growth Mechanisms** The growth process of the model is a surface process involving the adsorption of NH\textsubscript{3} molecules, the adsorption of N atoms resulting from NH\textsubscript{3} decomposition, then the adsorption of GaCl molecules on the N atoms and finally the chlorine desorption.

Two desorption mechanisms of chlorine are considered, desorption in HCl\textsubscript{g} molecules following a surface reaction with H\textsubscript{2} leading to an intermediate HCl adsorption state, and desorption in GaCl\textsubscript{g} molecules following an absorption of GaCl on two GaCl underlying molecules, according to the following reactions:

\[2 \text{N GaCl} + \text{H}_2 \leftrightarrow 2 \text{N Ga} - \text{ClH},\]  
\[\text{NGa} - \text{ClH} \leftrightarrow \text{NGa} + \text{HCl}_g,\]

1) Present address: 3, rue Emile Zola, F-63400 Chamalières, France; e-mail: Robert.Cadoret@wanadoo.fr
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2NGaCl + GaCl$_6$ $\Leftrightarrow$ 2NGa + GaCl$_3$, \hspace{1cm} (3)

2NGa + GaCl$_3$ $\Leftrightarrow$ 2NGa + GaCl$_3$$_g$, \hspace{1cm} (4)

where the subscript $g$ is used for gas phase species.

The two mechanisms are labelled H$_2$ and GaCl$_3$ mechanisms. They are approached by applying the Bragg-Williams approximation to a one-monolayer model of adsorption on a (001) Ga surface. The surface coverage $\theta_V$ of the Ga surface sites, labelled as V, free for the NH$_3$ adsorption is then expressed by

$$\theta_V = 1 - \sum_{\overline{V}} \theta_i = 1 - \theta_{\text{NH}_3} - \theta_{\text{N}} - \theta_{\text{NGaCl}} - \theta_{\text{HCl}} - \theta_{\text{GaCl}_3}\theta_{\text{NGa}},$$ \hspace{1cm} (5)

where the admolecules NGa–HCl and 2NGa–GaCl$_3$ are denoted as HCl and GaCl$_3$.

The two overall reactions corresponding to the two growth mechanisms can be written as

$$V + \text{NH}_3$_g$ + GaCl$_6$ $\Leftrightarrow$ NGa + HCl$_g$ + H$_2$_g, \hspace{1cm} (6)$$

$$2V + 2\text{NH}_3$_g$ + 3GaCl$_6$ $\Leftrightarrow$ 2NGa + GaCl$_3$_g + 3H$_2$_g. \hspace{1cm} (7)$$

The GaCl$_3$ formation reaction in the gas phase is

$$\text{GaCl}_6$_g$ + 2HCl$_g$ $\Leftrightarrow$ GaCl$_3$_g + H$_2$_g. \hspace{1cm} (8)$$

The spiral growth and step flow mechanisms are applied to the surface diffusion of both NGa and NGaCl molecules. The solutions of the diffusion equations are approached in a simple way by considering separate balance equations. The $\theta_V$ surface coverage is computed by considering surface–vapour equilibrium at a distance of the steps much larger than the diffusion mean free paths of NGa and NGaCl molecules. These approximations gave a good agreement between the computed and experimental curves of the GaAs growth by the chloride method [2]. The growth rate so obtained was the product of the surface diffusion term by the maximal velocity, $V_{\text{GMax}}$, reached for a distance between steps higher than the double of the NGa and NGaCl mean free paths. The $V_{\text{GMax}}$ expressions in the H$_2$ and GaCl$_3$ mechanisms are

$$V_{\text{GMaxH}_2} = \frac{k_{\text{H}_2} \theta_V P_{\text{NH}_3} P_{\text{GaCl}}}{P_{\text{H}_2} P_{\text{HCl}} K_6(T)} \frac{\gamma}{(1 + \gamma)} \exp \left( - \frac{\varepsilon_{\text{H}_2}}{kT} \right),$$ \hspace{1cm} (9)

$$V_{\text{GMaxGaCl}_3} = \frac{k_{\text{GaCl}_3} \theta_V P_{\text{NH}_3}^2 P_{\text{GaCl}}^3}{P_{\text{H}_2}^3 P_{\text{GaCl}_3} K_7(T)} \frac{1 + \gamma^2}{(1 + \gamma)^2} \exp \left( - \frac{\varepsilon_{\text{GaCl}_3}}{kT} \right).$$ \hspace{1cm} (10)

The pre-exponential terms include the $\theta_V$ surface coverage, the $P_i$ partial pressures, the relative supersaturation, the degree of excess and the $k_i$ terms explicitly expressed in [1]. $\varepsilon_i$ are the activation energy terms. $P_{\text{GaCl}_3}^e$ is the homogeneous GaCl$_3$ equilibrium partial pressure. The relative supersaturation is the degree of excess of the deposition reaction minus one, defined in the H$_2$ and GaCl$_3$ mechanism by the relations

$$\frac{P_{\text{NH}_3} P_{\text{GaCl}}}{P_{\text{H}_2} P_{\text{HCl}} K_6(T)} = 1 + \gamma, \hspace{1cm} (11)$$

$$\frac{P_{\text{NH}_3}^2 P_{\text{GaCl}}^3}{P_{\text{H}_2}^3 P_{\text{GaCl}_3} K_7(T)} = (1 + \gamma)^2 \frac{P_{\text{GaCl}_3}^e}{P_{\text{GaCl}_3}}.$$ \hspace{1cm} (12)
Computed Growth Rates of (001) GaN Substrates in the Hydride Vapour Phase Method

with

\[ P_{\text{GaCl}_3} = \frac{P_{\text{GaCl}_3}^*}{P_{\text{HCl}} K_i(T)}, \]  

(13)

\( K_i(T) \) is the equilibrium constant of the \( i \)-th reaction.

3. Research of the Mass Transfer and Parasitical Nucleation Effects

In most of the published experiments of GaN epitaxy by HVPE the degrees of excess of the deposition reactions are so high, that the ratios between the relative supersaturations and the corresponding degrees of excess are very close to unity. The kinetics are then proportional to the vacant surface site coverage, to the source species concentrations and to the reverse of the hydrogen concentration. The equilibrium constants, the activation terms and the value of \( \theta_v \), mainly govern the kinetic variations with the substrate temperature. The \( \text{H}_2 \) concentration in \( \text{N}_2 \), \( \text{Ar} \) or \( \text{He} \) gas transport systems mainly depends on the rate of \( \text{NH}_3 \) decomposition. The mass transfer reduces the partial pressures of the source species and increases the partial pressures of the produced species. The resulting increase of the \( \text{H}_2 \) partial pressure can induce a \( \text{H}_2 \) mechanism in a neutral input atmosphere. The mass of GaN deposited on the substrate has the same effect: if high it can reduce the degrees of excess to a value close to unity. The mass transfer effect is approached by considering a diffusion layer thickness equal to the velocity gradient thickness of an established Poiseuille regime, providing that the substrate is parallel to the flow and that the total flow is not too low. When the substrate makes an angle with respect to the horizontal plane, the mass transfer effect can be approached by varying the wall–substrate distance, equal to the double of the distance diffusion layer thickness in the model.

All these effects are illustrated in Figs. 1–3. The experimental points measured by Seifert et al. [3] in \( \text{H}_2 \) and \( \text{He} \) atmospheres and the related kinetic theoretical curves (dashed lines) are plotted in Fig. 1. The solid curves represent the results computed by assuming a substrate-wall distance of 1.5 cm. In \( \text{H}_2 \) atmosphere the growth rate increases slightly with \( 1/T \) up to about 1050 K. At lower temperatures the kinetic slope arising from the surface saturation by HCl and GaCl adsorptions appears progressively. Figure 1 shows that in \( \text{He} \) atmosphere the \( \text{H}_2 \) vapour concentration enhancement re-

![Fig. 1. Experimental growth rates measured by Seifert et al. [3] in \( \text{H}_2 \) and \( \text{He} \) as carrier gas on substrates 3° misoriented from the (001) orientation (full circles and empty triangles, respectively). The theoretical growth kinetics obtained by matching the experimental points and the growth rates deduced from these curves by taking into account the mass transfer are drawn by dashed and solid lines](image)
sulting from the mass transfer effect shifts the transition point between the H₂ and GaCl₃ mechanisms from 1430 to 1220 K. The theoretical curve exhibits the H₂ mechanism kinetic slope in the range 1400 K < T < 1220 K. According to the computed surface coverage results this kinetic comportment is mainly due to the θᵥ decrease, resulting from the GaCl surface coverage increase from 0.75 at 1430 K to a value close to unity at 1220 K. The solid lines drawn in Fig. 2 show that the transition point between the two mechanisms is moved from 1220 to 1175 and 1111 K considering GaN parasitical deposition rates of 1 and 2 g/h on the substrate. The kinetic curves corresponding to 0, 1 and 2 g/h are drawn by dashed lines. The emergence point of the H₂ mechanism slope moves from 1400 to 1280 and 1210 K. At 2 g/h of parasitical deposited mass the growth rate value is 35 μm/h at temperatures higher than 1210 K and 8 μm/h in the range 1111–960 K.

The theoretical curves obtained under experimental conditions of Paskova et al. [5] are reported in Fig. 3 as a function of the ratio of the Ga source HCl flow to the total flow considering the mass transfers computed with substrate–wall distances of 1 and 2 cm. No and two GaN parasitical deposition rates, 1 and 2 g/h have been considered. The three experimental points are given as triangles. The first point corresponds to a parasitical deposition rate of 1–2 g/h. The second point is located in a domain where
the growth rate is practically independent of the investigated wall-substrate distances and on GaN parasitical deposition rates, which is in agreement with the constant value obtained by the authors for different experimental times. The last point is the only one corresponding to the GaCl₃ mechanism. The drastic change of the experimental slope can be related to the H₂-GaCl₃ mechanism transition as well as it seems that the first point is not far from the growth rate drop before the zero point. An incomplete GaCl₃ formation reaction in the gas phase and/or, a not perfect mixing of the vapour species could explain the too high value of the third point with respect to the computed curves.

4. Conclusion With respect to GaAs there are very few systematic experimental growth rate studies published in the literature. Furthermore, the experimental conditions are, in most of the published papers, not enough detailed to be introduced in the software developed with the model. Nevertheless, the few exploitable results show that the GaN HVPE system is quite different than the GaAs chloride method. The input supersaturations and then the corresponding kinetic values are usually very high, which results in very important effects of the mass transfer and GaN parasitical deposition on the substrate. The NH₃ decomposition and the GaCl₃ formation rates can differ from one to another reactor as well as the homogeneity of the gas mixture. The latter effect is evidenced by the observed variations of growth rate with the distance between the substrate and the gas mixing point [6, 7]. These effects will shift the curves but will not change drastically their general comportment. The results presented here show a few predicted comportments such as the kinetic decrease in the H₂ mechanism versus 1/T, before the H₂-GaCl₃ mechanism transition, which arises from the mass transfer effect. The kinetic curves show also that a constant value of the growth rate as a function of 1/T can come from a high supersaturation value and not from a mass transfer limited process. The research of the zero point of relative supersaturation performed by Aujolet al. [8, 9] has shown the possible effect of an incomplete GaCl₃ formation in N₂ atmosphere. The zero point reached at relative supersaturation values as low as -0.8 in N₂/H₂ mixture seems to be related to a third deposition reaction [9].
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A theoretical description of the interaction between confined excitons and photonic modes in pillar microcavities is given. For quantum-well excitons in the strong coupling regime, the Rabi splitting is reduced compared to the reference planar cavity and a radiative splitting of exciton states coupled to cavity modes with different symmetries is found. In the case of zero-dimensional excitations, the conditions for achieving the strong-coupling regime are determined. For InAs quantum dots the oscillator strength is too low to yield a vacuum-field Rabi splitting, while excitons bound to monolayer fluctuations in quantum wells behave as quantum dots with a large oscillator strength and can more easily be in the strong-coupling regime.

A planar semiconductor microcavity consists of a cavity region, usually containing an active medium like quantum wells or quantum dots, surrounded by multilayer dielectric mirrors (for recent reviews on microcavity physics, see e.g. papers in [1]). Each Fabry-Pérot resonance of the cavity can be viewed as a photonic mode which is partially confined in the growth direction. The Fabry-Pérot frequency has a dispersion as a function of in-plane wavevector. In addition to the Fabry-Pérot resonances, a planar cavity has a continuum of leaky modes which arise from the side-bands of the dielectric mirrors. The interaction between a dipole-active excitation and the cavity modes leads to a modification of the spontaneous emission pattern. However, the radiative decay rate is not substantially modified in planar cavities: when integrating over all emission directions, including those of the leaky modes, the regions of high and low photonic density of states compensate to a large extent [2]. In order to achieve a good control of spontaneous emission lifetime three-dimensional (3D) microcavities are needed.

If the emission line is narrow and the quality factor of the cavity mode is high, as it happens for quantum-well (QW) excitons in III–V or II–VI microcavities, the radiation–matter interaction can be in the strong-coupling regime characterized by a vacuum-field Rabi splitting and the formation of cavity polaritons [3]. Due to the bosonic character of the exciton, the Rabi splitting is basically independent of field intensity for weak excitation. A single quantum dot (QD) in interaction with confined photonic modes has much different properties: indeed, a zero-dimensional transition can be modelled by a two-level system and is intrinsically fermionic. A QD transition in a 3D...
microcavity is the “ultimate” confined system and should display interesting quantum electrodynamic effects, in analogy to atoms in optical cavities. The strong-coupling regime for QDs in 3D microcavities has not been observed yet.

In this paper, we deal with 3D microcavities with cylindrical structure: these are called pillar microcavities, or micro-pillars (MPs). After describing the confined photonic modes, we discuss a quantum-mechanical model of QW excitons in interaction with cavity modes in the strong-coupling regime. Next we develop a model for a single QD transition radiatively coupled to a cavity mode, including also dampings in a master equation scheme. In the weak-coupling regime the model gives the change of spontaneous emission lifetime, known as Purcell effect [4]. The conditions for achieving the strong-coupling regime are examined for two kinds of QDs: self-assembled InAs quantum dots and QW excitons bound to monolayer fluctuations.

A micro-pillar is obtained by lateral etching of a planar microcavity, typically consisting of a GaAs cavity region and GaAs/AlAs Bragg reflectors. The resulting structure is a cylinder of dielectric layers surrounded by air, see Fig. 1a. Since the refractive indices of GaAs and AlAs are high and close to each other, the micro-pillar acts as a dielectric waveguide with an average refractive index. Thus, vertical (z) confinement of the electromagnetic field is provided by the dielectric mirrors of the epitaxial structure, while lateral (xy) confinement results from total internal reflection at the dielectric–air interfaces. The radius of the pillar is usually such that vertical confinement dominates for the lowest modes, i.e., the energy shifts of the optical modes due to lateral confinement are much smaller than the energy of the Fabry–Pérot mode of the planar cavity. Under this condition an “adiabatic” approximation can be adopted by assuming that vertical and lateral degrees of freedom are decoupled: the z dependence of the electric field is

![Diagram](image)

Fig. 1. a) Schematic structure of a pillar microcavity. The refractive indices of the different layers are indicated. b) Blue shifts of the lowest confined modes in GaAs/AlAs micro-pillars, with respect to the Fabry–Pérot resonance \( m = 2 \) of the planar cavity. Squares: experimental data from Ref. [6], solid lines: theoretical results
identical to that of the planar cavity, while the $xy$ dependence is that of a cylindrical dielectric waveguide [5]. The modes are labelled as $EH_{lm}$ and $HE_{lm}$, where $l$ is the $z$-projection of the total angular momentum, $n$ is a radial quantum number and $m$ is the order of the Fabry-Pérot mode of the planar cavity. The eigenfrequencies are discrete and increase on decreasing the pillar radius, see Fig. 1b. They can be measured from the energies of photoluminescence peaks when a broad-band emitter, like a sheet of InAs quantum dots with size distribution, is embedded in the cavity [6].

When the cavity contains one or several quantum wells, the interaction between the cavity modes and the QW excitons can be described by choosing suitable basis functions for the exciton states. While momentum eigenstates (i.e., plane waves with well defined in-plane center of mass wavevector) are the natural eigenstates of a planar cavity, for a pillar microcavity it is convenient to consider linear combinations of center-of-mass wavefunctions which have the same spatial and polarization dependence as the cavity mode. A detailed procedure is presented in Ref. [7]; here it suffices to say that the resulting exciton states are labelled by the same quantum numbers $(l, n)$ of the electromagnetic waveguide problem. Exciton–photon interaction takes place only between states with the same $l$, due to cylindrical symmetry. However, interaction between exciton and photon states with different radial numbers $n$ is allowed by the different quantization conditions on the wavefunction: exciton states are perfectly confined in the pillar, while photonic modes partially leak into the air region.

The exciton–photon Hamiltonian in second quantization can be derived from the standard electromagnetic interaction: it has the form of a generalized polariton Hamiltonian with quadratic couplings between exciton and photon states with different quantum numbers. Diagonalization of this Hamiltonian leads to a secular equation for mixed exciton–photon modes in the form of a determinantal equation which must be solved numerically. The main results can be summarized as follows [7]: when a cavity mode is in resonance with the exciton a Rabi splitting occurs. The splitting is close to that of the planar cavity for large pillar radius, but it decreases for a radius smaller than $\sim 1 \mu m$ due to leak-out of the cavity modes and reduction of overlap with the exciton states. This result is consistent with the observation of a constant Rabi splitting for micro-pillars with radius $> 1.25 \mu m$ [8]. Even when no resonance condition occurs, exciton levels with different quantum numbers are split by radiative coupling with the corresponding cavity modes. This radiative splitting is a peculiar effect of exciton–light coupling in a 3D microcavity: however, it is difficult to observe since it is smaller than 1 meV and will usually be washed out by line broadenings.

A quantum dot transition in a micro-pillar must be described by a different quantum-mechanical scheme. If the QD can be modeled as a two-level system in interaction with a single cavity mode, the Hamiltonian is

$$ H = \hbar \omega_0 \sigma_3 + \hbar \omega_\mu (\hat{a}_\mu^\dagger \hat{a}_\mu + \frac{1}{2}) + i \hbar g(\sigma_- \hat{a}_\mu - \sigma_+ \hat{a}_\mu^\dagger), \quad (1) $$

where $\sigma_+, \sigma_-, \sigma_3$ are pseudo-spin operators for the two-level system with ground (excited) state $|g\rangle$ ($|e\rangle$) and $a^\dagger_\mu, a_\mu$ are creation/destruction operators for the cavity mode $\mu$. The coupling constant of the QD–cavity interaction is

$$ g = \left( \frac{1}{4 \pi \epsilon_0 \epsilon_r} \frac{\pi e^2 f}{m V_\mu(r_1)} \right)^{1/2}, \quad (2) $$
where $f$ is the oscillator strength of the transition, $\tilde{V}_\mu(r_1) = |\alpha(r_1)|^{-2}$ is the mode volume evaluated at the QD position ($\alpha(r)$ is the normalized mode profile), $\epsilon_r$ ($\epsilon_0$) is the relative (vacuum) permittivity and $m$ is the free electron mass. The basis states of the Hamiltonian (1) consist of a ground state $|g,0\rangle$ and of a ladder of doublets $|e,n_\mu\rangle$, $|g,n_\mu + 1\rangle$, $n_\mu = 0,1,\ldots$, where $n_\mu$ is the number of photons in the mode. In the resonance case $\omega_0 = \omega_\mu$ each doublet gives rise to dressed states split by $2\hbar g \sqrt{n_\mu + 1}$. For $n_\mu = 0$ one has a vacuum-field Rabi splitting, while for $n_\mu \gg 1$ the physical behavior becomes that of the dynamical Stark effect with the classical Rabi splitting.

In order to incorporate finite linewidths of the QD transition ($\gamma_\alpha$) and of the cavity mode ($\gamma_c,\mu$) one has to work with a master equation for the density matrix of the QD–cavity system [9, 10]. The luminescence spectrum can be calculated by photodetection theory. This model can be solved analytically in the limit of weak excitation, i.e., by keeping only the ground state $|g,0\rangle$ and the first excited doublet $|e,0\rangle$. The spontaneous emission spectrum in the resonant case $\omega_0 = \omega_\mu$ contains energy denominators $\omega - \Omega_\pm$, where the complex frequencies $\Omega_\pm$ are given by

$$\Omega_\pm = \omega_0 - \frac{i}{4} (\gamma_\alpha + \gamma_c) \pm \sqrt{\frac{g^2}{4} - \left(\frac{\gamma_\alpha - \gamma_c}{4}\right)^2}.$$  

For $\gamma_\alpha - \gamma_c < 4$ the spectrum consists of a doublet of lines split by twice the square root in Eq. (3). This is the condition for the occurrence of a vacuum-field Rabi splitting, i.e., the strong-coupling regime in the lowest doublet. On the other hand, for $\gamma_\alpha - \gamma_c < 4$ the QB-cavity system is in a weak-coupling regime with a modified spontaneous emission rate. Evaluating the imaginary part of Eq. (3) in this limit gives the expression for the enhanced radiative decay rate, known as Purcell effect [4]. This effect was recently demonstrated for InAs QDs in micro-pillars [11].

When applying the above model to the specific case of pillar microcavities it turns out that the optimal condition for strong coupling is for a cavity radius around 0.5 μm, for which the mode volume is small and the quality factor $Q_\mu$ is still large. Calculations [10] show that the oscillator strength must be larger than about 100 in order to achieve a vacuum-field Rabi splitting. InAs quantum dots have an oscillator strength $f \sim 10$ for the lowest excitonic Rabi splitting, which is an order of magnitude smaller than the crossover value: InAs quantum dots cannot show a vacuum-field Rabi splitting for state-of-the-art micro-pillars. This conclusion is likely to hold even for micro-disk cavities with whispering-gallery modes, through their quality factor can reach values up to 12000 [12].

A Rabi splitting can be achieved if the number of photons in the mode is large enough. This number can be made larger than unity by pumping resonantly with a laser beam. The number of photons in the mode is given by the number of incoming photons per unit time, $P_{in}/(\hbar \omega_\mu)$ ($P_{in}$ is the incident power), multiplied by the lifetime of photons in the cavity: thus $n_\mu \sim P_{in}/(\hbar \omega_\mu \gamma_c)$. With numerical factors depending on the details of the structure and on the matching between incoming field and mode profile. A simple estimate suggests that even for powers as low as 1 μW there are several photons in the mode. For $n_\mu \gg 1$ the electromagnetic field can be treated classically; when $g \sqrt{n_\mu + 1} \gg \gamma_c, \gamma_\alpha$ the QD–cavity interaction is described by the optical Bloch equations and the formation of mixed eigenstates corresponds to the dynamical Stark effect, the Rabi frequency being given by $-\mathbf{d} \cdot \mathbf{E}/\hbar$. A Mollow triplet is expected to occur in the luminescence spectrum [13].
In order to obtain a vacuum-field Rabi splitting one needs a zero-dimensional emitter with a larger oscillator strength. This can be provided by excitons localized by interface defects in quantum wells. QW excitons bound to monolayer fluctuations are observed as ultra-narrow lines in photoluminescence in samples produced with growth interruption at the interfaces [14]. Each of these lines corresponds to a single bound exciton, i.e., to a zero-dimensional transition, for which the model Hamiltonian (1) applies.

The simplest model of an interface defect in a QW of width $L_1$ consists in assuming that the QW thickness becomes $L_2 = L_1 + 1$ monolayer in a disk of radius $b$. When the defect radius $b$ is much larger than the exciton Bohr radius $a_B$ the in-plane center-of-mass wavefunction of the exciton is quantized in a circular potential well: in this regime the oscillator strength is proportional to the area occupied by the center of mass and increases rapidly with the defect radius. In the opposite case $b \ll a_B$ the defect resembles a neutral impurity center: the exciton center-of-mass can become weakly localized to the defect, and in this case the oscillator strength is expected to increase on decreasing the defect radius. One therefore expects a large oscillator strength for both very small or very large defects and a minimum of the oscillator strength in between. These expectations are confirmed by detailed calculations of the exciton states bound to monolayer fluctuations in narrow GaAs/AlAs QWs, see Fig. 2. The oscillator strength has a minimum value $f \sim 50$ at $b \sim 100$ Å and increases for small or large defects. The oscillator strength can reach values larger than 200–300: thus we conclude that excitons bound to monolayer fluctuations in narrow QWs can be in the strong coupling regime when embedded in state-of-the-art micro-pillars.

In conclusion, three-dimensional microcavities are seen to yield several new phenomena compared to their planar counterparts. In the weak-coupling regime full control of spontaneous emission can be achieved. For the strong-coupling regime one has to distinguish between the cases of quantum-well excitons or of single zero-dimensional (quantum-dot) excitations. For QW excitons, the main effects of 3D photon confine-
ment are a reduction of the Rabi splitting and a (small) radiative splitting of exciton states coupled to different cavity modes. For QD transitions the physical behavior is much different due to the fermionic character of the excitations: physical properties depend strongly on excitation intensity. A vacuum-field Rabi splitting can hardly be achieved for InAs QDs, due to their low oscillator strength. A Rabi splitting in the classical limit can be obtained by increasing the excitation intensity. A zero-dimensional emitter with large oscillator strength is provided by excitons bound to monolayer fluctuations in narrow QWs: this system could show a vacuum-field Rabi splitting when placed in micro-pillars obtained with present-day technologies.
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To optimize the appearance of photonic band gaps in nitrides, we study photonic crystals based on low dielectric constant materials. By calculating the photonic band structures we investigate the gap opening. In the case of microcavities, we have calculated the cavity modes by the plane wave method and a supercell approach. We have classified the modes using group theory. Our results demonstrate that gallery-like modes are more sensitive to a variation of the filling factor.

1. Introduction Photonic crystals are periodic dielectric structures that allow the control of the propagation of electromagnetic waves [1–3]. Various applications, such as zero-threshold lasers, polarization splitters, superprisms, and sharp bend waveguides, are expected by using complete or incomplete photonic band gaps [4]. The artificial introduction of defects in the periodicity is used to create microcavities, which can trap the light in tiny volumes and control the emission properties. The realization of blue emitter diodes and lasers makes the control of short wavelength light an important task for the future. Photonic crystals could be used to control the visible light but the fabrication of convenient structures poses two problems. To avoid light absorption by the photonic crystal, wide gap semiconductors, as for example GaN, must be used. Unfortunately, these materials have weak dielectric constants, which reduces the photonic band gap width. Photonic crystals must have a period smaller than the wavelength of light to be controlled. But etching at submicron scale remains a technological challenge. To optimize the appearance of photonic band gaps in the visible, we study photonic crystals based on low dielectric constant materials. By calculating the photonic band structures we investigate the gap opening. In the case of microcavities, we have calculated the cavity modes by the plane wave method and a supercell approach. We have classified the modes using group theory.

2. 2D Absolute Photonic Band Gaps The most promising two-dimensional (2D) photonic crystals (PCs) are the triangular disposition of air holes in dielectrics [5–7] and the graphite arrangement of dielectric rods in air [8, 9], which present photonic band gaps (PBGs) for a high air filling factor. Both of these structures present similar performances in obtaining PBGs in the infrared range. As the spatial period of a PC must be smaller than the wavelength of light to be controlled, these crystals have been fabricated in the near-infrared range, in GaAs ($\varepsilon = 13.6$) [10, 11]. The situation is more difficult in the visible. In that range, wide gap semiconductors must be used so that the
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PCs do not absorb the waves. But these materials have small refractive indices (∼2.6 for GaN), which decreases the width of the gaps. To control the visible light, PCs must have submicron periods and submicron etching in wide gap semiconductors remains a technological challenge [12]. In this paper we consider that the PBGs opened for all the directions of propagation of the waves, so-called complete PBGs, in 2D triangular and graphite structures made with low dielectric constant materials. For 2D PCs, two kinds of polarizations can be defined according to whether the electric field (E polarization) or the magnetic field (H polarization) is parallel to the non-periodic dimension of the structure. The overlap of complete gaps of E and H polarizations is called a complete absolute band gap. In our model, we suppose that the length of the columns is infinite. The filling factor $\beta$ is defined as the fractional cylinder volume in the total volume. For the triangular structure of air cylinders, $\beta$ is equal to the air filling factor $\beta_{\text{air}}$, whereas for the graphite structure of dielectric rods, $\beta = 1 - \beta_{\text{air}}$. In both cases, $a$ is the distance between the first neighbor rod axes and the normalized frequency is defined as $\omega a/2\pi c = a/\lambda$. We denote by $E_i$ (respectively $H_i$) the gap occurring between the $i$-th and the $(i + 1)$-th bands of E (respectively H) polarization.

To understand the appearance of absolute PBG when the refractive index of the dielectric material is decreased, we first consider the gap opening as a function of the filling factor at an intermediate value of the dielectric constant $\varepsilon = 8$. In the case of triangular structure only one E polarized gap exists in the vicinity of the large lower H gap. When the refractive index decreases, the gap width decreases and a blue shift of the gap centers is produced. However, it is worth noting that this blue shift is not the same for the gaps of both polarizations. This effect will play a key role in the appearance of the absolute PBGs. In Fig. 1, we present the band structure of the triangular PC of air holes in dielectric material versus $\beta$, for $\varepsilon = 8$. Only one absolute PBG exists in this range, originating from the overlap of $H_1$ and $E_2$ gaps. It exists from $\beta = 0.65$ to 0.83. Its maximum width is 5% of the midgap frequency for $\beta = 0.74$. The midgap normalized frequency is around $\omega a/2\pi c = 0.5$. As, to our knowledge, the fabrication of thin dielectric walls between holes is a real challenge using Reactive Ion Etching (RIE) techniques [13], we consider in the following that maximum $\beta$ that can be obtained is about 70%. Hereafter, this structure will be noted 70%-triangular, and its absolute gap, $T_{70}$. Figure 2 shows the variation of $T_{70}$ as a function of the dielectric.

![Fig. 1. Photonic band gaps of E (dashed lines) and H (solid lines) polarizations vs. filling factor $\beta$ for the triangular structure of air holes in dielectric material with $\varepsilon = 8$. In black are the absolute band gaps due to the overlapping of H and E polarization gaps.](image-url)
constant \( \varepsilon \). \( T_{70} \) opens up at \( \varepsilon = 7.2 \) and its width always increases with \( \varepsilon \). For \( \varepsilon = 20 \), the gap to midgap ratio is 10%. The normalized midgap frequency strongly decreases with \( \varepsilon \), from 0.5 (\( \varepsilon = 7.1 \)) to 0.32 (\( \varepsilon = 20 \)). As a result, \( a \) decreases for a fixed wavelength.

The second structure we have studied is formed by a graphite arrangement of dielectric rods in air. For \( \varepsilon = 8 \), Fig. 3 shows that three absolute PBGs have been found in the frequency range where only one was appearing for the triangular case. G1 and G3 occur for \( \beta \) between 0.3 and 0.4 and G2 for \( \beta \) about 0.2. As for the triangular PC, complete absolute PBGs exist for high air filling factors. The most promising in obtaining absolute PBGs for small dielectric constant (\( \varepsilon < 10 \)) is due to the overlap between \( E_4 \) and \( H_3 \) for \( \beta \) about 35%. It will be noted G1. The evolution of the boundaries of G1 and the corresponding \( \beta \) value that optimizes the gap width with respect to \( \varepsilon \) are presented in Fig. 4. The gap opens up for \( \varepsilon = 6.5 \) and \( \beta = 38\% \) and closes when \( \varepsilon \) goes beyond 20 at \( \beta = 30\% \). The evolution of G1 is more complicated than for \( T_{70} \). This results from the joint action of two mechanisms. Firstly, E and H gaps enlarge with \( \varepsilon \) for both the triangular as well as the graphite structure. Secondly, the gap centers are not varying in the same way for both polarizations, which modifies the overlap of the E and H gaps. This effect is not noticeable for \( T_{70} \) because \( H_1 \) is much larger than \( E_2 \) and contains it over all the variation range of \( \varepsilon \). As a result, \( T_{70} \) has the same width as \( E_2 \) and enlarges with \( \varepsilon \). Concerning G1, the overlap diminishes when \( \varepsilon \) increases and, at large values of \( \varepsilon \), G1 narrows and then closes when \( \varepsilon \) goes beyond 20. This demon-
strates that, if an absolute PBG is needed in low dielectric constant materials, the graphite structure is more suitable. At very low dielectric constants, no absolute PBG is achievable in both triangular and graphite structures, but PBGs for a single polarization still exist.

3. Hexagonal Micocavities A microcavity can be obtained in a PC by inserting a defect in the periodic structure. Here we consider a triangular structure of air holes where we have removed seven holes in order to achieve the hexagonal defect (H2-cavity) shown in Fig. 5. This defect introduces authorized modes within the PBG, and since light cannot propagate inside the PC, it remains confined inside the cavity. For the calculations, we have chosen $n = 2.6$, which corresponds approximately to the refractive index of GaN. As this small index does not generate any absolute band gap for the triangular structure, we have only considered the H-polarized modes. The size of the H2-cavity is small enough to support a small number of modes and large enough to enable an experimental characterization of the modes. The cavity modes and the gap edges were calculated by the plane wave method and a supercell approach [14, 15]. Figure 6 shows the evolution of these modes as a function of the air filling factor. We have classified the cavity modes according to their symmetry using group theory [16], and we have confirmed that each cavity mode belongs to one of the irreducible representations of the group-symmetry $D_{6h}$ of the hexagonal cavity. These irreducible representations are reported in Fig. 6, using the notation of Lomer [17]. The representations that are even (odd) under the inversion operation are labeled with the subscript g (u). In the case of H polarization, all the modes are even.
with respect to the reflection in the plane of periodicity, which is indicated by the superscript +. Doubly degenerated modes are represented by $\Gamma_3^+$ or by $\Gamma_3^{+\prime}$ while others are non-degenerated. Typical magnetic field maps of two modes are displayed in Fig. 7. The cavity modes, which are blue-shifted when the filling factor increases, have similar evolution, except the $\Gamma_2^+$ mode indicated by a dashed line in Fig. 6. This mode is a whispering gallery-like mode as shown in Fig. 7b. Our results demonstrate that this whispering gallery-like mode is much more sensitive to a variation of the filling factor whereas the spectral distance between the other modes is generally kept constant. This can be easily understood if we consider the spatial shape of this mode: it shows that the energy is strongly localized near the edge of the cavity and in the medium between the holes of the first PC row, which explains the stronger influence of the diameter of the holes on the gallery mode. Moreover, the analysis of the field maps shows that the spatial extensions of the cavity modes are generally roughly independent of the filling factor, whereas the gallery mode becomes more and more confined as the holes widen. For small filling factors (small holes) the gallery mode spreads out of the cavity but its
spatial extension is visibly reduced when the filling factor increases. Therefore the faster increase of the gallery mode frequency is due to a larger variation of the spatial extension of this mode.

4. Conclusion To obtain 2D absolute photonic band gaps in the visible using nitrides, the graphite structure of dielectric rods is much more promising than the triangular structure of holes because it allows the existence of absolute band gaps at lower dielectric constant due to is larger number of gaps for E and H polarizations. If a gap is needed for a single polarization, the triangular structure can be used. In the case of an H2-cavity in the triangular structure of holes in GaN a large variety of cavity modes exists. A whispering gallery-like mode is obtained and this mode is much more sensitive to the filling factor.
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We report an experimental evidence of the acceleration of exciton–polaritons propagating in-plane of a semiconductor microcavity in the regime of the ballistic transport. The acceleration is achieved due to the gradient of the thickness of the cavity and results from the reciprocal space filtering effect of the cavity. The wave packet propagating in the cavity plane is constantly filtered by the cavity eigenmode that shifts towards larger wave vectors as the cavity width increases. The theory based on the extended scattering state technique reproduces the polariton transport in a graded cavity with a good accuracy.

Ballistic propagation of mixed exciton–photon states, i.e. exciton–polaritons [1] in a plane of a semiconductor microcavity [2] is a striking manifestation of the photon-induced transport of electronic excitations in solids. Enhanced efficiency of the light–matter coupling and a macroscopic coherence length of the exciton–polaritons in high-quality microcavities allows one to expect pronounced ballistic transport phenomena which are of extreme interest for applications in ultra-fast optoelectronics. First indirect and controversial studies of the in-plane polariton transport in microcavities have been undertaken since the end of 1980s [3, 4], while a direct evidence for such a phenomenon has been obtained quite recently with use of spatially and time-resolved optical spectroscopy [5]. The free-path length of tens to hundreds microns and the typical group velocities of the polaritons of the order of 10⁵–10⁷ m/s have been measured.

Is there any way to alter the velocity of polariton drift in the cavities? This question has a double importance — for optoelectronic applications like optical transistors, and from the fundamental point of view. How far goes the analogy between electrons and photon-like neutral quasi-particles (exciton–polaritons)? Whether the latter ones can be accelerated and which factor plays role of the electric field for them? The present paper addresses these questions and gives an experimental evidence of the acceleration of the coherent polariton drift by the gradient of the thickness of the microcavity.

The basic physics behind the acceleration effect is simple and can be understood from the scheme shown in Fig. 1. It displays the calculated dispersion of the lower
polariton branch of our microcavity structure (described below) as a function of the in-plane coordinate \( x \). As the cavity gets wider, the entire polariton branch shifts towards lower energies. If the energy of the propagating cavity polariton is fixed (which is the case of ballistic transport), its in-plane wave vector \( k_x \) increases with \( x \), so that the polariton group velocity \( v_g = \frac{\partial \omega(k_x)}{\partial k_x} \) increases too.

This over-simplified picture of acceleration is incomplete if one does not address the wave vector conservation problem. We remark that in the discussed regime of the coherent ballistic transport there is no scattering of exciton–polaritons in the cavity plane. Thus, \( k_x \) must be conserved, which is in visible disagreement with the above scheme.

The controversy is resolved if one takes into account that the polaritons propagating in the plane of the cavity represent the wave packets containing harmonics characterized by a continuous spectrum of \( k_x \). The weight \( g(k_x) \) of each harmonic in the wave packet initially is given by the form of the incident pulse \( f(x) \),

\[
    g(k_x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx f(x) \exp(-ik_xx). \tag{1}
\]

As the wave packet starts to propagate in the plane its shape in the reciprocal space is modified due to the filtering effect of the cavity mode. Namely, harmonics characterized by \( k_x \) different from the \( k_x \) of the cavity mode at the given frequency and given coordinate are being suppressed (reflected), while those resonant with \( k_x \) of the cavity mode propagate freely. Thus, the cavity works as a spatially distributed filter in the reciprocal space. The shape of the propagating wave packet experiences continuous changes while moving along the sample, so that the role of harmonics characterized by large values of \( k_x \) increases, and the group velocity of the entire wave packet increases.

Below we present the experimental evidence of this phenomenon by means of time- and spatially-resolved spectroscopy.

We excite resonantly the lower branch of the exciton–photon coupled modes with 1.5 ps long pulses coming from a Ti-sapphire mode-locked laser. The sample maintained at low temperature (9 K) represents a \( \lambda \) GaAs microcavity with a 8 nm thick In\(_{0.06}\)Ga\(_{0.94}\)As quantum well located at the antinode of the electromagnetic field. The Bragg reflectors are made of 26 and 22 pairs of AlAs/Al\(_{0.1}\)Ga\(_{0.9}\)As quarter-wavelength layers, giving a calculated photon lifetime of 14 ps. The vacuum field Rabi splitting is \( \Omega_R = 3.6 \text{ meV} \). The sample has a thickness gradient along the \( x\)-axis, so that the bare cavity mode energy derivative over \( x \) obtained from the spatially resolved luminescence spectra is

\[
    \frac{\partial E_c}{\partial x} = 0.135 \text{ eV/cm}. \tag{2}
\]

The exciton resonance energy in the quantum well is \( E_{\text{ex}} = 1.4765 \text{ eV} \).
The laser beam is focused on the sample at normal incidence with a 80 mm focal length lens so that the diameter of the spot on the sample is about 35 μm. The averaged excitation power is maintained below 100 nW which corresponds to about 2.5 × 10^7 excitons/cm^2. The light coming from the sample is collected by the same lens and focalized by a second lens on the entrance slit of a monochromator and time dispersed by a synchroscan streak camera. It is very essential to note that we excite at normal incidence, i.e. the average in-plane wave vector of the incident pulse is zero.

The experimental procedure is as follows. In the focus mode (i.e. using the streak camera without temporal scanning), we mask the reflected beam and we put the grating at first order. We adjust the laser wavelength so that the secondary emission (Rayleigh scattering plus photoluminescence) is maximum (resonance condition). Then we suppress the mask on the reflected beam, we turn the grating at zero order, we open the entrance slit of the monochromator to maximum and we use the streak camera in the synchroscan mode. We then observe the displacement of the emission source as a function of time.

The traces obtained for different detunings $\delta = E_c - E_x$ are shown in Fig. 2a. Since we do not mask the reflected beam, the light which comes from the sample is mostly the reflection of the laser beam. We check with a 4 mm diameter aperture that the emission is in the specular direction. At very short times we see a very intensive spot which is due to the reflection by the free surface of the sample and then a tail which is caused by the reflection by the microcavity itself. The intensity of the reflected signal decreases with a decay time which corresponds to the photon lifetime in the cavity. This tail has a velocity which is nearly zero at the early times and then increases with time achieving a value about $2 \times 10^6$ m/s.

In the case of negative or zero detuning, the polaritons propagate as a unique beam (sometimes there are one or two other weak traces as shown in Fig. 2a). This shows that polaritons are very little scattered and that they keep their coherence in agreement with the fact the emission is in the specular direction. The coherence time is only limited by their lifetime in this case. For positive detuning, the intensity of the polariton beam is much smaller, that means that the most part of polaritons is scattered towards the reservoir. The role of detuning is quite clear in light of the model of the cavity-filtered polariton drift described above. In the case of the positive detuning the lower polariton branch is exciton-like. The polariton group velocity is very small in this case. Contrary, in case of negative detuning, the fast photon-like polaritons are excited, that results in a large in-plane group velocity of the wave packet.

We model these experiments using the scattering state technique described in Ref. [6]. We chose the incident pulse in the form

$$f(\omega, x) = j(\omega) \exp \left( -\left( \frac{x}{A} \right)^2 \right), \quad \text{(3)}$$

where $j(\omega)$ is the spectral function of the incident pulse taken as a Gaussian function in our case. We have taken $A = 30 \mu m$. The time-resolved $x$-dependent reflection coefficient is given by

$$R(x, t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} j(\omega) \exp (-i\omega t) \left( \int_{-\infty}^{+\infty} g(k_x) r(x, \omega, k_x) \exp (i k_x x) \, dk_x \right) \, d\omega, \quad \text{(4)}$$
with $r(x, \omega, k_z)$ being the reflection coefficient of the structure calculated at the given coordinate $x$ for the light characterized by the frequency $\omega$ and the in-plane wave vector $k_z$. We have calculated it taking into account the exciton inhomogeneous broadening as described in Ref. [7]. The function $g$ is given by Eqs. (1) and (3). This formalism neglects the scattering of light due to the in-plane gradient of the cavity and is valid for the in-plane coordinate range given by

$$|x| \ll \frac{E_c}{\partial E_c/\partial x},$$

where $x = 0$ denotes the center of the incident light spot. As one can see from Eq. (2), the criterion (5) is largely satisfied in our case.

Figure 2b shows the calculated time- and spatially-resolved intensity of the reflected light for the experimental configuration of Fig. 2a. One can see a fairly good agreement between simulation and the experimental data. This is an additional evidence that the observed acceleration effect is purely due to the $k$-space filtering of the coherent ballis-
tic polariton drift, and does not involve any substantial diffusion of the polaritons. The only important deviation between theory and experiment is that the experimental light spot becomes narrower in space as time increases, while the linear theory predicts the opposite tendency. This might be a manifestation of a nonlinear effect like a self-induced transparency, that needs, of course, further experimental verification.

In conclusion, let us list a few essential consequences of the present experimental finding.

(i) Since the emission comes from the specular direction, the polaritons we observe stay in phase. The decay time of this emission is then an easy way to measure the dephasing time $T_2$ of the polaritons. At large negative detuning, it yields the cavity photon lifetime. However, due to their movement even if they are excited at normal incidence, one has to check carefully that the polaritons do not move out of the detected zone which would shorten the apparent decay time.

(ii) The thickness gradient induces a movement of the polaritons in real space and also in $k$-space. For this reason after some ten picoseconds, the in-plane $k$-vector increases up to about $10^8$ cm$^{-1}$. This explains the time behavior of the intensity observed in the experiments of Ref. [5]. In these experiments, the resonant excitation of the cavity polaritons has been done with average $k_x \neq 0$ and $k_y = 0$ and the reflected beam is stopped by a 4 mm wide mask in the collimated beam region. Since the cavity thickness gradient is in the $y$-direction, after 10–20 ps, the $k_y$ component is no more zero and the reflected beam from the cavity does not hit the mask any more and one can see the reflected beam on the streak camera.

(iii) The observed strong acceleration of the in-plane motion of exciton–polaritons allows us to expect the optical Doppler effect which might be detected in the secondary emission spectra.

Finally, here we reported the first experimental evidence of the acceleration of a ballistic transport of exciton–polaritons in a plane of a graded semiconductor microcavity.
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Stimulated photoluminescence of the lower polariton in CdTe microcavities is studied at low temperature, using nonresonant excitation. The stimulation threshold is found to be independent of the number of quantum wells in the microcavities, which rules out the stimulation model based on population inversion of either localized excitons or electron–hole plasma. On the other hand, the bosonic final state stimulation process, or boson effect, is clearly evidenced by tuning the lower polariton to one LO phonon below the exciton reservoir. For detunings closer to zero, the stimulation is dominated by another physical mechanism, that could be the exciton–exciton scattering into the upper and lower polariton states.

Cavity polaritons are two-dimensional eigenstates of semiconductor microcavities which result from the strong coupling between cavity photon modes and excitons in embedded quantum wells (QWs) [1]. Due to their mixed photon–exciton nature, they acquire some of the photon features which markedly differ from those of excitons. For example, the strong in-plane dispersion of cavity modes gives rise to an in-plane polariton effective mass of about \(10^{-4} m_0\), and correspondingly, a density of states reduced by four orders of magnitude as compared to excitons. This would favor collective effects for densities well below the exciton saturation density, and the purpose of this paper is to discuss evidence of such phenomenon in CdTe-based microcavities.

Samples used are grown by molecular beam epitaxy on Cd\(_{0.85}\)Zn\(_{0.15}\)Te substrates. They consist of 2\( \lambda \) Cd\(_{0.40}\)Mg\(_{0.60}\)Te cavities containing various numbers of CdTe QWs, \( N = 1, 2, 4, 6, 8, 12, 16, 24 \). Depending on the samples, QWs are about 50 to 70 Å thick, yielding fundamental (heavy-hole) exciton energy \( E_X \approx 1.67 \) eV and binding energy \( E_{B_X} \approx 20–25 \) meV. The top and bottom cavity mirrors are distributed Bragg reflectors made of seventeen and twenty pairs of Cd\(_{0.75}\)Mn\(_{0.25}\)Te/Cd\(_{0.40}\)Mg\(_{0.60}\)Te \( \lambda /4 \) layers, respectively. Rabi splittings vary from 7.8 meV for the \( N = 1 \) microcavity to 29 meV for the \( N = 24 \) microcavity.

We have previously shown that the lower polariton photoluminescence (PL) can be stimulated by nonresonant excitation with a threshold density about two orders of magnitude smaller than the exciton saturation density [2]. In this work, we investigate the influence of two parameters controlling this stimulated PL, namely the number \( N \) of QWs and the detuning \( \delta = E_C - E_X \) between the cavity mode energy \( E_C \) and the QW exciton energy \( E_X \).
Figure 1 shows the excitation density absorbed by microcavities at threshold as a function of their number of QWs (there is no data for the $N=1$ microcavity since it only exhibits stimulation in the weak coupling regime). The PL is excited at 1.8 eV, in the QW exciton continuum and below the barrier energy bandgap. Because the QW absorption is very weak at this photon energy ($\alpha \approx 1\%$), this nonresonant excitation insures a uniform pumping of QWs in microcavities. Thus, the absorbed excitation is obtained by multiplying the excitation incident upon the sample by $\alpha N$. All measurements are done for the detuning $\delta = 0$ which corresponds to the most favorable condition for the PL stimulation (see below). As shown in Fig. 1, the total absorbed excitation at threshold does not depend at all on the number of QWs and the Rabi splitting. This remarkable behavior is not consistent with the localized exciton model proposed by Fan et al. [3] to explain the PL stimulation they observed in the strong coupling regime of GaAs microcavities. In this model, the stimulation results from the population inversion of localized exciton states that are in resonance with the lower polariton state. Since the total number of localized states varies with the number of QWs and the Rabi splitting, the stimulation threshold should vary, as commonly observed for the population inversion of the electron–hole plasma in multi-QW lasers [4]. Thus, from the fact that the number of QWs has no influence on the stimulation condition we rule out the localized exciton model as well as the electron–hole plasma model, and conclude that polaritonic effects should be involved.

Stimulated PL in the strong coupling regime can also be explained in terms of the boser model [5]. Consider a microcavity excited by a nonresonant external pump. The created electron–hole pairs form a reservoir of hot excitons with large in-plane wave vectors $k_{\parallel}$ that will relax down into the lower polariton state with $k_{\parallel} = 0$ by multiple emissions of phonons. Due to the bosonic nature of excitons and polaritons, the relaxation rate is enhanced by the occupancy of the final state, resulting in stimulated scatterings into the lower polariton state at $k_{\parallel} = 0$ when its occupancy is of the order of one. This is the so-called boser effect [5] whose threshold should strongly dependent on the polariton–exciton energy splitting, or similarly on the cavity–exciton detuning. We have carefully measured the variation of the threshold with detuning, and the results for the 16-QW microcavity are plotted in Fig. 2. It is shown that stimulated PL is observed for
a wide range of detunings, and not only limited to some negative detunings as in GaAs microcavities [3, 6]. In fact, all our microcavities display a similar detuning dependence, the lowest threshold being obtained for \( \delta \approx 0 \), regardless of the number of QWs and the Rabi splitting. Among the various stimulated scatterings recently discussed by Tassone and Yamamoto [7], the exciton–exciton scattering into the upper and lower polariton state could qualitatively explain most of our results. First, the minimum threshold for \( \delta \approx 0 \) can be accounted for by the fact that the exciton reservoir is then halfway between the upper and lower polariton states, so that most excitons can satisfy the conservation of energy and momentum in the scattering process,

\[
X_1(E_X, k_1) + X_2(E_X, -k_1) \rightarrow UP(E_X + \Omega/2, 0) + LP(E_X - \Omega/2, 0),
\]

where \( X_1 \) and \( X_2 \) are two exciton states of the reservoir, \( UP \) and \( LP \) the upper and lower polariton states at \( k_1 = 0 \), respectively. Second, only “hot” excitons at \( \sim E_X + \delta \) will contribute to the scattering for positive detunings, which could explain why there is no stimulation beyond some positive detuning as shown in Fig. 2. Third, the above discussion remains valid whatever the Rabi splitting value. However, we should emphasize that, in contradiction to Eq. (1), no stimulated PL of the upper polariton has been observed simultaneously with that of the lower polariton. A plausible explanation is that the upper polariton can be strongly scattered back to exciton states because of the huge difference between their densities of states. Further PL studies at high temperature could clarify this issue.

Another remarkable result in Fig. 2 is the sharp minimum observed for \( \delta \approx -15 \) meV. It can be most easily understood by a closer look at the microcavity in-plane dispersion. Figure 3 displays the polariton–exciton dispersion of the 16-QW microcavity calculated within the two-oscillator model [1], \( \delta = 15 \) meV, and using the following parameter values: detuning \( \delta = -15 \) meV, Rabi splitting \( \Omega = 26 \) meV, \( m_e = 0.096 \), \( m_h = 0.72 \) for the electron and hole in-plane masses, respectively, \( n = 2.875 \) for the cavity refractive index. The dotted lines represent the uncoupled cavity photon mode and the dark exciton states, and the solid lines are the upper and lower polariton states (the lower polariton state is 1/4 exciton and 3/4 photon for this detuning value). Due to the bottleneck effect [7], a large exciton population is distributed over the range of
$k_\parallel \approx 10^{-2} \text{ Å}^{-1}$. Our calculations show that, for the detuning $\delta = -15$ meV, this exciton reservoir is just one LO phonon (about 21.4 meV in bulk CdTe) above the lower polariton state at $k_\parallel = 0$. Therefore, excitons in the reservoir can directly relax to the final polariton state by emission of a single LO phonon, with a rate much higher than with acoustic phonons, as recently demonstrated in a GaAs microcavity by Paul et al. [8]. To our knowledge, the relaxation rate of LO phonons is not known in CdTe, but in ZnSe QW it is found to be on the subpicosecond timescale [9]. This is on the order of the polariton radiative lifetime in our microcavities, so that a high occupancy of the lower polariton state could be induced. Therefore, we assign the sharp threshold minimum around $\delta = -15$ meV to a broader effect mediated by the relaxation of LO phonons. It is qualitatively different from the stimulated polariton–polariton scattering recently demonstrated in GaAs microcavities [10], since in the latter case a population of $k_\parallel = 0$ lower polaritons has to be externally injected in order to initiate the final state stimulation process.

In conclusion, we have studied the stimulated PL of the lower polariton in CdTe microcavities at low temperature, using nonresonant excitation. The stimulation threshold, in terms of total absorbed excitation, is found to be independent of the number of quantum wells, which rules out the localized exciton model and the electron–hole plasma model. Several stimulation mechanisms are revealed by the detuning study. The LO phonon relaxation mechanism is unambiguously evidenced for a narrow range of negative detunings. For detunings close to zero, the stimulation is dominated by another mechanism, possibly the exciton–exciton scattering into the upper and lower polaritons [7]. In any case it cannot be the acoustic phonon relaxation mechanism [5, 6] since the expected threshold should be higher than for the LO phonon relaxation mechanism. Our study suggests that the combined use of multi-QW microcavities and wide bandgap semiconductors with stronger excitonic effects, such as ZnSe, ZnO, or GaN, could open the way for boson quantum statistic effects at room temperature.
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We have demonstrated an original approach for fabricating microcavities in GaN grown on Si. Holes are etched in the Si substrate and highly reflective dielectric mirrors are deposited on both front and back sides. The cavity has been optically characterized and the results validate our approach.

Thanks to sophisticated deposition or growth methods, vertical cavities (i.e. along the growth direction) can be made much shorter than horizontal cavities. As a first result, the density of optical modes (especially longitudinal modes) can be made much smaller in vertical cavities than in classical cavities. Second, the field–matter coupling can be made stronger in vertical cavities. From the physical point of view, both effects lead to the possibility of achieving structures where interesting physical phenomena can occur (strong coupling regime [1], excitonic polariton [2], vertical motional narrowing [3, 4], boser effect [5, 6]). From the device point of view, the optical mode reduction is the main interesting effect that leads to an increased external light coupling efficiency, an increased emittance and a better monochromacity in cavity LEDs. In VCSELs, it gives rise to longitudinal single mode operation (in addition the small cavity volume and the vertical geometry lead to a low threshold current and on wafer testing, respectively). These devices are currently gaining wider acceptance for communication in the near infrared spectral range (for instance 850 and 1300 nm). In the visible range, applications go from monochromatic LEDs for displays to VCSEL arrays for parallel optical storage or printing. GaN has undoubtedly proven that it is the best current candidate for blue LEDs and lasers [7]. Developing vertical cavity GaN devices is the next step [8, 9]. In addition to device applications, the physics of light–matter coupling in nitrides also appears very exciting due to the strong exciton binding energy and the strong oscillator strengths [10] allowing for the observation of a strong coupling regime at high temperature.

The fabrication of microcavities requires the deposition of high reflectivity mirrors on both sides of the active region. The mirrors can be grown by epitaxy or by dielectric deposition. In general, dielectric mirrors have a larger reflectivity with a smaller number of periods than epitaxial mirrors due to the larger index contrast available, and their fabrication is faster and easier than that of epitaxially (MBE or MOCVD) grown mirrors [11, 12]. This is particularly true in the case of GaN where the index contrast
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available in the GaN/AlN system is about 0.4 and 35 GaN/AlGaN pairs are needed to achieve a modest 0.96 reflectivity [13]. While top mirrors are easily deposited on the GaN surface, the fabrication of bottom dielectric mirrors is more complicated. A first solution consists in bounding the epitaxial layer to a host substrate and removing the initial substrate by various techniques such as plasma or chemical etching, laser lift off [14, 15]. Then, the mirror can be deposited on the bottom of the active layer. This, however, requires sophisticated techniques. Our approach is simpler: we keep the initial substrate as a mechanical support and remove the substrate only locally by classical reactive ion etching techniques. As a result, via holes are etched in the substrate leading to the formation of self-supported membranes of GaN, as shown in Fig. 1.

Such an approach would be very difficult on sapphire due to its high chemical stability. We used a 1.8 μm thick GaN layer grown on Si by MBE. GaN grown on Si (111) has been shown to be of comparable quality to that of GaN grown on sapphire. Via holes (diameter of 250 μm) were defined in the silicon by lithography and reactive ion etching (RIE) with SF₆. The filling factor of the photolithography mask was about 15% (15% of the Si was removed). Due to the good mechanical properties of Si, much higher filling factors are possible, although we did not investigate this point yet. Thus, the via hole diameter and density are compatible with the fabrication of LEDs or VCSELs. About 10% only of the self-supported membranes were broken during the process (non-optimized first process), probably due to cracks present in the GaN layer grown in tension on Si. Improving the layer quality, reducing the via hole diameter and optimizing the process will lead to higher yields.

We measured the optical transmission through the GaN membrane at 300 K. We observed interference at below gap energies which we use to deduce the membrane thickness; we found 1.8 μm, which is exactly the initial GaN thickness. This shows that the selectivity of the RIE process is excellent and allows to completely remove the silicon without etching the GaN film, making the process reliable. In addition, we measured the GaN residual absorption below the gap. We then measured the photoluminescence (PL) from the front and back sides at low temperature (Fig. 2). On the front side, there is no difference between the PL from the membrane and from outside the membrane, showing the front side is not affected by the process. The PL from the membrane back side is degraded compared to that of the front side, which in our opinion, is largely due to the initial layer quality. Indeed, the same difference is observed in GaN grown on sapphire, where both front and back side PL can be measured easily. Assuming that the PL in Fig. 2 is dominated by the D³X line, the back side PL peak

---

![Fig. 1. Schematics of the dielectric mirror microcavity fabrication](image-url)
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Fig. 2. PL spectra (in arb. units) at 10 K of GaN grown on Si (111), with excitation and collection on the top or bottom side.

Energy (3.467 eV) indicates a very weak strain while the front side PL peak energy is 3.455 eV, indicating a strong tensile strain [16] (as expected for GaN on Si). It is, however, not clear whether this difference is due to the via hole etching process or not. More precisely, we do not know whether the back side GaN is already relaxed before removing the Si substrate. Finally, we observe a strong donor-acceptor pair line at 3.27 eV (380 nm) in the back face PL which we will use as the emitting line of the microcavity. In this region, GaN remains quite transparent, hopefully leading to a high finesse cavity. Of course, in the future, we will use blue emission from InGaN/GaN quantum wells and work in an even higher transparency region. Then, we deposited TiO$_2$/SiO$_2$ dielectric mirrors (four pairs) on both sides. Mirrors were designed with a maximum reflectivity at 380 nm, and the cavity length was adjusted by deposition of a thin TiO$_2$ layer so as to present a transmission peak at 380 nm.

We measured the cavity optical transmission. As can be seen in Fig. 3, the transmission spectrum shows oscillations the amplitude of which is damped as the wavelength decreases. We do not really observe the cavity peaks in the mirror stop band. At 380 nm, the transmission is very small. Many factors can explain this result: first, the

![Transmission graph](Image)

Fig. 3. Experimental and calculated cavity transmission. The simulation includes the GaN dispersion and the residual absorption, and a 15 nm RMS roughness. $T = 300$ K.
residual absorption and index dispersion in GaN; second, thickness non-uniformities; third, residual absorption and index dispersion in TiO$_2$ (that strongly depends on the deposition process). Let us note that the first two factors are very important here as the GaN film is very thick (1.8 μm corresponds to 26 λ/2, which makes this cavity a macrocavity rather than a microcavity). We performed an optical simulation including the GaN index dispersion [17], the residual absorption deduced from our optical transmission measurements through the bare GaN membrane and the thickness non-uniformity (a Gaussian distribution with a typical roughness of 15 nm was assumed). The result is shown in Fig. 3, the agreement with the experimental result is satisfactory. Finally, we measured the cavity PL at 4 K, with excitation and the collection from the back side. The PL signal was very weak due to the strong absorption of the pump (HeCd at 325 nm) in the TiO$_2$ layers. The result is shown in Fig. 4 and compared with the initial GaN PL spectrum. The PL is clearly modified by the presence of the cavity. The changes cannot be explained by the simple filter effect of the bottom mirror (the mirror transmission is shown in the figure). On the contrary, Fig. 4 shows that the cavity spectrum closely follows the cavity transmission spectrum, indicating that the emission is modified by the microcavity. In particular, the emission around 430 nm already visible in the PL spectrum of the back side membrane (it is a mixture of the LO phonon replica at higher energy and of a very broad defect related band centered at 600 nm) is increased by the cavity. The microcavity effect remains however limited due to the poor cavity factor $Q$. Note that the transmission was measured at 300 K while the PL was recorded at 10 K, explaining that the agreement between both measurements is only qualitative.

The origins of the observed limitations have been understood and the following changes should lead to much better results: first, the emission line will be at longer wavelength (we will add InGaN quantum wells), thus avoiding the absorption and dispersion of GaN, and also TiO$_2$. Second, the GaN thickness will be considerably reduced. As a result, we should get a much larger transmission coefficient (>0.5) at the

![Graph showing photoluminescence and transmission as a function of wavelength.](image)

**Fig. 4.** Photoluminescence at 10 K of the cavity, compared with the initial GaN PL spectrum. The bottom mirror and cavity transmission curves show that the difference between the PL spectra is due to a cavity effect.
emitting wavelength and a PL spectrum dominated by the InGaN emission line with a linewidth imposed by the cavity, i.e. much smaller than the initial InGaN linewidth. The fabrication of new structures that include these changes is under way.
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Time-resolved optical characterization is an indispensable tool to study the recombination mechanisms of excitons and/or carriers based on radiative, non-radiative, localization and many-body processes. In this paper, we review the instrumentation of various spectroscopic techniques for the assessment of InGaN-based semiconductors such as time-resolved photoluminescence (TRPL), time-resolved electroluminescence (TREL), transient grating (TG) method to probe photothermal processes, microscopic TRPL using optical microscope, submicroscopic TRPL using scanning near field optical microscopy (SNOM) and pump-and-probe spectroscopy for the measurement of transient absorption/gain spectra. The obtained results are cited in the references.

1. Introduction Time-resolved spectroscopy is a useful technique to evaluate the optical properties of semiconductors. As for GaN-based semiconductors, targets as photonic devices can be classified in three subjects.

The first subject is to achieve efficient light emitting diodes (LEDs). Typical blue or green LEDs commercially available show an external quantum efficiency ($\eta_{\text{ext}}$) of about 10% [1, 2]. However, further improvement of the efficiency is desired to extend the application area of LEDs, such as a replacement of light bulb or fluorescent lamp (vacuum tubes) by LEDs (solid state devices). Luminescence spectroscopy reveals that performances of LEDs at room temperature (RT) are still limited by non-radiative recombination processes, and that it should be possible to achieve $\eta_{\text{ext}} > 40\%$ if the pathway to the non-radiative recombination centers is eliminated sufficiently. Therefore, it is very important to assess the mechanism of both radiative and non-radiative processes in order to clarify a key to get higher efficiency.

The second subject is related to the laser diodes (LDs). Since the first operation of LD has been demonstrated at 400 nm under a continuous wave (CW) mode at RT [3], the device lifetime has been made good progress, and at current stage the maximum operation time is estimated to be 10000 h [4]. However, the tuning wavelength for the stable continuous wave (CW) operation of LDs is currently in the range between 376 nm [5] and 450 nm [6], which is much narrower than that of LEDs due to the dramatic increase of $I_{\text{th}}$ with increasing emission wavelength from 420 to 450 nm. This
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may be because internal electric field [7] is so large in In-rich active layers that the oscillator strength between electron and hole is suppressed, and/or because the optical gain cannot be generated sufficiently due to the limited number of density-of-states caused by the effect of localization [8–16]. Further breakthrough is therefore required to realize pure blue and green LDs using In_{x}Ga_{1−x}N-based semiconductors. Such targets can be facilitated by well-understanding the emission mechanism, as well as by the well-designing of the LD structures.

The third subject is related to the development of new photonic devices besides LEDs or LDs utilising ultrafast phenomena or optical nonlinearity.

For such purposes, it is essential to understand the recombination mechanism by assessing the dynamical behavior of excitons and/or carriers based on radiative, non-radiative, localization and many-body processes, and then to make a positive feedback to the fabrication of photonic devices.

In this paper, instrumentation of time-resolved spectroscopy developed by our group is reviewed for the assessment of recombination dynamics in In_{x}Ga_{1−x}N-based semiconductors.

2. Instrumentation of Time-Resolved Spectroscopy
2.1 Time-resolved photoluminescence (TRPL) Figure 1 shows the experimental apparatus for the time-resolved photoluminescence (TRPL). Pulsed photo-excitation for the TRPL is provided by the frequency doubled (2ω) or frequency tripled (3ω) beams of a mode-locked Al_{2}O_{3}:Ti laser (ω) which was pumped by Ar+ laser. It is possible to make a selective excitation to In_{x}Ga_{1−x}N active layers by using a frequency doubled beam whose tuning range is from 350 to 530 nm. Two types of pulse width, 1.5 and 100 fs can be selected by adjusting the optics in Al_{2}O_{3}:Ti laser. The pulse width of 1.5 ps is suita-
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Fig. 1. Experimental apparatus for time-resolved photoluminescence
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...ble for the TRPL measurement if monochromaticity is needed for photoexcitation. The repetition rate of the laser is 80 MHz whose time interval is 12.5 ns. It can be reduced to 4 MHz by an acousto-optic (AO) modulator in order to avoid multi-excitation depending on the decay times. The detection is performed by means of a fast scan streak camera in conjunction with monochromator using gratings whose grooves are 100, 300 and 1200 lines/grooves. Time-resolution for the detection is about 2 ps.

The transient luminescence intensity obtained by the data of TRPL shown in Fig. 2 is generally expressed by the following equation as a function of time after excitation:

\[ I(t) = I_0 \exp \left( -\frac{t}{\tau_{PL}(T)} \right) \]  

where \( \tau_{PL}(T) \) is the decay time of luminescence at a given temperature \( T \) in K. The inverse of \( \tau_{PL}(T) \) is the sum of three different types of transition probability,

\[ \frac{1}{\tau_{PL}(T)} = \frac{1}{\tau_{\text{rad}}(T)} + \frac{1}{\tau_{\text{non-rad}}(T)} + \frac{1}{\tau_{\text{trans}}(T)} \]  

where \( \tau_{\text{rad}}(T) \) and \( \tau_{\text{non-rad}}(T) \) denote the radiative and non-radiative lifetimes, and \( \tau_{\text{trans}}(T) \) is the transfer time toward lower-lying energy levels. If radiative recombination occurs at the bottom of energy levels, the term of the transfer time can be neglected so that the equation is simplified as shown below.

The internal quantum efficiency \( \eta_{\text{int}}(T) \) of the emission can also be written in terms of \( \tau_{\text{rad}}(T) \) and \( \tau_{\text{non-rad}}(T) \), where

\[ \frac{1}{\tau_{PL}(T)} = \frac{1}{\tau_{\text{rad}}(T)} + \frac{1}{\tau_{\text{non-rad}}(T)}, \quad \eta_{\text{int}}(T) = \frac{\tau_{\text{non-rad}}(T)}{\tau_{\text{rad}}(T) + \tau_{\text{non-rad}}(T)}. \]  

![Diagram showing transient of PL intensity at a certain wavelength, PL lifetime, and PL spectrum at a certain time after excitation.]

Fig. 2. Typical data obtained by time-resolved photoluminescence spectroscopy
Therefore, it is possible to estimate the temperature dependence of radiative and non-radiative lifetimes, by monitoring both $\tau_{\text{PL}}(T)$ and $\eta_{\text{int}}(T)$. However, it is generally difficult to measure the $\eta_{\text{int}}(T)$ value directly by experiment.

$\tau_{\text{non-rad}}(T)$ can be expressed by the following equation:

$$\frac{1}{\tau_{\text{non-rad}}(T)} = n_{\text{th}} \sigma N_i,$$

(5)

where $n_{\text{th}}$, $\sigma$, and $N_i$ denote the thermal velocity, cross section captured to non-radiative recombination center (NRC), and the density of NRC, respectively. There is a case where the non-radiative recombination process can be ignored, if the crystal quality is relatively good ($N_i$) and the measurement is done at sufficiently low temperature. In fact, we sometimes see the temperature dependence of luminescence intensity $I(T)$, where $I(T)$ is constant ($I(T) = I_C$) in a low temperature region ($T < T_C$), and then decreases gradually with increasing temperature ($T > T_C$). In such a case, it can be assumed that internal quantum efficiency is nearly equal to unity at temperature below $T_C$, so that the luminescence decay time in this temperature range corresponds to the radiative lifetime. If necessary, validity of such an assumption can be tested by means of the detection of photothermal processes as described in Section 2.3. Then, the internal quantum efficiency can be expressed by $\eta_{\text{int}}(T) = I(T)/I_C$, and both radiative and non-radiative lifetimes at temperature above $T_C$ can be given by the following equations [17]:

$$\tau_{\text{rad}}(T) = \tau_{\text{PL}}(T) \frac{I_C}{I(T)},$$

(6)

$$\tau_{\text{non-rad}}(T) = \tau_{\text{PL}}(T) \frac{I_C}{I_C - I(T)}.$$

(7)

The temperature dependence of radiative lifetimes reveals the dimensionality of excitons [18, 19]. The dynamical behaviour of excitons based on localization, radiative and non-radiative recombination processes has been studied in In$_x$Ga$_{1-x}$N-based light emitting devices. It was found that excitons were weakly localized mainly due to the small fluctuation of alloy content if the In alloy content was less than about 10%. The depth of exciton localization grew with increasing In content, and the self-formation of deep localization centers was observed in the sample with $x > 20\%$ [9, 13]. In such highly localized samples almost no temperature dependence of radiative lifetimes was observed suggesting the zero-dimensional feature of excitons [14, 15].

2.2 Time-resolved electroluminescence (TREL)

Even if there is no short-pulse laser system, the luminescence dynamics can be assessed by applying pulsed voltage across p-i-n junction. Figure 3 shows the time-resolved electroluminescence (TREL) system [20, 21]. The pulse width and repetition rate of voltage applied to LEDs are 8 ns and 4 MHz, respectively. The condition of impedance matching can be attained with a variable resistor by minimizing the reflected current pulse monitored by a fast digital oscilloscope. Although the pulse width of applied voltage is rather broad, a time resolution of about 500 ps can be achieved by deconvoluting the current-pulse signal with the transient EL signal monitored by the streak camera. Recent progress of experimental technique has led to the TREL measurement using a pulse generator with pulse width of 150 ps.
2.3 Transient grating (TG) method to probe photothermal processes The heat dynamics generated by non-radiative recombination processes can be assessed by measuring the photo-induced refractive index change (Δn) by using the transient grating (TG) method based on third-order nonlinear spectroscopy [22–24]. The experimental set-up of the excitation and probe beams of the TG method are shown in Fig. 4. A frequency tripled beam of Nd: YAG laser (355 nm) was used for excitation. The interference pattern is created by crossing two excitation beams with an angle θ in the sample materials. The fringe spacing A is given by

$$A = \frac{\lambda_0}{2 \sin \left(\frac{\theta}{2}\right)}$$  

(8)
Then, the light intensity in the crossing region is modulated as follows:

\[ I(x) = \frac{I(1 + \cos qx)}{2}, \]  

where \( q \) is the grating vector given by

\[ q = \frac{2\pi}{A}. \]  

The densities of carriers and/or excitons are modulated along this optical grating (population grating). The excited area releases the heat by the non-radiative recombination of carriers and/or excitons and the temperature of the sample is modulated (thermal grating). The refractive index \((n)\) and the absorbance \((k)\) of the materials are also modulated by these gratings. Such modulation of optical properties \((\Delta n, \Delta k)\) are similar to the refractive grating. A probe beam from a He–Ne laser (633 nm) was partly diffracted (TG signal) by these gratings. The intensity of the TG signal can be written by

\[ I_{TG} = \alpha \Delta n^2 + \beta \Delta k^2, \]

where \( \alpha \) and \( \beta \) are constants. The TG signal was detected by a photomultiplier tube after isolation from the probe light with a pinhole and a glass filter, recorded with a digital oscilloscope, and analyzed with a microcomputer.

2.4 Microscopic TRPL using optical microscope In order to assess the correlation between PL lifetimes and macroscopic dislocations, TRPL spectroscopy with micron spatial resolution [25, 26] was performed on the epitaxially laterally overgrown GaN (ELO-GaN) and In\(_{x}\)Ga\(_{1-x}\)N quantum wells (QWs) grown on ELO-GaN [25] by using the apparatus as shown in Fig. 5. The beam is focused down to the size of about 1 \( \mu m \) using air-gapped object lens made of quartz. The fluorescence image can be observed by an optical microscope in conjunction with a CCD camera, and be detected through

![Diagram](image-url)  

Fig. 5. Time-resolved photoluminescence with spatial resolution of about 1 \( \mu m \)
an UV-optical fiber in order to measure TRPL using the system shown in Fig. 1. It was found that threading dislocations act as non-radiative recombination centers, but they are not the factor to limit the internal quantum efficiency at RT [25]. The dependence of dislocation density on $r_{PL}$ for In$_x$Ga$_{1-x}$N QWs became less dominant with increasing In mole fraction ($x$ value) [27]. This result suggests that the capture cross sections of non-radiative recombination centers are greatly reduced once excitons are trapped at deep localization centers in In-rich In$_x$Ga$_{1-x}$N active layers [9].

2.5 Submicroscopic TRPL using scanning near field optical microscopy (SNOM) If the TRPL with nanoscopic spatial resolution could be achieved, five-dimensional (5D) data composed of space, wavelength and time would give us a more clear view on the correlation between nanoscopic structures and macroscopic optical properties. We have recently performed the first PL imaging of an In$_x$Ga$_{1-x}$N-SQW-based LED structure using scanning near field optical microscopy (SNOM) under illumination-collection mode, where photo-excitation and the PL probing are performed using the same fiber tip as shown in Fig. 6 [28].

This was achieved by tailoring the tapered structure of fiber tip composed of a pure SiO$_2$ core to transmit UV light with low transmission loss, and to eliminate the emission background from the fiber. The measured PL mapping image revealed the variation of both peak and intensity in PL spectra according to the probing location with a resolution of about 0.1 μm.

The variation in PL intensity observed in a yellowish green LED was from 0.8 to 1.8 (in arb. units) indicating that internal quantum efficiency fluctuates from 10% to 50% within the active layer. TRPL spectroscopy using this system is now under progress.

2.6 Pump and probe spectroscopy for the transient absorption/gain measurement The pump and probe spectroscopy depicted in Fig. 7 was performed for the measurements of the temporal behavior of differential absorption using a dual photo-diode array in conjunction with a 25 cm monochromator [29]. The white light used for the probe beam was generated by focusing the part of output beam from the regenerative amplifier on a D$_2$O cell. Detailed optical paths of both pump and probe beams are drawn in Fig. 3. The delay time of the probe beam with respect to the pump beam was tuned by changing the position of retroreflector which could be controlled by the pulse stage. Since the minimum difference in optical path was 2 μm, a time resolution down to 6.7 fs was

![Image](image_url)

**Fig. 6.** An approach to improve the resolution less than 0.1 μm by using scanning near field microscopic technique.
achieved. In order to detect the probe beam with spatially uniform carrier distribution in the sample, the focus size of the pump beam (600 μm in diameter) was set so as to be much larger than that of the probe beam (200 μm in diameter). Furthermore, the probe beam was perpendicularly polarized with respect to the pump beam, and the transmitted probe beam polarized in this direction was detected to avoid scattering of the pump beam.

In the pump and probe spectroscopy, the transmission spectrum of the probe beam detected in the presence of the pump beam \((T + ΔT)\) is compared to the spectrum without pump beam \((T)\), giving the frequency \((\omega)\)-dependent \(ΔT (\omega, I_{ex}, t_3)\) of the sample for different intensities of the pump \((I_{ex})\), and for different time delays after the pulse pumping \((t_3)\). The photo-induced change of optical density \((ΔOD(\omega, I_{ex}, t_3))\) is expressed by the following equation:

\[
ΔOD = \log \left( \frac{T}{T + ΔT} \right) = 0.434Δαd,
\]

where \(Δα (ω, I_{ex}, t_3)\) is the photo-induced change of absorption coefficient, \(d\) is the thickness of absorbing layer. A schematic of \(α\) and \(α + Δα\) is illustrated in Fig. 8. In
normal case, photo-bleaching ($\alpha + \Delta \alpha < \alpha$) is observed because of the state-filling of photo-induced carrier, and $\alpha + \Delta \alpha$ becomes negative, giving rise to optical gain if population inversion is achieved. As can be observed in the modulation spectroscopy such as photoreflectance (PR) or electroreflectance (ER), it is likely that the $\Delta \alpha$ signal would not be affected by the interference of transmittance because of the cancellation between the denominator and numerator in Eq. (1). However, interference oscillation was observed probably because of the change of refractive index induced by photo-excitation. Therefore, it was necessary to reduce the internal reflection of the probe beam by means of the Brewster angle of incidence (about $70^\circ$) with p-polarization.

Dynamical behavior of optical gain formation has been assessed at RT in the $\text{In}_x\text{Ga}_{1-x}\text{N}$ multi-quantum-well (MQW)-based LD structures by employing pump and probe spectroscopy with a pulse width of 150 fs. The LDs are composed of a) $\text{In}_{0.2}\text{Ga}_{0.8}\text{N}$-$\text{In}_{0.02}\text{Ga}_{0.98}\text{N}$ MQW and b) $\text{In}_{0.5}\text{Ga}_{0.5}\text{N}$-$\text{In}_{0.05}\text{Ga}_{0.95}\text{N}$ MQW, whose stimulated emissions correspond to near ultraviolet (390 nm) and blue (440 nm), respectively. The optical gain was contributed from the nearly delocalized states (the lowest-quantized MQW levels (LOL)) in the sample a, while it was from highly localized levels with respect to LOL by 500 meV for the sample b. It was found that the photo-generated carriers rapidly (less than 1 ps) transferred to LOL, and then relaxed to the localized tail within the time scale of about 5 ps, giving rise to the optical gain. Such gain spectra were saturated and other bands appeared in the vicinity of LOL under higher photo-excitation [30].
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The absorption properties in hetero-polarization GaN/Al\textsubscript{x}Ga\textsubscript{1-x}N (x = 0.06) quantum well structures are studied in reflection, photoreflection, and photoluminescence excitation spectroscopy and compared with the results of band structure calculations. Above the energy of the main luminescence transitions we observe three distinct absorption thresholds. From Franz-Keldysh oscillations in the absorption spectra we directly derive the value of the acting electric field within the barriers. Upon this field strength we base a calculation of the electronic band structure and interband transition energies. The results suggest that the observed absorption edges are the AlGaN band edge and two quantized levels involving the crystal-field split-off hole.

1. Introduction Identification of the electronic band structure in wide band gap group-III nitrides is of a high current concern for the scientific and commercial exploitation of this new class of electronic materials in high brightness light emitting devices and high power, high frequency, and high temperature electronic devices [1–3]. Besides covering a wide range of the electronic band gap, due to the uniaxial nature of its wurtzite lattice the system exhibits strong electric polarization effects. Moreover, large lattice strain inducing piezoelectric charges is readily supported up to unusually large critical layer thicknesses [4]. Despite significant progress in initial device applications it will not be until a full parameterization and consistent description of the electronic band structure in thin films and quantum well (QW) structures becomes available that devices can be tuned to their optimum performance.

Guided by its major purpose as a light emitter GaN/AlGaN QW structures have most commonly been characterized by their luminescence properties in either steady-state experiments or time-resolved spectroscopy [5–7]. In comparison with absorption-type experiments such as photovoltage, Chichibu et al. [8, 9] have demonstrated for the closely related case of GaInN/GaN QWs that significant discrepancies can appear which in that case has led to models of strong spatial fluctuations of the lattice potential in the ternary alloy due to compositional fluctuations. In contrast, in the present case of GaN/AlGaN, a system with binary well and ternary barriers, such an effect is
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thought of playing only a minor role due to the invariant composition of the binary well. GaN/AlGaN QWs therefore also provide a good test for the findings in GaInN/GaN QWs.

In an independent development Takeuchi et al. [10] reported a strong variation of the light emission peak wavelength on optical pumping power and externally applied bias voltage [11]. They interpreted this in terms of the quantum confined Stark effect and concluded the presence of very large electric fields induced by the piezoelectric properties of the system. In fact, Bernardini et al. [12] in first principles calculations predict huge piezoelectric and pyroelectric coefficients for the nitride compounds AlN, GaN, and InN that lead to maximum field strengths of some 15 MV/cm across AlN/GaN or InN/GaN heterointerfaces. The very power of absorption-type experiments such as photoreflection (PR) spectroscopy to derive accurate density of state (DOS) band gap values [13] and electric field values in the piezoelectric GaInN/GaN system then has been demonstrated by the present authors [14–16]. The case of GaN/AlGaN heterostructures has furthermore been studied by Liu Wei et al. [17] and Ochalski et al. [18] in PR. Here we apply this range of powerful tools to a set of highly optimized GaN/AlGaN QW layers. In order to derive a quantitative model of the observations we compare our results with band structure calculations in the envelope wave function approximation.

2. Experimental Samples have been prepared by metal organic vapor phase epitaxy (MOVPE) using trimethyl aluminum, trimethyl gallium, and ammonia. Based on (0001) sapphire, a low temperature deposited GaN buffer layer and a 2 µm GaN epilayer sets of 10.5 GaN/AlxGa1–xN QWs were grown [19]. An AlN fraction $x = 0.06$ as well as well width $L_w = 60$ Å (GaN) and barrier width $L_b = 120$ Å (AlGaN) were determined using high resolution X-ray diffraction and a dynamical model analysis. A second set of samples with nominally identical parameters was grown at slightly different temperatures of 1200 °C (C) and 1175 °C (D), respectively. Samples A and B are Si doped to $2 \times 10^{18}$ cm$^{-3}$ while samples C and D are nominally undoped.

Dc reflection and photomodulated reflection were performed of the c-plane of the samples in near-to-perpendicular geometry using a Xe white light source, 0.25 m spectrometer and CCD detection. Photomodulation was performed using a diffused beam of a 40 mW 325 nm HeCd laser. Photoluminescence was measured in the same configuration after blocking of the white light source. For photoluminescence excitation (PLE) the following sequence of Xe lamp, 0.25 m monochromator, sample, 1 m spectrometer, and CCD detection was chosen. Variable temperature in the range from 12 to 300 K was applied using a closed cycle cryostat.

3. Photoreflection and the Electric Field Strength Photoreflection as a highly sensitive method to derive the properties of the DOS has widely been employed in the literature for the study of compound semiconductors and their low-dimensional structures [20, 21]. The dominant mechanism is the modulation of internal electric fields by means of photogenerated charge carriers. In dependence of their sensitivity to applied electric fields the critical points in the joint DOS will produce a derivative-like signal feature that can be described in sums of third derivatives of Lorentzians. A second important form of signal that is typically observed in the limit of higher electric fields is the modulation of the reflection signal by Franz-Keldysh oscillations (FKOs) that in well-re-
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Fig. 1. Photoreflectance spectra of four GaN/Al₉Ga₉₋₁₉N QW samples with nominal identical structural parameters at room temperature. In sample C and D grown at slightly different temperatures the oscillation amplitude in the entire range of 3.5 to 3.7 eV \((C_6 \ldots C_2)\) is modulated supporting an assignment to Franz-Keldysh oscillations. These start at the band gap energy of the AlGaN barrier and reveal the strength of the electric field in the barriers. The derivative-like features between 3.4 and 3.5 eV are assigned to transitions between the excited states of the well.

Solved cases show several full oscillation periods near and above a single critical point. The distinction of both cases is not necessarily an easy task and it is an important advantage to study and compare a preferably large number of samples.

Figure 1 shows the PR spectra of four GaN/Al₉Ga₉₋₁₉N QW samples with nominal identical structural parameters at room temperature. From the AlN fraction of the AlGaN barriers we expect a band gap energy of 3.574 eV in bulk layers. We accordingly distinguish two spectral regions above and below this energy. In the lower half an abundance of narrow oscillations must be associated with the quantized states of the well. No such levels should be expected in the higher spectral range.

In general the fact that the well of the QW structure is the binary of GaN with a band gap of 3.42 eV (RT) in the volume material does not exclude the existence of quantized levels below this energy due to the presence of the large polarization in the heterostructure. This similarly implies that the bulk band gap value of the barrier is not the highest value achievable for a quantized state. Both effects result from the fact that transitions between states predominantly controlled by the potential at different locations along the electric field can significantly offset such limits. At the same time, though, the dipole matrix element is typically strongly reduced for transitions between such states leading only to a weak contribution in the absorption spectrum.

The case of recombination through luminescence is an essentially different situation. Here in principle localization of non-equilibrium carriers into transient potential minima can lead to reduced emission energies and in absence of alternate recombination routes will lead to a strong emphasis on the lowest localization stage even if the matrix element is only small. It is for this complication that we essentially limit our study to the absorption properties and the absorption branch of PLE to establish the basic parameters of the DOS.

Quantized states near the edge of the barrier appear in series of little separated energy levels. A sequence like the one observed in samples C and D above 3.5 eV...
cannot be produced by transitions between such states. The slightly different growth temperature modulates the amplitude of several oscillations strongly supporting a nature in a single process rather than in a set of transitions. We therefore assign the oscillations in C0⋯C5 to FKO's in the presence of a large electric field. Similar to our interpretation in GaInN thin films [15] and QW structures [16] we apply a model of Airy functions for their description and derive electric field values of \( F = 130 \text{ kV/cm} \). Also in this case we assume the value of the reduced effective mass at the value of the effective electron mass in GaN \( m^* = 0.2m_0 \) [22].

The value of the joint DOS mass is the only material dependent parameter in the interpretation of the electric field strength and it enters sublinearly with \( m^{1/2} \). The accuracy of the electric field reading therefore is given by the sum of error margins of ±10% due to the limited accuracy of the mass values and ±15% due to the limited number of observed oscillation periods totaling to an error of ±25%.

Electric fields of this high magnitude are the consequence of the discontinuity of the polarization properties across the interfaces of GaN and AlGaN. While with help of the theoretical results the dominant contribution in this discontinuity is piezoelectricity for the case of GaInN on GaN the discontinuity of the equilibrium or spontaneous polarization should dominate for AlGaN on GaN [12]. Across an interface with a variation in the AlN fraction of 6% net polarization charges of the order of \( 6 \times 10^{12} \text{ cm}^{-2} \) should be induced according to theory. This should result in electric field values of \( F = 1 \text{ MV/cm} \) if screening by mobile charges is ignored. The significant discrepancy of both values reveals the necessity to assess the actual field conditions of the structure by such direct means to properly describe the electronic band structure. The fact of doping is furthermore expected to reduce the field in the present case. The fields in the doped samples A and B may therefore be even smaller than the one derived in samples C and D.

The appearance of the FKO's above the band gap energy of the AlGaN barrier leads us to the assignment that this is the strength of the field acting in the barriers. The measured field strength is the result of free charge rearrangement in the entire structure to equilibrate a Fermi level. The principle of action and reactio results in a field in the well of opposite polarity. Its strength can be approximated by

\[
F_b L_b = -F_w L_w .
\]

For the present structure and a barrier field of \( F_b = 130 \text{ kV/cm} \) we find a field in the well of \( F_w = -260 \text{ kV/cm} \). These field values are an essential input parameter in the theoretical description of the electronic band structure in such QW layers.

4. Photorefection Signal of the Quantized States The PR signal in the lower part of the spectrum is best analyzed as a function of temperature (Fig. 2). The positive signal of the AlGaN barrier layer can be well traced to the lowest temperature of 13 K. The shift to higher energies closely corresponds to the established temperature dependence of the GaN band gap. In parallel, a pronounced edge near 3.5 eV (RT) evolves into a second maximum at low temperature. A sharp double oscillation at 3.45 eV (RT) revealing the energy derivative of a narrow peak transforms into a singular narrow maximum at low temperature. A fourth signal in form of a sharp minimum can be traced at the lower side at 3.39 eV (RT). Additional oscillations appear at lower energy that cannot be traced at low temperature due to the strong increase of the PL intensity.
Fig. 2. Photoreflection in sample A as a function of temperature. Towards lower temperature edges and oscillations as seen at RT evolve into individual interband transitions. Lines should guide the eye. A shift towards higher energies follows the shift of the GaN band gap. For lower temperature a strong luminescence background below 3.4 eV complicates the interpretation of the PR spectra.

The luminescence on an arbitrary but fixed intensity scale is shown in Fig. 3. The spectra are dominated by strong luminescence at 3.275 eV the intensity of which grows by 2.4 decades when cooling from RT to 100 K. It is worthwhile, however, to analyze the higher energy region on a more fine and individually adjusted scale (Fig. 4). A narrow PL maximum at 3.45 eV follows the temperature dependence of the GaN band gap and a weaker signal appears at the lower energy side. The stronger PR features closely correspond to both PL maxima of which they appear to represent a derivative at RT. At low temperature, however, the PR in 3.5 eV cannot be distinguished from the associated PL and a possible cross-talk of both signals cannot be excluded. A possible origin of the GaN epilayer is very unlikely due to the large optical thickness of the multiple QW region. Raman lines and spectrometer ghosts appear at

Fig. 3. Photoluminescence on the high energy side of the main luminescence maximum at variable temperature on a common scale. At room temperature a maximum at 3.5 eV dominates that can be traced to lowest temperatures. The strong emission near 3.275 eV only appears at low temperature.
3.476 and 3.677 eV. The identified lines have furthermore clear parallels in the dc reflection signal where two local maxima appear at 3.47 and 3.55 eV (RT) For lower temperature an increasingly clearer signal correlates with the narrow minimum in PR.

For completeness PL at low temperature is shown in Fig. 5. A series of three strong emission lines (L₂, L₃, L₄) and a high energy shoulder (L₁) can be identified. In the present state of experimental investigations no distinctive absorption signal could be identified at the respective energy levels. More details, however, are revealed on the excitation path of the luminescence for the different emission maxima (Fig. 6). Overall three clear steps can be identified in this absorption measurement weighed by the different recombination paths. The threshold energies at the steps clo-

Fig. 4. Temperature dependence of the photoluminescence on an individually adjusted scale to emphasize the high energy part. A pronounced maximum assigned to the QW can be traced to lowest temperatures. It follows the temperature shift of the GaN band gap. A further maximum can be identified at lower energies. Both are highlighted by lines to guide the eye. Two narrow irrelevant peaks show no temperature shift.

Fig. 5. Low temperature luminescence including the low energy side of the maximum. Three individual contributions are identified that strongly resemble replica of the higher one. Luminescence excitation spectra were obtained on those lines associated to the quantum well.
sely match with the levels identified in PR and reflection. In this case there is only a slight variation of the relative intensities at the three steps revealing a common feeding channel into the four luminescence lines. This observation suggests that the lower lying luminescence maxima are replica of the higher ones by means of higher order interactions such as phonon replica.

5. Model of the Electronic Band Structure  On the basis of the structural parameters as derived from the X-ray analysis and the strength of the electric field as derived from the FKOs we model the electronic band structure of the QW system. We solve the Schrödinger equation for electrons (e), heavy (hh), light (lh) and crystal-field (ch) split-off hole states within a single QW structure subjected to the measured electric field

Fig. 7. Quantized states of the hetero-polarization GaN/AlGaN QW structure and respective quantized levels of electrons, heavy-holes, light-holes, and crystal-field split-off hole states. This calculation is based on the electric field value derived from the Franz-Keldysh oscillations above the barrier band gap. The relative charge distributions are superimposed on the levels, respectively. Heavy-hole and light-hole states are subjected to large shifts along the electric field due to their high effective mass along z. This is not the case for electron and crystal-field split-off hole.
strengths. For the well we assume a field \( F_w = F_h \frac{L_v}{L_h} = 2F_h \) according to Eq. (1). For the band gap energy in AlGaN we use a bowing parameter of \( b = 1 \) eV for pseudomorphically strained layers on GaN. The band dispersion is assumed fixed at the theory values of GaN [23]. Biaxial strain is considered on the basis of linear interpolation of the elastic constants of the binaries [24]. Linear interpolations are also used for theoretical deformation potentials [25]. The relative band offset \( \delta E_c/\delta E_g \) is assumed at 80.3\% [25]. Figure 7 summarizes the results superimposed on the lattice potential of the multiple QW structure. We also include higher excited states of the quantized levels.

Even though the experimentally derived electric field strength is significantly below the theoretical maximum it is apparent that the lattice potential and consequently the spectrum of the electronic levels is to a very large extent controlled by the polarization effect. A variation of the well width in contrast is of minor influence. Moreover, it is apparent how a variation of the barrier width controls the energy of the quantized levels. The transition energies derived in dc reflection, PR, PL, and PLE are collected in Fig. 8 as a function of the sample temperature. Most features closely follow the well-known temperature dependence of the band gap energy in GaN. For the lowest temperature and RT the results of the calculation are included for comparison.

![Fig. 8. Collected interband transition energies of extrema in the absorption and luminescence spectra as a function of temperature. The results of the band structure calculation are added on the high and low temperature sides. The highest transitions are so identified as the band gap in the Al\(_{1-x}\)Ga\(_x\)N barrier. The observed set of interband transitions falls well into the range of the e1h1 and e1h2. Both transitions are expected to show the least reduction of transition probability by means of the quantum confined Stark effect](image-url)
6. Discussion  We so assign the highest experimental feature to the interband transition within the AlGaN barrier in good agreement with the analysis of the FKO's in samples C and D. The narrow set of PR oscillations around 3.5 eV falls in the range where transitions involving the crystal-field split-off hole state is expected. Due to their rather high effective mass values along z heavy-hole and light-hole experience a strong quantum confined Stark effect and an associated reduction in the wave function overlap and transition matrix element. This can be seen from the square of the wave functions in Fig. 7. In turn this mechanism should lead to strong emphasis of the crystal-field split-off hole transitions due to a mass along z that is as light as that of the electron. From this picture the lowest transition doublet of ehh, hh should be expected near 3.38 eV at RT and 3.44 eV (12 K). In this range we do observe pronounced maxima in PR that cannot clearly be distinguished from interference fringes superimposed on a strong luminescence background. Moreover, the very maxima of luminescence appear at energies as low as 3.1–3.3 eV.

This case study shows that a significant discrepancy exists between the levels of light emission and a band structure model based on the parameters derived in absorption-type photorefection data. A very similar case had been established in GaInN/GaN QWs by direct comparison of luminescence with absorption-type experiments [9] and by comparison of PR data with band structure calculations similar to the present study [26].

The strength of the present approach lies in the fact that a number of interband transitions are observed and modeled. By means of the correlation of PR, reflection, PL and PLE data we obtain a broader bandwidth of information effectively eliminating several fitting parameters such as the barrier band gap energy and the value of the acting electric field. These are the essential advantages over experiments that are essentially limited to the study of the luminescent state itself. The combination of both approaches then provides accurate numbers for the discrepancy that has to be accounted for in future work.

7. Conclusion In summary, we determined the optical absorption properties in GaN/AlGaN QWs by a comparison of photorefection, dc reflection, and photoluminescence excitation in relation to photoluminescence. We directly derive the energy of the AlGaN alloy barrier and the strength of the acting large electric field. This value is significantly below the theoretical maximum indicating an effective screening of polarization charges. We observe a set of excited states which appear above the main luminescence lines. By means of a band structure calculation based on the established parameters of GaN and linear interpolations of elastic properties and deformation potentials we assign those to transitions involving the crystal-field split-off holes states. Our findings provide a quantitative basis for the further analysis of such structures.
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Localized and free excitons in GaN/Al_{0.17}Ga_{0.83}N quantum wells are studied by time-resolved photoluminescence (PL) versus temperature. We focus more particularly on 16-monolayer wide quantum wells for which, at $T = 8\, \text{K}$, we observe double excitonic features. We assign the latter to two different localization states of excitons, from the temperature dependence of PL energies and of recombination dynamics. We discuss the reasons why double PL lines are observed in terms of the limitation of carrier in-plane mobility by interface roughness. We emphasize, in particular, the strong effect of the longitudinal electric field on the in-plane motion of carriers.

The internal efficiency of light emission in semiconductor-based devices is simply a matter of competition between radiative and nonradiative recombination lifetimes. To this extent, group-III nitrides are, a priori, very bad candidates. Indeed, they are most commonly grown on lattice-mismatched substrates which induce large densities of nonradiative defects. Therefore the overall recombination lifetimes of excitons in GaN micrometric epilayers seldom exceed a few tens of picoseconds, see [1], being essentially dominated by nonradiative processes. Nevertheless, low-dimensional structures made of InGaN and Ga(Al)N are well known to provide efficient light-emitting diodes and laser diodes, operating at room temperature, if properly grown and processed [2, 3]. It has been understood recently [4–10] that such an efficiency was merely due to carrier localization on deep (over 0.1 eV) potential fluctuations in InGaN, which is a disordered ternary alloy. This localization allows the carriers to avoid getting trapped into nonradiative centers. In other words, potential fluctuations increase drastically the nonradiative recombination time $\tau_{NR}$ so that the latter is not too small compared to the radiative lifetime $\tau_{R}$, even at room temperature. Now, $\tau_{R}$ also depends drastically on the huge electric fields along the growth axis of these quantum wells (QWs) made of wurtzite materials [11–18]. These fields of several hundred kV/cm result in a strong quantum-confined Stark effect, which allows e.g. an InGaN QW to emit light over the entire
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visible spectrum, simply by varying the well width between 2 nm (UV) and 6 nm (red) [19]. The drawback of the Stark shift, however, is that it is accompanied by a strong on-axis separation of electrons and holes, yielding a nearly exponential increase of $\tau_R$ versus the well width [15, 17]. Thus, at first sight, these electric fields seem to be a severe obstacle to large radiative efficiencies, especially for QWs wide enough to produce light in low-energy regions of the visible spectrum.

In this paper, we wish to point out one beneficial effect of electric fields in group-III nitride QWs, i.e. the possibility to increase $\tau_{NR}$ by enhancement of interface-roughness effects. For this purpose, we present results of time-resolved photoluminescence (TRPL) obtained from 16-monolayer wide GaN/Al$_{0.17}$Ga$_{0.83}$N QWs, grown by molecular beam epitaxy (MBE) on sapphire substrates. We comment the observation of two distinct states of localization for excitons and we discuss the exchange of carriers between these states and the free exciton states, when the temperature is changed. In the discussion, we come to a comparison between GaAs- and GaN-based QWs where we emphasize the limitation of in-plane mobility by on-axis electric field.

TRPL experiments were performed on a conventional set-up, using a streak camera and the frequency-tripled 2 ps laser pulses from a titanium-sapphire cavity ($\lambda = 260$ nm) as excitation source. The sample temperature was controlled within a closed-cycle helium refrigerator. The overall time resolution of the set-up is of $\sim$5 ps. We have studied four GaN/Al$_{0.17}$Ga$_{0.83}$N QWs grown by MBE on c-plane sapphire substrates. These QWs have all the same thickness of 16 atomic monolayers (MLs) $- 1$ ML = 0.26 nm — but they belong to different samples having different structures in terms of barrier thicknesses and of other QWs present in the sample. For instance, the samples contain either a single QW (SQW) or a multiple QW (MQW). The names and characteristics of the samples are summarized in Table 1. Experiments with variable temperature were difficult to perform because of the strong loss of PL signal above a few tens of Kelvin. This is characteristic of an efficient thermal excitation of carriers towards nonradiative defects. This is why we only show low-temperature results for two samples: sample 3 has very thin barriers (5 nm) which we have proven in a previous work [20] to enhance the nonradiative escape of carriers towards the GaN buffer layer. The 16 ML-wide QW in sample 4 is buried underneath three other QWs and four thick barriers, thus $\sim$200 nm of material, which means that its excitation by the laser is very small, since nitrides have absorption coefficients of the order of $10^5$ cm$^{-1}$.

The weakening of the signal-to-noise ratio, with increasing $T$, also forced us to use a poorer spectral resolution for experiments above 8 K. Nevertheless, at $T = 8$ K, we obtained the time-integrated PL spectra shown in Fig. 1 with a high resolution which reveals, in all cases, that the PL has two components. From previous works on this type of samples [16, 17, 20] it is easy to conclude that these two PL energies, $E_1$ and $E_2$, correspond to recombinations of excitons in zones of the QW which exceed the average thickness (16 ML) by one ($E_1$) or two ($E_2$) monolayers. This is also illustrated by the comparison between experimental and calculated transition energies, gathered in Table 1. In fact, the absolute values $E_1$ and $E_2$ and the energy differences $E_1 - E_2$ are all very well fitted if we slightly change the value of the electric field $F_W$ inside the QW. The variations of $F_W$ that we found (see Table 1) are remarkably consistent with theoretical predictions [12, 16, 17] on the influence of the relative well and barrier thicknesses ($L_W$ and $L_B$, respectively) on the electric field: $F_W$ is roughly proportional to $L_B/(L_B + L_W)$ for MQWs. This explains quite well the change of transition energies between the dif-
different samples. As for the PL decay times, we observe the expected trend, i.e. the larger the field, the slower the decay.

As a matter of fact, these decays are always bi-exponential, with one small decay time $\tau_1$ of the order of 0.6 ns for all samples and the slower decay on time scales of 2.5 to 4.7 ns. A careful examination of TRPL data allows us to understand that the shorter decay time corresponds to the high-energy contribution ($E_1$). We thus interpret this short time as resulting from decay of excitons localized on areas where the QW is wider by 1 ML than the average width (hereafter called “+1 ML” zones) via two processes. First, the radiative recombination should take place on time scales of ~1 or a few nanoseconds, typically, i.e. only slightly faster than the radiative recombination, $\tau_2$, of excitons localized on “+2 ML” zones, due to the above-mentioned well width effect on $\tau_R$. Indeed, our calculation does not give more than a factor of two between excitonic oscillator strengths of QWs with thicknesses of 17 and 18 MLs. In fact, we believe that $\tau_1$ is made shorter by the transfer of excitons (or individual carriers) towards the “+2 ML” zones. This interpretation is confirmed by the results shown in Fig. 2, i.e. the experimental redshift of the PL peak energy from $E_1$ to $E_2$ when the delay after excitation increases. We have checked that this was not an effect of screening of $F_{\text{ph}}$ by photocarriers, since this result was insensitive to excitation power. Figure 2 also shows that, when $T$ is increased, the redshift becomes faster: this proves the thermally enhanced transfer from the “+1 ML” localization sites to the “+2 ML” ones. Another evidence of this transfer is given by the “S-shaped” change of the peak PL energy $E_{\text{PL}}$ versus $T$, measured by low-resolution experiments and shown in Fig. 3. Between 8 and 40 K, $E_{\text{PL}}$ first decreases against $T$ because of the enhanced transfer from $E_1$ to $E_2$. But

<table>
<thead>
<tr>
<th>sample</th>
<th>well widths (ML)</th>
<th>barrier width (nm)</th>
<th>$E_1$ (eV)</th>
<th>$E_2$ (eV)</th>
<th>$\tau_1$ (ns)</th>
<th>$\tau_2$ (ns)</th>
<th>electric field (kV/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>30</td>
<td>3.382</td>
<td>3.384</td>
<td>3.364</td>
<td>3.364</td>
<td>0.60</td>
</tr>
<tr>
<td>2</td>
<td>4 x 16</td>
<td>30</td>
<td>3.395</td>
<td>3.398</td>
<td>3.379</td>
<td>3.379</td>
<td>0.62</td>
</tr>
<tr>
<td>3</td>
<td>4 x 16</td>
<td>5</td>
<td>3.422</td>
<td>3.426</td>
<td>3.407</td>
<td>3.408</td>
<td>0.58</td>
</tr>
<tr>
<td>4</td>
<td>4, 8, 12 and 16</td>
<td>50</td>
<td>3.381</td>
<td>3.384</td>
<td>3.363</td>
<td>3.363</td>
<td>0.68</td>
</tr>
</tbody>
</table>
this mechanism competes with two other phenomena, which become dominant above 50 K. First, increasing $T$ above 50 K makes the PL change progressively from a regime dominated by localized excitons to a regime dominated by free excitons, which is completely reached above 130–140 K for our samples. Indeed, above this temperature, $E_{PL}$ follows a variation parallel to that of the GaN band gap, shown by the curve in Fig. 3, which was obtained by using Varshni's empirical formula: $E = E_0 - aT^2/(T + \beta)$, where $E_0 = 3.408$ eV, $a = 6.4 \times 10^{-4}$ eV/K and $\beta = 877.2$ K. The second mechanism becoming significant above 50 K is the nonradiative carrier loss, which drastically reduces the PL signal. Basically, this mechanism is a consequence of the previous one: it is really the de-localization of excitons which allows them to migrate towards nonradiative centers.

In fact, the present samples with only two levels of localization are a simplified version of what takes place in InGaN QWs [7], i.e. a quasi-continuous variety of energy levels for all configurations of potential fluctuations, separated by potential barriers which can be overcome by sufficient thermal excitation, yielding a similar “S-shaped” behavior. Now, we may wonder why we observe the two localization states on the same PL spectra. In other words, why is the transfer time between “+1 ML” and “+2 ML” zones so slow? For GaAs/GaAlAs QWs, for instance, we would observe only the lowest-energy state in a PL experiment, whereas a reflectance spectrum could show several excitonic resonances, see e.g. [21]. In fact, one important difference between GaAs and GaN QWs, and thus the answer to the above questions is the presence of the strong electric field $F_w$.

Fig. 2. Variation of the PL peak energy of samples 1 and 2 versus time, measured with a low-resolution set-up (150 grooves/mm), at three different temperatures.

Fig. 3. Variation of the time-integrated PL peak energy of samples 1 and 2 versus temperature, measured with a low-resolution set-up (150 grooves/mm).
For GaN/AlGaN QWs, the envelope functions of the electron and hole are pushed apart towards the interfaces where they are strongly blocked due to high potential barriers with reverse electric fields and due to large effective masses (Fig. 4a). On the other hand, these envelope functions for GaAs/AlGaAs QWs are basically symmetrical and the presence probabilities at the interfaces are always weak (Fig. 4b): for wide wells, the wave functions are vanishingly small there and for narrow wells, they penetrate far into the barriers (small effective masses and no field). We have calculated the total probabilities $P_e$ and $P_h$ for finding the electron and the hole, in their ground states, within the two “critical” monolayers near both interfaces (i.e. a total of four monolayers). For GaN/Al$_{0.3}$Ga$_{0.7}$N QW and GaAs/Al$_{0.3}$Ga$_{0.7}$As QWs, having one excitonic Bohr radius in width, we obtain $P_e$(GaN) = 0.16, $P_h$(GaN) = 0.41 and $P_e$(GaAs) = 0.019, $P_h$(GaAs) = 0.009, respectively. These results, illustrated by Fig. 4, show that the particles (especially the holes) are much more influenced by local variations of well width in the nitride system than in the arsenide one. As a consequence, it is clear that the in-plane motion of excitons in GaAs QWs is almost de-coupled from the electron and hole on-axis motion. Then, the “quasi-zero-dimensional” localization of these excitons in GaAs QWs can be seen as a small perturbation. This is not the case for GaN QWs: the in-plane motion of excitons is strongly hindered because the electric field pushes the carriers against the interfaces, acting like a “brake”. This induces a kind of “kinetic barrier” between the different localization states which cannot be accounted for by a model of thermal occupation, with a Boltzmann distribution, for instance. We wish also to remark that the in-plane sizes characteristic of the electron–hole relative motion (within the exciton) are so small in nitride QWs that the motion of the center-of-mass is sensitive to the random distribution of aluminum atoms in the barriers, even for ideally smooth interfaces (with no steps) [22].

In summary, we have shown that the overall effects of the on-axis electric field in GaN QWs are not only 1. to increase the radiative lifetime, but also 2. to increase the transfer time between “+1 ML” and “+2 ML” localization areas and 3. to increase the transfer time towards nonradiative centers, i.e. the nonradiative lifetime. Unfortunately, the localization is not strong enough in these GaN QWs to allow for a satisfactory preservation of radiative efficiency at room temperature, at least with the current densities of threading dislocations in layers grown on sapphire. Thus, for GaN QWs, there are two ways of having a good radiative efficiency at room temperature: either one can
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Fig. 4. Solid lines show the plot of the band profiles of quantized electron and hole levels and of the corresponding envelope functions calculated for a) a 3 nm wide GaN/Al$_{0.3}$Ga$_{0.7}$N QW and b) an 11 nm wide GaAs/Al$_{0.3}$Ga$_{0.7}$As QW. The dashed lines show the same for QWs wider by a total of four atomic monolayers.
drastically reduce the density of dislocations and/or one can decrease even more the in-plane carrier mobility by enhancing roughness effects. An excellent way to do this is to grow quantum boxes instead of quantum wells.
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The cubic phase of III-nitrides has received much less attention than the hexagonal structure, because of difficulties inherent to the growth of this meta-stable phase. However, the possibility to avoid the effects of piezoelectric fields in cubic phase GaN grown on non-polar substrates gives new interest for this material. In this work, we present optical properties (photoluminescence and photoreflectance) of cubic GaN layers grown by MBE on c-SiC/Si pseudo-substrates at room and low temperature. Photoluminescence properties of doped (n- and p-type) c-GaN layers and of AlGaN layers are also presented.

1. Introduction The interest in cubic phase GaN (c-GaN) and related alloys is motivated by some expected technological advantages over the hexagonal phase of GaN, such as easy cleaving of laser facets, easier doping and contacting. Moreover, if c-GaN epitaxial layers are grown on non-polar substrates, they can be free of any piezoelectric fields which have a detrimental effect on optical properties of hexagonal GaN based emitting structures: the oscillator strength in such structures is much reduced due to the spatial separation of electrons and holes induced by the piezoelectric field [1]. However, the meta-stable cubic phase of GaN is rather difficult to grow and has therefore received much less attention than the hexagonal one. The challenge lies mainly in the heteroepitaxial growth due to the lack of lattice-matched substrate for this material. In this work, we use SiC/Si pseudo-substrates on which we grow c-GaN layers by molecular beam epitaxy (MBE). Our goal is to realize light emitting diodes in nitride based material on silicon compatible substrates. In this paper, the optical characterization of undoped and doped c-GaN epitaxial layers performed by photoluminescence and photoreflectance spectroscopy are presented.

2. Sample Preparation and Structural Properties The growth of c-GaN is usually achieved either on GaAs or on SiC substrates (see Okumura [4] and As and Lischka [5]). GaAs substrates do not allow high growth temperatures (less than 700 °C) and
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cubic SiC substrates are not commercially available. So, we have chosen to prepare pseudo-substrates on a (100) Si substrate. First a thin c-SiC layer (2 to 3 nm) is grown by reactive chemical vapor deposition (CVD) at rather low temperature (1150 °C) using propane and H2, silicon being supplied by the substrate. Then a thicker c-SiC layer (3 to 5 μm) is grown by CVD at 1350 °C using silane and propane. The typical structural properties for a 3 μm c-SiC/Si pseudo-substrate are: 7 to 9 nm roughness and a full width at half maximum (FWHM) for (200) X-ray diffraction peak of about 110 to 130 arcsec.

Cubic GaN epitaxial layers are grown by MBE using an rf-plasma cell as nitrogen source. The growth temperature is in the range 680 to 720 °C. The nucleation and layer growth processes are controlled in-situ by RHEED oscillation observation. A two-dimensional growth mode is obtained under stoechiometric conditions and results in the best structural quality for c-GaN, with a very low parasitic hexagonal phase [2]. The FWHM of the X-ray rocking curves in θ–ω geometry is 14 arcmin which corresponds to state of the art material. A large density of stacking faults is always observed along (111) planes by transmission electron microscopy.

The doping of cubic GaN is extremely important as far as realization of optoelectronic devices is planned. Following the work made for hexagonal GaN phase and also the few published works concerning the cubic phase, we have used Si for n-type doping and Mg for p-type doping. For p-type doping, the Mg cell is in the temperature range 200–300 °C, and for n-type doping, the Si cell is in the range 980–1200 °C. The doping profile was controlled by secondary ion mass spectroscopy (SIMS), and calibrated using Mg and Si implanted standards.

Low and room temperature PL and PR spectra were carried out using the 244 nm line of an intra-cavity frequency-doubled argon ion laser, as pump source. For PR measurements, a xenon lamp light dispersed through a monochromator was used as test beam.

3. Optical Properties of c-GaN Layers and Related Al Alloys

Typical photoluminescence spectra recorded at 8 and 300 K in an undoped cubic GaN layer are plotted in

![Fig. 1. PL spectra of an undoped cubic GaN layer on c-SiC/Si, at 8 K and 298 K.](image)
Fig. 1. The layer is 1.2 μm thick. At low temperature, the spectrum exhibits mainly two peaks, one at 3.251 eV which corresponds to the PR signal and has therefore been attributed to a combination of both free and bound excitons [3]. The FWHM (12 meV) is the lowest value reported for this semiconductor. The second main peak of the PL spectrum at 3.148 eV was attributed to a donor–acceptor recombination from temperature dependent measurements [3]. A third peak arises slightly above 3 eV and was also observed by Okumura et al. [4] and As and Lischka [5]: the radiative recombination process involves a localized state, either e–A or D–A recombination.

The PL spectrum recorded at room temperature in the same sample is dominated by the band to band recombination peak which arises at 3.2 eV with a FWHM of 48 meV. A very weak contribution of a deep band around 2 eV is apparent on the spectrum. This deep "red" band has to be compared with the yellow luminescence usually observed in the hexagonal phase of GaN, but its influence is rather low as compared with deep bands introduced in p-type doped samples as will be shown in the following section. For this undoped cubic GaN layer, the ratio of integrated PL intensity between 8 and 300 K is about 3000. A very low contribution of parasitic hexagonal phase is detected around 3.5 eV, showing a good control of nucleation and growth processes.

The analysis of the PR transitions recorded in different samples at low temperature (Fig. 2) was made and previously reported [6]. We have shown that the heavy- and light-hole exciton energies are separated and shifted in several of the c-GaN layers we have grown. This observation is attributed to the lift of degeneracy induced in the layers by some residual strain in the layers. Comparison between experimental exciton energies and theoretical calculations performed in the zinc-blende structure using elastic constants and deformation potentials from literature has been made and led us to conclude to a residual tensile strain in the layers. This is in good agreement with the X-ray determination of the normal lattice parameter which is always slightly lower than that of the unstrained c-GaN, and also in agreement with measurements of the curvature of the pseudo-substrate before and after the c-GaN growth. This residual tensile strain is explained by the difference between the thermal coefficients of c-GaN and c-SiC.

In Fig. 3 typical PL spectra recorded at low temperature in Si-
doped samples are plotted for three values of Si effusion cell temperature. At low Si incorporation, the PL spectrum is very similar to that of Fig. 1 for the undoped material. The D–A peak is blue-shifted and broadens as the Si cell temperature is increased. For higher Si content ($T_{Si} = 1200^\circ$C), both lines merge into one broad band as usually observed for doped semiconductors. This is described by electron–impurity interaction (band tailing) and also conduction band filling effects. The influence of parasitic hexagonal phase is more pronounced than in the undoped sample of Fig. 1, but does not seem to be related to the incorporated Si concentration. SIMS measurements realized on the Si doped c-GaN layers have shown that the Si incorporation is well correlated with evolution of the Si effusion cell temperature. The residual Si concentration in the non-intentionally doped cubic layers is about $2 \cdot 10^{17}$ cm$^{-3}$ [7].

Figure 4 shows the typical low temperature spectra of Mg doped c-GaN layers, for different Mg contents ranging between $10^{17}$ and $10^{19}$ cm$^{-3}$ as determined from SIMS measurements. At low Mg content, the spectrum is still dominated by the bound exciton transition around 3.25 eV and the D–A pair around 3.15 eV. A deep blue band is also arising below 3 eV and increases as the Mg content increases. It is therefore attributed to Mg complexes. This deep blue band is much more intense than the "red" deep band recorded in the undoped sample (Fig. 1) and is therefore much more detrimental for the radiative efficiency of future light emitting diodes. An increasing influence of the parasitic hexagonal phase is also clearly evidenced in Fig. 4, especially for both spectra at the top of the figure.
Incorporating Mg in cubic GaN layers is a challenging problem as Mg tends to segregate at the surface especially at high growth temperatures. As the activation energy of such an acceptor is rather high in GaN, only 10% of the Mg content will be ionized at room temperature. Therefore, we have to incorporate high quantities of Mg in order to make an operating p–n junction. A compromise has to be found in order to efficiently incorporate Mg in c-GaN; a lower temperature is used (680 °C) for the growth of the sample at the bottom of Fig. 3, which allows the incorporation of up to $10^{19}$ cm$^{-3}$ Mg atoms. However, it should be mentioned that the electrical of these p-type doped c-GaN layers are not yet satisfying, as free carrier density and mobility are still not perfectly controlled. Problems of structural defects and/or compensating impurities are suspected.

First attempts to grow cubic AlGaN alloys have been made in order to get a better optical confinement in the LED. Several layers have been grown and controlled by in situ observation of RHEED oscillations. The Al content is also controlled by RBS measurements. Room temperature and low temperature PL spectra recorded on three AlGaN alloys are reported in Fig. 5. The Al content is deduced from PL peak energy using the formula taken from [8] and is in rather good agreement with RBS determination. This proves an efficient incorporation of Al in cubic GaN layers up to 45%.
Fig. 5. PL spectra in three c-AlGaN layers recorded at room temperature and at 8 K. Al content: a) 50% from RBS, 45% from PL; b) 40% from RBS, 45% from PL; c) 40% from RBS, 30% from PL.

4. Conclusion Cubic GaN layers were successfully grown on SiC/Si pseudo-substrates and structural as well as optical properties were shown at the state of the art for this material. Both types of dopants (Mg and Si) were incorporated in the layers and exhibit PL spectra similar to those reported for the hexagonal phase of GaN. Al was also successfully alloyed with cubic GaN. In spite of the lower structural and optical quality of the cubic phase as compared to the hexagonal one, mainly due to inherent difficulties in the growth of the metastable phase, we have been able to show the feasibility of light emitting diodes using this material [9]. However, the future of cubic GaN as a candidate for device application is still dependent on necessary improvements of its quality especially for p-type doped material.
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We present a semi-classical theory of exciton–polariton effects in disordered multiple quantum well (MQW) structures in application to GaN/AlGaN MQWs. An original micro-model is proposed that allows to calculate all types of coherent optical spectra of MQWs. We show that GaN/AlGaN MQWs should exhibit pronounced propagation effects in the resonant Rayleigh scattering and the vertical motional narrowing effect in the time-resolved transmission. We predict polariton-induced oscillations in the time-resolved coherent optical spectra of GaN/AlGaN MQWs having a period of the order of hundreds of femtoseconds.

1. Introduction The interplay between light-induced exciton coupling and disorder-induced exciton scattering in multiple quantum well (MQW) structures is responsible for striking effects like resonant Rayleigh scattering of light (RRS) [1] and vertical motional narrowing (VMN) of exciton–polariton s [2]. Both effects have been recently observed in time-resolved optical spectra of GaAs/AlGaAs MQWs and interpreted theoretically in the framework of a semi-classical approach. Here, we extend the theoretical model of Ref. [1] by consideration of light scattering by individual localized exciton states within a non-local model and taking into account the exciton–polariton effects. This allows us to prove by a micro-model analysis the validity of the widely used phenomenological theory of exciton inhomogeneous broadening in quantum wells (QWs) [3]. We use this original technique to describe the coherent optical spectra of a new and promising semiconductor heterosystem, GaN/AlGaN. Note the essential difference between the present model and earlier works on the RRS [4, 5] which neglect the polariton effect.

The specifics of GaN-based heterostructures is that the exciton oscillator strength is enhanced by an order of magnitude as compared to the GaAs-based quantum structures [6]. On the other hand, the disorder in presently available GaN/AlGaN MQWs is much stronger than in GaAs/AlGaAs MQWs. This makes the nitride-based heterostructures particularly promising for observation of the VMN effect, and study of disorder effects on the exciton–polariton propagation. A strong potential disorder induces a strong elastic scattering of light (Rayleigh scattering) in nitrides. At present, there is no available experimental data on time-resolved reflection or RRS in nitride-based MQWs, as far as we know, and this work is aimed to stimulate such studies.

2. The Formalism Our formalism is based on the Green function approach to the problem of light–exciton coupling in low-dimensional structures [7] and the generalized scattering state technique for calculation of light-pulse propagation in multilayer sys-
tems [1]. We consider each QW as an irregular array of quantum dots (QDs). Each QD is characterized by a given exciton resonance frequency \( \omega_n \) and radius vector \( \mathbf{R}_n \). We assume \( \omega_n \) to be distributed by a Gaussian function

\[
f(\omega_n) = \frac{1}{\sqrt{\pi} \Delta} \exp \left[ -\left( \frac{\omega_n - \omega_0}{\Delta} \right)^2 \right],
\]

where \( \Delta \) is the parameter of exciton inhomogeneous broadening.

Neglecting the deviations in a shape of exciton wave function localized in different dots, we solve the following Maxwell equation:

\[
\nabla \times \nabla \times \mathbf{E} = k_0^2 \mathbf{D},
\]

where

\[
\mathbf{D} = \epsilon_0 \mathbf{E} + 4\pi \mathbf{P}_{\text{exc}}
\]

and

\[
4\pi \mathbf{P}_{\text{exc}} = \sum_{n=1}^{N} T_n \Phi(\mathbf{r} - \mathbf{R}_n) \int \mathbf{E}(\mathbf{r}') \cdot \Phi(\mathbf{r}' - \mathbf{R}_n) \, d\mathbf{r}',
\]

with

\[
T_n = \frac{\epsilon_0 \omega_{LT} \pi a_B^3}{\omega_n - \omega - i\gamma},
\]

where \( k_0 \) is the wave vector of the incident light in the media, \( \omega_{LT} \) the longitudinal–transverse splitting, \( \epsilon_0 \) the background dielectric constant, \( a_B \) the Bohr radius of the exciton in the bulk, \( \gamma \) the homogeneous broadening, and \( \Phi(\mathbf{r}) \) is the localized exciton wave function taken with equal electron and hole coordinates. Further we neglect the polarization of light, which is a strong approximation, of course. Also we assume the same shape of \( \Phi(\mathbf{r}) \) for all QDs. We solve Eq. (2) in a similar way to the procedure described in Ref. [7]. Namely, we represent an electric field as

\[
\mathbf{E}(\omega, \mathbf{r}) = \mathbf{E}_0 \exp(i \mathbf{k} \cdot \mathbf{r}) + k_0^2 \sum_{n=1}^{N} T_n e^{i \mathbf{k} \cdot \mathbf{R}_n} \int \mathbf{E}(\mathbf{r}') \cdot \Phi(\mathbf{r}' - \mathbf{R}_n) \, G_0(\mathbf{r} - \mathbf{r}') \int \mathbf{E}(\mathbf{r}'') \cdot \Phi(\mathbf{r}'' - \mathbf{R}_n) \, d\mathbf{r}'',
\]

where

\[
G_0(\mathbf{r} - \mathbf{r}') = \frac{e^{i \mathbf{k} \cdot |\mathbf{r} - \mathbf{r}'|}}{4\pi |\mathbf{r} - \mathbf{r}'|}
\]

is the Green function for a zero-dimensional system, \( \mathbf{k} = k_0 \sqrt{\epsilon_0} \) is the wave vector of the incident light in the media. It is convenient to multiply the left and right parts of Eq. (5) by \( \Phi(\mathbf{r} - \mathbf{R}_m) \) and integrate over \( \mathbf{r} \). This procedure yields the following expression:

\[
A_m \equiv \int \mathbf{E}(\mathbf{r}) \cdot \Phi(\mathbf{r} - \mathbf{R}_m) \, d\mathbf{r}
\]

\[
= \frac{\int \mathbf{E}_0 \exp(i \mathbf{k} \cdot \mathbf{r}) \Phi(\mathbf{r} - \mathbf{R}_m) \, d\mathbf{r} + k_0^2 \sum_{n=1}^{N} T_n e^{i \mathbf{k} \cdot \mathbf{R}_n} \Theta_{mn} A_n}{1 - k_0^2 T_m e^{i \mathbf{k} \cdot \mathbf{R}_m} \Xi},
\]

where

\[
\Theta_{mn} = \int d\mathbf{r} \int d\mathbf{r}' G_0(\mathbf{r} - \mathbf{r}' + \mathbf{R}_m - \mathbf{R}_n) \Phi(\mathbf{r}) \Phi(\mathbf{r}'),
\]

\[
\Xi = \int d\mathbf{r} \int d\mathbf{r}' G_0(\mathbf{r} - \mathbf{r}') \Phi(\mathbf{r}) \Phi(\mathbf{r}').
\]
The procedure we apply to solve Eqs. (5) and (6) consists of two steps. First, we neglect the scattering of light and calculate the reflection and transmission accurately accounting for polariton effects. Then we consider a correction to the electric field of light due to the scattering. Normally, less than 1% of light is resonantly diffused by a QW [3], that justifies this procedure.

Let us first neglect the scattering and assume therefore $A_m = A_n = A$ for all values of $m$ and $n$,

$$
A = \frac{\int E_0 e^{ikr} \Phi(r - R_m) \, dr}{1 - k_0^2 \sum_{n=1}^{N} T_n e^{ikR_n} \Omega_{mn}}. 
$$

For the normal incidence case and assuming that the second term in the denominator in Eq. (7) is much smaller than unity (which means that the transmission strongly dominates resonant reflection for a QW) we substitute

$$
\sum_{n=1}^{N} T_n e^{ikR_n} G_0(r - r' - R_n + R_m)
- \int dv \frac{\epsilon_{\omega} k \pi e_0^2}{\omega c} f(v) \frac{1}{Ld^2} \sum_{q_z} e^{iq_z (z - z')} \sum_{q_y} \frac{\epsilon_{q_y} (q_y)}{q_y^2 + q_z^2 - k_0^2}. 
$$

Here $\mathbf{q}$ and $\mathbf{q}_z$ are the in-plane components of the radius vector $\mathbf{r}$ and wave vector $\mathbf{q}$, and $q_z$ are their normal-to-the-plane components, respectively, $d$ is the average distance between dots (which is supposed to be less than the wavelength of light in the media). Substituting the Eq. (6) modified in this way into Eq. (5) one can obtain the reflection and transmission coefficients of light incident on a QW, $r_{QW}$ and $t_{QW}$ as

$$
r_{QW} = \frac{\beta}{1 - \beta}, \quad t_{QW} = \frac{1}{1 - \beta}, 
$$

where

$$
\beta = i \Gamma_{r} \int dv \frac{f(v)}{v - \omega - i\gamma}, \quad \Gamma_{r} = \frac{k}{2d^2} \omega_{\omega} \pi e_0^2 \int \Phi(r) \cos(kr) \, dr. 
$$

Equations (9) and (10) are formally equivalent to the well-known expressions for the reflection and transmission coefficients of a QW [3] if one takes $d$ and the in-plane size of a QD equal to the in-plane Bohr radius of a free exciton in a QW. Here, for the first time, we have proved the validity of the phenomenological approach to the problem of light coupling with an inhomogeneously broadened exciton resonance using a micro-model of an array of QDs. Note that in this approach the possibility of absorption of photon by more than one exciton state from the inhomogeneous distribution is accounted for. The multiple absorption-re-emission of light by different excitons has been shown to induce characteristic oscillations in time-resolved reflection and transmission spectra of a single QW [8]. To calculate the reflection or transmission spectra of MQWs, we use the standard transfer matrix procedure [3] with single-well reflection and transmission coefficients (9).

Now we can calculate the scattering of the light wave on a QW. The amplitude of the light field which is a subject to scattering is

$$
E = \frac{E_0}{1 - \beta}. 
$$
This follows from Eq. (9) and accounts for the reflection and transmission. We shall neglect the second term in the numerator of the right part of Eq. (6). Physically, this means that we neglect the correction of the electric field at the m-th QD due to light scattered by other QDs. In other words, we neglect the possibility of re-absorption by one QD of a photon scattered by another QD. On the other hand, we fully take into account the retardation effect within each individual QD and re-absorption of light before the act of scattering. This approximation is quite reasonable having in mind that the diffused signal is much weaker than \( E_0 \).

In this way, after substitution of Eq. (6) into Eq. (5) we obtain the amplitude of light scattered with the wave vector \( \mathbf{k}_s \) by the array of QDs as

\[
E_d(\omega, \mathbf{k}_s) = \frac{E_0}{1 - \beta} \sum_{n=1}^{N} \frac{\Gamma_0^{\text{OD}}}{\omega_n - \omega - i(\gamma + \Gamma_0^{\text{OD}})} \exp \left( i(\mathbf{k} - \mathbf{k}_s) \cdot \mathbf{R}_n \right),
\]

with

\[
\Gamma_0^{\text{OD}} = \frac{i}{6} \omega_L T_0^3 \lambda_B^2 \left( \int \mathbf{r} \cos (\mathbf{k}_s \cdot \mathbf{r}) \Phi(\mathbf{r}) \right)^2.
\]

Here \( \mathbf{k}_s \neq \pm \mathbf{k} \).

In order to calculate the RRS spectra of a MQW structure we apply a procedure similar to that described in [1]:

- Using the transfer matrix method we calculate the coordinate and time-dependent electric field in the system illuminated by an initial pulse of light ignoring the RRS, initially.
- We consider the scattering of light waves incident on each individual QW from both sides. We obtain the amplitude \( E_d(\omega, \mathbf{k}_s) \) of light scattered in the direction \( \mathbf{k}_s \) from Eq. (12).
- Using the generalized scattering state technique [1] we calculate the propagation of light waves scattered by each individual QW properly accounting for all reflection and transmission acts but neglecting secondary scattering.
- We find the amplitude of light scattered by the entire structure summing up the amplitudes of waves scattered by different QWs.
- We repeat these operations for different diffusion angles close to the direction \( \mathbf{k}_s \) (within 3°). We then perform angle averaging of the diffused intensity (speckle averaging [9]) that yields the final result.

3. Numerical Results In the numerical calculations of the time-resolved transmission spectra, for all the MQWs under consideration we have taken a spacing between wells of 70 nm, and exciton resonance frequency \( \hbar \omega_0 = 3.6 \text{ eV} \). We consider either "disordered" QW structures with \( \hbar \Delta = 5 \text{ meV} \), or "homogeneous" QWs with \( \Delta = 0 \) (for the reference).

Figure 1 shows the time-resolved transmission spectra of a disordered SQW (curve a), a disordered MQW containing 10 wells (curve b), 50 wells (curve c), 100 wells (curve d), and of a homogeneous SQW (curve e). Comparing the curves a and c in Fig. 1, one can see that the exciton inhomogeneous broadening induces a dramatic decrease of the decay time of the time-resolved transmission. This reflects the appearance of additional channels of energy relaxation for excitons as the disorder increases in the structure [10]. Note the strong decrease of the exciton decay time with increase of the number of QWs in the structure. This is a manifestation of the VMN effect, which is
visibly stronger than that observed experimentally in the GaAs/AlGaAs MQWs [2]. Note also the pronounced oscillations in the spectra of MQWs and the disordered SQW (Fig. 1a–d). They arise both from the interference of different exciton–polariton modes and the interference within each single exciton–polariton mode due to the inhomogeneous broadening.

Figure 2 shows the calculated RRS spectra for SQW, Bragg-arranged MQWs and short-period MQWs. The parameters of the model structures are summarized in Table 1. We always consider an array of $512 \times 512$ QDs spaced by 100 nm in average. One can see that both single QW and Bragg-arranged MQWs show a monotonously decaying signal, while the RRS spectrum of the short-period MQWs demonstrates pronounced oscillations. These oscillations are associated with the beats between different “super-radiant” polariton modes. In a single QW there is only one polariton state, while in the Bragg-arranged system only one optical polariton mode is optically active. That is why, in these two systems one does not see any beats in the RRS spectra.

Note, that the “level-repulsion model” [4, 5] predicts the oscillations in the RRS spectra of a single QW. This has never been observed experimentally and contradicts to the present theory. Note also that the period of oscillations in the time-resolved RRS of nitride-based QWs is typically a factor of five to seven shorter than in GaAs/AlGaAs QWs. This is an indirect consequence of the larger exciton oscillator strength in nitrides which induces a stronger repulsion of the super-radiant exciton–polariton modes.
Table 1
Parameters of three model structures used for the RRS calculations

<table>
<thead>
<tr>
<th></th>
<th>number of wells</th>
<th>period of the structure (nm)</th>
<th>exciton radiative damping $h\gamma_0$ (meV)</th>
<th>QD exciton radiative damping $h\gamma_{0}^\text{QD}$ (meV)</th>
<th>exciton inhom. broadening $\Delta$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>single QW</td>
<td>1</td>
<td>0.4</td>
<td>0.04</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Bragg-MOW</td>
<td>20</td>
<td>67.6</td>
<td>0.4</td>
<td>0.04</td>
<td>5</td>
</tr>
<tr>
<td>short-period MOW</td>
<td>20</td>
<td>5</td>
<td>0.4</td>
<td>0.04</td>
<td>5</td>
</tr>
</tbody>
</table>

4. Conclusion In conclusion, we have presented a semi-classical theory of propagation and scattering of exciton–polariton s in heterostructures. We have applied this formalism to the case of GaN/AlGaN MQWs. It is shown that nitrides are quite promising for observation of fine exciton–polariton effects despite of the poor quality of the structures available at present. Indeed, propagation effects are found to govern the RRS signal of GaN/AlGaN MQWs while the VMN of the exciton–polariton s affects the time-resolved transmission.
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In this paper we will show the influence of doping and free charge screening of polarization fields on the optical and electronic properties of GaN-based nanostructures. Modulation-doped nanostructures can be used to enhance the oscillator strength of the fundamental transition energy. The free charge and doping are shown to be an additional degree of freedom for GaN-based device design.

1. Introduction Nitride-based nanostructures are nowadays used in both electronic and optoelectronic devices. In the first case, the large energy gap of GaN-related semiconductors allows for the building of high power devices with high breakdown voltages and high thermal conductivity. In the optoelectronic context, nitride materials are employed in blue emitters (LED and lasers) and in photodetection. The design of such structures is, however, complicated by the presence of internal polarization field, which induces a high junction field when a heterojunction between different nitride semiconductors is formed. The polarization field is the sum of piezoelectric polarization and spontaneous polarization [1]. There are several macroscopic manifestations of the polarization field; among them, the large Stark shift of the fundamental optical transition and the reduction of the oscillator strength of the fundamental optical transition for large wells are very crucial in any optical application of nitride materials.

In the case of nitride-based heterojunction devices, fix (doping) and free charges should be considered in the determination of the real electric field in the heterostructure. In fact, for the case of doping, the polarization field can ionize the donor (or acceptor) thus producing opposite charge that screens (partially) the bare polarization field [2]. The same screening of the polarization field arises when free charges (electrons and holes) are injected into the heterostructure. These charges form a dipole counterbalancing the polarization field [3].

We should point out that fix and free charges can be tailored by a proper choice of growth condition, for the doping, and by selecting a proper operation point (such as bias, current, optical pumping etc.) for the free charge. Thus, optical and electronic properties of nitride-based nanostructures can be tuned by using two new degrees of freedom: doping and free charges.

Experimentally, it has been established for both GaN/InGaN [4–11] and AlGaN/GaN [12–14] heterostructures that doping of the active region produces a strong modification of the optical properties, namely: (i) a blue-shift of the photoluminescence (PL) peak, (ii) an enhancement of the emission intensity, (iii) a reduction of the laser
threshold current, (iv) a reduction of the carrier radiative recombination lifetime, and
(v) a reduction of the Stokes shift between PL peak and the photoluminescence excita-
tion (PLE) spectra. On the other hand, free carrier screening of the polarization field
has been investigated experimentally in Ref. [15].

In this paper, we will discuss the charge screening of the polarization field by applying
the self-consistent tight-binding (TB) model described in the following section. The
use of microscopic models such as tight-binding will become necessary if band structure
details are not known. This is the case, for example, of strained alloy layers where effective
masses, band separation, band discontinuity etc. are not known. Moreover, tight-
binding allows for a complete description of the band structure in the whole Brillouin
zone. The TB is here used to describe charge screening in two reference multi-quantum-
well (MQW) systems: AlGaN/GaN MQW and GaN/InGaN MQW.

2. Method We solve the Schrödinger equation on the nearest-neighbor sp^3d^5s^* [16]
tight-binding basis, self-consistently coupled with a 1D Poisson equation accounting for
polarization, doping, and free carriers [3, 17, 18].

The macroscopic polarizations in the alloys are obtained by Vegard interpolation of
ab-initio values [1] for the binary compounds. This procedure describes the interplay of
polarization and dielectric, free carrier, and doping screening in a fully self-consistent
and non-perturbative way, with band structure accuracy typical of ab-initio methods
[16]. Optical properties are obtained via the theory of Graf and Vogl [19] without intro-
ducing additional fitting parameters.

We should mention that the Vegard interpolation may not be enough accurate and
nonlinear terms are needed to be considered in the interpolation of ab-initio quantities.
However, the alloys we consider are close to binary compounds and the linear interpo-
lation error is quite small. We do feel, however, that an ab-initio inspection of the alloy
problem should be considered.

3. Results We performed the calculations at room temperature for Al_{0.15}Ga_{0.85}N/GaN
and In_{0.2}Ga_{0.8}N/GaN MQWs, with 10 nm barriers and several well widths, pseudomo-
pherically grown on a GaN substrate. We considered purposely modulation-doped (doped
barrier) structures, assuming a 10^{17} cm^{-3} residual doping in the wells. Here we consider
a donor level of 20 meV.

Self-consistent results for a AlGaN [10 nm]/GaN[4 nm] MQW are shown in Fig. 1,
where we plot the electron density, ionized donor density, conduction band edge and
Fermi level as a function of the MQW depth. If the conduction band energy is higher
than the Fermi energy the donors become ionized. This occurs mainly in the left barrier
and only with a minor extend in the right barrier. In the well region the donors are not
ionized and an accumulation of electrons takes place. Since the donors ionize asymme-
trically (in contrast to what happens in conventional modulation-doped MQW) the elec-
trons in the well and the ionized donors in the left barrier form a dipole that screens
the polarization field.

The effect of such doping screening is reflected on the optical properties of the na-
nostructure. In Fig. 2 we show the variation (ΔE) of the fundamental energy transition,
that is the transition from the first valence level (V1) to the first conduction level (C1)
by changing the doping density of the barrier layer from N_D = 10^{17} cm^{-3} (residual dop-
ing) to N_D = 10^{18} cm^{-3} and 2 \times 10^{18} cm^{-3} as a function of well width. By increasing
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Fig. 1. Conduction band edge, ionized doping density and electron density as a function of MQW depth for the $A_{0.15}G_{0.85}N$ [10 nm]/GaN [4 nm] MQW. The doping density of the barrier is $N_D = 10^{19}$ cm$^{-3}$.

well width the shift in the fundamental transition energy becomes larger. The larger the doping density the higher the energy shift is. We notice that for a well width of 8 nm we can tailor the emission energy by $\approx 60$ meV simply changing the barrier doping from zero to $N_D = 2 \times 10^{18}$ cm$^{-3}$. Such tuning, apart from renormalization effects which are not considered in this discussion, is not present in conventional semiconductor nanostructures (AlGaAs/GaAs for example) [2].

The relation of the transition energy and oscillator strength with free charge screening is similar to the case of doping screening. A detailed discussion can be found in Refs. [3] and [17], while in the following we will analyze the combined effect of free charge and doping.

In Fig. 3 we show, for the AlGaN/GaN modulation-doped MQW and for the GaN/InGaN modulation-doped MQW, the oscillator strength and the fundamental

Fig. 2. Variation ($\Delta E$) of the fundamental energy transition as a function of the well width for two doping densities in an $A_{0.15}G_{0.85}N$/GaN MQW
Fig. 3. Oscillator strength and fundamental transition energy for several doping and free charge densities in AlGaN/GaN and GaN/InGaN MQW. Each symbol corresponds to a well defined free charge density (labeled in the figure), while points having the same symbol correspond to different n-type doping densities. The doping levels are $10^{17}, 5 \times 10^{17}, 10^{18}, 5 \times 10^{18}, 7 \times 10^{18}, 10^{19}, 3 \times 10^{19}$ cm$^{-3}$ with the lower doping level corresponding to the lower transition energy.

transition for various doping densities and free charge levels. Each symbol corresponds to a well defined free charge density, while points having the same symbol correspond to different n-type doping densities. The doping levels are $10^{17}, 5 \times 10^{17}, 10^{18}, 3 \times 10^{18}, 5 \times 10^{18}, 7 \times 10^{18}, 10^{19}, 3 \times 10^{19}$ cm$^{-3}$ with the lower doping level corresponding to the lower transition energy (low screening).

The figure clearly shows how free charge and doping screening are related. Moreover, oscillator strengths and transition energies are one-by-one related in both AlGaN/GaN and GaN/InGaN structures.

Thus, by proper choice of doping level and free charge (operation point of the device) of the nanostructure, we can change both oscillator strength and fundamental transition energy. However, for a given well structure (well and barrier widths, alloy concentration) the oscillator strength and transition energy are uniquely related by a universal curve like that of Fig. 3. These curves show that the increasing of the oscillator strength by proper "charge-screening" design always induces a well-defined increasing of the transition energy. Thus, the use of such curves will allow a proper design of GaN-based nanostructured devices.
Fig. 3. Oscillator strength and fundamental transition energy for several doping and free charge densities in AlGaN/GaN and GaN/InGaN MQW. Each symbol corresponds to a well defined free charge density (labeled in the figure), while points having the same symbol correspond to different n-type doping densities. The doping levels are $10^{17}$, $5 \times 10^{17}$, $10^{18}$, $5 \times 10^{18}$, $10^{19}$, $7 \times 10^{18}$, and $10^{19}$ cm$^{-3}$ with the lower doping level corresponding to the lower transition energy.

transition for various doping densities and free charge levels. Each symbol corresponds to a well defined free charge density, while points having the same symbol correspond to different n-type doping densities. The doping levels are $10^{17}$, $5 \times 10^{17}$, $10^{18}$, $3 \times 10^{18}$, $5 \times 10^{18}$, $7 \times 10^{18}$, $10^{19}$, and $3 \times 10^{19}$ cm$^{-3}$ with the lower doping level corresponding to the lower transition energy (low screening).

The figure clearly shows how free charge and doping screening are related. Moreover, oscillator strengths and transition energies are one-by-one related in both AlGaN/GaN and GaN/InGaN structures.

Thus, by proper choice of doping level and free charge (operation point of the device) of the nanostructure we can change both oscillator strength and fundamental transition energy. However, for a given well structure (well and barrier widths, alloy concentration) the oscillator strength and transition energy are uniquely related by a universal curve like that of Fig. 3. These curves show that the increasing of the oscillator strength by proper “charge-screening” design always induces a well defined increasing of the transition energy. Thus, the use of such curves will allow a proper design of GaN-based nanostructured devices.

4. Conclusion We have shown how doping levels and free charges (i.e. currents) can be used to tune the fundamental transition energy and oscillator strengths in GaN-based nanostructures. The variation of these optical parameters depends quite strongly on charge screening. However, for a well-defined structure, oscillator strength and transition energy are related and charge screening cannot vary one of them without changing the other.
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The degree of ionisation of a two-dimensional electron–hole plasma is calculated in the low-density (Boltzmann) limit. The electron–hole interaction is considered for all states: optically active and inactive, bound and unbound. The theory is applied to exciton/free-carrier plasma in GaN-based quantum wells at room temperature.

Room-temperature operation of blue quantum-well lasers, based on GaN [1] or ZnSe [2], is no longer a novelty. However, the nature of lasing in wide-gap semiconductors and quantum wells has not yet been completely understood. The large exciton binding energy in wide-gap semiconductors and quantum wells favours excitonic gain processes for which no satisfactory theoretical treatment exists [3]. A knowledge of the balance between excitons and free carriers is crucial in determining the dominant gain process. It is known that a naive application of the Mott criterion for the metal–insulator transition as well as the use of a single-bound-state law of mass action are insufficient, as screening of excitons by the electron–hole plasma and strong scattering of particles within the plasma both play a crucial role [4].

For a consistent description of the electron–hole plasma at a temperature which is higher than the exciton binding energy, bound states and unbound scattering states should be treated on the same footing. In what follows we present such a consistent treatment for the purely two-dimensional (2D) case in the low-density (Boltzmann) limit.

Following an approach applied in 3D to nuclear matter [5], an ionic plasma [6], and the electron–hole system in excited semiconductors [4], we divide the total electron (hole) density between two terms,

\[ n_a = n_a^0 + n_a^{\text{corr}}. \]  

The first term \( n_a^0 \) is the density of uncorrelated quasiparticles with renormalized energies. Only this term should be taken for the screening radius calculation [4]. All correlation effects both in the bound and continuum states are incorporated into the second term \( n_a^{\text{corr}} \) which is called the correlated density. The lower index in Eq. (1) is a species index, \( a = e \) for electrons and \( a = h \) for holes.

In the low-density limit there is no need to go beyond two-particle correlations. This allows us to separate clearly the role of the inter-particle Coulomb interaction from the phase-space filling effects. It is tempting to relate \( n_e^{\text{corr}} \) and \( n_h^0 \) by a simple law of mass
action with the single exciton bound state energy reduced by screening [3, 7]. The main shortcoming of this approach is a disregard of the strong scattering of unbound carriers. A complete account of scattering states as well as all (optically active and inactive) bound states requires the calculation of a two-body partition function which involves summation over all two-particle states. In the low-density (non-degenerate) limit, for which there is no Pauli blocking, a 2D analogue of the modified mass action law reads

$$n_{b}^{\text{cor}} = \sum_{b} n_{a}^{0} n_{b}^{0} \frac{2\pi \hbar^2}{\mu_{ab} k_{B} T} Z_{ab},$$

(2)

where $\mu_{ab} = m_{a} m_{b} / (m_{a} + m_{b})$ is the reduced effective mass, and $Z_{ab}$ is the two-body interaction part of the partition function. Note that due to charge-neutrality the total electron–hole density $n_{e} = n_{h} = n$ is independent of species, whereas $n_{b}^{0} \neq n_{b}^{0}$ and $n_{c}^{\text{cor}} \neq n_{h}^{\text{cor}}$ if the electron and hole have different masses.

The electron–hole part of the partition function which exhibits bound states (excitons) is given by

$$Z_{eh} = \sum_{m, \nu} \exp \left( -\beta E_{m, \nu} \right) + \frac{1}{\pi} \int_{0}^{\infty} \left( \sum_{m=\infty}^{\infty} \frac{d\delta_{m}(k)}{dk} \right) \exp \left( -\beta \frac{\hbar^2 k^2}{2\mu_{eh}} \right) dk,$$

(3)

where $\beta = 1 / (k_{B} T)$, $m \nu$ is the projection of the angular momentum onto the axis normal to the plane of 2D motion ($m = 0, \pm 1, \pm 2, \ldots$), $\hbar^2 k^2 / 2\mu_{eh}$ is the energy of the relative motion of the unbound (scattered) electron and hole, $k$ is the absolute value of the relative motion momentum, $\delta_{m}(k)$ are the 2D scattering phase shifts introduced in the standard way [8], $E_{m, \nu}$ are the bound-state energies (index $\nu$ enumerates bound states with given $m$), and the double sum in the first term ranges only over bound states. Equation (3) is the 2D analogue of the Beth-Uhlenbeck formula [9], and it is derived [10] in the same fashion as in the 3D case [11]. The scattering term in the right-hand side of Eq. (3) gives the contribution to $Z_{eh}$ of the electron–hole attraction in the continuum part of the energy spectrum. The electron–electron and hole–hole parts of the partition function $Z_{ee}$ and $Z_{hh}$ contain the scattering term only.

Equations (1) to (3) provide a consistent description of the ionisation degree, defined as $\alpha = n_{b}^{0} / (n_{e}^{0} + n_{c}^{\text{cor}})$. Technically the most difficult problem is to calculate the binding energies and scattering phase shifts in a screened Coulomb potential. We use for this purpose the variable-phase method [12] known from scattering theory. In this method the scattering phase shift and the function defining bound-state energies can be obtained as a large distance limit of the phase function, which satisfies the first-order, nonlinear Riccati equation originating from the radial Schrödinger equation.

In this paper we model the screened Coulomb interaction in a 2D plasma by the well-known Thomas-Fermi expression for a statically screened Coulomb potential [8],

$$V_{s}(\rho) = \mp \frac{e^{2}}{\epsilon} \int_{0}^{\infty} \frac{q J_{0}(q \rho)}{q + q_{s}} dq = \mp \frac{e^{2}}{\epsilon} \left\{ \frac{1}{\rho} - \frac{\pi}{2} q_{s} \left[ H_{0}(q_{s} \rho) - Y_{0}(q_{s} \rho) \right] \right\},$$

(4)

where $q_{s}$ is the 2D screening wavenumber (which depends on temperature and carrier density), $\epsilon$ is the static dielectric constant of the semiconductor, $J_{0}(x)$, $Y_{0}(x)$, and $H_{0}(x)$ are the Bessel functions of the first and of the second kind and the Struve function. The upper sign in Eq. (4) is for electron–hole attraction, the lower sign is for electron–
electron or hole–hole repulsion. Being the long-wavelength static limit of the random phase approximation for a purely 2D case, Eq. (4) is the simplest model for the screened Coulomb potential in 2D. Nevertheless, this expression reflects the fact that the statically screened potential in 2D decreases at large distances slower than in the 3D case. Despite numerous realistic corrections, Eq. (4) remains the most widely used approximation for the 2D screening, especially for the screened exciton problem. The variable-phase method applied to scattering and bound states in the screened Coulomb potential (4) is described in detail in our recent paper [13]. The method is especially effective for calculation of shallow-state binding energies and low-energy scattering phase shifts. Applying the variable-phase method together with a 2D analogue of the Levinson’s theorem [14], we have found that with decreasing $q_0$ several bound states with different angular momenta appear simultaneously at certain integer values of $1/(q_0 a^*)$, where $a^*$ is the effective (excitonic) Bohr radius. This degeneracy is different from the well-known degeneracy of the unscreened 2D exciton states. In the low-density limit ($q_0 a^* \to 0$) the number of bound states oscillates around $1/(q_0 a^*)$ with the period and amplitude of oscillations proportional to $1/\sqrt{q_0 a^*}$. Then, using the expression for the Thomas-Fermi 2D screening wavenumber $q_s$ for a two-component non-degenerate electron–hole plasma [15], $q_s a^* = 4\pi (Ry^* / k_B T)(n_e a^* + n_h a^*)$, $Ry^*$ being the excitonic Rydberg, one can find the ratio of the free-carrier density to the total density. For a model semiconductor with $m_e = m_h$, this ratio is equal to 2/3 in the low-density limit. This result is different from the single-bound-state law of the mass action, which gives a complete ionisation of bound states ($a \to 1$) in the same limit.

Figure 1 shows the results from the calculation of the electron–hole part of the partition function, $Z_{eh}$, which contains both the bound state sum and the scattering phase shift integral. In this figure $Z_{eh}$ is plotted as a function of the inverse screening wave number $1/q_s$ measured in units of the effective Bohr radius $a^*$. The temperature is given in units of the bulk excitonic Rydberg $Ry^*$. To emphasize the role of scattering we show on the same plot the bound-state sum, $Z_{bound} = \sum_{\nu=1}^{\nu=N} \exp(-\beta E_{m,\nu})$, which exhibits jumps whenever new bound states appear. These jumps become higher with increasing screening length $1/q_s$ since several bound states appear simultaneously [13]. A proper account of scattering eliminates these unphysical jumps.

![Figure 1](image.png)

**Fig. 1.** The electron–hole part of the partition function, $Z_{eh}$ versus the screening length $1/q_s$ for two values of $k_B T/Ry^*$. Solid lines show the bound state contributions $Z_{bound}$ only. Dashed lines correspond to the total partition function with scattering states included.
We calculated the density dependence of the degree of ionisation $\alpha$ in the 2D low-density (Boltzmann) limit for $k_B T = 1$ Ry$, which roughly corresponds to GaN at room temperature. Over a wide range of pair densities, $0.01 < na^2 < 0.1$, $\alpha$ is almost independent of density, and it increases outside this range. The minimal value of the degree of ionisation, $a_{\text{min}} \approx 0.34$, corresponds to $na^2 \approx 0.04$ ($n \approx 5 \times 10^{12}$ cm$^{-2}$ for GaN). Even at the relatively high densities of $10^{12}$ cm$^{-2}$ we find that there is a single bound state having a binding energy of the order of $k_B T$ which is available to participate in excitonic lasing.

We also calculated the second virial coefficient of the dilute 2D electron–hole plasma in GaAs and GaN-based quantum wells at room temperature. These calculations show a striking difference between a nearly ideal electron–hole gas in GaAs and a strongly correlated exciton/free-carrier plasma in GaN. The calculation of optical gain in such a strongly-correlated plasma will be reported somewhere else.
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Strained In,Ga,1-xN quantum wells (QWs) on thick GaN base layers were investigated to verify the importance of localized QW excitons in their spontaneous emission mechanisms. A strength of the internal piezoelectric field ($F_{\text{PZ}}$) across the QW increases with increasing $x$ up to 1.4 MV/cm for $x = 0.25$, since the in-plane strain increases. For the QWs with the well thickness $L$ greater than 3 nm, $F_{\text{PZ}}$ dominates the emission peak energy due to the quantum-confined Stark effect. Absorption spectra of both hexagonal and cubic InGaN QWs exhibited a broad band-tail regardless of the presence of $F_{\text{PZ}}$ normal to the QW plane. The luminescence peak energy of the 3 nm thick QWs was higher than the bandgap energy of the unstrained bulk crystal for $x < 0.15$, showing that doping of Si in barriers or injection of carriers effectively screens the field. The emission lifetime increased with increasing monitoring wavelength. Also, a temperature-induced change in the luminescence peak energy decreased with increasing $x$. The real-space variation of the luminescence peak energy was confirmed by the spatially-resolved monochromatic cathodoluminescence mapping method. The localization depth increases with increasing $x$. The carrier localization is confirmed to originate from the effective bandgap inhomogeneity due to a fluctuation of the local InN mole fraction, which is enhanced by the large and composition-dependent bowing parameter of InGaN material.

1. Introduction InGaN alloys are attracting special interest because they serve as active regions of UV and visible quantum-well (QW) structure light-emitting diodes
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(LEDs) [1–3] and purplish-blue QW laser diodes (LDs) [1, 2]. Blue, bluish-green, green, and white InGaN single-quantum-well (SQW) LEDs have already been commercialized and amber and red LEDs were made recently [3]. However, hexagonal (h-) \( \text{In}_x\text{Ga}_{1-x-N} \) visible LEDs in general have two disadvantages. One is the blueshift of the emission peak by the increase of the forward current. The other is that external quantum efficiency \( \eta_{\text{ext}} \) first increases with increasing emission wavelength (InN mole fraction \( x \)) from 360 nm (GaN) to 380 nm then levels off at 19% around 450–500 nm. However, \( \eta_{\text{ext}} \) decreases steeply with further increase of the emission wavelength longer than 530 nm, i.e. \( x \) greater than 20%. These two factors are considered to be due to a presence of large internal piezoelectric field (\( \Gamma_{\text{PZ}} \)) normal to the QW plane [4], i.e. quantum-confined Stark effects (QCSE). Nevertheless, \( \text{In}_x\text{Ga}_{1-x-N} \) QW LEDs exhibit bright emission in spite of the presence of huge amount of threading dislocations (TDs) up to \( 10^{10} \, \text{cm}^{-3} \). Therefore, it is important to clarify what dominates the emission mechanisms in InGaN QW LEDs and LDs in order to find the way to obtain improved device performances. Static, modulated, and time-resolved spectroscopies were carried out for both h- and cubic (c-) phase \( \text{In}_x\text{Ga}_{1-x-N} \) QWs having various well thicknesses \( L \) and InN mole fraction \( x \) to explore the reason why InGaN devices emit bright luminescences. The importance of quantum confinement and quantum-disk (Q-disk) size [5] band-tail states where localized QW excitons [6, 7] recombine radiatively is described.

2. Experimental Three sets of samples were investigated. One was a series of multiple-quantum-wells (MQWs) with 14 periods of h-\( \text{In}_{0.10}\text{Ga}_{0.90} \)N wells and GaN barriers grown on thick GaN base on sapphire (0001) substrates by metalorganic vapor phase epitaxy (MOVPE). The well thickness \( L \) was varied from 1.2 to 6 nm. The second set contained MQW structures and LED device wafers having a 3 nm thick \( \text{In}_x\text{Ga}_{1-x-N} \) SQW or a MQW grown on sapphire by MOVPE [1, 3, 8]. The InN mole fraction was varied from nearly zero (ultraviolet LED: 0.02) to 0.25 (amber LED) [8]. In these two sets, hexagonal InGaN QWs were confirmed to be strained using an X-ray reciprocal mapping of thick InGaN layers and transmission electron diffraction observation at the well/barrier interfaces. The InN mole fraction was calculated using the values of elastic stiffness constants and lattice constants that were estimated by linear interpolation of those in GaN and InN. For some samples \( x \) was measured directly by nanometer-probe compositional analysis using a KEVEX DELTA energy dispersive X-ray microanalysis (EDX) equipped on HB501 field emission scanning TEM. The probe diameter was 1 nm and the compositional resolution was better than a few percent. The third set was c-\( \text{In}_{0.55}\text{Ga}_{0.35} \)N MQW structure with 4 periods of 6 nm thick c-\( \text{In}_{0.55}\text{Ga}_{0.35} \)N wells and 4 nm thick c-GaN barriers, which was grown by RF plasma gas source molecular beam epitaxy on a c-GaN template [9]. This sample was prepared to eliminate the effect of \( \Gamma_{\text{PZ}} \), which is parallel to the QW normal, and localization effect due to well thickness fluctuation in QWs on the optical properties of InGaN material.

3. Results and Discussion At first, static photoluminescence (PL), photoluminescence excitation (PLE), and time-resolved photoluminescence (TRPL) signal from the \( \text{In}_{0.10}\text{Ga}_{0.90} \)N MQW structures were measured as a function of \( L \) [10]. It was demonstrated that QCSE controlled the PL peak energy under low excitation conditions especially for \( L \) larger than 3 nm. Indeed, the PL peak shifted to higher energy under high excitation conditions. However, the amount of the shift is remarkably small for thinner
wells, and high excitation PL peak energies nearly agreed with the low excitation ones for $L < 3$ nm. The high excitation PL peak energies were smaller than the average bandgap of the wells, which was defined as the energy where the broad PLE signal became half the maximum. In this case, the Stokes-like shift was nearly constant at 50 meV for $L < 3.5$ nm at 300 K. Note that this thickness corresponds to the free exciton effective Bohr radius $a_B$. The emission decay lifetime also decreased with decreasing $L$ from 6.2 to 3 nm, showing that the effect of the electron–hole (e–h) wavefunction separation was relaxed for the wells with $L$ smaller than 3 nm in case of In$_{0.10}$Ga$_{0.90}$N QWs. The strength of $F_{PZ}$ was estimated by calculating confined energy levels and wavefunctions in the In$_{0.10}$Ga$_{0.90}$N wells as functions of $F$, $L$, and doping density $n$ in the barriers by variational method neglecting exciton binding energy within the Hartree approximation solving the Schrödinger equation and Poisson equation simultaneously and self-consistently. The value of $F_{PZ}$ was estimated to be about 350–400 kV/cm, which nearly agreed with previous reports [11].

To evaluate the balance between the field effect and localization effect, both of which change with the InN mole fraction $x$, static and dynamic optical processes in a series of device-grade 3 nm thick In$_x$Ga$_{1-x}$N QWs were investigated. PL spectra at 300 K are shown in Fig. 1 as a function of $x$. As shown, the PL peak shows the redshift and the full width at half maximum (FWHM) increases simultaneously with increasing $x$. The PL peak energy and average bandgap of the well, the latter was obtained by absorption-type measurements like either PLE or photovoltaic (PV), are plotted as a function of $x$ in Fig. 2. The bandgap energy of unstrained bulk In$_x$Ga$_{1-x}$N alloys, which was calculated using the equation

$$E_g(x) = 3.42x + 1.89(1 - x) - b(x)x(1 - x),$$  

where $E_g(x)$ is the energy gap and $b(x)$ is the composition-dependent bowing parameter of In$_x$Ga$_{1-x}$N [12], is also plotted in Fig. 2. It should be noted that the energy gap of In$_x$Ga$_{1-x}$N alloys cannot be fitted by quadratic dependence on $x$ [12]. The absorption edge of the In$_x$Ga$_{1-x}$N QWs for $x < 0.15$ is remarkably higher than the bulk bandgap. This is reasonable since both the compressive biaxial strain in InGaN and the quantum size effect increase the bandgap, and the effect of $F_{PZ}$ is not so serious for the QWs with $x = 0.10$ and $L < 3$ nm [10]. The emission peak energy is higher than the bulk bandgap for $x < 0.12$. However, it is clear that the emission peak energy from the QWs is smaller than the bulk bandgap for $x > 0.15$, indicating that $F_{PZ}$ plays a certain role in the wells with $x > 0.15$ even for $L = 3$ nm. Note that $x = 0.15$ corresponds to the practical blue SQW LEDs.

![Fig. 1. PL spectra of 3 nm thick In$_x$Ga$_{1-x}$N QWs at 300 K as a function of InN mole fraction $x$](image-url)
Fig. 2. Emission and absorption edge energies of 3 nm thick In$_x$Ga$_{1-x}$N QWs. The bandgap of unstrained bulk InGaN estimated after Ref. [12] is also plotted.

The FWHM of the PL, Stokes-like shift, and emission decaytime of the 3 nm thick In$_x$Ga$_{1-x}$N QWs are summarized as a function of $x$ in Fig. 3. Indeed the Stokes-like shift and the emission decaytime increase more rapidly for $x > 0.15$. This may be due to the reduction of $e$–$h$ wavefunction overlap due to strong $F_{PZ}$ in the QWs.

In order to estimate the effective field in the QWs, PL spectra of the 3 nm thick In$_x$Ga$_{1-x}$N SQWs with $x = 0.20$ and 0.25 were measured as a function of external bias [6, 13]. The PL from the QWs was excited by the 457.9 and 488.0 nm line of a cw Ar$^+$ laser for $x = 0.20$ [6] and $x = 0.25$ [13]. Takucchi et al. [14] have also used this method later to determine the direction and strength of $F_{PZ}$ in In$_{0.15}$Ga$_{0.85}$N QWs, and have found a blueshift of the PL peak with increasing reverse bias. Their conclusion that $F_{PZ}$ pointed from the surface to the substrate seemed to be valid considering a Ga-face growth during MOVPE. The PL peak shift for $x = 0.20$ was so small that we could not determine the energy shift. The result meant that most of $F_{PZ}$ was effectively screened by doped impurities in GaN and AlGaN barriers [6] for $x = 0.20$ in our case. The PL peak of $x = 0.25$ shifted to the higher energy by up to 110 meV by changing the external bias from +2 to −10 V [13]. By solving again the Schrödinger equation and Poisson equation simultaneously and self-consistently to fit the peak energy shift, the value of $F_{PZ} = 1.4$ MV/cm was obtained for $x = 0.25$. The value is close to the one estimated from the strain and piezoelectric constants reported by Wetzel et. al. [11]. The strength of $F_{PZ}$ in In$_x$Ga$_{1-x}$N QWs is plotted as a function of $x$ in Fig. 4. As shown, $F_{PZ}$ naturally increases monotonically with increasing $x$. The value of $F_{PZ}$

Fig. 3. FWHM of the PL, Stokes-like shift, and emission decaytime of 3 nm thick In$_x$Ga$_{1-x}$N QWs as a function of $x$. All values are at 300 K.
for the 3 nm thick In\textsubscript{0.15}Ga\textsubscript{0.85}N QWs (critical x = 0.15 described above) is nearly 800 kV/cm. For \( F_{PZ} = 800 \) kV/cm, the potential drop across the 3 nm thick QW is 240 meV, and it increases with increasing x. The energy gap of bulk In\textsubscript{0.15}Ga\textsubscript{0.85}N is calculated to be [12] 2.69 eV. Then the valence band discontinuity \( \Delta E_v \) and conduction band discontinuity \( \Delta E_C \) between the In\textsubscript{0.15}Ga\textsubscript{0.85}N well and GaN barriers (3.42 eV) are estimated to be 548 and 183 meV, respectively, under the assumption that the ratio of \( \Delta E_C \) and \( \Delta E_v \) is 3:1. Then the potential drop is larger than \( \Delta E_v \) and nearly half of \( \Delta E_C \), which corresponds to the pronounced CASE II in Ref. [10]. Therefore the effect of c--h wavefunction separation become serious for x > 0.15 for the 3 nm thick In\textsubscript{x}Ga\textsubscript{1-x}N QWs.

The presence of both \( F_{PZ} \) and large density of TDs are only disadvantageous to obtain efficient emission from the QWs [6, 10, 11, 13–15]. However, \( \eta_{ext} \) of the practical blue (x = 0.15) and green (x = 0.20) SQW LEDs are as high as 19%. Therefore, In\textsubscript{x}Ga\textsubscript{1-x}N QWs should have another dominant mechanism to obtain such \( \eta_{ext} \). One is the quantum confinement [6], since the well thickness of 3 nm is smaller than \( a_B \) in bulk InGaN. The other has been proposed to be a localization of QW excitons [1, 6, 7, 10, 13]. As a matter of fact, the PL lifetime of 2.5 nm thick In\textsubscript{0.06}Ga\textsubscript{0.94}N MQW exhibits an increasing decay time with decreasing detection photon energy, as shown in Fig. 5. In this case, \( L \) and x are as small as 2.5 nm and 0.06, respectively, thus \( F_{PZ} < 300 \) kV/cm and the change in the lifetime in Fig. 5 can be attributed to nearly pure localization of QW excitons [16]. From the fitting curve based on the weak exciton localization model [17], the depth of the localized states (\( E_0 \) value) is estimated to be 35 meV.

Fig. 4. Estimated effective field \( (F_{PZ}) \) in In\textsubscript{x}Ga\textsubscript{1-x}N QWs

Fig. 5. Time-integrated PL spectrum and the emission lifetime as a function of detection photon energy at 300 K of In\textsubscript{0.06}Ga\textsubscript{0.94}N MQW structure. The inset shows the PL intensity as a function of time after excitation.
Similarly, $E_0$ is estimated to be 60 meV for $x = 0.13$ [18] and 120 meV for $x = 0.25$ [13]. The presence of these band-tail type localized states gives rise to a weakening of the temperature-induced change in emission peak energy, as shown in Fig. 6. In Fig. 6, energy shifts of the emission peak against that of 300 K for the 3 nm thick In$_x$Ga$_{1-x}$N QWs are plotted as a function of temperature. Obviously, the luminescence energy shift decreases with increasing $x$, which implies the increase of the localization depth.

The depth of localization of the 3 nm thick QWs is plotted as a function of $x$ in Fig. 7. The external quantum efficiency $\eta_{\text{ext}}$ of corresponding SQW LEDs and the PL intensity ratio of the QWs at 300 K against that of 10 K (a measure of the internal quantum efficiency $\eta_{\text{int}}$) are also shown in Fig. 7. As shown, $E_0$ increases abruptly for very small $x$ of 0.02 then increases gradually with $x$. Simultaneously, both $\eta_{\text{ext}}$ and $\eta_{\text{int}}$ increase rapidly for small $x$. This means that doping of In in GaN matrix drastically changes the electronic states [12] and carriers are localized at certain potential minima [6, 10] in the QWs due to the large and composition dependent $b(x)$ of In$_x$Ga$_{1-x}$N alloys. Note that $\eta$ decreases for $x > 0.2$, which may be due to $F_{\text{FZ}}$ in the 3 nm thick QWs or simply to a degradation of the crystal quality.

The lateral size of the potential minima was estimated using spatially-resolved monochromatic cathodoluminescence (CL) mapping method to be smaller than 50 nm for $x = 0.10$ and 0.02 SQWs [6, 19], in which spatial inhomogeneity of the CL peak was observed and the quasi diffusion length was estimated. Note that structures with the lateral size between $a_B$ and exciton resonance wavelength (emission wavelength divided by the refractive index) embedded in QWs are defined as Q-disks [5].
Localization Effect on Quantum Well Excitons in AlGaN/GaN/InGaN

To prove that the tail states are originated from In compositional inhomogeneity, optical absorbance and PL spectra of c-In$_{x}$Ga$_{1-x}$N/c-GaN MQW [9] at 300 K were measured [19]. It has been revealed that c-In$_{0.5}$Ga$_{0.5}$N MOQW exhibited a broad band-tail energetically lower than the c-GaN bandgap, and a broad PL band located in the band-tail. The results were similar to those obtained from thick c-InGaN epilayers [9, 20]. Note that in c-InGaN/GaN system, spontaneous polarization does not exist due to the crystal symmetry and the direction of $F_{PZ}$ is not normal to the QW plane thus e−h separation at opposite sides of the well/barrier interfaces does not occur. Though the growth methods are not identical and the QW thickness fluctuation is not the same as in the hexagonal samples, the results confirmed the presence of localized energy tail states in In$_{x}$Ga$_{1-x}$N QWs regardless of $F_{PZ}$.

4. Conclusions The spontaneous emission from strained In$_{x}$Ga$_{1-x}$N QWs was verified to originate from the recombination of QW excitons localized at Q-disk size potential minima, which was formed due to the InN mole fraction fluctuation enhanced by the large and composition dependent bowing parameter of InGaN alloys. $F_{PZ}$ dominated the emission peak energy through QSE especially for the thicker QWs with $L > 3.5$ nm and the 3 nm thick QWs with $x > 0.15$. The localized states were formed both in h- and c-InGaN alloys regardless of the presence of $F_{PZ}$ normal to the QW plane.
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The optical and structural properties of ultrathin insertions in wide-bandgap semiconductors are studied. Structural investigations confirm that in nitride-based structures indium fluctuations lead to the formation of nano-islands. The zero-dimensional character in nitride- and II–VI-based quantum dot structures is demonstrated by its typical behaviour (splitting of the polarisation, optical gain mechanisms resulting from localised states, surface lasing without high-quality Bragg reflectors, etc.). Practical device applications of the structures based on ultrathin insertions for non-traditional devices are discussed.

Introduction For the fabrication wide-bandgap quantum dots (QDs) several self-organized growth approaches may be applied: islands can be formed by heteroepitaxial sub-monolayer deposition, by spinodal decomposition of a multi-component alloy, via Stranski-Krastanow (SK) or Volmer-Weber (VW) island growth mode, by growth on faceted or step-bunched surfaces, etc. [1–5]. Especially in ternary compounds based on InGaN and CdZnSe interdiffusion and segregation influence strongly the formation of nano-islands. Consequently, similar approaches are applied for the growth of QD structures. Appropriate growth conditions, e.g. ultrathin (submonolayer and a few monolayer) insertions, lead to dense arrays of flat two-dimensional nano-islands with a lateral size comparable or much smaller than the exciton Bohr radii. In spite of the relatively small size of the islands, the QD characteristics are proven by direct observation of luminescence lines from single QDs up to elevated observation temperatures, by excitonic gain and by lateral squeezing of excitons revealed in magneto-optical studies [6]. The aim of the present paper is to show that group III nitrides became attractive candidates for the application of ultrathin insertions. Such insertions have already applied to the group III nitrides [7] and enabled gain in the green spectral range in InGaN/GaN structures [8].

Experimental For the investigation of II–VI quantum dot structures samples were grown by molecular beam epitaxy (MBE). Further details of the growth are given in Ref. [9]. The nitride-based structures were grown in a horizontal flow MOVPE growth machine. To form nucleation layer, low-temperature AlGaN deposition was applied. GaN and AlGaN layers were grown at 1050 °C with H2 carrier gas and at the total pressure of 200 mbar. For the growth of the InGaN-based active region the temperature was reduced. The total pressure was 600 mbar and argon was used as carrier gas [10].
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The samples were studied by transmission electron microscopy (TEM) in plan-view and cross-section geometry using a Philips CM 200 FEG/ST electron microscope with an electron energy of 200 keV and a Scherzer resolution of 0.24 nm. For the optical investigations the samples were mounted in a He-flow cryostat providing temperatures between 4 and 300 K. The photoluminescence (PL) was excited by the 325 nm line of a cw He–Cd laser. Optical reflection (OR) spectra were recorded at normal incidence using a tungsten lamp dispersed by a double monochromator. For the high excitation density measurements pulsed excimer and nitrogen lasers were used. Luminescence was detected by a photomultiplier attached to a 0.85 m double monochromator.

**Results and Discussion** For the CdSe/ZnSe system the formation of nano-islands by the deposition of ultrathin insertions is confirmed by MOVPE and MBE grown samples. Their zero-dimensional character is proven by structural and optical investigations [6]. E.g., the polarisation of the PL in edge geometry enables a clear distinction between the quantum wells (QW) and QD cases. According to Kane’s selection rule, the heavy-hole exciton luminescence in zinc-blende QWs grown on a high-symmetry (100) surface must be completely TE polarised as it was experimentally confirmed in numerous studies. In contrast, for spherical QDs no polarisation of the QD emission in edge geometry can be expected. As the CdSe nano-islands keep essentially a two-dimensional shape, the quantization in growth direction prevails, and the heavy-hole-like QD exciton luminescence in edge geometry is still TE-polarized. However, in contrast to the QW case, a significant contribution of the TM-polarised emission has been observed (Fig. 1). This underlines the role of the lateral exciton confinement. The most remarkable observation has been done however for the edge emission of vertically coupled QDs. This emission was found to be predominantly TM polarized. This indicates that the heavy-hole-like exciton wavefunction was more extended in the growth direction and, most probably, had a cylindrical shape. A similar polarisation of edge emission has been observed in the case of vertically coupled InGaAs–GaAs Stranski-Krstanow QDs [11].

While a lot of publications are available about II–VI wide-bandgap semiconductor quantum dots, in the case of the InGaN/GaN system the formation of quantum dots by ultrathin insertions is not so widely discussed. Fig. 2 shows the high-resolution (HR) TEM image of a InGaN/GaN multilayer structure, and the digital analyses of lattice images (DALI [13]). With respect to the investigations of similar II–VI QD structures, evaluation procedures have to be applied to reveal the nano-islands formed by ultrathin insertions in

![Fig. 1. Polarisation-dependent PL spectra of CdSe/ZnSe multilayer structures as a function of the thickness of the ZnSe spacer between adjacent CdSe layers. The polarisation splitting indicates the zero-dimensional character of the emission centres](image-url)
the InGaN/GaN system, too. These investigations support that the indium distribution is not homogeneous in the deposited layer and undergoes remarkable lateral variation. Areas with an indium content of up to 60% and a lateral size of 3–10 nm are revealed. A dense array \(10^{18} \text{ cm}^{-2}\) of such nano-islands implicates a large potential for vertical cavity surface emitting laser (VCSEL) due to their enormous optical gain up to several \(10^5 \text{ cm}^{-1}\).

Optical transmission, PL and stimulated emission recorded perpendicular to the surface at 16 K are shown in Fig. 3. The absorption in the active region (InGaN/GaN superlattice) leads to a decrease of the transmitted light at \(\sim 3.0 \text{ eV}\), which is suppressed for light energies above the GaN bandgap. In comparison to the transmission spectrum the maximum of the PL band is shifted to lower energies. The shape of the emission band with extended tails on the low and the high energy side and the pronounced redshift suggest the presence of indium-rich areas with a significant size and composition dispersion. Both were revealed in HRTEM investigations and DALI evaluation (compare Fig. 2). At higher excitation densities, the maximum of the PL band shifts to higher energies and a narrowing was observed. As it is shown in the inset of Fig. 3, the
intensity of the emission band grows superlinearly. This behaviour hints to the observation of simulated emission in surface geometry, even when no Bragg reflectors are applied. We note, that the maximum of the PL band at high excitation densities remains in the vicinity of the onset of the absorption induced by the InGaN nano-islands.

The pronounced modulation of the light even in InGaN/GaN structures without Bragg reflectors is supported by optical reflection investigation at excitation densities when the gain overcomes the losses (Fig. 4). Deduced from the reflectivity coefficients of the GaN/AlGaN (2.4\%) and the GaN/air (17\%) interfaces and the thickness of the active region, the threshold gain, which is necessary to overcome the external losses was estimated to be $2 \times 10^5$ cm$^{-1}$. The behaviour of the second derivative normalised to the excitation density confirms that only one cavity mode exhibits superlinear growth. Side Fabry-Perot modes were detected even at highest excitation densities. The influence of the cavity modes on the PL emission are shown in the inset of Fig. 4. Although a superlinear growth of the main mode at 3.05 eV was observed, additionally emission bands appear fitting to other cavity modes according to the side Fabry-Perot modes. The observed chirp fits to the giant absorption–gain changes at threshold ($\sim 10^5$ cm$^{-1}$). Despite the remarkably low finesse of the cavity, superlinear growth and narrowing of the emission band indicate the appearance of surface lasing supported by a cavity formed by the GaN/AlGaN and GaN/air interfaces. For the fabrication of VCSEL with low threshold densities, the external optical losses have to be reduced. A promising way to achieve this is the enhancement of the reflectivity at the interfaces. Therefore, distributed Bragg reflectors (DBR) consisting of strain-compensated GaN/AlGaN multilayer sheets are applied.

The introduction of a bottom AlGaN/GaN Bragg reflector, with maximum reflectivity exceeding 90\%, leads to a significant reduction of the external optical losses. Consequently, room temperature surface lasing [14] was achieved in structures with stacked InGaN QD insertions. For the investigated structure, which is schematically drawn in the left inset of Fig. 5, no top DBR was applied. Nevertheless, as already mentioned, the high material gain in stacked InGaN insertions enabled surface lasing even in case of very low finesse cavities (17\% reflectivity on top due to the GaN/air interface, only). In Fig. 5 the room temperature PL spectra of the VCSEL structure recorded at different excitation densities are depicted. The observed surface lasing is confirmed by
the strong increase in the slope efficiency (see right inset of Fig. 5) and a narrowing of the PL emission band. From the farfield pattern of the emission of this structure a significant narrowing in comparison to the spontaneous emission of the same cavity was detected giving a further evidence of the lasing emission. The room-temperature threshold excitation density was 400 kW/cm². According to HRTEM investigations and the appearance of the lasing emission on the low energy tail of the PL band the lasing is attributed to recombination processes via localised states caused by In-rich nanodomains formed in the InGaN insertions (compare Fig. 2). The right inset of Fig. 5 shows peak intensity of the emission band as a function of the excitation density. The great impact of the DBR on the cavity quality is underlined by the observed behaviour. A detuning of the DBR out of the lasing wavelength leads to a decrease in the slope efficiency by a factor of two and to an enhancement of the threshold excitation density.

Conclusions The deposition of ultrathin insertions of ZnCdSe and InGaN leads to the formation of nano-islands. Structural investigations demonstrated that their diameter is in the range of the exciton Bohr-radii resulting in a three-dimensional confinement of excitons. It was shown, that the formation of cavity modes and surface lasing are enabled by the ultrahigh gain in QD structures. The reduction of the threshold excitation density and an increase of the slope efficiency was achieved by the introduction of bottom DBRs using GaN/AlGaN multilayer sheets and by a tuning of the emission wavelength to the cavity mode of the laser. The high potential of InGaN nano-islands for the realisation of VCSELs emitting in the blue and green were demonstrated.
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We achieved low-threshold ultra-violet lasing in optically pumped GaN/AlGaN separate confinement heterostructures over a wide temperature range. Lasing modes of a single microcavity were examined from 20 to 300 K and gain mechanisms were compared to those of a thick GaN epilayer. We have also systematically studied InGaN/(In)GaN multiple quantum wells as a function of well and barrier thickness. We demonstrate that the stimulated emission threshold and photoluminescence (PL) decay time are strongly dependent on the well and barrier thickness. The experimental results indicate that the enhanced optical quality of samples with larger barrier thicknesses can be readily applied to the fabrication of InGaN/(In)GaN laser diodes.

1. Introduction  GaN-based semiconductors and related materials have received growing interest due to their large direct band gap, making them promising materials for (ultraviolet) UV-blue-green light emitting devices, solar blind UV detectors, and high-power and high-temperature devices. However, due to the lack of ideal substrates for the growth of thin film nitrides, a large number of dislocations and cracks are naturally formed in the epitaxial layer to alleviate the lattice mismatch and the strain of postgrowth cooling. This does not always negatively affect lasing characteristics but sometimes introduces interesting lasing properties due to self-formed high-finesse microcavities [1] that could be utilized for the development of near- and deep-UV laser diodes (LDs). It is also necessary to optimize existing InGaN/(In)GaN-based structures to achieve improvements in laser power, lasing threshold, durability, and cost. In this work we describe the results of optical pumping experiments on GaN/AlGaN separate confinement heterostructures (SCHs) with a large number of naturally formed microcavities. We achieved ultra-violet lasing in these structures over a wide temperature range. We also systematically studied a series of InGaN/(In)GaN MQWs to optimize the well and barrier thicknesses for LD performance. We found that the stimulated emission (SE) threshold density is strongly dependent on the well thickness.

2. Experiment  The GaN/AlGaN SCH samples used in this work were grown by metalorganic chemical vapor deposition on 6H-SiC (0001) substrates with ~3 μm thick GaN epilayers deposited prior to the growth of the SCH region. The SCH sample under

1) Corresponding author; e-mail: bidnyk@mail.com
discussion has a 150 Å thick GaN active layer, surrounded by 1000 Å thick Al$_{0.05}$Ga$_{0.95}$N cladding layers and 2500 Å thick Al$_{0.10}$Ga$_{0.90}$N waveguide layers symmetrically located on each side. For the purpose of comparison, we also studied a 4.2 μm thick GaN epilayer grown on (0001) 6H-SiC. To investigate the well and barrier thickness effect, two series of five-period In$_{0.15}$Ga$_{0.85}$N/In$_{0.02}$Ga$_{0.98}$N multiquantum well (MQW) structures were grown. For the first series, the well thickness was varied from 1.5 to 9.0 nm while keeping the barrier thickness constant at 4.0 nm. For the second series, the barrier thickness was varied from 4.0 to 15 nm while keeping the well thickness constant at 3.0 nm. Prior to growth of the MQWs, a 25 nm thick GaN nucleation layer and a 1.2 μm thick GaN buffer layer were grown on c-plane sapphire substrates.

The samples were mounted on a copper heat sink attached to a wide temperature range cryostat. Conventional photoluminescence (PL) spectra were measured in the back-scattering geometry using a frequency-doubled Ar$^+$ laser (244 nm) as the excitation source. In order to study the lasing phenomena, a tunable dye laser pumped by a frequency-doubled, injection-seeded Nd:YAG laser was used as the primary optical pumping source. Time-resolved PL (TRPL) measurements were made using a streak camera for detection and with sample excitation by a picosecond pulsed-laser system consisting of the second harmonic of a cavity-dumped dye laser synchronously pumped by a frequency-doubled modelocked Nd:YAG laser.

3. Results and Discussion

3.1 Microstructure-based lasing of GaN/AlGaN SCHs. In order to evaluate the effects of cracks on the optical properties, we cleaved a GaN/AlGaN heterostructure sample into submillimeter-wide bars (note that when GaN is grown on SiC, it can be easily cleaved along the (1120) direction [2]). Before cleaving, the samples did not exhibit any noticeable defects on the surface. After the cleaving process, however, cracks were observed along all three cleave planes associated with a hexagonal crystal structure, with the majority running parallel to the length of the bar. When a sample was excited above the lasing threshold, high-finesse cavity modes were observed. Typical emission spectra at pump densities above and below the lasing threshold are depicted in Fig. 1. A series of equally spaced and strongly polarized (TE:TM ≥ 300:1) lasing modes with full width at half maximum of ~3 Å appears on the low energy side of the GaN-active region peak. Lasing in our samples occurs in the wavelength range of 360 to 364 nm at

![Fig. 1. Lasing and spontaneous emission in a GaN/AlGaN separate confinement heterostructure at room temperature. The lasing is believed to be of microcavity origin.](image-url)
room temperature (RT), which is much deeper in the UV than for InGaN/GaN-based structures. Assuming the unity round-trip condition is satisfied and there is no loss due to absorption in the GaN layer, the threshold gain can be estimated to be 500 cm\(^{-1}\) (see Ref. [3]).

It was found that by pumping different areas along the length of the bar, the emission exhibited varying degrees of cavity finesse. This is presumably due to the presence of cavities of varying quality formed by parallel cracks running through the active layer. Areas exhibiting high finesse consistently had a narrower far-field pattern than those exhibiting low finesse.

A dramatic decrease in the lasing threshold of our SCH structure in comparison to a bulk-like GaN epilayer was observed over the entire temperature range studied. For the SCH, the lasing threshold was measured to be as low as 65 kW/cm\(^2\) at RT. We made a direct comparison of threshold carrier densities in GaN/AlGaN SCHs and bulk-like GaN epilayers and concluded that lasing in SCHs occurs at carrier densities < 5 \times 10^{17} cm\(^{-2}\), which is considerably lower than that required for the formation of an electron–hole plasma. By further examining the relative energy position between the spontaneous emission and lasing modes, we concluded that the exciton–exciton scattering gain mechanism remains dominant in the SCH lasing structures even at RT. The details of the carrier density calculations and photon energy analysis are given elsewhere [4].

The temperature dependence of the energy position of the lasing modes from a single microcavity was also studied. We used an optical multi-channel analyzer to consistently acquire spectra at 1.3 times the optical pumping stimulated emission threshold for each temperature. Figure 2 shows a plot of mode energy position versus temperature. The gray scale corresponds to different emission intensities. We note that the energy position of the gain maximum in the GaN/AlGaN SCH red shifts about 50 meV as the temperature is varied from 10 to 300 K, which is half that of a bulk-like GaN epilayer (solid line in Fig. 2) [5]. Such a reduced temperature sensitivity of the laser emission suggests that the GaN/AlGaN SCH could be well suited for UV applications that require increased temperature stability of the emission wavelength.

3.2 Well/barrier thickness dependence of In\(_{0.15}\)Ga\(_{0.85}\)N/In\(_{0.02}\)Ga\(_{0.98}\)N MQWs To further investigate the recombination dynamics and device applicability of InGaN/(In)GaN...
Fig. 3. Room-temperature photoluminescence decay curves as a function of well thicknesses (4.0 nm thick barriers) for In$_{0.15}$Ga$_{0.85}$N/In$_{0.07}$Ga$_{0.93}$N MQWs. The inset shows the stimulated emission threshold versus well thickness at room temperature.

MQWs, TRPL and SE measurements at RT were performed. Figure 3 shows RT TRPL decay curves as a function of well thickness. The carrier lifetime is seen to increase with increasing well thickness, because of greater electron–hole separation caused by piezoelectric fields [6]. The inset of Fig. 3 shows the SE threshold ($I_{th}$) versus well thickness at RT. The SE threshold is 340, 64, 150, 980, and 2300 kW/cm$^2$ for the well thicknesses of 2.2, 3.0, 4.5, 6.0, and 9.0 nm, respectively. SE was not observed for the 1.5 nm well sample, and the lowest SE threshold density of 64 kW/cm$^2$ was obtained for the 3.0 nm well sample. The extremely large values of SE threshold for the 6.0 and 9.0 nm well thickness samples can be attributed to strain-relaxation [7, 8] and the greater electron–hole separation. For narrower wells, such as 1.5 and 2.2 nm, much smaller RT lifetimes were observed, indicating a larger nonradiative recombination rate due to the greater influence of interface-related nonradiative recombination centers [6]. This may be the reason that SE was not observed for the 1.5 nm well sample and why the 2.2 nm well sample had an increased SE threshold.

Figure 4 compares the TRPL decays at RT for different barrier thicknesses and a constant well thickness of 3 nm. The decay time increases with increasing barrier thickness. The RT lifetime is 340, 595, 656, and 919 ps for a barrier thickness of 4.0, 7.0, 10.0, and 15.0 nm, respectively, indicating smaller RT nonradiative recombination rates.

Fig. 4. Room-temperature time resolved photoluminescence of In$_{0.15}$Ga$_{0.85}$N/In$_{0.07}$Ga$_{0.93}$N MQWs with for different barrier thicknesses, but a constant 3.0 nm well thickness. The inset shows the SE threshold versus barrier thickness at room temperature.
for thicker barrier samples. For the origin of RT nonradiative recombination centers in the InGaN/(In)GaN MQW system, interface states related to In composition fluctuation and well-width fluctuations have been suggested [9]. The larger RT decay times for thicker barrier samples in our study represent improved interface quality and are consistent with X-ray reciprocal lattice mapping results (see Ref. [10]). We note however, that the increase in RT decay time with barrier thickness can also be explained by the piezoelectric field in the wells increasing with barrier thickness [6] and causing greater electron–hole separation in the wells.

The inset of Fig. 4 shows the SE threshold versus barrier thickness at RT. The SE thresholds were measured to be 64, 59, 60, and 58 kW/cm² for the 4.0, 7.0, 10.0, and 15.0 nm barrier thicknesses, respectively. Unlike the strong SE threshold dependence on well thickness, the SE threshold is almost independent of barrier thickness. However, the PL efficiency and RT lifetime increase greatly with barrier thickness. The enhanced optical and structural quality of samples with larger barrier thicknesses suggests that LDs utilizing barriers as thick as ~15 nm would be superior to traditional LDs, which have 4.0–7.0 nm thick barriers.

4. Conclusions We achieved ultraviolet lasing in optically pumped GaN/AlGaN separate confinement heterostructures over a wide temperature range. The lasing was shown to be of microwatt origin. The temperature sensitivity of the lasing wavelength was found to be half that of bulk-like GaN films, indicating that separate confinement heterostructures could be used in applications requiring increased temperature stability of the emission wavelength. We also systematically examined the optical properties of InGaN/(In)GaN multiquantum wells as a function of well and barrier thicknesses. For very narrow wells, smaller RT lifetimes were observed, indicating a larger nonradiative recombination rate due to the greater influence of interface-related nonradiative recombination centers. As the barrier thickness increases, the PL efficiency and RT lifetime significantly increase. We believe this optimization of well and barrier thicknesses can be readily applied to the fabrication of laser diodes with increased lifetimes and enhanced durability.

Acknowledgement The authors thank BMDO, AFOSR, ONR and NSF for financial support of this research.
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We propose the first tentative calculation of exciton binding energies and oscillator strengths in GaAs_N_x–GaAs quantum wells with nitrogen contents below x = 0.05. Our model is based on the envelope function approximation and permits us to determine the excitonic properties of GaAs–GaAsN single quantum wells with a variational and self-consistent process for marginal type I or type II potentials due to the very small valence band offset for this combination. We conclude that this is a type I system.

1. Introduction  Mixed-anion III–V–N alloys are very promising candidates for optoelectronic devices operating in the 1.3 and 1.55 μm range, since small nitrogen contents are very efficient to reduce the gap of the III–V compound. As an impurity in ordinary GaP and GaAs semiconductors, nitrogen is known to induce one or several special conduction states. For the different doping levels there is a series of bound exciton lines in GaP. In GaAs, nitrogen introduces a state which is resonant in the conduction band at ambient pressure conditions but can be boosted into the band gap by application of hydrostatic pressure. At higher composition, hybridization of the nitrogen wavefunctions with the rest of the conduction band increases which produces an additional band. The theoretical problem of the interaction of the nitrogen atom with the rest of the Bloch states of the band structure of GaAs has been analyzed by many authors; a review can be found in [1]. These methods are purely theoretical approaches and are hopeless for experimentalists and device designers. This argument which holds for bulk III–V–N compounds is reinforced for quantum wells based on them. These drawbacks inspired us for proposing a different, heuristic approach. This approach is based on well-known symmetry arguments: nitrogen which substitutes the group V atom gives an a_1 impurity level which couples with the a_1 zone center folded states that are fully symmetric linear combinations of the contributions of the X or L conduction band extrema. The study of quantum wells is restricted to the fundamental conduction band potential line-up for which we make the approximation that the Bloch wavefunctions do not change from one layer to the other. Interactions with upper confined states are restricted to their influences on effective masses.

2. Coupling of the Electron States in the Context of the Effective Mass Approximation  The conduction states of GaAsN alloys are obtained by using the following 4 × 4
matrix description:

\[
\begin{array}{cccc}
|N\rangle & |a_1^1\rangle & |a_1^2\rangle & |a_1^X\rangle \\
E_N & V_{NF} & V_{NL} & V_{NX} \\
V_{NF} & E_{a_1^1} & 0 & 0 \\
V_{NL} & 0 & E_{a_1^2} & 0 \\
V_{NX} & 0 & 0 & E_{a_1^X} \\
\end{array}
\]

where |N\rangle is a Wannier state, the energy of which is the limit value at the asymptotic nitrogen doping conditions. The matrix above describes the zone center states; but the dispersion relations can be obtained very easily if we suppose that the Bloch theorem still holds in the low nitrogen concentration range. We restrict ourselves to the [001] direction and write:

\[
E_{a_1^1}(k_z) = E_{a_1^1}(0) + \frac{\hbar^2 k_z^2}{2m_1^1}, \quad E_{a_1^X}(k_z) = E_{a_1^X}(0) + \frac{\hbar^2 k_z^2}{6} \left( \frac{1}{m_1^8X} + \frac{2}{m_1^{8L}} \right),
\]

\[
E_{a_1^2}(k_z) = E_{a_1^2}(0) + \frac{\hbar^2 k_z^2}{6} \left( \frac{1}{m_1^{8L}} + \frac{2}{m_1^{8L}} \right)
\]

with: \(E_N(0)\) (meV) = 1675–2520, \(E_{a_1^1}(0)\) (meV) = 1430–1550, \(E_{a_1^2}(0)\) (meV) = 1745, \(E_{a_1^X}(0)\) (meV) = 1870, \(V_{NF}\) (meV) = –2400 \(\sqrt{x}\), \(V_{NL}\) (meV) = –400 \(\sqrt{x}\), \(V_{NX}\) (meV) = –200 \(\sqrt{x}\). We used the effective mass values \(m_1^1 = 0.067\), \(m_1^8X = 1.3\), \(m_1^{8L} = 0.23\), \(m_1^{8L} = 1.8\), \(m_1^{8L} = 0.26\).

---

**Fig. 1.** Exciton binding energy for the fundamental transition in a single GaAsN–GaAs quantum well as a function of the well width for different values of the valence band offset.
3. **Excitonic Parameters** When embedding a slice of GaAsN between two semi-infinite layers of GaAs, we constitute a quantum system. We have considered that the valence band potential profile is marginal: the valence band offset is either zero, slightly type I (10 meV) or type II (−5 meV). Due to lack of information, we took the same valence band effective masses for each layer, the ones of the heavy hole in GaAs. Concerning the lowest conduction band, for a nitrogen content \( x = 2.5\% \) we have an effective well whose depth is equal to 326 meV, the energy difference between the fundamental \( \Gamma \) bands of the binary and the ternary layers. In the ternary layer, we took the electron effective mass computed at the zone center. This one is larger than in GaAs due to the couplings with the other conduction bands. To determine the exciton parameters for this marginal potential profile, we compute self-consistently the exciton binding energy and the quantized hole state in a valence potential profile modified by the presence of the exciton [2].

In Fig. 1 are displayed the exciton binding energies (\( E_b \)) obtained as a function of the well width (\( L_w \)) for different values and signs, of the offset. Starting from the bulk

![Diagram](image)

Fig. 2. Self-consistent densities of probability for the electron and hole states in a GaAsN–GaAs, 4 nm wide single quantum well for different values of the valence band offset and confining potential for the hole.
value of 4 meV, we find the usual trend of a large increase for thin wells, then a decrease to reach again the bulk value for very large wells. A maximum of $E_V$ is observed that corresponds to the best confinement of the electron–hole pair. In Fig. 2 are shown some typical electron and hole densities of probability.

Figure 3 shows the evolution of the excitonic oscillator strength (OS) versus the well width ($L_w$) for different values of the offset. The initial decrease of OS versus the well width is due to the faster confinement of electron states compared to heavy hole states: the mass parameters are comparable but the well potential remains marginal for the hole, the square overlap of eigenfunctions is small and the exciton Bohr radius is large as shown in Fig. 4. At large values of $L_w$ we recover the bulk value of 100%. Here again, the oscillator strength depends strongly on the valence band offset for a fixed value of well width. The larger the offset, the more efficient is the radiative recombination process between electrons and holes.

We now discuss the information that this model furnishes. We believe that the strong modification of the GaAs conduction band by nitrogen alloying leads to a type I configuration for GaAsN–GaAs quantum wells. An evidence for this configuration are the strong absorption features that were observed in GaAsN–GaAs quantum wells [3]. It could be argued that strain fields were not included in the alloy layer. The GaN lattice...
parameter is smaller than the GaAs one. Coherent growth of GaAsN onto GaAs would produce a biaxial tension in the GaAsN layer. The topmost of the valence band would be a light-hole instead of a heavy-hole one, with a slightly enhanced type I configuration. Then the question which is raised concerns the nature of the excitonic transition in terms of heavy or light holes. But in all cases the predictions of our calculation still holds since on-axis and in-plane hole masses are used in the calculation. What is important besides the exciton binding energy is the oscillator strength, which is in straightforward relation with the wavefunctions of the confined carriers. Comparison with [3] indicates a type I configuration. In quaternary GaInAsN alloys lattice-matched to GaAs, strain effect considerations are not required; due to the incorporation of indium, the configuration is definitively type I for such quantum wells.

In conclusion, we have performed self-consistent calculations of the excitonic binding energies and oscillator strengths in GaAsN–GaAs quantum wells. Our results indicate that the band lineups are in a type I configuration.
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The high efficiency of luminescence from InGaN has underpinned widespread recent developments in blue-green optoelectronics. A loose consensus on the nature of the luminescence has emerged in the last three years. Localisation of excitation, whether by composition fluctuations or self-formed quantum dots, appears to tilt the balance in favour of radiative recombination, despite the presence of huge densities of extended defects found in ‘device-grade’ material by electron microscopy. The luminescence is lowered in energy with respect to the excitation by internal electric fields. What is not clear at present is the relationship between the composition and the structure: what exactly is responsible for optical effects in this material? We have argued previously that, contrary to accepted wisdom, current theoretical treatments fail to give a satisfactory account of the dependence of the optical energies on the composition of InGaN. We now advance a strong form of this argument: present theoretical treatments of light–matter coupling may be inadequate to take account of the complexities of structure inherent in this, or any other, luminescent material.

1. Introduction  The fundamental problem of spectroscopy is to identify the physical origin of a given optical spectrum. For example, the atomic spectral line that we call Hα, seen in absorption or emission at 656.3 nm, originates in an electronic transition of the hydrogen atom. A single hydrogen atom, appropriately excited, can emit a photon of this characteristic wavelength. When we come to consider optical effects in solids, the situation is more complicated. As Garbuny [1] wrote: (Solid state spectra) hide rather than reveal complexities of structure and energy states far larger than those existing in free atoms and molecules. Following Garbuny, we can classify spectra of solids into several categories, as shown in Table 1. Let us focus on light emission or fluorescence. The origin of fluorescence from ruby is not in doubt: isolated chromium ions emit distinct luminescence lines that combine into a narrow band, called the R-line. Special spectral techniques, hole-burning for example, can reveal the narrow, homogeneously broadened components of the inhomogeneously broadened R-line. We can imagine that a near-field microscope could accomplish the same end in a sufficiently dilute sample. The Cr3+ ion in ruby is a good example of a localised optical centre, which we call a lumophore.

In semiconductors, various mechanisms give rise to light emission and absorption. Some of these involve localised states, while some involve band states of the crystal potential. Band states are delocalised, at least to the extent of the crystal dimensions, in real space, but are made up of a small range of k-states (ideally one) in phase space. Transitions involving extended states involve the whole sample as a lumophore. In what
Table 1
Classification of optical spectra in solids (after Garbuny [1])

<table>
<thead>
<tr>
<th>physical process</th>
<th>example spectrum or system</th>
</tr>
</thead>
<tbody>
<tr>
<td>plasma oscillations</td>
<td>phonon reststrahlen band</td>
</tr>
<tr>
<td></td>
<td>free carrier absorption</td>
</tr>
<tr>
<td>localised states/defects</td>
<td>inner-shell transitions of rare-earth and transition-metal impurities</td>
</tr>
<tr>
<td></td>
<td>electronic spectra of dye molecules in solid hosts</td>
</tr>
<tr>
<td></td>
<td>exciton emission</td>
</tr>
<tr>
<td></td>
<td>donor-acceptor pair emission</td>
</tr>
<tr>
<td>extended states</td>
<td>band-to-band absorption</td>
</tr>
<tr>
<td>mixed</td>
<td>exciton absorption</td>
</tr>
<tr>
<td></td>
<td>carrier capture luminescence</td>
</tr>
<tr>
<td></td>
<td>low-dimensional semiconductors</td>
</tr>
</tbody>
</table>

follows, I will review work aimed at discovering the origin of the luminescence in InGaN alloys in terms of the distinction between localised and delocalised states.

2. Experimental Details Much work has been done on InGaN via spatially resolved measurements (mapping) of a small number of macroscopically inhomogeneous epilayers. Sample growth and primary characterisation are detailed in [2]. Photoluminescence (PL), optical absorption and excitation spectra were carried out conventionally on samples mounted in closed-cycle helium cryorefrigerators. The composition of samples was measured using energy dispersive X-ray analysis at De Montfort University [3], Rutherford backscattering spectrometry, at the University of Leuven [4], electron probe microanalysis, at the University of Montpellier [5] and extended X-ray absorption fine structure in collaboration with CLRC Daresbury Laboratories [6].

3. Experimental Results The PL spectrum of a typical InGaN epilayer features a single broad band. The band is asymmetric in profile with exponential tails [7]. The composition dependence of the spectral peak energy is shown in Fig. 1.
The trendline is a linear fit to the data,

\[ E_g = 3.41(03) - 4.36(16) \times, \]

where \( E_p \) is the peak energy in eV and \( x \) is the indium nitride fraction. No luminescent InGaN sample with an indium fraction greater than 0.4 has been grown, to my knowledge.

The absorption spectrum of InGaN epilayer has a sigmoidal profile (while the PL spectrum is approximately the derivative of a sigmoid). Let us define the midpoint of the sigmoid as the band gap of the alloy [8]. The band gap and peak PL energy are related as shown in Fig. 2.

The trendline is

\[ E_g = 0.677(12) E_p + 1.088(33). \]

Combining equations (1) and (2) shows that the band gap depends linearly on the indium nitride fraction. There is no statistical evidence of a bowing parameter in the composition dependence of the band gap from these data [9].

EXAFS shows further that the nearest neighbour (In–N) separation varies only from 2.09–2.11 Å and the next nearest neighbour (In–M) separation between 3.26–3.30 Å in samples with In content in the range from 5% to 40% [10]. The variations are much less than might be expected from a naive application of Vegard’s law.

4. Discussion We want to answer the question: what is responsible for the optical properties of InGaN? The scalability of the optical spectra, their dependence on the (mean) indium nitride content and their relative indifference to sample macrostructure, encourages us to imagine that a common lumophore is responsible, but what clues do we have about the physical structure of this entity?

1. The light-emitting object is very small. A spectrum inhomogeneously broadened by site-to-site energy disorder is expected to ‘break up’ as the number of excited lumophores is reduced. Cathodoluminescence imaging of quantum wells, only a few nanometre thick, reveals a granular structure with a length scale of about 300 nm. If quantum discs of about this size were responsible for the luminescence from epilayers, one would expect to see statistical fine structure in microspectroscopy of epilayers. This has not been reported, as far as I am aware. Using a confocal microscope to restrict the excitation volume to about 500 × 500 × 250 nm\(^3\) (the film thickness) does not materially alter the spectrum of an InGaN epilayer, compared to that observed using large-area excitation [11].
2. The light-emitting object is certainly bigger than a single atom. A conventional model of light emission from alloys pictures a Wannier exciton of a certain radius $R > a$, the lattice constant. The exciton samples a local region of the crystal, as it decays with an energy that depends upon the distribution of alloy components within its orbit. It is difficult to estimate the radius of the Wannier exciton in InGaN. The bandstructure of InN is uncertain. In addition, there is a tendency, first mentioned by Stokes [12], towards lowering of energy in the emission process. Regions with high ratios of InN, assuming for the moment a random distribution of components, will attract the exciton to regions where the recombination energy is lowered. This situation is complicated if there is non-random segregation and/or internal electric fields. In extreme circumstances, one can imagine strong local trapping of holes on In atoms or clusters leading to the collapse of Wannier excitons into Frenkel excitons, extending over a short percolation path, an object that may be called a “quantum what”.

3. Composition fluctuations on a scale size of several nanometres have been identified by electron microscopy [13].

4. While light emission seems to be localised in InGaN, light absorption, which leads to the excitation of the lumiphores, may not be local. For quantum well spectra, it is clear that delocalised excitation, followed by relaxation into classically localised states, leads to Stokes’ shift in 2D [14].

5. Conclusion Despite a lot of work, we are still confronted by a mystery when considering the origin of luminescence from InGaN. More work is required on the influence of the organisation of the material (into quantum wells or dots) on the spectral and temporal characteristics of the emission. A fundamental question is whether the composition fluctuations revealed by microscopy are in fact responsible for the emission process? At the present time this conjecture remains unproved. In consequence the description of light–matter coupling in InGaN alloys must remain enigmatic.
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We present a study of optical properties in GaN based structures and devices. Our approach is based on a rate equation model, where the role of carrier screening on recombination rates is self-consistently included. We demonstrate that Time-Resolved Photoluminescence (TR-PL) in gallium-nitride quantum wells is influenced by two main effects: (i) the charge accumulation in the well, caused by the separation of the wavefunctions and by the increase of the radiative recombination time induced by the built-in field, and (ii) the loss of carriers from the ground level induced by the non-radiative recombination processes.

1. Introduction The recent developments in the field of GaN-based blue-UV optoelectronic devices have stimulated several experimental and theoretical studies on GaN/AlGaN MQWs devoted to the complete clarification of the role of internal piezoelectric and spontaneous polarization fields. Many time-resolved photoluminescence (TR-PL) experiments [1–4] have been carried out in several experimental groups. These results require an accurate theoretical model able to account for the peculiar characteristics of gallium-nitride compounds. In this paper we will develop a time-dependent self-consistent approach to study TR-PL measurements in nitride structure where polarization fields and charge screening are important. We demonstrate that the fundamental transition energy is influenced by two main effects: (i) the charge accumulation in the well, caused both by the separation of the wavefunctions and by the increase of the radiative recombination time induced by the built-in field, and (ii) the loss of carriers from the ground level induced by the non-radiative recombination processes. The proper account of these phenomena provides a new insight on the coupling of GaN-based structures with light, which has both fundamental and applied relevance.

To this aim, the information that can be drawn from photoluminescence and time resolved photoluminescence are extremely valuable. Our approach allows the calculation of the both time integrated and time dependent intensity of light emitted after optical excitation. We are also able to calculate the spectral profile of these quantities, and we think this feature can greatly enhance the comprehension of gallium nitride based optical properties.

2. The Rate Equation Model The role of carrier screening is extremely important in GaN based heterostructures [5, 6]. Many time-resolved experiments suggest that the
magnitude of the screening changes dramatically with time [4]. For this reason, we developed a model based on rate equations which include the variations with time of the main recombination processes, namely the spontaneous recombination time, and the non-radiative time. While the first one has a key role in describing how charge rearrangement modifies the internal structure of the well and thereafter the oscillator strength of the optical transition, the latter has to be considered since it can strongly modify the recovery time after the photoexcitation.

In the following we consider a typical multi-quantum-well (MQW) structure. To model the time evolution of the charge density inside the well we solve the following rate equation:

\[
\frac{dn}{dt} = G - R_{sp}(n) - R_{nr}(n),
\]

where the terms on the right-hand side indicate the rate of generation of carriers due to optical excitation (\(G\)), the rate of spontaneous recombination (\(R_{sp}\)), and the rate of non-radiative recombination (\(R_{nr}\)), respectively. We consider the cumulative effect of all the non-radiative recombination channels such as defects assisted and surface recombination, and assume that it is proportional to the average density \(n\) in the QW, i.e. \(R_{nr} = n/\tau_{nr}\), with \(\tau_{nr}\) the non-radiative time. The physical meaning of this simplified model is related to the fact that we want to isolate the radiative recombination dynamic from the other processes which may involve non-radiative recombination. These latter processes are usually slower and of the order of a nanosecond, as suggested by some experimental investigation, where it has been also suggested that their role may be dominant even at very low temperatures, depending on the well width [4].

Equation (1) should be solved, at each time step, in a self-consistent manner. The importance of self-consistent approach to the rate-equation problem becomes immediately clear if we recall the expression for the spontaneous recombination rate in effective mass approximation:

\[
R_{sp} = \int_{-\infty}^{+\infty} \frac{e^{2} \mu E_{g} \omega n_{1}}{h^{2} c^{3} \pi^{3} \varepsilon_{0} m_{0}} f_{e}(1 - f_{i}) \sum_{i} I_{if} \theta(\omega - \omega_{if}) d\omega,
\]

where all the symbols have their usual meaning, \(\theta\) is the Heavyside function, \(I_{if}\) is the wavefunction overlap and \(\omega_{if}\) is the energy transition from the initial level \(i\) in conduction band to the final level \(f\) in valence band. In Eq. (2) both quasi-Fermi levels, overlap matrix elements, and transition energy are all charge density dependent. Overlap and transition energy are related to the density through the coupling between the Poisson and Schrödinger equations. Equation (2) represents the bimolecular recombination term widely used in rate equation models describing carrier dynamics in QWs, rewritten in terms of physical contributions to the overall rate of radiative recombination.

We thus solve Eq. (1) as follows: at each time step \(t_{i}\) we calculate the right-hand side of Eq. (1) by solving self-consistently the Schrödinger and Poisson equation for a charge density \(n(t_{i-1})\). This defines the new charge density \(n(t_{i})\) and the procedure is iterated up to a desired time.

It must be noted that the integration of Eq. (1) allows also for the calculation at any given time and spectral component of the number of photons re-emitted by radiative recombination. This permits the calculation of both time integrated PL and time-resolved PL.
3. Time Resolved Photoluminescence

We will consider Al₀.₁₂Ga₀.₈₈N/GaN MQWs structures of two different well widths, the first one having well width of 2.4 nm and the second one of 6.3 nm. Barriers have a width of 7.5 nm. The structures are supposed to be grown on GaN substrate.

Figure 1 shows the time-resolved photoluminescence decay concentration for a 2.4 nm QW and for 6.3 nm QW after excitation with a gaussian optical pulse of 5 ps with 10¹² photons cm⁻². We assumed for both the samples the same non-radiative recombination rate τᵣᵣ = 5 ns [4].

We notice that at longer times the photoluminescence in the two QW vary with a perfectly exponential decay with time constant equal to τᵣᵣ, thus indicating that in both QWs non-radiative process dominates in Eq. (1). However, soon after the optical excitation, the 2.4 nm QW presents a much stronger decay rate than the other QW.

This decay rate is almost exponential, with a time constant of 0.5 ns. The fact that such behaviour is not observed in the wider QW is a clear indication that a much stronger oscillator strength builds up in the 2.4 nm QW, allowing the spontaneous recombination rate to overcome non-radiative dynamics.

4. Conclusion

We presented a powerful method to determine optical properties of gallium nitride based heterostructures. Within our approach time-dependent behaviour of optical spectra can be predicted and discussed. We clarify the importance of self-consistency in the determination of spontaneous recombination rate and suggest also that the role of non-radiative recombination processes shall be considered for the recovery process after optical excitation. Self-consistency is also very important for the determination of the role of excitons in GaN QWs, and future analysis will be devoted to study also the relative importance of excitonic transitions in the time-dependent behaviour of optical spectra.
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We theoretically study the evolution of exciton binding energies in GaN/AlGaN quantum structures that are photo-pumped. The exciton binding energies are obtained by a variational approach. Dealing with strong intensities of injected carriers in the wells, we solve self-consistently Schrödinger and Poisson equations. Quantum exclusion principle due to the filling of the reciprocal space is included in the model via the proper choice of the exciton trial wavefunction. The excitation intensity leading to the bleaching of the electron–hole interaction is shown to depend strongly on the well width and on the lattice temperature.

1. Introduction We present in this communication a theoretical treatment for the problem of excitons in AlGaN/GaN quantum structures, under high photo-injection conditions. We apply a variational approach to describe the electron–hole in-plane binding, while normal-to-the plane single-particle wavefunctions are found by a self-consistent numerical solving of Schrödinger and Poisson equations. We particularly analyze the photo-injection effect on the exciton state. The electron–hole plasma screens the piezoelectric fields that stabilizes the exciton. On the other hand, it screens the exciton itself, and finally, at high pumping intensities, suppresses the exciton. To describe correctly this latter effect, care has to be taken in the choice of the trial function [1]. In the present study, we account for the filling of the reciprocal space and for the quantum exclusion effects at large injection densities [2] by introducing limitations on the class of trial functions used in the excitonic calculation. The exciton cohesion is found to be dependent on the injection density $\alpha$: the larger $\alpha$, the greater the kinetic energy and the smaller the binding energy $E_b$. We have previously studied a series of quantum wells with varying widths and have demonstrated that a small increase of the exciton energy is expected up to a critical value of the injection density, this critical value decreases with the well width [3]. The bleaching of the exciton actually begins beyond this critical value of $\alpha$. The Fermi Dirac distribution of the carriers varies with the temperature. This has significant implication at the scale of the exciton binding energy. We show that the excitonic character of the fundamental transition in nitride quantum structures persists at larger carrier injection intensities when the temperature increases.
2. Formalism We extend the technique developed in Ref. [4] for the exciton state calculation in a A0.11Ga0.89N/GaN single QW sample to account for the free electron–hole plasma effect on excitons. Due to spontaneous and piezoelectric components, the electric field in the well is very strong (about 1 MV/cm). The self-consistent resolution of Poisson and Schrödinger equations required to obtain the correct electron and hole eigenfunctions \( \chi_e(z) \) and \( \chi_h(z) \) is described in Ref. [5]. Due to heavy carrier masses, we only consider fundamental states for \( \sigma \leq 2 \times 10^{12} \, \text{cm}^{-2} \).

In our model, a single free exciton state interacts with a non-correlated electron–hole plasma in the QW. This model is relevant to describe the optical reflection experiments under continuous band-to-band pumping. The plasma being characterized by its Fermi wavevector \( k_F = \sqrt{2\pi \sigma} \), the quantum exclusion effect implies that we have to account for the filling of the reciprocal space: only exciton states whose wavefunction is constructed using the electron and hole harmonics with \( k > k_F \) are allowed at \( T = 0 \, \text{K} \). In reciprocal space, the kinetic and potential terms of exciton Hamiltonian write

\[
H_{ex} = U + T = \frac{\hbar^2 k^2}{2\mu} - eq_{ch}(k, z_e - z_h),
\]

\( \mu \) being the reduced mass of the exciton relative motion, \( k \) its in-plane wave vector. Averkiev et al. [6] and Pikus [7] have proposed a smart approach to this problem: their trial wavefunction writes

\[
\varphi(q) = A \, e^{-\phi_0} \cos (\Omega(T) \, k_F q).
\]

\( q \) is the in-plane coordinate of the electron–hole relative motion, \( A \) is the normalization constant and \( \Omega(T) = \exp (-\beta \varepsilon_F) \). \( \varepsilon_F \) is the Fermi energy of the plasma and \( \beta \) the inverse of the thermal energy. The specific reasons that justify the choice of this trial function can be found in Ref. [3]. In the context of the Thomas-Fermi approximation [6], the potential energy of the exciton writes

\[
eq_{ch}(q, z_e - z_h) = \frac{e^2}{4\pi \varepsilon_0 \varepsilon_i q} \left\{ e^{-q|z_e - z_h|} - \frac{\int_{-\infty}^{\infty} f(u) e^{-qiu - z_e + z_h} \, du}{\int_{-\infty}^{\infty} f(u') \, du' e^{-qui - u'|} \, du'} \right\},
\]

in which \( q_s \) is the reciprocal screening radius of the 2D electron gas, \( f(z) = \chi_e^2(z) - \chi_h^2(z) \) the exciton wavefunction along \( z \)-axis and \( \varepsilon_i \) is the static dielectric constant.

3. Theoretical Results In Fig. 1 the evolutions of the two components — kinetic and potential — of the exciton binding energy versus \( \sigma \) are represented for \( T = 0, 10 \) and \( 100 \, \text{K} \). Neglecting the very low injection conditions, we first see different tendencies for the two sets of curves. The square overlap of electron and hole eigenfunctions increases linearly with the injection density of carriers from 0.71% up to 2.67% when \( \sigma \) scales up to \( 2 \times 10^{12} \, \text{cm}^{-2} \) resulting in smaller fields in the well layer. Logically, the potential energy increases simultaneously whereas not linearly. This energy reaches a maximum at a critical value of injection that depends on the temperature and then decreases: the higher the temperature, the higher the critical value. The saturation can be attributed to the screening of the dielectric constant for flatter and densely populated wells.
Concerning the kinetic energy, we have a plateau as long as the Fermi energy is negligible compared to the kinetic energy at $\sigma = 0$ then we switch to quasi-linear regimes. A first linear regime is found simultaneously with the increase of the potential energy. The in-plane exciton radius diminishes. Then a second plateau regime is found: the higher the temperature, the more stable the exciton with $\sigma$ in this regime. Finally, the in-plane radius increases and the kinetic energy increases linearly with $\sigma$, the bleaching of the exciton occurs when the kinetic energy exceeds the potential one. We note that the Fermi-Dirac distribution allows the states with $k < k_F$ to be populated at $T > 0$. This contributes to the reduction of the exciton kinetic energy.

In Fig. 2, we display the evolution of the exciton binding energy as a function of the temperature for three values of the injection intensity. At 0 K, these values of $\sigma$ are in the saturation regime since an increase of $\sigma$ leads to a decrease of $E_B$. We note that, when increasing the temperature, we increase the exciton binding energy and these curves tend to focus at high temperatures. This convergence comes from the fact that, at high temperature, the exciton trial function $\psi(\rho)$ is no longer influenced by $k_F$ and does not oscillate: the only difference comes from the flatter well profile.
In conclusion, we have investigated exciton physics in AlGaN/GaN single quantum wells under strong photo-injection conditions, by a variational approach, including the quantum exclusion effect. We show that, in these structures, the bleaching of the exciton by large carrier injection intensities may be reduced when the temperature is increased.
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We present an experimental study of the exciton and phonon replica dynamics in high quality GaN epilayers and AlGaN/GaN quantum wells (QW) by means of picosecond time-resolved photoluminescence (PL) measurements. A non-exponential decay is observed both at the zero phonon line (ZPL) and at the $n=1$ LO replica. Time-resolved spectra unambiguously assign the replica to the free exciton A recombination. Optical migration effects are detected both in the epilayer and the QWs samples and disappear as the temperature increases up to 60–90 K. Even though the sample quality is comparable to state-of-the-art samples, localization effects dominate the exciton dynamics at low temperature in the studied GaN based structures.

1. **Introduction** Strong phonon-replica-emission (PRE) of the free and bound exciton zero phonon lines (ZPL) are commonly observed in GaN based structures up to room temperature. In fact several lines are observed as replica of the main emission with a characteristic energy separation of $\sim 91$ meV equal to the LO phonon energy. In the framework of a configuration-coordinate model (CC) developed by Huang and Rhys [1] the interaction between excitons and LO phonons is characterized by a coupling constant $S$ which determines the intensity ratio among the ZPL and the different replica ($n = 1$, $n = 2$, etc.). While results have been reported on the spectral shape of the ZPL and PRE in GaN epilayers [2] and values of the $S$ parameter have been deduced from the intensity ratio of the main PL and the phonon sidebands in GaN based quantum wells [3], to our knowledge, very scarce information is available on the temporal behavior of the replica emission compared with the ZPL time evolution. In fact, if we consider a free exciton recombination, both shape and temporal profile have to be described in the framework of an exciton-polariton model. As a consequence, in the case of radiative recombination for bulk crystals, the exciton has to conserve the photon momentum $K$ to recombine; therefore only $K \approx 0$ excitons radiate. In the case of QWs only the component of $K$ in the well plane has to be conserved with the known consequences on the value of the radiative rate, see e.g. [4]. If LO phonons participate in the recombination process, excitons with different $K$ values can recombine transferring the momentum to the lattice before reaching a thermalized distribution. As re-
ported in [2, 5] the flatness of the LO phonon band for low momentum values should allow to extract the kinetic energy distribution of the excitons from the lineshape of the PRE and the evolution of the exciton temperature from the time-resolved spectra of the PRE. In this paper we show that even in state-of-the-art samples (epilayers and QWs) the fundamental hypothesis underlying the forementioned interpretation is lacking; in particular efficient non-radiative recombination channels are present even at low $T$ and recombination from localized states dominates the emission. In particular we will show that for QW samples recombination from long-living states provides a significant contribution to the PRE. Finally, optical migration effects are observed both in epilayer and QW samples.

2. Results We investigated high quality 2 μm thick GaN epilayers grown by MBE technique on a c-plane sapphire substrate and Al$_x$Ga$_{1-x}$/GaN single and multiple quantum wells with $x$ ranging between 0.09 and 0.2. The barrier width was 50 Å and the well width was 20 or 42 Å, depending on the sample. Since the experimental findings are similar in the epilayers and QW samples, we will present results on one epilayer and on a 42 Å single QW. A 4 ps frequency-doubled mode-locked synchronously pumped dye laser and a 2 ps frequency-doubled mode-locked Ti:sapphire laser were used as excitation sources. Time-resolved spectra were acquired by means of a time-correlated single photon counting apparatus using as detector a multichannel plate (experimental time resolution 50 ps) or by means of a synchroscan streak-camera allowing for a time resolution of 2 ps. The samples were kept in a closed-cycle cryostat and the temperature was varied between 10 and 300 K. The excitation density was varied between $5 \times 10^{-2}$ and 50 W cm$^{-2}$.

In Fig. 1a the time-integrated PL spectrum of the epilayer is shown at 10 K. A clear emission from the free exciton A and a shoulder at the free

Fig. 1. a) PL time-integrated spectrum of the GaN epilayer at 10 K; b) time-integrated spectrum of the PRE for the same sample. Assignments are discussed in the text.
exciton B are observed besides two features arising from bound exciton recombination [6]. In Fig. 1b the phonon replica spectrum is reported. From the energy separation we attribute the main replica to a LO phonon assisted emission of the FE A exciton, while the other peak corresponds to a LO + E2 phonon assisted emission. Increasing the temperature, the emission from the bound excitons decreases while the FE A recombination becomes dominant. Correspondingly the intensity of the replica increases indicating again a dynamics correlated with FE A. A thermal quenching of the overall free exciton emission occurs with an activation energy of the order of 26 meV comparable with the exciton binding energy. Strong PRE are also observed in the QW sample (Fig. 2a); the well PL is red-shifted by the internal piezoelectric field with respect to the GaN emission. In Fig. 2b the PL temperature dependence is reported: apparently the main PL emission quenches more rapidly than the phonon replica

as a consequence of a long tail in the low energy side of the spectrum which persists as the temperature increases. Concerning the dependence on the excitation density a linear dependence is observed in the investigated range for both samples.

In Fig. 3 time-resolved spectra of the epilayer are shown at a lattice temperature of 10 K. In Fig. 3a the spectra are normalized at the peak intensity to make clear the change in the shape and the dominant contribution of the bound states at longer delays. In Fig. 3b the PRE is shown for the same time delays with no arbitrary normalization; it turns out that the replica dynamics follows the time evolution of the FE A exciton. In Fig. 4a the time decay of PRE (equal to that of FE A) and FE B excitonic recombination are compared for quasi-resonant excitation ($E_{\text{exc}} = 3.518$ eV). The rise-time of PRE is definitely slower ($\approx 4$ ps) than the FE B signal. The fast rise of the luminescence has to be noted even if no LO phonon can be emitted during the relaxation path, being the excitation excess energy smaller than 91 meV. Moreover, the fast decay of the exciton emission ($\approx 15$ ps) suggests a rapid capture in shallow states as
Fig. 3. Time-resolved spectra of the PL from the epilayer at 10 K for different delay times: a) normalized spectra, b) non-normalized spectra of the PRE

also shown by the time-resolved spectra. Also the decay of PRE is slower in agreement with the time-resolved spectra. Such differences disappear as the temperature increases up to 90 K when the two time evolutions become identical. In Fig. 4b time decays at low T are shown for different emission energies, corresponding to the four states labeled in Fig. 1a; the decays are not exponential and as the detection energy decreases the decay rate become slower. As T increases, such effect disappears. Summarizing the experimental findings on the epilayer samples we conclude that at low T the time-resolved spectra indicate a lack of thermalization suggesting a quite complex dynamics between excitons (bound and free) and carriers [7]. When the temperature increases, thermalization occurs, but the decrease of the quantum efficiency, measured from the time integrated spectra, comes from the opening of efficient non-radiative channels. Therefore, we observe that, despite the fact that our samples show an overall high quality, the possibility is still questionable of extracting radiative rates and making comparison with a polariton model for the exciton dynamics in GaN based structures in the light of our and others experimental findings [7]. Such a conclusion is even more true (unfortunately) if we consider AlGaN/GaN quantum well samples. In fact, as shown in Fig. 2b, the intensity strongly decreases both at the ZPL and PRE as the lattice temperature increases due to efficient non-radiative centers. It is worth noting that a broad emission at low energy still persists up to 80 K when the main PL band has already disappeared. In Fig. 5a time-resolved spectra at different time delays are shown for the same sample. A clear red shift of the emission is observed at longer delays and it is accompanied by a modification of the lineshape. Two consequences come from such results: firstly again a lack of thermalization in the band as observed in the epilayer, secondly the shift cannot be attributed to a reduced screening of the internal piezoelectric field from the photoexcited carriers. In fact this effect is not expected to significantly modify the spectral
Fig. 4. PL time decays of the epilayer for different detection energies: a) dashed line: experimental time response, solid line FE B emission, solid line with points LO PRE. b) PL time decays detected at the emission energies labeled in Fig. 1a.

Fig. 5. a) Time-resolved spectra of the QW PL for different delay times; b) PL time decay detected at the ZPL and at the PRE.

The behavior of the PL spectrum. Moreover no dependence of the PL time decay has been observed in the investigated excitation density range. It has to be noted that the change in the lineshape is also present in the PRE. In Fig. 5b the time evolutions of the ZPL and $n = 1$ PRE are reported. Non-exponential decays are observed with a long decay tail (of the order of several ns) more important in the PRE. From the temperature dependence we attribute the long-living component of the PRE to the low energy states observed in the PL spectra (Fig. 2b). Therefore, in the comparison of the ZPL and PRE dynamics, an important contribution is given by deeply localized states. We observe that in ref. [5] a change in the PRE lineshape is reported for a GaN epilayer and it is explained in terms of a cooling of the exciton distribution. We exclude this explanation in our sample because the comparison of the time-resolved measurements...
with the time-integrated data indicate an interplay between bound and free excitons dominant at low $T$, making unlikely the dominance of free exciton recombination in the measured signal.

3. Conclusions We have presented an experimental study of exciton and phonon replica dynamics with a ps time resolution on GaN based structures. The comparison of time-integrated and time-resolved measurements as a function of the lattice temperature show that the ZPL dynamics is determined by an interplay between free and bound excitons and non-radiative channels become significant at rather low temperature denoting an overall sample quality definitely poorer with respect to other III–V compounds even in state-of-the-art samples. In particular quite clear is the optical migration effect observed both in the epilayer and in the QW sample. At low temperature a fast capture ($\approx 15$ ps) into bound states is measured for the free exciton of the epilayer in agreement with fs pump–probe measurements [7]. The temperature dependence of decay rates and quantum yield suggest a dominant contribution from extrinsic effects to the exciton dynamics.
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We report on the first characterisation of the band structure of two-dimensional triangular photonic crystals of air holes in an epitaxial group III nitride film. The structures were fabricated by electron beam lithography and reactive ion-etching.

1. Introduction The group III nitrides are now widely recognised as vital for efficient generation of blue light by current injection in LEDs and lasers. We report on the first characterisation, to our knowledge, of the band-structure properties of photonic crystals realised as two-dimensional triangular lattices of holes in an epitaxial III nitride film. Mapping the band structure of photonic crystals is important because of phenomena such as superprism effects [1, 2] and reduced group-velocity [3–5], as well as the modification of emission via bandgap effects.

The two-dimensional photonic crystals were fabricated by electron beam lithography and reactive ion-etching in a simple GaN/sapphire heterostructure [6], with strong vertical confinement resulting from the large film–substrate refractive index difference (contrast ~2.35:1.7). The position of resonance dips has been measured in transmission as a function of the angle of incidence and the dispersion relations have been experimentally constructed.

2. Experimental We have developed a process in order to transfer patterns from PMMA into GaN using an intermediate mask which consisted of a 300 nm thick SiNx layer and a 50 nm thick Ti layer evaporated on top of SiNx. The 50 nm Ti layer was etched in a SiCl4 plasma using a 200 nm thick PMMA layer. The Ti layer was subsequently used as a mask in a CHF3 plasma to etch the 300 nm thick SiNx layer, which in turn was used to transfer the patterns into GaN epilayers [6]. In a CH4/H2 plasma vertical etching was achieved with sidewall angles up to 81°. The scanning electron micrograph of Fig. 1a shows a typical local region of the etched photonic crystal in a 1.6 μm thick GaN epilayer grown on (0001) sapphire. The sample consisted of a number of triangular lattices of holes and pillars with different lattice constant a and with different air-filling factor f [6]. We have focused our study on three lattices of holes with the

¹) Corresponding author; Fax: +33 (0)4 67 14 37 60; e-mail: coquillat@hes.univ-montp2.fr
periodicity \( a = 1 \, \mu m \) and with various hole diameters so that \( f = 0.19, 0.21 \) and 0.22. The sidewall verticality of the holes is quite good as shown in the height profile obtained by atomic microscopy measurements in resonant mode (Fig. 1b). The hole penetration-depth into the epi-layer was 1.1 \( \mu m \).

Our general approach for measurement has followed that of Astratov et al. [3], which is based on the reflection spectra for collimated white light incident on the surface of the 2D photonic crystal over a range of angles with respect to the surface normal. The sharp resonances observed in the reflection spectra of Refs. [3] and [4] are due to the Bloch modes allowed to propagate through the photonic crystal when both energy and in-plane wavevector match those of the photonic structure. We used white light transmission measurements to determine the position of different resonances by scanning the angle of incidence \( \theta \) from 0° to 28° with an accuracy of \( \pm 1° \). Transmission spectra were taken using a Fourier transform infrared spectrometer. The white light from a tungsten lamp is focused on a pinhole used as a point light source. The light is collimated within a 1° solid angle formed by a diaphragm in such a way that the diameter of the spot illuminating the sample was approximately 150 \( \mu m \). The transmitted image of the lattice is magnified and projected on a second collimating diaphragm placed before the detector, which permits the collection of light transmitted only through the 100 \( \mu m \) large square area of the lattice. The sample is defined to lie in the (x,y) plane. Rotating the sample around the y axis by 2° up to 28° allows the study of the dispersion relation in the \( k_x \) direction. The transmission spectra were measured from 4000 to 12000 \( \text{cm}^{-1} \) for both \( E \) and \( H \) polarised light and the \( \Gamma-\text{M} \) orientation was chosen for \( k_x \).

3. Results and Discussion We first measured the transmission at normal incidence \( (\theta = 0°) \) from an unetched area on the sample very near to the lattice with \( f = 0.22 \). The Fig. 2a shows long-period oscillations arising from interferences of the beam multiply reflected by the interfaces and additional features due to the nearby photonic crystal. The transmission from the three photonic crystal lattices is markedly different than from the unetched area (Fig. 2a). The periods of the oscillations become larger, indicative of the decrease of average refractive index value \( n_{av} \) of the lattice and sharp reso-
2D Photonic Crystal Band Structure in GaN–Sapphire Epitaxial Material

Fig. 2. a) Transmission spectra at normal incidence $\theta = 0^\circ$ from an unetched area (dashed line) and from the photonic crystals (solid line) with filling factor of 0.19, 0.21, 0.22. b) Spectral positions of the resonance dips at $\theta = 0^\circ$ for $f = 0.19$ (circle), 0.21 (square), and 0.22 (up triangle)

resonance dips appear. With increasing filling factor, the resonance dips shift to higher energy as shown in Fig. 2b. Some of the energy of the incident light within a solid angle of $\sim 1^\circ$ couples into several propagating modes and these propagating modes appear on the spectra as resonance dips.

Typical results for $E$ and $H$ polarised incident light ($E$ when the electric field of the light is parallel to the hole axis) are shown in Fig. 3 for the lattice with $f = 0.19$. When $\theta$ increases from zero up to $28^\circ$, a remarkable difference between $E$ and $H$ appears. The sharp resonances were found to shift with of the angle of incidence $\theta$ and to be dependent on the polarisation of the incident beam.

The experimental results in Fig. 4 represent the spectral position of the dips plotted as $\omega a / 2 \pi c$ versus the in-plane wavevector $k_x = \omega / c \sin \theta$ for $E$ and $H$ polarisation. Such complex and varied dispersive behaviour is attributable to photonic crystal band-structure effects. This interpretation receives support by comparing these experimental results with a theoretical 2D simulation using the plane wave expansion method with a basis of 1024 plane waves for a refractive index of 2.0. Although the experimental and numerical values are not too close, the theoretical simulation provides good guidance for understanding the spectral behaviour.

Fig. 3. Transmission spectra for three different angles of incidence $\theta$, for $E$ (solid line) and $H$ (dashed line) polarisation from the lattice with $f = 0.19$. Light was incident along the $\Gamma$–$M$ direction
4. Conclusion  The behaviour of the dips observed in the transmission spectra as a function of different parameters (lattice period, angle of incidence, polarisation) is clear evidence of photonic band-structure effects in our GaN photonic crystals. Moderately good agreement is obtained between experiment and strictly 2D computations of the photonic band structure based on an effective index approximation. The full impact of finite layer thickness on the relationship between experimental measurements and computation, including polarisation cross-coupling possibilities, requires a strictly three-dimensional and vectorial computation. These results highlight the excellent quality of the fabrication achieved and launch the field of photonic bandgap engineering in large electronic bandgap nitride semiconductors.
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Thermally detected optical absorption (TDOA) and photoluminescence experiments are carried out on In$_{0.15}$Ga$_{0.85}$N/GaN multi-quantum wells (MQWs) grown by molecular beam epitaxy on (0001) sapphire substrates. A model proposed to adjust the TDOA line shape, allows to deduce the band-edge energies, the absorption coefficients and the broadening parameters of the (In,Ga)N MQWs for different thicknesses. The Fabry-Pérot oscillations, which structure the TDOA spectra, are considered in this modelling to accurately account for the experimental data. The emission, which covers the whole visible spectrum at room temperature, is achieved by varying the thickness from 1.5 to 5 nm. A very large Stokes shift between the emission and absorption energies is deduced at low temperature, for the (In,Ga)N MQWs.

1. Introduction The (In,Ga)N alloy is very attracting because it offers interesting potentials for the fabrication of light emitting devices operating in the red to ultraviolet energy region. The use of (In,Ga)N/GaN multiple quantum wells (MQWs) as the active material in commercialized blue and green light-emitting diodes has already been demonstrated [1]. However, the comprehension of radiative and non-radiative recombination mechanisms in relation to the absorption process is still a subject of active discussion. On one side, the influence of localized states induced by composition fluctuations of (In,Ga)N alloys is advanced [2]. On the other side, the effects of the built-in piezoelectric field in strained (In,Ga)N heterostructures determine the energy position and the oscillator strength of the optical transitions [3]. Spontaneous polarization effects have also been evidenced in such heterostructures [4]. In this paper, thermally detected optical absorption (TDOA) and photoluminescence (PL) experiments are used to deduce the absorption and emission energies of (In,Ga)N/GaN MQWs grown by molecular beam epitaxy (MBE), on sapphire substrates, as a function of the MQW thickness. The absorption energies, the absorption coefficients and the broadening parameters are deduced from a modelling of the TDOA line shape, by also taking the Fabry-Pérot interferences into account.

2. Growth and Experimental Details GaN and (In,Ga)N layers were grown by MBE on c-plane sapphire substrates. Before the growth of the (In,Ga)N/GaN MQWs, a few
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micron thick GaN template was deposited at 800 °C [5]. The substrate temperature was then reduced to 550 °C to grow the (In,Ga)N layers. On top of each (In,Ga)N layer, the GaN barrier was deposited while the temperature was progressively increased up to 800 °C. The well thickness varies from 1.5 to 5 nm and the top GaN barrier is about 14 nm thick. An In composition of (16 ± 2)% was measured by high-resolution X-ray diffraction experiments which also concluded that the whole structure is pseudomorphically strained onto the GaN template [6]. TDOA experiments were carried out at 0.35 K. This technique consists in the detection of the heating of the sample induced by the phonon emissions due to non-radiative de-exitations occurring after the optical absorption. Details about the experimental set-up can be found in Ref. [7]. PL experiments were carried out at 4 K using a 325 nm HeCd laser.

3. Adjustment of the TDOA Line Shape TDOA and PL spectra performed on four (In,Ga)N/GaN MQWs are shown, as solid lines, in Fig. 1. On the TDOA spectra, two absorption thresholds appear. One shifts from one sample to the other and is related to (In,Ga)N, the other is due to GaN. On each PL and TDOA spectrum, oscillations with different periods appear in the energy range lower than the GaN band-gap energy; they correspond to Fabry-Pérot (FP) interferences which are due to the flatness of the layers. Regarding the PL spectra, it clearly appears that the emission energy of (In,Ga)N MQW decreases when the well thickness increases. But, concerning the TDOA spectra, it is difficult to determine precisely the absorption edge energy of each MQW without using a theoretical description. In order to accurately account for the experimental TDOA line shape, the FP oscillations are also adjusted by this model. It is based on the conservation of the total intensity if diffusion phenomena are neglected: \( I = A + R + T \), where \( A \), \( R \) and \( T \) represent respectively the absorbed, reflected and transmitted light intensities. The TDOA signal is assumed to be proportional to \( A \). The samples are described by a succession of multi-layers deposited on a substrate. To take the oscillations into account, each GaN and (In,Ga)N layer is described by a FP cavity, in which

![Fig. 1. TDOA (0.35 K) and PL (4 K) spectra of In\textsubscript{0.16}Ga\textsubscript{0.84}N/GaN MQWs with various well thicknesses (L\textsubscript{z}). The dashed lines represent the fit to the TDOA experimental line shape.](image-url)
the multiple reflections and transmissions are considered, by using a $2 \times 2$ matrix formulation. The propagation of the light in the sapphire substrate is considered to be incoherent due to its large thickness which is assumed to be greater than the coherent length of the light source. The reflectance and transmittance of the whole structure are then calculated. Each layer is described by a complex refractive index $(n - jK)$, where the extinction coefficient $(K)$ allows to account for the absorption $(K = \alpha\lambda/4\pi$ where $\alpha$ is the absorption coefficient and $\lambda$ the wavelength in vacuum). The FP oscillations appearing on the spectra are principally due to the GaN template layer whose thickness is much larger than the (In,Ga)N MQW and GaN barrier ones. Then, the variation of the oscillation period as a function of energy, is adjusted by using the evolution of the real part of the GaN refractive index. The latter has been previously deduced, at low temperature, from combined ellipsometry and reflectivity measurements, on a GaN sample elaborated in the same growth conditions [8]. The energy dependence of the corresponding extinction coefficient is also deduced from ellipsometry experiments at 300 K, and the values are obtained at low temperature by considering the shift of the gap energy. Concerning the (In,Ga)N MQWs, $n$ is considered to be equal 2.5, because no reliable ellipsometry measurements have been performed at low temperature. The imaginary part of the refractive index is described by considering an absorption coefficient classically described by the following sigmoidal function:

$$a(E) = \frac{a_0}{1 + \exp \left( \frac{E - E_g}{\Delta E} \right)},$$

where $\Delta E$ is equivalent to the Urbach tailing energy [9] and $E_g$ the band edge energy of the alloy. The normalisation of the TDOA spectra is carried out in the energy range higher than the GaN band gap energy, where the sample is not transparent ($T = 0$), the experimental signal being then proportional to the quantity $1 - R$ which is extracted from the model. The adjustment of the normalized TDOA spectra are shown in Fig. 1, as a dashed line. The parameters deduced from this fitting procedure are reported in Table 1, together with the PL emission energies.

The band gap and PL energies of the (In,Ga)N MQWs are plotted, in Fig. 2, as a function of the well width. Both energies decrease when the well width increase, but the slopes are different. A large shift appears between absorption and emission, and increases linearly with the increase of PL energy as it is shown in the inset of Fig. 2. This behaviour has already been observed in MOCVD grown (In,Ga)N/GaN QWs and explained by a localisation of carriers in indium rich regions acting as quantum dots.

### Table 1

<table>
<thead>
<tr>
<th>parameters</th>
<th>sample 1</th>
<th>sample 2</th>
<th>sample 3</th>
<th>sample 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_g$ (eV)</td>
<td>2.99 ± 0.01</td>
<td>2.92 ± 0.01</td>
<td>2.93 ± 0.02</td>
<td>2.85 ± 0.01</td>
</tr>
<tr>
<td>$a_0$ $(10^6 \text{ cm}^{-1})$</td>
<td>1.1 ± 0.1</td>
<td>2.0 ± 0.1</td>
<td>1.8 ± 0.1</td>
<td>1.9 ± 0.1</td>
</tr>
<tr>
<td>$\Delta E$ (eV)</td>
<td>0.05 ± 0.01</td>
<td>0.11 ± 0.01</td>
<td>0.15 ± 0.02</td>
<td>0.12 ± 0.01</td>
</tr>
<tr>
<td>$E_{pl}$ (eV)</td>
<td>2.853 ± 0.005</td>
<td>2.391 ± 0.005</td>
<td>2.197 ± 0.005</td>
<td>2.003 ± 0.005</td>
</tr>
</tbody>
</table>
(QDs) [10], the size and distribution of these QDs being responsible for the emission characteristics. However, the difference between the evolutions of the emission and absorption energies as a function of well thickness can be also explained by the presence of a piezoelectric field in these strained QWPs. Indeed, the quantum confined stark effect induces a red shift of the transition energies and this effect increases with the well thickness. Moreover, the built-in electric field which lowers the symmetry, induces a drastic reduction of the oscillator strength related to the fundamental transitions whereas that of transitions involving excited states is increased. Forbidden transitions are also allowed under the large built-in field. Consequently, the emission signals could be attributed to the recombination of carriers from fundamental levels, whereas the absorption could rather involve transitions between excited states. By comparing these experimental behaviours with those reported by Berkowicz et al. [3] which have adjusted their results using an height band $k \cdot p$ model, our observations are in good agreement with the above interpretation.

Thus, two assumptions can be proposed to interpret the evolution of the large Stokes shift as a function of emission energy. The first considers the localisation of carriers in In-rich regions (QDs), the second explains this phenomenon in terms of built-in electric field. However, these two assumptions are not in contradiction. In fact, it is very difficult, at present time, to evaluate the part of the Stokes shift which is due to the localization process. A large electric field which would influence the recombination in the QDs has also to be considered.

4. Conclusion The modelling of the absorption line shape of (In,Ga)N/GaN QWPs grown by MBE on sapphire substrates enables the band-gap energy, the absorption coefficient and the broadening parameter to be determined. The large Stokes shift between absorption and emission increases with the increase of the well thickness. Two interpretations are suggested to explain this evolution: carrier localization process in In-rich region and/or built-in electric field effect.
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The use of lateral overgrowth techniques to develop III-nitride microcavities with both mirrors fabricated from very highly reflecting dielectric multilayers (e.g. SiO$_2$/ZrO$_2$) will be discussed. Multilayer mirror stacks with broad high reflectivity stop-bands and peak reflectivities in excess of 99% at wavelengths near the emission energies of typical InGaN/GaN quantum well structures, have been patterned in order to be compatible with subsequent lateral epitaxial overgrowth or pendoepitaxy. Improvements in material quality resulting from lateral overgrowth above single layer masks are demonstrated using spatially resolved photoluminescence and cathodoluminescence imaging.

1. Introduction  The impressive development of violet and blue edge-emitting laser diodes with InGaN/GaN active regions has been well documented [1] and promises great technological impact. Microcavity devices, such as resonant cavity LEDs and vertical cavity surface emitting lasers (VCSELs), constructed from III-nitride materials should possess a number of additional advantages over these edge-emitters, including lower thresholds, improved mode quality and possibilities for planar arrays of large numbers of devices. Recent reports of optically-pumped surface emitted lasing [2–4] have indicated good progress towards short wavelength GaN-based VCSELs. However, viable devices still require improvements in the quality of the active material and in the performance of the distributed Bragg reflectors (DBRs) forming the microcavity.

We have proposed the use of lateral overgrowth techniques, including lateral epitaxial overgrowth (LEO) [5] and pendoepitaxy [6], to achieve concurrent improvements in both these areas [7]. High quality laser material is known to result from these overgrowth techniques, which conventionally employ single layer dielectric masks or etched seed structures. In this paper we will describe improvements in the quality of GaN grown at Strathclyde using conventional LEO. We will then discuss how both lateral growth techniques can be used to “bury” dielectric DBRs in order to form the lower

$^{1}$ Corresponding author; Tel: +44-141-548-3466, Fax: +44-141-552-2891, e-mail: r.w.martin@strath.ac.uk
2. Dielectric Mirrors Fabricated from $\text{SiO}_2/ZrO_2$  The measured reflectivity of an electron-beam-deposited $10^{1/2}$-period dielectric DBR, composed of $\text{SiO}_2/ZrO_2$ and centred near 420 nm, is shown in Fig. 1 and the high-reflectivity bandwidth is seen to be in excess of 80 nm. The lower part of the figure shows the effect of a similar DBR on the low temperature photoluminescence (PL) from an $\text{In}_{0.333}\text{Ga}_{0.667}\text{N}/\text{GaN}$ single quantum well structure. The high reflectivity of the upper mirror is indicated by the appearance of cavity modes in the luminescence following DBR deposition. The fringe spacing indicates that the lower reflector is formed by the weakly reflecting GaN–sapphire interface region. The incorporation of a second highly reflecting dielectric DBR beneath the quantum well region will significantly enhance the finesse of the cavity. Methods to achieve this will now be considered.

3. Lateral Epitaxial Overgrowth  Replacement of the single $\text{SiO}_2$ layers conventionally used as masks for LEO with $\text{SiO}_2$-terminated, multilayer dielectric DBRs, of the type discussed above, makes it possible to “bury” these mirrors beneath laterally grown III-N material. As shown in Fig. 2 we have prepared arrays of striped dielectric mirror elements suitable for LEO over the surface of 2-inch GaN-on-sapphire wafers using lift-off techniques [8]. The widths of the mirror stripes and “window” regions between stripes have been varied in the range 4–10 μm.

In advance of utilising these patterned mirror layers as masks for overgrowth we have investigated the properties of GaN LEO above a single dielectric layer in the
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Aixtron MOCVD reactor at Strathclyde. Good coalescence is observed above 200 nm thick [1100]-oriented SiO₂ stripes, with a range of widths and spacings. Room temperature cathodoluminescence (CL) imaging clearly shows the improved quality of the laterally grown material. The inset to Fig. 3 shows a CL image of the GaN band-edge luminescence (365 ± 10 nm) from an LEO region with 9 μm wide stripes and 7 μm wide window regions. The bright bands correspond to the higher quality laterally grown GaN lying above the SiO₂ stripes. Photoluminescence is collected from regions containing

Fig. 2. a) Scanning electron micrograph of a 10'/2-period SiO₂/ZrO₂ DBR on GaN patterned into 4 μm stripes using a single layer lift-off technique. b) Cross-sectional view of a 6 μm wide stripe

Fig. 3. PL data from LEO GaN at room temperature and low temperature, showing the improvement in moving from an unpatterned region to an area above silica stripes of width 4.1 μm, with 4.5 μm wide windows. The inset shows a room temperature CL image at (365 ± 10) nm from an LEO region, with 9 μm wide stripes and 7 μm wide window regions
several stripes and windows, using HeCd laser light focussed to a spot of approximately 20 μm diameter, and compared with PL data from unpatterned regions of the same wafer. As shown in Fig. 3 the striped regions show considerably better luminescence than the unpatterned regions. The ratio of the GaN band-edge PL peak intensities in the striped and unpatterned regions is approximately 15 for several stripe/window combinations and at both high and low temperature, as shown in Table 1.

4. Dielectric Mirrors for Pendeoeptaxial Overgrowth During pendeoeptaxy [6] lateral growth of III–N is seeded from ridge structures. If the dielectric mirrors are prepared in the regions between ridges this overgrowth technique may be used to bury them under a III–N active region. We have demonstrated [9] fast and controllable inductively coupled plasma etching of III-nitrides, using a STS multiplex system and Cl₂/BCl₃/Ar gas chemistries, and have used this to produce ridges suitable for GaN pendeoeptaxy. Micrographs showing the results of an initial attempt to prepare SiO₂/ZrO₂ multilayer DBRs between the ridges are shown in Fig. 4. Some deposition of dielectric material is observed on the ridge side-walls and further work is in progress to produce clean GaN side-walls suitable for seeding lateral growth across the mirror surface.

<table>
<thead>
<tr>
<th>stripe width (μm)</th>
<th>window width (μm)</th>
<th>ratio of PL peak intensities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>T = 300 K</td>
</tr>
<tr>
<td>4.1</td>
<td>4.5</td>
<td>15</td>
</tr>
<tr>
<td>4.1</td>
<td>6.8</td>
<td>17</td>
</tr>
<tr>
<td>9.1</td>
<td>4.5</td>
<td>14</td>
</tr>
<tr>
<td>9.1</td>
<td>6.8</td>
<td>16</td>
</tr>
</tbody>
</table>

Fig. 4. Scanning electron micrographs showing a SiO₂/ZrO₂ dielectric DBR deposited above and between ICP etched ridges in GaN. The first and second images show cross-sectional and plan views of the ridges, whilst the third image illustrates the DBR structure along with the side-wall deposition discussed in the text.
5. Conclusions The use of lateral overgrowth techniques for the production of high quality GaN-based microcavities has been discussed. These are predicted to enhance the performance of III–N microcavities, due to simultaneous improvement in the quality of the active material and in the performance of the reflector beneath the cavity. Improvements in GaN luminescence resulting from lateral overgrowth and progress towards the use of dielectric multilayers in overgrowth have been described.
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A set of GaN epilayers grown by metalorganic chemical vapor deposition on 6H-SiC substrates was studied by time-resolved photoluminescence (PL) spectroscopy. The PL spectra are dominated by the free A exciton (FEA) and by the neutral-donor-bound exciton (D0X) transitions. The position of FEA indicates that the GaN layers are under tension. We observe that the recombination lifetime for the FEA is about 40–50 ps in all the layers, whereas the recombination time for the D0X varies for different samples. We found that the recombination lifetimes for D0X have a clear dependence on the position of FEA; i.e., the recombination lifetime increases with decreasing strain in the layers. The results can be explained in terms of the character of the hole states involved in the donor-bound exciton recombination.

1. Introduction GaN and related alloys are presently the most attractive materials for fabrication of optoelectronic devices in the ultraviolet and blue energy region [1, 2]. For this purpose epitaxial growth on sapphire and 6H-SiC substrates is usually applied. Due to the large lattice and thermal mismatches between GaN and the substrate materials the strain relaxation as well as residual strain can create serious problems influencing the device quality. For instance, for device physics the carrier (or exciton) lifetime (τ) is a parameter of great importance; however it is still unclear how strain affects the carrier lifetime. In this work we report on results of time-resolved photoluminescence (PL) spectroscopy of strained wurtzite GaN epilayers of different thickness (and correspondingly different strain states) grown by metalorganic chemical vapor deposition (MOCVD) on 6H-SiC substrates. We have observed that the PL recombination time for the neutral donor-bound exciton (D0X) varies depending on the samples and the value of the residual strain in the layers, whereas the recombination time for the free A exciton (FEA) is practically the same in all studied samples.

2. Experimental A set of GaN layers of comparable quality were grown on 6H-SiC substrates by MOCVD with a 1000 Å thick AIN buffer layers at a temperature of 1000 °C. The layer thickness varies from 0.5 to 4 μm. All samples were undoped and grown with the same III–V flux ratio. Optical excitation was performed with a ps pulse frequency-tripled beam of an Αl2O3:Ti mode-locked laser (λox = 266 nm). Photolumines-

1) Corresponding author; Tel.: +46 13 282629, Fax: +46 13 142337, e-mail: galiat@tfm.liu.se
cence (PL) was detected by using a GaAs photo multiplier tube. The time-resolved measurements were performed using a syncroscan streak-camera system with a time resolution of about 20 ps.

3. Results and Discussion Figure 1a shows the low temperature PL spectra for the GaN epilayers of different thickness (the thickness is indicated for each GaN epilayer). All spectra are dominated by $F_{E_A}$ and by $D_0X$. This identification is done in accordance with previous studies [3, 4]. It is clear that the energy of $F_{E_A}$ and, consequently, the energy of $D_0X$ vary with each sample. The energy positions for $F_{E_A}$ and $D_0X$ are plotted vs the sample thickness in Fig. 1b. The data in Fig. 1b can be expressed in terms of in-plane stress (right axis). Here, we apply conventional elastic theory for the case of GaN layers after Edwards et al. [5]. The hydrostatic, and therefore the in-plane strain, can be obtained within an additive constant $E_{A0}$ from the measured gap energy $E_A$ and the deformation potential $\alpha$ according to the empirical expression $E_A = E_{A0} + \alpha \varepsilon_{III}$, where $\varepsilon_{III} = \Delta V/V = \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33}$, $E_{A0} = 3.4764$ eV is the energy of $F_{E_A}$ in unstrained GaN grown by MOCVD [6], and $\alpha \approx -10$ eV. We see from Fig. 1b that the investigated GaN layers grown on 6H-SiC are under tension with stress values varying from 1 kbar up to 3 kbar depending on the sample thickness.

![Fig. 1](image_url)
Time-Resolved Photoluminescence in Strained GaN Layers

From time-resolved PL spectroscopy we have found that the PL decays for FEA show similar behavior in all the layers, with near exponential kinetics and recombination times about \( \tau = 40-50 \) ps under the lower excitation density of 100 mW/cm\(^2\). Figure 2a and b presents several typical PL decay curves measured at the peak position of FEA and D\(_0\)X, respectively. With increasing excitation density up to 2500 mW/cm\(^2\) the recombination time of FEA increases within 25\%, which indicates a significant effect of nonradiative recombination channels. The PL decay curve measured at an excitation density of 2500 mW/cm\(^2\) is shown in Fig. 2a by the dashed line. On the other hand, we have found that the D\(_0\)X recombination time varies for different layers and it is practically independent of the excitation conditions (the difference is about 5\%). The excitation power influences mainly the tail part of the PL decay curves as shown in Fig. 2b by the solid and the dashed lines for the high and low excitation density, respectively.

The recombination lifetime \( \tau \) includes both the radiative lifetime \( \tau_r \) and the nonradiative lifetime \( \tau_{nr} (1/\tau = 1/\tau_r + 1/\tau_{nr}) \). At low temperature, nonradiative processes usually limit \( \tau \) for free excitons. However, for the donor-bound excitons we can estimate \( \tau_r \) by extrapolation of \( \tau \) to \( T = 0 \) assuming that \( \tau_r \) is temperature independent and that the nonradiative recombination rate is thermally activated according to an exponential law [3]. Figure 3a illustrates the temperature dependence of the recombination lifetimes for D\(_0\)X. One can conclude that the recombination lifetimes \( \tau \) for the D\(_0\)X measured at 2 K correspond rather well to the radiative lifetime \( \tau_r \).

We have found, that the PL decay times for D\(_0\)X increases with increasing FEA energy (i.e. with decreasing strain) for the layers under tension. In Fig. 3b the recombination lifetimes for FEA (squares) and for D\(_0\)X (circles) measured for the each GaN layer are plotted versus the in-plane stress \( \sigma_{xx} \) while the upper axis shows the FEA energies. From Fig. 3b it is clearly seen that the D\(_0\)X recombination times vary rather significantly from \( \approx 60 \) ps in the most strained layer up to \( \approx 110 \) ps in the less strained layer. On the other hand we have not observed any difference for the recombination lifetime of FEA in these samples.

![Fig. 2. a) PL decay curves measured at 2 K for FEA. The solid lines correspond to the data taken at the low excitation density of 100 mW/cm\(^2\). The PL decay curve measured at the high excitation density of 2500 mW/cm\(^2\) is shown by the dashed line. b) PL decay curves measured at 2 K for D\(_0\)X at the excitation density of 2500 mW/cm\(^2\) (solid lines). The PL decay curve taken at 100 mW/cm\(^2\) is shown by the dashed line. Curves are shifted in the vertical direction for clarity. The sample thickness is indicated for each plot.](image-url)
It is likely that D_{0}X has the same origin in all measured structures since all samples were grown under similar conditions. The quality of the selected structures is similar as determined by X-ray diffraction, scanning electron microscopy [7] and PL measurements and by the values of the recombination lifetime for FE_{A}. At T = 2 K the D_{0}X recombination lifetime is approximately equal to t_{n}, which is correlated with overlapping of the wave functions of the electron and hole [8]. In fact, the neutral bound exciton wave function involves an interaction between an outer hole with a two-electron state. It is therefore directly related to the hole states involved (Γ_{7} or Γ_{5}). Thus, since we know that the band structure in GaN changes significantly with strain (i.e., the energy splitting ΔE_{AB} between bands A and B changes), we may indirectly observe this change through the radiative lifetime for D_{0}X. We suggest the following explanation of our results. With increasing tensional strain the energy splitting between the valence bands A and B decreases for our stress values. Since the hole masses are different for the A and B subbands, the decrease of ΔE_{AB} naturally results in a more extensive contribution of the B-hole (or light hole) to the hole state involved in the bound exciton interaction, i.e. the hole mass will be more light and, consequently, the hole wavefunction will be more extended. It leads, in turn, to an increased electron–hole overlap matrix element (or oscillator strength) since the electron wave function is more extended. The increased electron–hole overlap in the D_{0}X state results in a reduction of the radiative lifetime [8], as observed in this work.

4. Conclusions We have studied a number of GaN film/AlN buffer/6H-SiC substrate heterostructures with different GaN thickness up to 4 μm. The structures were grown by MOCVD. From the energies of the free A exciton we have determined that the layers were under tension. We have found that the recombination lifetime for FE_{A} has value about 40–50 ps in all the layers, whereas the recombination time for D_{0}X varies for different samples from 60 ps up to 110 ps at T = 2 K. The variation of the D_{0}X radiative lifetime is consistent with the GaN band structure change due to strain.
Time-Resolved Photoluminescence in Strained GaN Layers
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Two selected examples have been chosen to illustrate the ability of non-resonant Raman scattering to probe phonons in hexagonal GaN–AlN artificial structures. The angular dispersion of polar phonons is investigated in a long period GaN–AlN superlattice and compared with the results of calculations based on a dielectric continuum model. On the other hand, the Raman signature of the self-assembled GaN quantum dots and of the AlN spacers of a multi-layered structure is used to determine the strain field in the structure. The dots are shown to be fully strained on the AlN lattice parameter while the spacers exhibit on the average a slight tensile strain.

1. Introduction We present selected studies on lattice dynamics of artificial structures based on group-III nitrides with wurzite structure, namely GaN/AlN superlattices (SLs) and multi-layered GaN quantum dots (QDs) in AlN. They refer to inelastic light scattering experiments performed at high spatial resolution with a confocal micro-Raman set-up, in off-resonant conditions, using various polarization configurations and geometries. The paper is organized into two parts, one devoted to the angular dispersion of polar phonons in a GaN–AlN superlattice, the other connected to the determination of the strain field in a structure made of periodic stackings of GaN QDs in an AlN matrix.

2. Angular Dispersion of Extraordinary Phonons in a GaN–AlN Superlattice A long period SL was studied in order to get rid of quantization effects on phonon frequencies. The sample is a GaN(6.3 nm)–AlN(5.1 nm) SL of 100 periods grown by plasma-assisted molecular beam epitaxy (MBE) on a (0001) sapphire substrate, after the deposition of a 1 μm thick AlN buffer layer. The AlN buffer layer is totally relaxed and the SL layers are strained due to the lattice mismatch between AlN and GaN [1].

According to the dielectric continuum model developed by us previously for SLs with wurzite layers [2], extraordinary phonons (i.e. polar modes p-polarized with respect to
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the \((\mathbf{c}, \mathbf{q})\) plane defined by the \(\mathbf{c}\)-axis of the layers and the phonon wavevector \(\mathbf{q}\) can be classified into: (i) confined modes (C); (ii) quasi-confined modes (QC), confined in one type of layer and evanescent in the other; (iii) interface modes (IF), decaying exponentially from the interfaces in both layers.

The model predicts for QC and IF modes an angular dispersion \(\omega(\theta)\), where \(\theta\) is the angle between \(\mathbf{q}\) and \(\mathbf{c}\). The dispersion reflects respectively the layer anisotropy for the former, and the anisotropy of the whole structure, induced by the modulation of the dielectric properties along the growth axis, for the latter. In our experiment performed in off-resonant conditions, the control of momentum transfer \(\mathbf{q}\) from the incident and scattered photons is ensured by the scattering geometry. Variation of \(\theta\) is achieved in backscattering geometry by tilting the sample with respect to the laser beam by \(\theta = 0^\circ\), \(\theta = 45^\circ\) (on a bevel edge obtained by focused ion beam etching [3]), and \(\theta = 90^\circ\). The large value of the mean refractive index of the SL (about 2.31) prohibits from scanning \(\theta\) ranges larger than \(\pm 25^\circ\).

Room temperature Raman spectra have been recorded for various wave-vector orientations. Figure 1 shows the spectra recorded at 2.54 eV on the sample surface for \(\theta < 22^\circ\). The angular dispersion of extraordinary phonons is evidenced both in the AlN TO range and in the GaN LO range, as predicted for QC modes. The two frequencies evolve continuously, decreasing from the \(E_2(\text{TO})\) frequency of strained AlN (635 cm\(^{-1}\)) on one hand, increasing from the \(A_{1g}(\text{LO})\) frequency of strained GaN (738 cm\(^{-1}\)) on the other hand. This behavior contrasts with that of the non-polar \(E_2\) modes, confined in each type of layers.

We have calculated the angular dispersion of the SL extraordinary phonons within the dielectric continuum model, taking into account the strain state of the SL layers (\(\varepsilon_{xx} = -1.3\%\) and \(+1.1\%\) for GaN and AlN, respectively [1]). The results of calculations are compared to the experimental phonon frequencies in Fig. 2. Calculated phonon dispersions of bulk GaN and AlN in the same strain state as in the SL layers are displayed on the figure for comparison.

![Fig. 1. Room temperature spectra recorded at 2.54 eV for \(\theta < 0.25\pi/2\). Dispersive extraordinary phonons from the SL are indicated by arrows. Contributions from the AlN buffer layer and from the sapphire substrate are marked with an asterisk and with open circles, respectively](image-url)
Fig. 2. Calculated angular dispersion of the quasi-confined (QC) and interface (IF) modes of the SL (full line) and experimental phonon frequencies (black circles). Dispersion calculated for polar phonons of bulk GaN and AlN in the same strain state as in the SL is shown for comparison (dashed lines).

The agreement between the experimental results and the calculations is rather good, in view of the simplicity of the model. The dielectric continuum model gives thus a realistic insight into the phonon picture in wurtzite SLs when quantization effects due to confinement can be neglected.

3. Raman Signatures of GaN QDs and AlN Matrix in Multilayered Structures Results presented in this work concern a stacking of self-assembled GaN QD layers embedded in an AlN matrix, grown by MBE on a Si(111) substrate after the deposition of both AlN and GaN buffer layers, using NH₃ as a precursor [4]. The GaN dots are typically a few nm high and tens of nm wide. No evidence of vertical correlation was found in this sample.

Raman spectra excited with visible light in off-resonant conditions were recorded in backscattering geometry, in various polarization configurations. We show in Fig. 3 micro-Ra-

Fig. 3. Room temperature Raman spectra of the QD structure recorded at 1.92 eV in configurations $z(xy)\bar{z}$, $x(yz)\bar{x}$, $x(zz)\bar{x}$ and $x(yy)\bar{x}$ shown as (a) to (d), respectively. Asterisks mark phonons from the buffer layer. Features at about 618 cm⁻¹ are related to the Si substrate.
man spectra taken at 1.92 eV. Four phonons originating from the structure are identified by their selection rules: (i) two non-polar modes of symmetry $E_2$ at 603 cm$^{-1}$ and 645 cm$^{-1}$, which are confined modes in GaN QDs and AlN spacers, respectively; (ii) one polar $E_1$ phonon at 657 cm$^{-1}$, an ordinary (s-polarized) TO mode confined in the spacers; (iii) one polar $A_1$ phonon at 580 cm$^{-1}$, an extraordinary (p-polarized) TO mode, quasi-confined in the dots.

However, the ability of Raman spectroscopy to probe separately QDs and spacers in off-resonant conditions may be questioned. As a check, a relaxed $\text{Al}_{0.77}\text{Ga}_{0.23}\text{N}$ layer with an Al content very close to that of the QD sample ($\langle x \rangle = 0.81$) has been investigated. As shown in Fig. 4, two $E_2$ modes assigned to the GaN-like and AlN-like phonons of the alloy show up approximately at the same location as those in the structure, at 606 cm$^{-1}$ and 647 cm$^{-1}$, respectively. But the GaN-like feature is a broad band and does not follow definite selection rules, in contrast with its counterpart in the QD structure. Moreover, the well known “one-mode” behavior of the $A_1$(LO) phonon [5, 6] is clearly evidenced in the alloy by the emergence of a single peak at 863 cm$^{-1}$, while no Raman feature has been observed in this frequency range for the QD structure. Once the random alloy hypothesis has been ruled out, the strain state of the structure is deduced from the frequency shift of the $E_2$(C) modes compared to bulk materials, as quantization effects related to phonon confinement can be neglected due to typical QD dimensions. From the measured frequency shift of the $E_2$(C) mode of GaN, a $-2.4\%$ in-plane biaxial strain due to compressive stress is obtained from data on strain induced phonon shifts in GaN [7, 8], in agreement with previous studies by high resolution transmission electron microscopy on a similar QD structure [9]. Experimental data on strain induced phonon shifts in AlN are still lacking in the literature, so we made use of our unpublished results on AlN for an estimate of the tensile strain of the spacers. From the frequency shift $\Delta \nu = -3500$ cm$^{-1}$ per $100\%$ biaxial strain for the $E_2$ mode of AlN, we obtain a mean in-plane strain of $+0.45\%$ for the spacers.

Probing of phonons confined respectively in the dots and in the spacers of a multilayered GaN–AlN structure confirms that the GaN QDs are fully strained on the AlN lattice parameter, while it indicates on the average a slight tensile state of the AlN spacers.

![Fig. 4. Room temperature Raman spectra of a thick $\text{Al}_{0.77}\text{Ga}_{0.23}\text{N}$ layer recorded at 1.92 eV in configurations $z(xz)\hat{z}$ (a) and $z(xy)\hat{z}$ (b). Asterisks mark phonons from the buffer layer.](image-url)
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This paper reports the growth of GaN, (Al,Ga)N and AlN layers on (111)Si substrates by molecular beam epitaxy using ammonia. Using proper conditions, GaN layers with threading dislocation densities as low as $5 \times 10^5$ cm$^{-2}$ can be obtained on (111)Si. The structural and optical properties of GaN and (Al,Ga)N have been studied using electron microscopy, photoluminescence and reflectivity. In particular, the tensile strain has been assessed. Finally, a ten-period Al$_{0.5}$Ga$_{0.5}$N/AlN Bragg mirror has been grown, with a UV (340 nm) centered bandwidth of 35 nm and peak reflectivity of 78%.

1. Introduction Since the advent of group-III nitrides in the field of semiconductor optoelectronics almost a decade ago [1], materials and device research aims at improving their performances. A promising way is the use of Bragg mirrors and optical cavities. This can increase light emitting diode external efficiencies [2], improve photodetector performances and is the basis of vertical cavity surface emitting lasers [3]. Moreover, this permits the study of novel fundamental phenomena arising from light-matter interactions in such structures [4]. High reflectivity ($R > 90\%$) GaN/AlN or GaN/(Al,Ga)N quarter wave mirrors on sapphire substrates have already been reported, grown by metalorganic vapor phase epitaxy [5] or plasma assisted molecular beam epitaxy (MBE) [6, 7]. The present work reports the growth by MBE of a UV centered (Al,Ga)N/AlN Bragg mirror on (111)Si substrates. Using (Al,Ga)N as the high index material instead of GaN will allow such mirrors to be resonant with the polaritons of bulk GaN or (Al,Ga)N/GaN quantum wells. The advantages of Si substrates are high crystalline perfection, large dimensions and low cost. Furthermore, they can be etched away in order to get free standing mirrors and/or cavities. However, major drawbacks are the large lattice parameter and thermal expansion coefficient mismatches with nitrides, resulting in large dislocation densities and biaxial tensile strains [8], that may lead to sample cracking for large thicknesses.

2. MBE Growth of GaN, AlN and (Al,Ga)N and Material Characterization Growth is performed by MBE using elemental Al and Ga sources and NH$_3$ as nitrogen precursors [9]. In order to prevent silicon nitridation and to rapidly obtain a layer by layer growth of the AlN buffer layer, the starting growth conditions are carefully adjusted [9, 10]. GaN is then grown on this buffer layer. Growth temperatures ($T$) are 800°C and
900°C for GaN and AlN, respectively. The resulting GaN crystals have a room temperature background free carrier concentration below $10^{16}$ cm$^{-3}$. Secondary ion mass spectroscopy indicates that the main dopant impurities are oxygen, carbon and silicon with concentrations of $5 \times 10^{17}$, $1 \times 10^{17}$ and $1 \times 10^{17}$ cm$^{-3}$, respectively. The threading dislocation densities in such nitrides-on-Si structures, measured through atomic force microscopy and/or transmission electron microscopy, lie typically in the $5 \times 10^9$ to $10^{10}$ cm$^{-2}$ range. Figure 1 shows the reflectivity and photoluminescence (PL) spectra of a 3 µm thick GaN sample grown on (111)Si. The low temperature PL spectrum is dominated by the recombinations of both donor-bound excitons ($I_2$ line) and free A excitons, as shown by the reflectivity spectrum. When comparing to typical PL spectra of GaN grown on sapphire [11], one notes for growth on Si a broadening of the transitions, and an overall lowering of the transition energies, related to the tensile strain induced by the nitride-on-silicon epitaxy. The A and C free exciton energies of the sample of Fig. 1 correspond to a biaxial deformation $\varepsilon_{xx}$ of $1.4 \times 10^{-3}$ [8]. For such strain values, the B exciton energy is very near the A one, and B-related structures cannot be resolved in the spectra of Fig. 1. This tension also increases the oscillator strength of C excitons in $\sigma$ geometry, as emphasized also by the emergence of C optical phonon replica.

Turning to (Al,Ga)N, which is an ingredient of our Bragg mirrors, Fig. 2a displays the PL spectra of a 1.6 µm thick Al$_{0.16}$Ga$_{0.84}$N sample. The Al composition, evaluated during the growth by using in situ reflectivity ($\lambda = 670$ nm), has been cross-checked using energy dispersive X-ray analysis. At low temperature, the PL spectrum consists of a near edge emission band, 30 meV wide, followed by LO phonon replica. With the increase of temperature, the PL energy varies following a typical S-shape. Figure 2b allows us to interpret such spectra. The upper solid lines show the temperature dependence of the A gap of GaN/(111)Si (slightly different from that of GaN on sapphire due to different thermo-elastic strains [8, 11]) and shifted to match the low temperature A-excitonic gap of the alloy (3.875 ± 0.005 eV, as measured from the reflectivity spectrum). This shows that for $T > 120$ K, the PL is dominated by free exciton recombinations. This is nicely confirmed by the energy of the phonon replica: at low T, they are separated from the zero phonon line by exactly one or two times the LO phonon energy (93.5 meV in this sample). However, above 120 K, this separation decreases to the values expected for the one- and two-phonon replica of free excitons [11]. The localiza-
Fig. 2. a) Photoluminescence and reflectivity (11 K) spectra of Al_{0.18}Ga_{0.82}N/Si. b) Temperature dependence of luminescence energies in Al_{0.18}Ga_{0.82}N/Si. Two parallel solid lines separated by 10 meV correspond to the ±5 meV uncertainty in the energy of the A-excitonic gap.

tion energy of excitons is 25 meV at 11 K, which corresponds to both binding to residual donors and alloy disorder effects. The A energy is in agreement with the measured Al composition, using a band gap bowing parameter of 0.7 ± 0.1 eV.

3. MBE Growth and Optical Characterization of an (Al,Ga)N/AlN Bragg Reflector  
An (Al,Ga)N/AlN quarter-wave stack has been grown. The sample consists of ten periods of AlN (40 nm)/(Al,Ga)N (35.9 nm) alternations. The Al composition of the high-index layers is 23 ± 2%, as estimated through low-T photoluminescence. The nominal thicknesses aim at centering the stop-band around 340 nm, using published values of the refractive index related to (Al,Ga)N and AlN [12, 13].

A scanning electron microscope (SEM) image of the mirror stack is shown in Fig. 3. The alternances are well defined and the respective thicknesses are in agreement with their values deduced from in situ reflectivity. The period was also checked by transmission electron microscopy. One notes in Fig. 3 the presence of a crack (small depression at the surface on the right part of the picture). From plan view SEM images we can see
that these cracks are separated by a few μm. Apparently, they are formed at the interface between the first AlN layer and the GaN-on-Si template. While crack-free GaN layers up to 3 μm thick can be grown with our procedure, this is not the case for thick heterostructures. Work is under progress in order to reduce the density of these cracks.

The normal incidence reflectivity spectrum of this sample is shown in Fig. 4. The stop band width at half maximum is 35 nm. Arrows point out the features related to the gaps of (Al,Ga)N and of underlying GaN. A calculated spectrum is shown as dotted line. The calculation is performed using the transfer matrix method [14] and takes into account the entire structure (mirror, buffer layer, Si). A real refractive index of 2.15 is used for AlN. The imaginary part of the (Al,Ga)N index is modeled using a band gap of 3.96 eV, in agreement with the low temperature PL determination. A constant real part of the index equal to 2.33 is used, which is consistent with published values (that anyhow show some scatter) [12, 13]. For the underlying GaN layer, the complex refractive index has been measured through ellipsometry experiments [15]. Note that in Fig. 4 the absolute reflectivity is calibrated with the help of the calculated spectrum in the absorption region of (Al,Ga)N, but the maximum value of ≈75% is in rather good agreement with that measured using a calibrated mirror (≈78%).

Reaching a peak reflectivity of 90% should require to increase the number of periods to 17. However, we mention that calculations on microcavities using known oscillator strengths of nitrides [4, 15] show that strong coupling effects can already exist for a reflectivity of 75%.

4. Conclusions  GaN, AlN and (Al,Ga)N have been grown by molecular beam epitaxy on (111)Si substrates. A ten-period (Al,Ga)N/AlN mirror displays a stop band centered at 340 nm with peak reflectivities of ≈78%. These results, together with the flexibility in the structures allowed from the use of Si substrates, in particular the possibility of a chemical etching of the substrate, are promising for obtaining strong coupling phenomena in nitride based microcavities.
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In this work we investigated the specific contact resistances of the different metallizations Pt, Pd, and Ni on p-type GaN. These materials were deposited both by thermal and electron beam evaporation on LED wafer material grown on SiC by MOCVD after using a standard surface treatment. Realizing various annealing steps we were able to achieve results in the low $10^{-3}$ $\Omega$ cm$^2$ range. To determine those values, TLM (transmission line method) patterns were made by photolithography technique. To proof the usability of the TLM measurements on LED wafer material a comparison of the results obtained by linear and circular test structures with different geometries is given. Furthermore, the Pt, Pd and Ni contacts were examined by temperature dependent TLM measurements to get information concerning the current transport mechanism at the p-GaN–metal interface. The experiments showed only a weak temperature dependence of the contact resistances which indicates that mainly the field emission determines the contact resistance.

1. Introduction Ga(In,Al)N is one of the most promising materials to realize short wavelength light emitting diodes (LEDs) and laser devices. At OSRAM Opto Semiconductors those structures are grown by metalorganic vapour phase epitaxy on SiC substrates as well as on sapphire. One of the most demanding challenges on the way to achieve cw operation for laser diodes is to ensure very low metal–p-GaN contact resistances to decrease the heat generation due to ohmic losses. In this work we report about a well known measurement technique for the determination of the contact resistance using LED wafer material, annealing experiments for different contact materials and temperature dependent TLM (transmission line method) measurements.

2. Theoretical Background Contacting a metal to the p-GaN layer results in a bending of the valence and conduction band within the semiconductor and an energy barrier for carriers at the interface. The barrier height $\phi_B$ is determined by the metal work function $\phi_M$, the bandgap $E_G$ and the electron affinity $\chi$ of the p-GaN and can be expressed by

$$\phi_B = (\chi + E_G) - \phi_M.$$  (1)

This expression is valid for an ideal Schottky diode [1]. Another physical effect is the so called Fermi level pinning. Due to interface states within the bandgap the relative position of the Fermi level is pinned to a certain distance of the valence band and so
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the barrier height would be independent of the metal work function. Which of the two effects is dominating, depends on the semiconductor material and the interface condition [1].

There are no metals available with work functions above 6 eV [2] and the electron affinity of GaN is reported to be 4.1 eV [3] with a bandgap of 3.4 eV. This means for p-GaN, that in both cases – ideal Schottky diode and/or Fermi level pinning – there is a positive barrier for the majority carriers. Since the p-GaN–metal contact in LEDs and LDs under operation corresponds to a Schottky-contact in reverse direction, thermionic and field emission are the two main current transport mechanisms.

Murakami et al. [4] reported about an estimation for the contact resistance \( R_c \) for both thermionic and field emission. The corresponding formulas are

\[
R_c = \frac{h^3}{q^3 4 \pi m^* k T} \exp \left( \frac{q \Phi_B}{k T} \right)
\]

for thermionic and

\[
R_c = C \exp \left[ \frac{4 \pi \sqrt{e m^*}}{h} \left( \frac{\Phi_B}{\sqrt{N_A}} \right) \right]
\]

for field emission, where \( q \) is the electronic charge, \( h \) is the Planck constant, \( m^* \) the effective mass of the tunneling hole, \( k \) the Boltzmann constant, \( T \) the absolute temperature, \( e \) the dielectric constant of p-GaN, and \( N_A \) its net acceptor concentration. The prefactor \( C \) has a weak temperature dependence [4].

To lower the contact resistance one should realize the lowest possible barrier height \( \Phi_B \), increasing both thermionic and field emission, and the highest possible net acceptor concentration, increasing tunneling.

3. Measurement Technique

The commonly used method to determine the contact resistance is the so called TLM measurement [5].

For that, either rectangular or circular test structures like those shown in Fig. 1 are needed. For determination of the contact resistance the voltage drop is measured by forcing a constant current through the neighboring pads of the rectangular geometry and between the inner circle and the adjacent field of the circular geometry. To avoid current flow at the contact edge in the rectangular contacts a mesa structure is fabricated which defines the semiconductor area for the rectangular TLM patterns. The total resistance values \( R_{pp} \) (obtained by \( U/I \)) can be expressed by

\[
R_{pp} = R_s \frac{d + 2 L_T}{Z}
\]

Fig. 1. Rectangular and circular test structures (white: semiconductor and metallization, black: semiconductor, hatched: substrate)
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for rectangular geometry and

\[
R_{pp} = \frac{R_s}{2T} \left[ \ln \left( \frac{r_o}{r_i} \right) + L_T \left( \frac{1}{r_o} + \frac{1}{r_i} \right) \right]
\]

(5)

for circular geometry. \(R_s\) is the sheet resistance of the semiconductor layer, \(d\) the spacings and \(Z\) the length of the rectangular pads; \(r_i\) and \(r_o\) are the inner and the outer radii of the circular patterns. The transfer length \(L_T\) is the averaged portion of the contact width \(W\) which is really flown through by current. It depends on the ratio of the contact resistance \(R_c\) in \(\Omega\ cm^2\) and the sheet resistance \(R_s \) in \(\Omega\) under the contact and can be expressed by \(L_T = \sqrt{R_c/R_s}\). Fitting the \(R_{pp}\) values of different spacings to the appropriate formulas (4) or (5) yields the free parameters \(R_s\) and \(L_T\) and so \(R_c\) can be calculated. The accuracy of this method depends mainly on the error \(\Delta L_T/L_T\). The principal share of \(\Delta L_T\) is due to the error in defining the exact spacings. For example a \(R_c\) of \(1 \times 10^{-3} \Omega\ cm^2\) and a sheet resistance of 50 k\(\Omega\)/square leads to a \(L_T\) of about 1.4 \(\mu\m\). An error \(\Delta d\) of 0.2 \(\mu\m\) would lead to a \(\Delta L_T/L_T\) of about 7%. In general the accuracy increases with decreasing sheet resistance and increasing contact resistance, which both lead to a higher value of \(L_T\). More details about the TLM theory can be found elsewhere [5].

The validity of this method depends on some general conditions like \(L_T \gg W\), \(d\) much larger than thickness of the conducting p-GaN layer, and a neglectable metal sheet resistance.

For contact resistance experiments using Ga(In,Al)N LED wafer material there are two additional aspects of interest. The obtained sheet resistance is averaged since the conducting semiconductor layer is a multilayer containing a p-GaN and p-AlGaN layer.

This multilayer is limited by the pn-junction as long as the applied voltage is low enough to prevent an unwanted parallel current path through the n-side of the device. This can be ensured by applying an additional reverse voltage between n-side and p-side of the wafers.

3.1 p-GaN/Pd contact resistance measurements

In the following section a comparison of results obtained by linear and circular TLM structures with different geometries is given. The investigated wafers are Ga(In,Al)N LED samples grown on SiC substrates by MOCVD. After a standard multiple-step cleaning process including the removal of organic and metallic contaminations as well as the native oxide, a 100 nm thick Pd layer was vacuum evaporated. The TLM patterns were realized by photolithography and wet etching of the contact material. Finally the mesa-structures were defined by reactive ion etching (RIE) using a second photolithographic step. Following dimensions were chosen for the TLM patterns: \(W = 150 \mu m\), \(L = 150, 300, \) and \(600 \mu m\) for the linear and \(r = 50\) and \(100 \mu m\) for the circular structures. The spacings are 2, 4, 8, 16, 32 and 64 \( \mu m\). Before analysing the data, the exact spacings were verified with an optical microscope (error \(\pm 0.2 \mu m\)).

The current-voltage characteristics for evaluating the \(R_{pp}\) values showed non-linear behaviour. One possible reason is that the contact resistance obtained by this method is averaged for a Schottky diode in forward and in reverse direction as long as no ohmic behaviour is achieved for the p-GaN–metal interface.

A second possible reason is due to the LED wafer material: different applied voltages could lead to a voltage dependent current path due to the multiple layer structure and the pn-junction.
Figure 2a shows the $R_{pp}$ values versus the spacings of the linear TLM pattern with a contact length of 600 μm and a measurement current of 0.5 mA. The observed linear behaviour indicates that the current path is independent of the applied voltage. In Fig. 2b the contact resistances $R_c$ are plotted versus the current density $I/(DZ)$. The values obtained by the different geometries show an excellent agreement and a decrease of contact resistance with increasing current density. The corresponding $R_v$ values are plotted in Fig. 2c up to 50 A/cm². The independence of $R_v$ from current density is another indicator for constant current paths. The difference in the absolute values between the linear and the circular TLM results is due to geometrical effects, because the width of the mesa structures is 10 μm greater than the pad lengths which leads to an underestimation of $R_v$. The corrected $R_v$ values for the linear TLM patterns are plotted in Fig. 2d and equal to the results from circular TLM measurements.

Concluding this section, the results show that the TLM measurement technique can be applied to diode wafer material consisting of a multiple p-layer and a pn-junction without remarkable errors due to varying current paths. Paying attention to the current density dependence of the contact resistance and the exact geometry of the mesa structure the determination of $R_c$ and $R_v$ by linear and circular TLM patterns with different geometries leads to comparable results.

3.2 Annealing experiments for Pd, Pt and Ni contacts  For the different metallizations Pd, Pt and Ni we measured the contact resistances and their behaviour with various annealing treatments. Those metals were chosen because of their high work function (5.12 eV for Pd, 5.15 eV for Ni and 5.65 eV for Pt [2]). Again we used LED wafers for this experiment. The results were obtained by circular TLM measurements with spacings of 5, 10, 15 and 25 μm and an inner radius of 50 μm. The thicknesses of the metallizations were 100 nm for Pd and Pt and 200 nm for Ni. While the TLM patterns
for Pd and Ni were defined by wet etching, the removal of Pt was done by back sputtering. For correct comparison of the different metal–p-GaN contacts the $R_c$ values were determined for various measurement currents allowing to interpolate $R_c$ for a current density of 100 A/cm$^2$. Figure 3 shows the results obtained from nine samples (three for each metallization), which were all measured at room temperature before and after a 3 min annealing at 400 °C. In a second annealing step always one of the three samples was heated up to 500, 600 or 700 °C for another 3 min.

For the Pt samples the contact deteriorates with increasing annealing temperature. The lowest $R_c$ value of $2.8 \times 10^{-3}$ Ω cm$^2$ was measured at an unannealed sample. Two of the Ni samples showed a decrease of contact resistance after a 400 °C heat treatment whereas another sample needed a further annealing up to 500 °C to show a comparable improvement. The best value for Ni contacts was measured to be $5.9 \times 10^{-3}$ Ω cm$^2$ (annealed at 400 °C). Temperatures of 600 °C and more, strongly deteriorate the contact. The results of the Pd samples show a continuous improvement of the contact resistance with increasing annealing temperature up to 600 °C with a best value of $2.4 \times 10^{-3}$ Ω cm$^2$. At higher temperature this contact also gets unstable.

The annealing experiment showed comparable contact resistances for untreated Pt contacts and Pd contacts annealed up to 600 °C. The Ni contacts were worse and showed conflicting behaviour for annealing at 400 °C.
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Fig. 3. Contact resistances of Pt, Ni and Pd metallizations for different annealing treatments.
3.3 Temperature dependent TLM measurements  In this experiment, the temperature dependence of the contact resistance was investigated for Pd, Pt and Ni to p-GaN contacts. The same TLM test-structures as in the experiment reported above were realized. To measure the current-voltage characteristics for the TLM analysis we used a measurement equipment for temperature dependent conductivity measurements at the crystal growth laboratory of the Erlangen University.

The samples were measured in a small vacuum chamber at temperatures ranging from 270 up to 470 K in steps of 20 K. In Fig. 4 the $R_s$ and $R_c$ results are shown for the different metallizations. The $R_{pp}$ values were determined at a measurement current of 0.5 mA.

In Fig. 4a the $1/R_s$ values are shown in an Arrhenius plot and have the typical decrease of semiconductor resistance with increasing temperature. Neglecting the temperature dependence of the hole mobility the slope of the curves yields the activation energy for the Mg acceptors. The dashed lines show the expected slope for acceptor levels of 180 and 200 meV over the conduction band edge, which represents the published range for Mg acceptor levels in GaN and Ga(Al)N with Al contents up to 10% [6]. The deviation of the results from the linear behaviour at lower temperatures could be explained by an additional hopping conduction taking place for highly doped GaN [6]. Anyway, the temperature dependence of the $R_s$ values are in a reasonable range and therefore corroborates the validity of this measurement technique.

![Fig. 4. Arrhenius plots of $1/R_s$ and $1/R_c$ for Pt, Pd and Ni contacts obtained by temperature dependent TLM measurements](image)
According to formula (2) the temperature dependence of the contact resistance in case of pure thermionic emission is mainly exponential. The slopes of the $1/R_c$ curves in the Arrhenius plot of Fig. 4b would enable the determination of the barrier heights at the metal–semiconductor interface. The dashed lines show the expected slopes in case of pure thermionic emission. The $R_c$ results would lead to a barrier height of about 0.1 eV independent of the contact material. We do not believe in those values because, according to formula (2), the calculated $R_c$ values for thermionic emission over a 100 meV barrier would lead to a contact resistance in the range of $10^{-6}$ to $10^{-8}$ $\Omega$ cm$^2$. From another point of view a $R_c$ of $10^{-3}$ $\Omega$ cm$^2$, which is a realistic value for the investigated samples, would lead to a barrier height of about 0.3 eV at room temperature.

The change in contact resistance up to 470 K should then be about three orders of magnitude which again is not comparable to our experimental results. In our eyes, these results indicate that the tunneling of electrons from the p-GaN to the metal is the main current transport mechanism, since the experiment showed only weak $T$-dependence expected for field emission according to formula (3).

To optimize the p-contact resistance, it is therefore essential to increase the net-acceptor concentration near the interface as well as to avoid any interfacial layers like a residual native oxide. Interfacial reactions of the metallization and the p-GaN forming intermetallic phases could further lower the barrier height and would increase both field and thermionic emission.

4. Conclusions From the p-GaN–Pd contact resistance measurements by linear and circular TLM patterns with different geometries we showed the suitability of this technique for LED wafer material containing a multiple p-layer and a pn-junction.

The annealing experiments for the different metallizations Pt, Pd and Ni resulted in a best value of $2.4 \times 10^{-3}$ $\Omega$ cm$^2$ for a Pd-contact annealed three minutes at 400 °C and 600 °C, respectively.

For all three metallizations we believe that field emission is the dominating current transport mechanism at the p-GaN–metal interface since we observed only a weak temperature dependence of the contact resistances obtained by temperature dependent TLM measurements in the range of 270 K up to 470 K.
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A numerical method based on the transfer matrix technique is developed to calculate the luminescence spectra of complex layered structures with photon recycling. Using this method we show a strong dependence of the emission spectra on the optical eigenmode structure of the device. The enhancement of the photon recycling and the LED external efficiency can be achieved by placing the active regions inside single or coupled microcavities.

1. **Introduction**  Recently, great interest has been shown in the use of light emitting diodes (LEDs) as a light source for illumination [1]. LEDs offer many potential advantages compared to conventional light sources due to their relatively low energy consumption, long lifetime and high shock resistance.

Currently white-light LEDs use photo-excitation of phosphors to convert the blue light from an InGaN/GaN LED into white light. However, phosphors have a broad emission spectrum, thus, white LEDs based on this principle do not have the maximum possible luminous efficacy.

The aim of this work is to investigate the feasibility and limitations of creating a white LED by integration within the same structure of several semiconductor layers emitting three basic colours. The recent progress in the growth of InGaN-based double heterostructures and quantum wells makes this alloy an ideal material for the LED active regions, due to the wide variety of the energy gaps in the InGaN system, covering frequencies from red to ultraviolet. The working regime of such a device can be achieved by electrical pumping of active layers with the widest bandgap (blue regions), and by making use of re-emission of the light, absorbed by all the active regions (so called photon recycling).

2. **Modelling of Photon Recycling**  We start by writing an expression for the intensity of spontaneous emission from a quantum well (QW) into a bulk dielectric material. The number of photons with energy within the interval \([h\omega, h\omega + d(h\omega)]\), which are emitted from the surface \(dS\) into the solid angle \(d\Omega_0\) during the time interval \(dt\) is given by

\[
\begin{align*}
\frac{dN}{d\Omega_0} &= \frac{W_0}{2\pi^2 \epsilon_0^2} \left[ \frac{1}{(E_{2D} + \epsilon)^2 ((E_{2D} + \epsilon - h\omega)^2 + \Gamma^2)} \right]
\end{align*}
\]

where

\[
\begin{align*}
W_0 &= \frac{e^2 \hbar^2}{2\pi^2 \epsilon_0^2} \left[ \frac{1}{(E_{2D} + \epsilon)^2 ((E_{2D} + \epsilon - h\omega)^2 + \Gamma^2)} \right] d\Omega_0
\end{align*}
\]
Here $E^{2D}$ is the energy gap between the electron and hole quantized levels in the QW, $g^{2D}$ is the reduced two-dimensional density of states, $f_e$ and $f_h$ are the electron and hole occupation probabilities, $\varepsilon$ is the dielectric constant of the material containing the well, $m_0$ is the free electron mass, and $\Gamma$ accounts for the interband relaxation and other broadening mechanisms. The squared momentum matrix element $p_{\text{cr}}^2$ is given in the effective mass approximation for deep QWs by [2]

$$p_{\text{cr}}^2 = \frac{p_0^2}{2} (1 + \gamma)$$

for TE modes, and by

$$p_{\text{cr}}^2 = \frac{p_0^2}{2} [(1 + \gamma) \cos \theta + (1 - \gamma) \sin \theta]$$

for TM modes. Here $\theta$ is the angle between the plane-wave propagation direction and Z-axis (normal to the QW plane), and $\gamma = (E_{2D} - E_\zeta) / (\hbar \omega - E_\zeta)$, where $E_\zeta$ is the bandgap energy of the QW material, and $p_0$ is the interband momentum matrix element.

We will use the transfer matrix technique in the plane waves basis [3] to analyse the optical properties of layered structures. The plane-wave mode interaction with the QW is described by a QW transfer matrix. If the quantum well width is much smaller than the light wavelength, the transfer matrix has the form

$$\hat{M} = \begin{pmatrix} 1 + Y & Y \\ -Y & 1 - Y \end{pmatrix}.$$

Here $Y$ is defined by the two-dimensional QW optical susceptibility $\chi^{2D}$:

$$Y = i \frac{2\pi k_0^2}{k_z^2} \chi^{2D},$$

(2)

where $k$ is the wavevector of light, $k_0 = \omega / c$, and $\chi^{2D}$ for a single-subband QW is given by [4]

$$\chi^{2D} = \frac{\hbar^2 e^2 p_0^2 g^{2D}}{m_0^2} \int_{-\infty}^{+\infty} \frac{1 - f_h - f_e}{(E^{2D} + \varepsilon)^3 (E^{2D} + \varepsilon - \hbar \omega - i\Gamma)} \, d\varepsilon.$$

To calculate the rate of photon extraction from a complex structure we consider the interference of all possible processes resulting in light emission out of the structure. These calculations require a knowledge of the amplitude transmission and reflection coefficients $t_i$ and $r_i$ for the structure part on the left of the QW, and similar coefficients $t_r$ and $r_r$ for the structure part on the right of the QW. We also need to know the transmission and reflection coefficients $t_{QW}$ and $r_{QW}$ for the quantum well itself. Each of these coefficients can be obtained from the corresponding transfer matrix.

Let us derive, for example, the power emitted from the right side of the structure. A photon emitted inside the structure to the right can be transmitted directly to the outside medium, or it can be consecutively reflected from the right and left sides of the structure and finally will be transmitted outside and so on. The outgoing electric field, resulting from all these processes is given by the sum

$$E_{r-r} = t_r + r_r^* t_l + r_r^* r_l^* t_t + \ldots = \frac{t_r}{1 - r_l^* r_t},$$
where the star in \( r^*_1 \) indicates, that this coefficient includes the reflection from the emitting QW.

Similarly, photons emitted inside the structure to the left can undergo multiple reflections and eventually escape from the structure to the right. These processes give a second part of the external field:

\[
E_{1-t} = \frac{r_{tQW} t}{(1 - r^*_1 r_t)(1 - r_{QW} r)} .
\]

Thus, we obtain the expression for the emission from the right side of the structure:

\[
dN_{E_1} = W_0 \left| \frac{t}{1 - r^*_1 r_t} \left[ 1 + \frac{n_{\text{QW}}}{1 - r_{\text{QW}}} \right] \right|^2 \frac{\sqrt{\varepsilon_1} k_{\varepsilon_1}}{\sqrt{\varepsilon_0} k_{\varepsilon_0}} \, dt \, d(\hbar \omega) \, dS \, d\Omega_\varepsilon ,
\]

where the ratio \( \frac{\sqrt{\varepsilon_1} k_{\varepsilon_1}}{\sqrt{\varepsilon_0} k_{\varepsilon_0}} \) accounts for the change in solid angle that is due to refraction for plane waves. The indices \( r \) and 0 are related to the outside medium and the layer containing the QW, respectively. To obtain the total density of the external light intensity we have to sum over all QWs and integrate Eq. (3) over the external solid angle \( \Omega_\varepsilon \).

If we neglect the reflection from the QW by substituting \( t_{\text{QW}} = 1 \) and \( r_{\text{QW}} = 0 \) into Eq. (3), the formula for extraction becomes analogous to the one obtained using the source-term method [5].

For the quantitative description of the recycling process, we have to calculate the rate of absorption by the quantum well QW_{\eta} of the spontaneous emission from the other well, QW_{\varepsilon}. Thus, we need to know the induced electric field at the position of QW_{\eta}. The power flux balance shows that the rate of absorption of emitted photons by the unit area of surface of QW_{\eta} is given by

\[
W_\eta = -\frac{1}{2} \sqrt{\varepsilon} k_\varepsilon |E|^2 \text{Re}(Y_{QW_\eta}) W_{0QW_\eta} ,
\]

where \( E \) is the complex amplitude of the field at the QW_{\eta} location, \( Y_{QW_\eta} \) is defined by Eq. (2), and \( W_{0QW_\eta} \) is defined by Eq. (1). The induced field can be calculated in a similar fashion as it was done for extraction:

\[
E = \frac{t (1 + r^*_\eta)}{(1 - r^*_\eta r_\varepsilon)(1 - r^*\eta r_\varepsilon)} \left( 1 + \frac{t_{QW_\varepsilon} r_{\varepsilon}}{1 - r_{\varepsilon} t_{QW_\varepsilon}} \right) ,
\]

where \( r_{\varepsilon} (r_\eta) \) is a reflection coefficient for the part of structure to the left (right) of the well QW_{\eta}, \( r_{\varepsilon} \) is a reflection coefficient for all the layers to the right of the well QW_{\varepsilon}, and the coefficients \( r \) and \( t \) correspond to the part of the structure between QW_{\varepsilon} and QW_{\eta}. Here we assume that QW_{\eta} is on the left of QW_{\varepsilon}. The formula for the opposite case is similar.

One of the channels for the photon to escape from the recycling process is to be absorbed in a metallic mirror. Placing such a mirror onto the left side of the structure, and denoting the reflection coefficient of the left part of the structure, excluding the mirror, as \( r_t \), the reflection coefficient from the mirror as \( r_m \), the reflection coefficient for the wave incident from the mirror as \( r_e \), and the transmission coefficient from the
QW to the mirror as \( t \), we obtain the following expression for the number of absorbed photons:

\[
\frac{dN_m}{dt} = W_0 \left( 1 - |r_m|^2 \right) \left( 1 - \frac{r_{QW}}{1 - r_{QW}} \right)^2 dt d\Omega_0 dS.
\]  

(5)

We restrict our consideration by relatively low pumping levels, which are typical for the diode operation regime. Thus, the expression for the electron density \([4]\) in the one-subband QW can be simplified (temperature is measured in energy units):

\[
n = \frac{m_e}{\hbar^2 \pi} T \ln \left[ 1 + \exp \left( \frac{\mu_e}{T} \right) \right] \approx \frac{m_e}{\hbar^2 \pi} T \exp \left( \frac{\mu_e}{T} \right),
\]

and the occupation probabilities can be expressed as

\[
f_e = \frac{1}{1 + \exp \left( \frac{\varepsilon_e - \mu_e}{T} \right)} \approx \exp \left( \frac{\mu_e - \varepsilon_e}{T} \right) \approx \frac{n \hbar^2 \pi}{m_e T} \exp \left( -\varepsilon_e/T \right),
\]

\[
f_h = \frac{1}{1 + \exp \left( \frac{\varepsilon_h - \mu_h}{T} \right)} \approx \exp \left( \frac{\mu_h - \varepsilon_h}{T} \right) \approx \frac{p \hbar^2 \pi}{m_{hh} T} \exp \left( -\varepsilon_h/T \right),
\]

where \( m_e \) (\( m_{hh} \)) and \( \mu_e \) (\( \mu_h \)) are the electron (heavy hole) effective mass and quasi-Fermi-level, respectively. Under the low-pumping assumption we can rewrite \( W_0 \) in the form:

\[
W_0 = \frac{\varepsilon_0^2 e^2 \hbar^2 \gamma_{2D}^2}{2 \pi c^3 m_0^2} \left[ \int_0^{+\infty} \frac{\Gamma \exp \left( -\varepsilon/T \right) d\varepsilon}{\left( (E_{2D} + \varepsilon)^2 + \hbar \omega \right)^2 + T^2} \right] \tilde{n} p.
\]

(6)

The total rate of light emission into the external medium can be obtained by substituting Eq. (6) in Eq. (1) and integrating Eq. (1) over the external solid angle and photon energies. As a result the rate of radiative recombination depends on the carrier densities as \( R_{\text{ext}} = \tilde{E} \tilde{n} p \).

Due to the large photon energy separation between different colours, the absorption rate for the short-wavelength light is independent of the carrier density in the narrow-gap QW. For the light emitted from QW\( \varepsilon \) the rate of absorption in QW\( s \) is given by the expression \( R_{\text{abs}} = A n_e \tilde{p}_e \), where \( A \) is calculated by integrating Eq. (4) over the total solid angle of emission and over the photon energies. Here we assume that all QWs are embedded in layers of dielectric material with the refractive index equal to the highest one in the real structure. This trick allows us to handle the interaction of active layer with the evanescent wave. However, introducing several sufficiently thin layers with high dielectric constant does not alter the optical properties of the structure.

A similar relation holds for the rate of absorption in a metallic mirror: \( R_m = M n_p \). Coefficient \( M \) is obtained by substituting Eq. (6) in Eq. (5) and integrating the result over the solid angle and photon energies. Note, that due to charge-neutrality the electron and hole densities in each QW are equal to each other, \( n = p \).

The steady-state carrier densities are given by the balance between generation of electron–hole pairs in the QWs and their recombination, both radiative and non-radiative. The generation processes include electric current pumping of the blue QWs and the re-absorption of emitted light throughout the structure. The recombination output
goes to external emission and internal losses, which we treat as absorption in the other QWs and non-radiative recombination in the given QW. In our approach this leads to the following equation for each QW:

\[ R_i = E_i n_i^2 + A_i n_i^2 + M_i n_i^2 + n_i / \tau_i, \]

where \( R_i \) is the pumping rate and \( \tau_i \) is the non-radiative recombination time. Assuming that \( \tau_i \) does not depend on the carrier density, we get

\[ n_i = \frac{\sqrt{(1/\tau_i)^2 + 4 (A_i + E_i + M_i) R_i - 1/\tau_i}}{2 (A_i + E_i + M_i)}. \] (7)

Then the external efficiency for each QW can be obtained as

\[ \eta_i = \frac{E_i n_i^2}{(A_i + E_i + M_i) n_i^2 + n_i / \tau_i}. \]

3. Results and Discussion We used the numerical method described above to investigate a number of different types of structures. It was revealed, that the emission spectra and external efficiencies depend drastically on the active layer positions and on the mode structure of the device. Figure 1 shows the calculated spontaneous emission for a structure, which represents a GaN microcavity containing three QWs and covered on one side by a metallic mirror. The width of the GaN layer and the energies of interband transitions in red, green and blue QWs are chosen in such a way that the structure can be regarded as the \( 5\lambda/2 \) resonator for the normally propagating red-light waves, \( 6\lambda/2 \) resonator for the green-light waves and \( 7\lambda/2 \) resonator for the blue-light waves. We placed each QW in an antinode of a resonant mode, associated with the QW colour. Our calculations were performed for different times of non-radiative recombination ranging from 1 ns to 10 ns, and we assumed the carrier density in blue QW to remain constant. One can see, that if the internal losses are high, the recycling
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Fig. 1. Spontaneous emission spectra from a microcavity, containing three quantum wells. The non-radiative recombination times are 1 ns (solid line), 5 ns (dashed line) and 10 ns (dot-dashed line). The carrier density in the blue QW is the same for all three curves.
efficiency is low and only blue light is emitted. When the internal efficiency increases, the emission from the optically pumped QWs becomes comparable with the blue-light intensity. The green-light intensity usually remains smaller than both blue and red because of the strong re-absorption in the red active region. However, this is beneficial for the white-light generation, because of the high sensitivity of the human eye in the green region of the spectrum. If high non-radiative losses are present, the recycling process can be enhanced by introducing more red and green QWs in the structure and by building a Bragg reflector for the blue wavelength. A possible way to enhance the external efficiencies of all three colours is to place the active regions into coupled microcavities.
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The optical mode structure of a spherical microcavity has been investigated using a transfer matrix approach. Exact algebraic equations from which the frequencies of the optical eigenmodes of the two polarizations can be obtained, as well as approximate explicit algebraic expressions for those frequencies have been derived. The distribution of the electric field in the eigenmode is analysed.

One of the major trends of modern semiconductor research is towards the achievement of electron and photon states of low dimensionality [1, 2]. Photons can be localized by periodic modulation of the refractive index of the medium in different types of microcavities, with a feature size of the order of a micrometer or below, and comparable with the wavelength of light.

Two-dimensional localization by cylindrical multilayered structures has been demonstrated experimentally [3] and an interaction of excitons and photons in a cylindrical [4] and pillar [5] microcavities has been studied. Full three-dimensional localization of light can be achieved by introducing a defect into a three-dimensional photonic crystal [6].

The aim of this work is to investigate theoretically the optical eigenmode structure of a multilayered microcavity possessing spherical symmetry, as shown in Fig. 1. An advantage of such a structure is the possibility to investigate the properties of zero-dimensional photonic states analytically.

A spherical electromagnetic wave can be represented as a superposition of two waves with independent polarization [7]: a TE wave with components \((H_r, E_\theta, E_\varphi, H_\theta, H_\varphi)\), and a TM wave with components \((E_r, E_\theta, E_\varphi, H_\theta, H_\varphi)\).

The spatial dependence of the electric and magnetic field in a spherical wave can
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1) e-mail: Mikhail.Kaliteevski@durham.ac.uk
be expressed through the use of spherical harmonics characterized by orbital momentum \( l \) and its projection \( m \), which can be any integer in the interval from \(-l\) to \( l \). An orbital momentum \( l = 0 \) corresponds to a fully spherically symmetric electromagnetic wave, which does not exist [7]. In the case of the TE wave field, a spherical wave with frequency \( \omega \) in the media with refractive index \( n \) can be represented by

\[
\mathbf{E} = -\mu k_0 \left( \frac{m}{\sin \theta} \ F_l^m(\cos \theta) \ e_\theta + l \ \frac{\partial}{\partial \theta} \ F_l^m(\cos \theta) \ e_\varphi \right) \ V(r) \ \exp (im \varphi), \quad (1a)
\]

\[
\mathbf{H} = \left\{ \frac{l(l+1)}{r} \ V(r) \ F_l^m(\cos \theta) \ e_r \right. \\
\left. + \left( \frac{\partial}{\partial \theta} \ F_l^m(\cos \theta) \ e_\theta + \frac{im}{\sin \theta} \ F_l^m(\cos \theta) \ e_\varphi \right) \ \frac{1}{r} \ \frac{\partial}{\partial r} \ (rV(r)) \right\} \ \exp (im \varphi), \quad (1b)
\]

where \( A \) and \( B \) are constants, \( V(r) = Ah_l^{(1)}(kr) + Bh_l^{(2)}(kr) \), the spherical functions \( h_l^{(1)}(x) \) and \( h_l^{(2)}(x) \) are coupled to the Hankel functions via \( h_l^{(1,2)}(x) = \sqrt{\pi/2x} \ H_l^{(1,2)}(x) \). \( F_l^m(\cos \theta) \) is the Legendre function and \( k = n\omega/c \).

In spherical layered structures, the spatial dependence of the electromagnetic field, as well as the reflection and transmission coefficients, can be obtained by the transfer matrix technique [8], which also allows the investigation of the localization of light in spherical microcavities.

An electromagnetic field in the central core of the microcavity can be represented as the sum of incoming and outgoing waves. The field at the center of the microcavity should be finite, and this requires that the incoming and outgoing waves have equal amplitude in the central core. Also, the radial dependence of the field is described by the spherical Bessel function \( j_l^{(1)}(x) = (h_l^{(1)}(x) + h_l^{(2)}(x))/2 \). On the other hand, at the interface of the core and the adjacent layer the amplitude of the incoming wave should be equal to the amplitude of the outgoing wave multiplied by the amplitude reflection coefficient \( r_0 \) of the spherical wave from the interface and the multilayered spherical structure beyond. Hence, the dispersion equation for the optical eigenmode of a spherical microcavity can be represented in the form

\[
r_0 h_l^{(1)}(kR_0) = h_l^{(2)}(kR_0). \quad (2)
\]

This equation gives the eigen frequency of both TE and TM eigenmodes, but one should note that in the case of the TE mode the reflection coefficient represents the ratio of the tangential component of the electric fields in the incoming and outgoing waves, while for the TM wave \( r_0 \) is the ratio of the tangential components of the magnetic field. If the reflection coefficient \( r_0 \) is close to unity and absorption in the cavity is small the Q-factor of the cavity is large and equation (2) can be rewritten in the form

\[
\arg (r_0) + \arg \left( h_l^{(1)}(kR_0) \right) - \arg \left( h_l^{(2)}(kR_0) \right) = 2\pi N, \quad (3)
\]

where \( N \) is an integer.

When the radius of the central core \( R_0 \) becomes as large as the wavelength of the light the spherical functions \( h_l^{(1)}(x) \) and \( h_l^{(2)}(x) \) can be replaced by their asymptotic forms. Also, in the frequency region close to the Bragg frequency \( \omega_{BR} \) the phase of the reflection coefficient can be approximated [9] by \( \arg (r_0) = b(\omega - \omega_0)/\omega_{BR} \) for the TE
wave and \( \arg (r_h) = \pi + b(\omega - \omega)/\omega_{\text{BR}} \) for the TM wave, where \( b = \pi n_1 n_2 / (n_0 (n_2 - n_1)) \). As a result, equation (3) for the TE modes can be rewritten in the form

\[
\omega = \frac{b + \pi (2N + l + 1)}{b/\omega_{\text{BR}} + 2n_0 R_0/c},
\]

and for the TM modes

\[
\omega = \frac{b + \pi (2N + l)}{b/\omega_{\text{BR}} + 2n_0 R_0/c}.
\] (4b)

Figure 2 shows the dependences of the TE and TM optical eigenmode frequencies of the spherical microcavity formed by a central core of radius \( R_0 \) surrounded by a quarter-wavelength spherical Bragg reflector as a function of the central core radius \( R_0 \) in the range close to the reflector’s stopband. When \( R_0 \) is large, the curves for the TE and TM modes are interleaved and correspond closely to the behaviour predicted by the simplified formula (4). When \( R_0 \) becomes smaller, the qualitative dependence of the frequency on cylinder radius remains unchanged but the difference between the curves for the simplified formula and corresponding TE and TM branches increases.

Fig. 2. The eigenmode photon energies for orbital momentum \( l = 1, 2, 3, 4 \) versus central core radius \( R_0 \) obtained using eqns. (3). The solid and dashed lines correspond to TE and TM modes, respectively. The faint and dotted lines correspond to the results obtained using the approximate formula (4) for TE and TM waves, respectively.
Fig. 3. Cross-section of the intensity of the electric field in the TE and TM eigenmodes of the spherical microcavity characterized by orbital momentum \( l = 1 \) and momentum projection \( m_z = 0 \)

For TE optical eigenmodes the electric field in the centre of the microcavity is always equal to zero. The same result can be obtained for TM eigenmodes (recognizing that when \( x \ll 1, j_{l}^{(1)}(x) \sim x^l \)), if their orbital momentum \( l \geq 2 \). However, if we have \( l = 1 \) for the TM eigenmode the electric field in the centre of the cavity is not zero:

- the photonic state, characterized by \( l = 1 \) and \( m_z = 0 \) has an electric field oriented along the \( z \)-axis \( E(r = 0) = E_0 e_z \);

- the photonic state, characterized by \( l = 1 \) and \( m_z = \pm 1 \), has an electric field rotating in the \( xy \)-plane \( E(r = 0) = E_0 (e_x \pm i e_y) \).

Figure 3 shows the distribution of the electric field in the optical eigenmode with \( l = 1 \) in the spherical microcavity. The central core of the microcavity has a refractive index of 2.7 and the radius \( R_0 \) obeying the relation \( R_0 \omega_{BR}/2 \pi c = 0.15 \), so the diameter of the cavity approximately corresponds to half the wavelength of light. The central core is surrounded by a spherical quarter-wavelength Bragg reflector, formed by eight pairs of layers of refractive indices 1.45 and 2.7, whose widths \( d_{l,2} \) obey the Bragg condition \( d_{l} = \pi c/2 \omega_{BR} n_l \). The frequencies of TE and TM eigenmodes are 1.1195\( \omega_{BR} \) and 0.8785\( \omega_{BR} \). One can see that for the TE eigenmode, the field has toroidal structure and in the centre of the cavity the electric field is equal to zero. For the TM eigenmode the magnitude of an electric field in the centre of the cavity is non-zero and the maximum of the field is achieved in the polar areas in the low index layers, just outside the core. The high intensity contribution to this polar maximum of intensity is provided by a radial component of the electric field which has a discontinuity at the boundary of the two dielectrics.

For both polarizations the far field pattern of the cavity eigenmodes characterized by orbital momentum \( l = 0 \), \( m_z = 0 \) corresponds to the radiation of a dipole oscillating along the \( z \)-direction, while for the mode characterized by \( l = 0 \), \( m_z = \pm 1 \) the far field pattern corresponds to the radiation of an elementary rotator in \( xy \)-plane.

In summary, the transfer matrix method for spherical electromagnetic waves has been applied to the study of the properties of the Bragg spherical microcavity. A method of calculation of the optical eigenmodes of a spherical microcavity has been developed and the eigenmode structure of the cylindrical microcavity has been investigated. When the radius of the central core of the microcavity is large the spectral position of the optical eigenmodes can be described using a simple approximate formula. It is shown,
that for the TM eigenmode characterised by $l = 1$, an electric field in the centre of the microcavity is non-zero. For all other optical eigenmodes the electric field in the centre of microcavity vanishes.
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We report experimental results of two wavelength excited photoluminescence (TWEPL) applied to GaN/AlGaN multiple quantum well structures grown by plasma assisted molecular beam epitaxy. An increase or a decrease in photoluminescence (PL) indicate the presence of trap centers with dissimilar characteristics for each case. In these samples, a spatial inhomogeneity of trap distribution originating from the growth process was detected due to different change in PL for distinct regions. Also a time-dependent phenomenon in PL was observed: after a continuous mid-term irradiation with UV light (4.12 eV), the amount of change in PL, which is characteristic of TWEPL, became nil. We argue this phenomenon is a complex issue that can be due to migration of native defects or a kind of saturation process involving trap centers.

1. Introduction Nitride-based semiconductor compounds for optoelectronic devices experienced a revolutionary breakthrough in the last decade [1]. Nevertheless, despite substantial improvement of their performance and reliability, there is still a considerable number of their physical properties that remain unclear to the scientific community. Among those materials, GaN/AlGaN-based multiple quantum well (MQW) systems are important and attract much attention due to their variety of potential applications as in quarter-wave reflectors [2], active medium for inter sub-band transitions in cascade lasers, etc. In that sense, a thorough understanding of light–matter coupling processes in these compounds is of fundamental importance. Here we present experimental studies on non-radiative recombination (NRR) processes in GaN/AlGaN MQWs, which have shown a change in the characteristics of their photoluminescence (PL) and NRR centers due to UV irradiation. We study the NRR processes by a completely optical method which is called Two Wavelength Excited Photoluminescence (TWEPL) [3].

2. Experimental Two samples, 1 and 2, were grown by plasma assisted molecular beam epitaxy (PAMBE) [4]. The active layer of the MQW structures under investigation consists of GaN wells (4 nm) sandwiched between AlGaN barriers (40 nm). The number of barrier–well units is three or five for sample 1 and 2, respectively. The active layer is deposited on a 380 nm (350 nm for sample 2) thick Si doped GaN layer.

¹) Tel.: +81-48-858-3529; Fax: +81-48-858-9131; e-mail: jose@yamadalab.fms.saitama-u.ac.jp
with a silicon concentration of $5 \times 10^{17} \text{ cm}^{-3}$ for sample 1 and $2 \times 10^{18} \text{ cm}^{-3}$ in sample 2. The underlying AlN/GaN buffer layers grown on a sapphire substrate have a thickness of about 20 nm and 6 nm, respectively.

In TWEPL, by using two light sources, a below gap excitation (BGE, with energy $E_{\text{BGE}} < E_g$) is superposed on a conventional above gap excitation (AGE, $E_{\text{AGE}} > E_g$). The BGE, when matched to the energy of a trap center in the forbidden gap, unbalances the dynamical carrier equilibrium in the traps, producing a change on the intensity of the PL due to AGE. The value of the normalized intensity change $\Delta P_L = I_{\text{AGE-BGE}} / I_{\text{AGE}}$ gives an observable measure of the NRR process selected by the BGE energy (here $I_{\text{AGE}}$ is the PL intensity under only AGE irradiation and $I_{\text{AGE+BGE}}$ is that when both light sources are applied). Photoluminescence measurements were performed at 77 K. The optical excitations were provided by a filtered D$_2$ lamp (AGE) and the 1.064 μm line (1.164 eV) of a Nd:YAG laser (BGE). The sensitivity of the system is improved when working at low AGE and high BGE powers ($P_{\text{AGE}}$ and $P_{\text{BGE}}$) [3], therefore a single-photon counting technique is used for detecting PL under an AGE density as low as possible.

Experimentally, two cases can arise due to addition of BGE: an increase or a decrease of PL, which are explained as follows.

### 2.1 PL increase

A theoretical model to explain an increase in PL ($\Delta P_L > 1$) is given in Fig. 1a; it includes one trap center (one level model) located at energy $E_T$ inside the forbidden gap of the material [5]. When a suitable BGE energy is selected, either electrons from the valence band (V.B.) are excited into the trap center or electrons originally located at the trap are pumped into the conduction band (C.B.). As a result of this process, the number of holes in V.B. and/or electrons in C.B. increases (+Δp and/or +Δn) finally giving an increase in PL. In case the cascade excitation of both processes...

---

Fig. 1. Two theoretical models to explain TWEPL results: a) the one level model explains an increase in PL ($\Delta P_L > 1$); b) the two levels model accounts for a decrease in PL ($\Delta P_L < 1$)
occurs at the same time, band-to-band PL only by the BGE takes place. We have observed such up-conversion PL in an undoped GaAs/AlGaAs MQW [5].

2.2 PL decrease The model that accounts for a decrease in PL ($\Delta P L < 1$) is presented in Fig. 1b; it includes two traps (two levels model) referred as state 1 and state 2 at energies $E_{T1}$ and $E_{T2}$, respectively [6]. In this case, BGE stirs electrons originally present in state 1 up to state 2 from which they recombine with holes in V.B. via a NRR process, reducing the hole concentration in the band ($-\Delta n$). In a parallel way, a NRR path can also be created by electrons from the C.B. onto state 1, which is now less populated (causing $-\Delta n$). This double decrease of free carriers in the bands produces a decrease in PL. By utilizing the saturation of PL intensity quenching with increasing BGE power, which is due to a trap-filling effect, we have succeeded in determining trap parameters self-consistently for the first time [7].

3. Results Preliminary conventional PL measurements proved that the samples present spatial non-uniformity, the PL intensity varying when rotating the sample on its holder. Due to that fact, for TWEPL we fixed the size of the excitation spot to 3 mm in diameter and selected two spatial regions at a separation of about 5 mm from the spot.

![Diagram](image_url)

Fig. 2. a) PL spectra of samples 1 and 2 taken in region A ($E_{AGE} = 4.12$ eV, $P_{AGE} = 447$ nW/mm²); b) as-measured recorded data of TWEPL: a statistical time averaging is calculated for each of the segments of the abscissa and from there the ratio leading to $\Delta P L$ is calculated ($P_{AGE} = 447$ nW/mm², $P_{BGE} = 4.49$ mW/mm²)
center; they were designated as region A and region B. By setting the AGE energy to $E_{\text{AGE}} = 4.12$ eV, optical excitation was provided only to the GaN wells; BGE energy was set to $E_{\text{BGE}} = 1.16$ eV.

Photoluminescence spectra of both samples measured for region A under only AGE ($P_{\text{AGE}} = 447$ nW/mm$^2$) can be observed in Fig. 2a. From these data we determine the spectral position of the PL intensity peak and proceed to fix the detection wavelength for TWEPL at that point.

Depicted in Fig. 2b is a typical recorded result of TWEPL: PL intensity (vertical axis) is plotted against time in the horizontal axis, which is divided in five segments of 50 s each. In this particular case it is clearly seen how PL intensity decreases ($\Delta PL < 1$) in the second and fourth segment, i.e., when BGE is added. A statistical time average of these results allows us to calculate the value of $\Delta PL$, introduced as experimental points in Figs. 3 to 5.

3.1 Spatial inhomogeneity Figure 3 shows results of TWEPL performed on sample 1, for both spatial regions A and B, as the amount of change in PL (ordinate) versus AGE power density, $P_{\text{AGE}}$ (abscissa). The power density of BGE was fixed at $P_{\text{BGE}} = 4.49$ mW/mm$^2$. In Fig. 3a, for region A a decrease in PL of roughly 4% is observed through the whole $P_{\text{AGE}}$ range, which is explained by the two levels model. On the other hand, when measured on region B an increase in PL of about 2% was obtained, which fits our one level model (Fig. 3b). These distinct results indicate that the charac-

![Fig. 3. Distinct change in PL intensity for different regions in sample 1: a) measurements in region A show a decrease in PL (two levels model), b) in region B an increase in PL was detected (one level model)
Fig. 4. Distinct change in PL intensity for different regions in sample 2: a) measurements in region A show a decrease in PL (two levels model), b) in region B an increase in PL was detected (one level model).

3.2 Instability after mid-term UV irradiation The amount of change in PL showed also a temporal dependence. After the experiments shown in Fig. 3a were concluded and without interrupting the AGE (UV) radiation, we fixed $P_{AGE}$ at 447 nW/mm² and proceeded to sweep the BGE power density in the range 0.90 < $P_{BGE}$ < 4.49 mW/mm² so as to further investigate the dynamics of the trap centers. The experimental results thus obtained are shown in Fig. 5, where each one of the subfigures has correspondence to an experimental point in Fig. 3a. In that way, concentrating on Fig. 5a, the rightmost point was taken under the same experimental settings as the rightmost point of Fig. 3a (notice the concordance of 4% decrease in PL intensity) and from there to the left a sweeping of $P_{BGE}$ was done. As expected, the less the $P_{BGE}$ the less the change in PL intensity, as it comes from our model [3].

The next step was to fix $P_{AGE}$ to the three other values and perform in each case the same $P_{BGE}$ sweeping. The sequence of subfigures in Fig. 5 follows the experimental chronology; the time ciphers denote the elapsed time of continuous AGE irradiation when each of the $P_{BGE}$ sweepings started. From Fig. 5a through c it can be seen that no abnormal results were measured but, as depicted in Fig. 5d, after a critical time of 160 min of UV irradiation ($E_{AGE} = 4.12$ eV) the change in PL intensity surprisingly faded out, that is $\Delta PL = 1$. This is an evidence of sudden change in the balance of the radiative and non-radiative processes involved. After that, even by performing measurements at the previous $P_{AGE}$ values, $\Delta PL$ remained at unity. After interrupting AGE irradiation, the time it took to obtain again an appreciable change in PL was in the range of several hours, usually after one or two days, while in the characteristics of the trap centers detected in each region are basically different, each one explained by a different model.

In sample 2, for localized measurements we observed again a different behavior of $\Delta PL$ (see Fig. 4). A 2% reduction in PL for region A, contrary to a 2% increment in region B tells about the inhomogeneity of the sample through the presence of NRR centers of dissimilar characteristics.
Fig. 5. The effect of BGE disappears after mid-term UV irradiation (AGE): up to 145 min (parts a to c), expected values of ΔPL were obtained; when 160 min of continuous AGE irradiation was reached, ΔPL became unity (part d)

meanwhile the sample was returned to room temperature.

The same temporal phenomenon in ΔPL was observed in region B of sample 1 and both regions A and B of sample 2, although the critical time was 90, 75 and 70 min, respectively.

4. Conclusions TWEPL was applied to study NRR recombination processes in MBE-grown GaN/AlGaN MQWs. An inhomogeneity of the samples was detected, denoted by an increase or a decrease of the PL intensity change for different spatial regions, apparently due to non-uniformity of the growth process. In TWEPL, theoretical models that characterize NRR centers are different for the case of increase or decrease of PL, therefore we can argue that the trap centers detected in each region were unlike.

Concerning the amount of change in PL, given by ΔPL, an unconventional phenomenon occurred after continuously irradiating the sample with UV light for the AGE. After mid-term irradiation ranging from 70 to 160 min (depending on the sample and spatial region), ΔPL shifted to unity indicating that the effect of adding a BGE had disappeared. No previous values of ΔPL could be obtained again unless the AGE was interrupted for several hours (sample was also returned to room temperature). The reason for this anomalous behavior is certainly a complex issue that can be assigned to different processes involving either the carrier dynamics in the trap centers or light-matter coupling, as it has been reported [8, 9]. Though more systematic and thorough studies are to be done, in our case we reason that a migration of native defects (possibly surface states) can be promoted by the UV irradiation, thus changing the configuration of NRR systems. Also some kind of saturation process involving the trap centers could be taking effect after prolonged AGE excitation, in such a way that the effect of adding BGE is annihilated.
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Defect Reduction in HVPE Growth of GaN and Related Optical Spectra
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GaN technology is still based on highly mismatched heteroepitaxial growth on foreign substrates, and therefore needs to overcome a high defect density and a high level of stress in the epitaxial layers. Various attempts have been made to reduce the defects and stress in thick GaN layers. We here report a reduction of the defect density in thick GaN layers grown by hydride vapour phase epitaxy, using regrowth on free-standing GaN films, as well as introducing an AlN buffer and AlN interlayer in the growth sequence. Special focus is put on the optical properties of the material.

1. Introduction Despite the outstanding recent achievements of GaN based optical and electrical devices, the technology still suffers from strongly mismatched heteroepitaxial growth. Although several groups have attempted to cope with heteroepitaxial growth, from the use of nucleation layers to the growth on free-standing crystals, the growth of GaN layers on sapphire is plagued by high densities of extended defects such as dislocations, domain boundaries and cracks. Some of the problems have been significantly reduced in thin metalorganic chemical vapour deposition (MOCVD) grown layers by using low temperature grown AlN or GaN buffer layers [1, 2]. A great promise for the combination of MOCVD grown GaN templates with subsequent homoepitaxially grown GaN by molecular beam epitaxy has been reported as well [3]. Another approach is to develop hydride vapour phase epitaxy (HVPE) grown thick layers and utilising the recently developed laser induced lift-off technique to obtain free-standing quasi-bulk material suitable for subsequent homoepitaxial growth [4]. Over the last years considerable progress has been made in the crystalline quality of thick GaN layers grown by HVPE [5, 6], although the defect density in thick films is still rather high. A defect density < 10⁶ cm⁻² is desirable for such free-standing GaN layers, and the recent work towards this goal has been focused on lateral epitaxial overgrowth techniques (LEOG [7] or PENDEO [8]).

In this work, we report on two alternative approaches aiming at reducing the dislocation density in thick GaN films, a HVPE overgrowth on free-standing GaN crystals, and introducing AlN interlayers deposited by high temperature reactive sputtering. Here we focus on the optical properties of such material, in relation to the defect density.

2. Experimental A first series of HVPE-GaN films was initially grown either directly on sapphire, or using a 2 µm thick undoped MOCVD-GaN template. The details of this

¹) Corresponding author; Tel.: 46 13 288961; Fax: 46 13 142337; e-mail: tanya@iftm.liu.se
growth and the physical properties of such thick HVPE-GaN layers have been reported elsewhere [9, 10]. These crack-free GaN films with a thickness in the range of 30–50 µm were easily separated from the sapphire substrates by a laser lift-off process. The third harmonic of a Q-switched YAG:Nd laser has been utilised for delamination of free-standing GaN films. After chemical treatment, the free-standing films have been overgrown on the Ga-face. Quasi-bulk GaN substrates, having a current maximum thickness up to 250 µm, were obtained by HVPE overgrowth on free-standing HVPE-GaN films.

A second series of samples has been grown on sapphire using an AlN buffer layer with a thickness of 500 Å which had been determined to be the optimum buffer thickness based on the crystalline and electrical quality of the main GaN film [11]. The AlN buffer and interlayer films were deposited on sapphire by low energy ion-assisted reactive dc magnetron sputtering from an elemental Al target in an ultra high vacuum system using pure N₂ as the working gas at ~1000 °C substrate temperature. The AlN interlayer thickness was about 200 Å.

Atomic force microscopy (AFM) measurements were performed with a Nanoscope IIIa instrument operated in tapping mode using Si tips. Photoluminescence (PL) measurements were performed under excitation with the fourth harmonic of a cw Nd:Vanadate laser (λexc = 266 nm). The luminescence was detected with a 0.85 m double monochromator and a GaAs photomultiplier using a conventional lock-in technique or with a Czerny-Turner type monochromator and a cooled charge coupled detector (CCD).

3. Results and Discussion

There is a clear improvement of the surface morphology in both series of samples, as revealed by AFM data imaging. Figure 1 shows two images of a 40 µm thick GaN layer as-grown on sapphire and of an overgrown layer with a thickness of about 150 µm on the same free-standing layer separated from the sapphire. The surface of the as-grown layer on sapphire is quite smooth consisting of an array of terraces with a width of about 120 nm separated by 5–6 Å steps. One can also see that some of the steps are terminated tangentially at the edges of large surface depressions due to dislocations of mixed type [3]. The overgrown film on the free-standing GaN film has a lower surface roughness compared to that of the as-grown layer. No terrace depressions were observed and the density of pits affecting the surface smoothness is about a factor two smaller, indicating a decrease of threading dislocations and a change in the dominant growth mechanism. A typical dislocation density in the range of 2 × 10⁶ cm⁻² for a 40 µm thick GaN film grown directly on sapphire and of about 5 × 10⁶ cm⁻² for the overgrown film has been determined. Two images of a GaN layer grown with an AlN buffer and of another GaN layer grown on the same buffer and including a 200 Å thick AlN interlayer as well are shown in Figs. 2a and b, respectively. A decrease of dislocation density with a factor of 3 can be estimated from the images with respective values of 1.5 × 10⁶ and 4 × 10⁸ cm⁻². A reduction of threading dislocations was always observed with an introduction of interlayers in the MOCVD growth [12]. We observed a similar dislocation filtering effect of the interlayer in the HVPE growth. Moreover, the effect is slightly stronger because the reduction of three times was obtained by using a single interlayer, while the reduction per interlayer in the MOCVD growth is about a factor 2 as reported by introducing several interlayers [12]. Cathodoluminescence (CL) spectra taken from the same layers without and with an AlN interlayer are shown in Fig. 3a. The strongest DBE peak in the spectrum of the
Defect Reduction in HVPE Growth of GaN

Fig. 1. AFM images of the top surface of GaN layers a) grown directly on sapphire and b) grown on free-standing GaN

film with the interlayer is shifted to lower energies by 7 meV, indicating a significant decrease of the strain due to the AlN interlayer. At the same time there is no significant decrease of the linewidths of the excitonic peaks in the PL spectra.

A precise investigation of the strain in such films was performed by photoluminescence for the first series of samples. A PL spectrum of an as-grown 40 μm thick GaN layer on sapphire together with a spectrum of the same film after separation, and two spectra of the overgrown free-standing GaN films (up to thicknesses of 100 and 200 μm) are shown in Fig. 3b. As can be seen, the narrow (≈2 meV) exciton peaks in the spectrum of the as-grown film are fully reproduced in the overgrown films indicat-

Fig. 2. AFM images of the top surface of the GaN layers grown on sapphire with a) an AlN buffer and with b) additionally introducing an AlN interlayer
ing their good crystalline quality. There is a small shift of the DBE position of the as-grown film compared to those of the separated and the overgrown films. Such a shift is expected due to the substrate-induced compressive strain and its small magnitude may be explained by a relaxation present in the thick film even before the lift-off. However, there is a shift of about 3 meV in all free-standing samples thicker than 40 μm with respect to the reported energy position of the DBE (3.471 eV [13]) in the MOCVD-grown homoepitaxial strain-free material. We performed a systematic study of the PL peak positions of thick HVPE layers with different thicknesses before and after the separation process, and the results are shown in Fig. 4a. It can be seen that the shift of the PL peaks is more pronounced for relatively thin films with a thickness of about 15 μm while the shift is rather small ≈1 meV in thicker films and remains almost constant independent of increasing thickness. Similar behaviour of PL shifting (Fig. 4b) and the tendency of stress decrease with increasing thickness has been obtained in a series of separated and overgrown samples when the initial film was grown on sapphire using MOCVD templates, which exhibit one order of magnitude lower defect density. In such films, the DBE peak position is very close to the reported value for a homoepitaxial MOCVD layer on bulk crystals [13]. These rather small variations in the PL peak positions correspond to a small variation in the bandgap and the corresponding lattice param-
eters in the films, and reflect the defect distribution in the material (both dislocations and point defects).

It should be noted that the linewidth of the DBE is about 2 meV in all spectra of the layers without cracks and with a dislocation density in the range of $10^8$–$10^{10}$ cm$^{-2}$. The linewidths narrow down to 1 meV in layers thicker than 80 μm with dislocation density expected to be down to $10^6$–$10^7$ cm$^{-2}$. In these samples crack formation is observed, believed to be connected with the lower dislocation density. In the same free-standing samples where the strain is reduced to a certain extent, even narrower DBE lines are observed (Fig. 5a).

We also present preliminary results of the polarization dependent PL measurements of the same as-grown sample (Fig. 5b). The laser beam was focused to a spot of ≈2 μm diameter by a reflective objective. The spectra are taken from the cleaved edge facet of the sample about 10 μm below the top surface. Due to the well resolved free-exciton peaks the spectra clearly reveal the selection rules for the optical transitions in wurtzite GaN. For the $\sigma$-polarization ($\mathbf{E} \perp \mathbf{c}, \mathbf{k} \perp \mathbf{c}$) the emission from the optically active excitons with $\Gamma_5$ symmetry is seen. In the case of $\pi$-polarization ($\mathbf{E} \parallel \mathbf{c}, \mathbf{k} \perp \mathbf{c}$), only the B
Fig. 5. a) Unpolarized PL spectra of as-grown and free-standing GaN films with a thickness of 80 µm. b) PL spectra taken from the cleaved edge facet of the as-grown sample for σ-polarization (E ⊥ c, k ⊥ c) and π-polarization (E || c, k ⊥ c).

and C exciton states with Γ\textsubscript{1} symmetry are optically active. Nevertheless, an emission peak in the spectral region of the A exciton is observed. We identify this peak as the spin-triplet state (Γ\textsubscript{6} symmetry) of the A exciton. The Γ\textsubscript{6} state is optically forbidden in the wurtzite structure and its appearance in the spectra can be attributed to the mixing with the Γ\textsubscript{1} state of the B excitons. Such a mixing is expected for GaN due to the small energy splitting between the A and B excitons. The energy difference between the peaks assigned as Γ\textsubscript{5}\textsuperscript{A} and Γ\textsubscript{6}\textsuperscript{A} is a direct measure of the electron–hole exchange interaction. It is found to be (0.94 ± 0.03) meV for the A exciton. This value is more than three times larger than the one measured previously in a thicker HVPE sample [14].
Defect Reduction in HVPE Growth of GaN

but agrees with the value of \((0.91 \pm 0.05)\) meV derived from magnetoreflectance data of an homoepitaxial MOCVD layer [15] and is close to the value of \((0.6 \pm 0.1)\) meV estimated by Julier et al. [16]. From the spectra in Fig. 5b we can also estimate the splitting between the two optically active B exciton states \(\Gamma_5^B \Gamma_1^B = (0.69 \pm 0.1)\) meV. It is worth noting that the splitting between the exciton states with different symmetries strongly depends on the strain usually present in the GaN layers [17]. Therefore more precise determinations of the exchange interaction constant should be done on a strain-free sample or on a series of samples with different strain.

4. Summary  Thick GaN films grown by HVPE using both overgrowth on free-standing GaN crystals and introducing an AlN interlayer have been demonstrated, with improved morphology and reduced defect density. The photoluminescence study shows the dependence of the linewidth of the excitonic peaks on the defect density, and the residual strain in the films via the spectral positions of the PL peaks. Preliminary data for the exchange splitting of the A and B excitons are reported from polarized PL measurements on a cleaved edge of a thick GaN layer.
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In this concise handbook leading experts of the field give a broad overview of the latest developments in the emerging and fascinating field of nano-sized materials. Synthesis, characterisation, properties, and future applications are discussed in detail. This wealth of information makes it invaluable for graduate students entering this new field of research as well as to materials scientists, chemists and physicists looking for comprehensive treatment of the topic.
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