U. S. Army Research Office Final Progress Report
for the period
1 July 1998 to 31 March 2001

"Effects of Crystallographic Orientation and Strain
on Quantum Confined Structures and Devices"

Grant No: DAAG55-98-1-0159
Project Director: Arthur L. Smirl
Institution: University of Iowa
## TABLE of CONTENTS

Table of Contents ........................................................................................................... i

Problem Statement ........................................................................................................... 1

Summary of Major Accomplishments ............................................................................... 1-5

   An Intrinsically Anisotropic [110]-Oriented Quantum Well Polarization Modulator ...... 1

   Measurement of the Time-Resolved Phase and Polarization State
   of the Coherent Emission from Multiple Quantum Wells ........................................... 2

   Ultrafast Time-Resolved Heavy-Hole and Light-Hole Quantum Beats
   in the Polarization State of Coherent Emission from Quantum Wells ......................... 2

   Heavy-Hole and Light-Hole Oscillations in the Coherent Emission
   from Quantum Wells as a Test for Exciton-Exciton Correlations ................................. 3

   Use of Polarization Dynamics to Determine the Optical Selection Rules
   for Excitonic Transitions in Strained and Unstrained Quantum Wells ......................... 3

   Differential Measurements of Dipole and Raman Coherences and
   of Exciton-Exciton Interactions in Quantum Wells ..................................................... 4

   Polarization Dynamics of the Nonlinear Coherent Emission
   from Uniaxially-Strained Quantum Wells .................................................................... 4

Papers Published ............................................................................................................. 6

Papers Given at Conferences ......................................................................................... 8

Appendix A: Electro-Optic Polarization Modulation in [110]-Oriented GaAs-InGaAs Multiple
Quantum Wells

Appendix B: The Vectorial Dynamics of Coherent Emission from Excitons

Appendix C: Heavy-Hole and Light-Hole Oscillations in the Coherent Emission from Quantum
Wells: Evidence for Exciton-Exciton Correlations

Appendix D: Polarization Dynamics and Optical Selection Rules for Excitonic Transitions in
Strained Quantum Wells

Appendix E: Differential Measurements of Dipole and Raman Coherence and of Exciton-
Exciton Interactions in Quantum Wells

Appendix F: Polarization Dynamics of the Nonlinear Coherent Emission from Uniaxially-
Strained Quantum Wells
U.S. ARMY RESEARCH OFFICE FINAL PROGRESS REPORT
for the period 1 April 1998 TO 31 March 2001

TITLE of PROJECT: This is an AASERT grant entitled "Effects of Crystallographic Orientation and Strain on Quantum-Confined Structures and Devices". The parent grant is "(111)-Oriented Heterostructures and Devices: The Effects of Strain and Orientation" DAAG55-97-1-0306

GRANT NUMBER: DAAG55-98-1-0159

PERIOD COVERED BY REPORT: 1 April 1998 to 31 March 2001

INSTITUTION: The University of Iowa

PRINCIPAL INVESTIGATOR: Arthur L. Smirl

STUDENT SUPPORTED: Martin Stevens (He is expected to complete his research and graduate within the next 12 months.)

PROBLEM STATEMENT: The majority of the heterostructures grown by molecular beam epitaxy (MBE) and metalorganic chemical vapor deposition (MOCVD) over the last thirty years have been grown on substrates oriented in the [001] crystallographic direction. By comparison, there has been very little work on growth on other crystallographic axes or on applications of such structures. However, theoretical considerations (and several recent experiments) would indicate that unique and useful properties can be realized by growth in other directions. For example, the effective mass, the optical matrix elements, nonlinear susceptibilities, piezoelectric effects and the effects of strain and of confinement are all expected to depend upon crystallographic direction. In addition, it is expected that the application of an external strain or the application an intense optical field will induce similar anisotropies in the optical properties of conventionally oriented materials. Here, we proposed to continue a fundamental investigation of the unique optical and optoelectronic properties of [110], [111] and [112]-oriented multiple quantum wells (MQWs) and of the optical anisotropies that could be introduced by strain and optical excitation in conventionally oriented materials. The latter should be particularly useful in, for example, constructing high-speed high-contrast spatial light modulators.

MAJOR ACCOMPLISHMENTS: Since this is an AASERT grant tied to a parent grant, for completeness and context, we describe the overall accomplishments. These are the same as reported on the parent grant. The work performed during this contract period has resulted in 16 papers published (including 1 invited and 3 invited chapters in books) and 19 papers presented at conferences (6 invited). Three (3) of these papers and 8 of the talks directly reported the research performed by the student supported by this AASERT grant. (These are highlighted on the publications and presentations list.) In addition, the three invited chapters were based, in part, on his work. This work was also supported in part by ARO grant number: DAAG55-97-1-0306.
An Intrinsically Anisotropic [110]-Oriented Quantum Well Polarization Modulator: We have demonstrated that the optical anisotropy inherent in biaxially-strained [110]-oriented GaAs-In$_x$Ga$_{1-x}$As multiple quantum wells (MQWs) can be used to construct a prototype electro-optic modulator that is sensitive to the polarization state of the transmitted light. In this device, application of a voltage across a p-i-n region containing the MQWs is used to produce a change in the in-plane birefringence and dichroism. This, in turn, causes a change in the ellipticity and a rotation of a linearly polarized input beam. Subsequently, a phase retarder and a linear analyzer are used to convert this polarization modulation into an intensity modulation. Ellipsometric measurements, which directly determine the degree of dichroism and birefringence as a function of wavelength and voltage, were systematically performed on this device and were used to optimize the operating wavelength, the alignment of the modulator and to predict the maximum contrast ratio. These results allow the design of future structures with an enhanced contrast ratio (1000:1), good bandwidth (4 nm), tunability (10 nm) and operating temperature range (35 C), but with a relatively low throughput (1%). Even larger contrast ratios and throughputs are predicted for MQW structures with narrower excitons, but with a degraded bandwidth, tunability, and hence, increased sensitivity to temperature. This approach to the construction of polarization modulators requires only elementary post-growth processing. It is applicable to systems that require high contrast modulation but can tolerate the larger insertion losses. [see Appendix A for details]

Measurement of the Time-Resolved Phase and Polarization State of the Coherent Emission from Multiple Quantum Wells: Time-integrated and time-resolved four-wave mixing (FWM) techniques have proven to be powerful tools for studying excitonic dynamics and coherent processes in both bulk and quantum confined semiconductor structures. Conventional techniques have provided considerable information about the temporal amplitude and the spectral amplitude of the emitted FWM signal, but they have provided no information about the temporal phase or the spectral phase. However, complete characterization of the emitted field requires the measurement of both! We have used both direct time-resolved ellipsometric and spectrally-resolved dual-beam interferometric techniques to study the dephasing dynamics of excitons and carriers in GaAs/AlGaAs multiple quantum wells by time resolving the amplitude, phase and polarization state of the weak coherent FWM emission from such nanostructures. Initially, we have focused on a single series of FWM experiments in a single multiple quantum well sample in which we excited only the heavy-hole transitions, thus eliminating the need to consider heavy-hole and light-hole beating phenomena. The spectral amplitudes and the spectral phases of the x and y components of the coherent FWM emission are found to exhibit systematic (but distinct) variations with excitation fluence, time delay between the two incident pulses, the detuning of the laser wavelength from the heavy hole exciton, and the orientation of the input polarizations. This time-dependent polarization state indicates that the pump pulses have induced dynamic anisotropies in the sample. From these anisotropies, a self consistent picture of the temporal dynamics of the amplitude, phase and polarization state is obtained that delineates the roles of many body effects, such as local field corrections (LFC), excitation-induced dephasing (EID) and biexcitons (BIF), in determining the excitonic dynamics. For example, under certain conditions, dramatic discontinuities are observed in the temporal evolutions of the phase and polarization state. We have shown that these are manifestations of many body and biexcitonic effects. As such, the latter can be used to estimate the relative strengths of these processes. These studies have established the sensitivity of polarization-based techniques for
studying many body and biexcitonic processes. In fact, when only heavy-holes are excited, all of the polarization dynamics are associated with many-body effects—since without them the emitted polarization is expected to be linear and constant in time. [A detailed review of our extensive body of work in this area is provided for the readers convenience in Appendix B.]

Ultrafast Time-Resolved Heavy-Hole and Light-Hole Quantum Beats in the Polarization State of Coherent Emission from Quantum Wells: For the measurements described in the previous paragraph, the laser was purposefully tuned slightly below the heavy-hole (hh) exciton to ensure that we excited as few light holes (lh) as possible and to avoid the complication of quantum beating between the lh and hh. Here, we have measured the dynamics of the amplitude, phase and polarization state of the emission from a GaAs-AlGaAs MQW when the excitation spectrum was tuned so that both hh and lh excitons were excited and quantum beats were observed. We find that all of the parameters that describe the polarization state (including the ellipticity, the orientation of the polarization ellipse, and the sense of rotation) oscillate in time at the hh-lh beat frequency. To our knowledge, this is the first observation of time-resolved quantum beats in the polarization state. When approximately equal numbers of hh and lh excitons are excited (i.e., in the strong quantum beat regime), some of the features can be qualitatively described without many-body effects; however, even in this regime, it is clear that the beats are “distorted” by other effects. In the weak quantum beating regime, it is clear that the quantum beating is superposed upon polarization dynamics that require the inclusion of many-body and biexcitonic effects. [see Appendix B]

Heavy-Hole and Light-Hole Oscillations in the Coherent Emission from Quantum Wells as a Test for Exciton-Exciton Correlations: We have used the polarization selection rules for four-wave mixing and a test that was originally designed to distinguish between quantum beats and polarization interference to demonstrate the presence of strong exciton-exciton correlations in GaAs-AlGaAs multiple quantum wells. We have shown that when the four-wave-mixing signal is produced by two pulses that have the same circular polarization the oscillations observed at the heavy-hole-light-hole frequency exhibit quantum-beat-like behavior. The latter observation is contrary to the predictions based on either the density matrix equations for two independent three-level systems or the conventional semiconductor Bloch equations (in the Hartree-Fock approximation), both of which predict that polarization interference, but not quantum beats, should be observed. (Note: these are the two most commonly used approaches to modeling excitonic interactions in quantum wells.) Consequently, the observation of quantum-beat-like behavior when exciting with two pulses having the same circular polarization provides clear evidence for exciton-exciton correlations and evidence that those correlations go beyond those contained in the semiconductor Bloch equations. The procedure that we use provides a simple effective test for such processes. In addition, we have shown that excitation-induced-dephasing (EID) is among those processes that can produce such correlations. A model based on the latter process predicts new dynamic features that are not characteristic of either quantum beating or polarization interference. We have demonstrated that such features are indeed observed, and we have used these new features to place quantitative limits on the magnitude of the density-dependent dephasing for the first time. [see Appendices B and C]

The Use of Polarization Dynamics to Determine the Optical Selection Rules for Excitonic Transitions in Strained and Unstrained Quantum Wells: The circularly polarized optical
selection rules (CPOSR) for the heavy-hole \((hh)\) and light-hole \((lh)\) excitonic transitions have played an essential role in the interpretation of the detailed studies of dephasing processes in semiconductors that have been performed in recent years. However, it is often impossible to avoid introducing stress and strain into the samples used in these experiments during growth and fabrication. For this reason, it is important to understand and to quantify the effects of stress and strain on the optical selection rules. Here, we have used the dual-beam spectral interferometric techniques described above to time-resolve the polarization state of the coherent emission from both intentionally and unintentionally strained GaAs/AlGaAs multiple quantum wells following irradiation with very weak femtosecond pulses. We have shown that any anisotropy in the in-plane strain will result in dramatic oscillations in the intensity, the orientation, and the ellipticity of the coherent emission at the heavy-hole light-hole beat frequency. We have shown this behavior to be the result of replacing the circularly polarized optical selection rules with elliptically polarized selection rules in the uniaxially strained sample. When only the heavy-hole transition is excited with linearly polarized light, these elliptical selection rules lead to a linearly polarized coherent emission that is rotated with respect to incident orientation. We have used the degree of rotation of the coherent emission as a function of sample orientation to quantify the anisotropy in the strain. When the in-plane strain is uniform, no such rotation and no light-hole heavy-hole beats in the polarization state of the coherent emission are observed. [see Appendix D]

Differential Measurements of Dipole and Raman Coherences and of Exciton-Exciton Interactions in Quantum Wells: When light-hole \((lh)\) and heavy-hole \((hh)\) excitons are excited in semiconductors and multiple quantum wells (MQWs), the coherent superposition of electronic states produces oscillations (or quantum beats) in the third-order nonlinear optical emission. In order for quantum beats (as opposed to polarization interference) to be produced, the \(hh\) and \(lh\) excitons must be coupled in some way. If the two excited oscillators share a common energy level, then that level can provide the necessary coupling. However, recent experimental and theoretical work has demonstrated that the \(lh-hh\) excitonic coupling necessary for \(lh-hh\) quantum beating also can be produced by the many-body Coulomb interactions between excitons. Some of these Coulomb correlations are established on a time scale that is rapid compared to the pulsewidths used here and can be regarded as instantaneous. By comparison, others are initially weak, but they continue to act and to build-up over time; hence, they can be regarded as cumulative. In this work, we have investigated these \(hh\) and \(lh\) correlations by using a novel temporally-gated differential technique in concert with a conventional technique to measure the time-integrated quantum beats (TI-QBs) in the ultrafast coherent third-order emission from excitons in GaAs/AlGaAs quantum wells. We have demonstrated that, when the emitted signal is measured in the probe direction, the conventional technique approximately samples the third-order nonlinear polarization at its initial value (for optically thin samples), and as a consequence, tends to suppress the contributions of the cumulative many-body correlations to the emission. By contrast, the \textit{gated} differential technique (described below) yields a signal that integrates over the emission time of the third-order nonlinear polarization, and therefore, this signal is dominated by these cumulative correlations between \(hh\) and \(lh\) excitons. We have then shown that these two complementary techniques can be used together with the polarization selection rules for the \(hh\) and \(lh\) excitonic transitions to isolate the contributions of the higher-order cumulative coupling between the excitons and to separately measure the conduction-to-valence
band (interband) coherence and the coherence between the $hh$ and $lh$ valence bands (intervalence band coherence). [see Appendix E]

Polarization Dynamics of the Nonlinear Coherent Emission from Uniaxially-Strained Quantum Wells: Previously, all of our time-resolved ellipsometric experiments have been performed in conventional [001]-oriented unstrained GaAs/AlGaAs MQW’s. Such MQW structures possess no intrinsic in-plane anisotropy in their linear absorptive or refractive properties. Even though quantum confinement breaks the symmetry along the growth direction, the in-plane linear optical properties remain isotropic. It has been shown, however, that the application of a uniaxial stress in the plane of the wells will reduce the in-plane symmetry by mixing the heavy-hole and light-hole valence band states to produce large linear and nonlinear optical anisotropies. Here, we have performed the first measurements of the dynamics of the amplitude, phase and polarization state of the coherent nonlinear emission from an anisotropic uniaxially-strained GaAs-AlGaAs MQW. We find that the polarization state of the coherent emission varies dramatically with both sample orientation and with time. The variations in polarization state with sample orientation confirm the presence of an intrinsic static (strain-induced) anisotropy. By contrast, the time-varying ellipticity and orientation indicate the presence of a dynamic induced anisotropy and are definitive signatures of many body effects. Consequently, these results illustrate that the vectorial dynamics are determined by (and therefore contain information about) both intrinsic static and induced dynamic anisotropies. In order to interpret the experimental results further, we have extended the phenomenological model that we have previously used to include anisotropic optical matrix elements which correspond to the strain in our sample. This model reproduces many of the qualitative features displayed by the data. We anticipate that further refinements in the model will allow a more detailed analysis of the many body effects underlying the vectorial dynamics. Work on this project continues. [Appendix F]
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Electrooptic Polarization Modulation in [110]-Oriented GaAs–InGaAs Multiple Quantum Wells

M. J. Snelling, X. R. Huang, Dean R. Harken, Member, IEEE, Arthur L. Smirl, Senior Member, IEEE, and Elias Towe, Member, IEEE

Abstract—An electrooptic modulator that is sensitive to the polarization state of transmitted light is demonstrated by using the intrinsic optical anisotropy of biaxially strained [110]-oriented GaAs–In$_x$Ga$_{1-x}$As multiple quantum wells. The ellipticity and the direction of polarization of a linearly polarized input pulse are modulated by a change in the in-plane dichroism and birefringence produced by a change in the voltage applied across the p-i-n region containing the quantum wells. Sensitive ellipsometric measurements are used to directly measure the anisotropy in the complex index of refraction between the two principal in-plane axes of the sample as a function of wavelength for selected voltages. The latter information is then used to determine the operating wavelength, the contrast ratio, the optical bandwidth, and the tunability of the modulator. This structure requires only standard elementary post-growth processing.

Index Terms—Anisotropic media, birefringence, electrooptic materials/devices, optical polarization, quantum-confined Stark effect, quantum-well devices, spatial light modulators, strain.

I. INTRODUCTION

NORMAL incidence electrooptic modulators are needed for applications, for example, in computing, communications, displays, printing, and publishing. An ideal device would be capable of high-speed operation, have a large dynamic range, have a low insertion loss, and accommodate broad spectral bandwidths. It would also be insensitive to ambient and device temperature fluctuations, and it would have a low switching voltage that is compatible with (and it should be integrable with) detector and control electronics. Since these are often competing characteristics, it is usually necessary to trade one for another in order to satisfy the requirements for a given application.

For example, most research on semiconductor modulators to date has focused on amplitude modulation and has relied on the quantum-confined Stark effect (QCSE) [1] to produce the required change in absorption. In this type of device, a change in an applied voltage across the multiple-quantum-well (MQW) region causes a shift in wavelength for the excitonic absorption resonance. However, restrictions on the desired operating voltage, acceptable insertion losses and growth considerations combine to limit the number of quantum wells (QW's) that realistically can be incorporated into MQW modulators. This limitation on the number of wells also restricts the maximum available change in absorbance and prevents the contrast ratio from exceeding ~10:1. In fact, this ratio is more typically ~4:1 [2], [3]. The contrast ratio can be improved and the operating voltage can be reduced by incorporating the MQW structure in a Fabry-Perot cavity (values as high as 100:1 have been reported [4]), but typically at the expense of a reduction in optical bandwidth [4], [5] or an increase in insertion loss. In fact, it has been demonstrated that in Fabry-Perot reflective electroabsorptive modulators (REAM's) increased contrast ratio can be directly traded for an increased insertion loss [6].

The insertion loss of a QCSE modulator is directly related to the absorbance of the device (i.e., the product of the absorption coefficient and the total thickness of the QW material) in the on state and can be quite modest for a resonant device (e.g., ~1.5–7 dB). The requirement for low insertion loss and minimal contrast ratios (>3:1) combine, however, to dictate higher operating voltages in current devices (typically >10 V) than are optimal for integration with silicon integrated technology. This operating voltage, however, can be reduced by using a stack of interdigitated p-i(MQW)-n structures that are arranged to be optically in series and electrically in parallel [7]–[10]. The price paid for this reduction in switching voltage is an increase in capacitance and decrease in speed.

In addition, the on (or off) state for a QCSE amplitude modulator is determined by whether the operating wavelength is tuned off (or on) an excitonic resonance, and this excitonic resonance shifts with temperature at a rate of ~1 nm/3.5 °C [7], [8]. Consequently, if this resonance is very narrow (typically, <2 nm wide), then the QCSE modulator will have a relatively narrow optical bandwidth and will inherently have a narrow operating temperature range. It has been shown [7], [8], however, that the operating temperature range can be extended by using MQW's with broader excitonic features. This increased temperature range comes at the expense of contrast ratio or switching voltage (or some combination thereof).

By comparison, much higher contrast ratios can be obtained for modulators that are sensitive to the polarization state of
the transmitted light, rather than its amplitude. A polarization-sensitive modulator may be fabricated from any material that is optically anisotropic, i.e., any material for which the absorption coefficient and/or refractive index are different for orthogonal axes. On passage through an anisotropic material, linearly polarized light is, in general, converted to elliptical polarization and the semi-major axis of the polarization ellipse is rotated from the input plane of polarization. To modulate the transmitted beam, it is necessary that the anisotropy, and hence the polarization state of the output beam, be altered either optically or electrically. For example, liquid crystal and magnetooptical devices have achieved contrast ratios \(>10^4\) : 1 by utilizing the birefringence and dichroism associated with their linear electro- or magnetooptical properties. Similarly, contrast ratios \(>10^4\) : 1 have been achieved in optically addressed III-V and II-VI semiconductor modulators (with the light propagating along the [001]-direction) by making use of the intrinsic anisotropies associated with the third-order nonlinear index of refraction and absorption coefficient in materials with zinc blende symmetry [11].

Unfortunately, conventional III-V MQW structures grown along the [001]-direction possess no intrinsic in-plane anisotropy in their linear absorptive or refractive properties which can be used to modulate the polarization state of transmitted light. Even though quantum confinement breaks the symmetry along the growth direction, the in-plane linear optical properties remain isotropic. It has been recently shown [12, 13], however, that the application of a uniaxial stress in the plane of the wells will reduce the in-plane symmetry by mixing the heavy hole \((m_j = \pm 3/2)\) and light hole \((m_j = \pm 1/2)\) valence band states to produce large optical anisotropies. In the latter studies [12, 13], the uniaxial in-plane strain was obtained following growth by bonding the MQW structure to a transparent uniaxial lithium tantalate \((\text{LiTaO}_3)\) substrate and subsequently removing the semiconductor substrate on which the sample was grown by epitaxial lift-off. The \(\text{LiTaO}_3\) substrate was cut such that the thermal expansion coefficient along one direction matched that of the MQW, but along the orthogonal direction it did not. A thermally induced uniaxial strain was then obtained by operating the device at a temperature different from the bonding temperature. An impressive contrast ratio of 5000 : 1 (corresponding to 37 dB of dynamic range) has been reported [14] for an electrically addressed modulator operating at 14 V containing 150 quantum wells at room temperature using the birefringence and dichroism induced by this uniaxial strain. From the data presented in [14], we estimate the insertion loss of this device to be of the order of 14 dB (corresponding to a transmission of \(\sim 4\)%), with 7 dB of this attributed to the additional insertion loss of the polarizer. This approach, however, requires considerable post-growth processing and the use of materials that are difficult to integrate into the semiconductor fabrication process.

Another approach to this problem would be to incorporate the strain and the anisotropy into the growth process by growing lattice-mismatched MQW's with an appropriate crystallographic orientation. To date, most light modulators manufactured from compound semiconductor MQW heterostructures have been synthesized from GaAs-(AlGa)As or (In, Ga)As-GaAs grown on (100)-GaAs or InP substrates, primarily because of the ease of growth. Recent theoretical calculations [15–18] have predicted large optical anisotropies for MQW structures grown on substrates with orientations other than the conventional [001]. The largest anisotropies have been calculated [18] for the \((\sqrt{3}/10)\) and \((1/\sqrt{3})\) surfaces, however the appropriate materials for verifying these features have not yet been grown. Of more immediate interest are the \((11\ell)\) family of planes, due to the relative ease of epitaxial growth in these orientations. Among this family, the largest in-plane optical anisotropy has been calculated for the [110] direction [17].

This intrinsic anisotropy (i.e., the difference between optical transition strengths for light polarized along the [110] and [001] directions) can arise either from quantum confinement or from strain. Even in the absence of strain, [110]-oriented QW's have an intrinsic anisotropy that is associated with the reduced symmetry of QW's grown on (110) surfaces compared with those on grown on (001) and (111) surfaces [18]. This optical anisotropy may be dramatically increased by incorporating a biaxial strain in the plane of the QW's [17]. The presence of this anisotropy has been experimentally verified [19, 20]. Furthermore, Sun et al. [21] have used the anisotropic gain associated with [110]-oriented biaxially strained MQW's to control the polarization direction of vertical-cavity surface-emitting laser structures. In addition, we have shown previously [22] that the intrinsic optical anisotropy can be exploited to construct an optically addressed polarization sensitive modulator. In this device, which contained only 50 wells, a 25 : 1 contrast ratio was achieved while operating at room temperature.

Here, we demonstrate that the intrinsic optical anisotropy of biaxially strained [110]-oriented GaAs-InGaAs MQW's can be electrically addressed to produce a polarization-sensitive electrooptic modulator. In this proof-of-principle device, a change in the bias voltage produces a modulation of the dichroism and birefringence in the plane of the wells. This differential change in optical anisotropy, in turn, produces a modulation of the polarization state of a linearly polarized input pulse by changing its ellipticity and direction of polarization. This modulation of the polarization state is then converted into an amplitude modulation by using an appropriately oriented quarter-wave plate (\(\lambda/4\) plate) and an analyzer. The active mechanism for this device is the change in the in-plane anisotropy associated with the QCSE as a function of applied voltage. This is to be contrasted with the QCSE amplitude modulators discussed earlier, where the amplitude change is produced by an isotropic shift of the excitonic absorption with voltage. Nevertheless, both devices rely on the QCSE. Consequently, we expect to be able to make many of the same tradeoffs between design parameters as have been made for previous QCSE devices. For example, the presence of the \(\lambda/4\) plate and analyzer allows additional insertion loss to be exchanged for a higher contrast ratio. In this way, these polarization-rotation modulators extend the range of QCSE devices, and they have the potential for finding a niche in applications where extremely high contrast
ratios (on the order of $10^4$) are needed and where additional insertion losses (of $\sim$3–20 dB) can be tolerated.

We also report direct and detailed measurements of the anisotropy in both the real and imaginary parts of the complex index of refraction as a function of wavelength for selected voltages by using sensitive ellipsometric techniques. The latter measurements determine the differential anisotropy in the indices of refraction and the absorption coefficients between the on and off states, and they allow us to calculate the operating wavelength that maximizes the contrast ratio. To illustrate this predictive capability, we test and evaluate a unoptimized device containing only 50 6-nm-wide wells, and we show that the measured values for the contrast ratios, optical bandwidths, and tunability agree with expectations based on the ellipsometric measurements. Finally, we discuss device improvements and tradeoffs between the various design parameters. Specifically, we illustrate (as with QCSE amplitude modulators [7], [8]) that excitonic linewidth can be traded for tunability or operating temperature.

II. EXPERIMENTAL

The device used here is the same one used in our previous nonlinear optical studies [22]. It is a p-i-(MQW)-n diode that was grown on a semi-insulating [110]-substrate which was tilted 6° toward the [111]B direction to ensure good layer quality [23]. Beginning with the substrate, the MBE growth consisted of: 1) a 1-μm-thick n⁺-GaAs buffer layer; 2) then a 100-nm-thick layer of n-type GaAs; 3) followed by the intrinsic MQW region; and finally, 4) a 100-nm-thick capping layer of p-type GaAs. The intrinsic MQW region consists of 50 periods of 6-μm-wide In$_{0.53}$Ga$_{0.47}$As MQW’s separated by 8-μm-thick GaAs barriers. The sample was processed into an array of mesas, each with electrical contacts which allowed the p-doped capping layer to be biased with respect to a common electrical connection to the n-doped layer. The current–voltage characteristics of the sample show it to be a good diode with a breakdown voltage of $\sim$20 V.

All of the optical measurements were performed using a synchronously modelocked styrl-13 dye laser that produced pulses with a 2-ps duration (FWHM). The repetition rate could be controlled between 147 kHz and 38 MHz using a cavity dumper and was selected to ensure complete recovery of the sample between pulses. For all measurements presented in this paper, the pulse fluence was reduced to $<0.2 \mu$J cm$^{-2}$ to ensure that the sample transmission remained linear and to preclude any nonlinear effects.

The room-temperature anisotropy in the absorption of the device is illustrated in Fig. 1, which shows the measured linear absorption coefficients for incident light polarized parallel to the [110] and [001] axes. The assignment of these directions is slightly inaccurate due to the 6° tilt of the [110] GaAs substrate toward the [111]B direction. The small residual effects of the substrate were removed by subtracting the absorbance spectra measured with the beam passing through the entire device, including substrate, from the spectra measured with only the substrate in place. Notice that the heavy hole exciton resonances are clearly visible at room temperature, but are much broader in this particular sample than in high-quality GaAs-AlGaAs MQW’s grown in the [001]-direction. As we will discuss, this feature can be used to an advantage to increase the tunability and optical bandwidth and to increase the operating temperature range (however, at the expense of a decrease in contrast ratio or an increase in switching voltage). The maximum change in absorption ($\Delta \alpha$) is seen to be $6.6 \times 10^3$ cm$^{-1}$ at about 919 nm.

The prototype that we use to demonstrate electrooptic polarization modulation is shown schematically in Fig. 2. It consists of an initial polarizer $P_1$ that is oriented to produce incident light that is linear and s-polarized (taken as the y direction). The sample is inserted with its two principal axes ([110] and [001]) oriented at 45° with respect to the incident light, as shown in Fig. 2. Because of the dichroism (shown in Fig. 1) and the birefringence associated with these two axes, the signal light will emerge from the sample elliptically polarized and with its polarization direction rotated. A quarter-wave ($\lambda/4$) plate and an analyzer $P_2$ are then used to extinguish the light transmitted by the sample when it is in the off state. The $\lambda/4$ plate is oriented with its fast axis at an angle $\theta$ with respect to the polarization direction of the incident light. The angle $\theta$ is chosen so as to compensate for the ellipticity introduced by the sample when it is in the off state (i.e., $V = 0$) and by the substrate. The analyzer is nominally crossed with respect to the incident light, and it is rotated through an angle $\psi$ with respect to the x direction to compensate for the rotation of the signal polarization introduced by the sample (in its off state), the sample substrate and the $\lambda/4$ plate.

III. ELLIPSOMETRIC MEASUREMENTS

The dichroism and the birefringence of the MQW’s

\[ \Delta \alpha_{MQW}(\lambda, V) = \alpha_{[110]}^{MQW}(\lambda, V) - \alpha_{[001]}^{MQW}(\lambda, V) \]  

and

\[ \Delta n_{MQW}(\lambda, V) = n_{[110]}^{MQW}(\lambda, V) - n_{[001]}^{MQW}(\lambda, V) \]  


![Graph showing absorption coefficients as a function of wavelength.](image-url)
Fig. 2. Schematic of the geometry used to demonstrate electrooptic polarization modulation using [110]-oriented strained MQW's, where P1 and P2 denote polarizers, \(\lambda/4\) a quarter-wave plate, \(E_i\) the s-polarization of the incident field, \(\Theta\) the orientation of the fast axis of the \(\lambda/4\) plate, and \(\Psi\) the pass axis of the analyzer \(P_3\) and where \([110]\) and \([001]\) denote the orientation of the principal crystallographic axes. The same geometry, with the \(\lambda/4\) plate removed, was used for the ellipsometric measurement of the birefringence and dichroism of these samples as a function of voltage.

respectively are functions of the wavelength \(\lambda\) and the bias voltage \(V\), where \(\alpha_{[110]}^{MQW}\) \((\alpha_{[001]}^{MQW}\) and \(n_{[110]}^{MQW}\) \((n_{[002]}^{MQW}\) are the absorption coefficients and the refractive index of the wells, respectively, for light polarized along the \([110]\) \(([001])\) direction. Similarly, for wavelengths near the MQW heavy-hole exciton, the substrate has a birefringence \(\Delta n_s\), and it has a weak anisotropic absorption \(\Delta \alpha_s\) that is associated with the band tail of GaAs. To deterministically optimize the modulator contrast ratio by choosing the correct operating wavelength, it is first necessary to determine the magnitude and dispersion associated with this anisotropy, and it is useful to separate the effects of the substrate from those of the MQW structure. In this section, we describe our measurement of these parameters using sensitive ellipsometric techniques.

The experimental geometry that we used for the ellipsometric measurements was identical to that shown in Fig. 2 for the modulator, except that the quarter-wave plate was removed. In this configuration, the transmission \(T\) of the crossed polarizer-analyzer pair (with the sample in place) can be written as a function of the orientation of the analyzer, for small analyzer angles \(\psi\), as

\[
T(\psi) = (1 - R)^2 \exp[-(\alpha_{MQW} d + \alpha_s l)] \\
\left[ \left( \psi - \frac{\Delta \alpha_{MQW} d + \Delta \alpha_s l}{4} \right)^2 + \left( \frac{\pi(\Delta n_{MQW} d + \Delta n_s l)}{\lambda} \right)^2 \right] \quad (3)
\]

where \(R\) is the reflection coefficient of the air-semiconductor interface and \(d(l)\) is the total thickness of the QW's (substrate) and where

\[
\alpha_{MQW} = (\alpha_{[110]}^{MQW} + \alpha_{[001]}^{MQW})/2
\]

and

\[
\alpha_s = (\alpha_{[110]}^s + \alpha_{[001]}^s)/2
\]

are the average absorption coefficients of the MQW's and the substrate, respectively. Notice that the analyzer transmission is a parabolic function of the angle \(\psi\), that the minimum is displaced from \(\psi = 0\) by \((\Delta \alpha_{MQW} d + \Delta \alpha_s l)/4\), and that the transmission is offset from \(T = 0\) by an amount proportional to \((\pi(\Delta n_{MQW} d + \Delta n_s l)/\lambda)^2\).

Typical ellipsometric measurements are shown in Fig. 3 for a wavelength of 925 nm and a bias of 0 V. The location of \(\psi = 0\) was determined experimentally by locating the minimum in transmission with no sample in place. The results of such a calibration are shown as the open triangles in Fig. 3. The transmission was then measured as a function of analyzer angle \(\psi\) with the sample in place. Values for the total anisotropic absorbance \(\Delta \alpha_{MQW} d + \Delta \alpha_s l\) and the total anisotropic phase delay \(2\pi(\Delta n_{MQW} d + \Delta n_s l)/\lambda\) were then extracted using (3). This procedure was repeated as the wavelength of the laser was tuned across the excitonic absorption feature for each of several selected bias voltages.

Representative measurements of \(\Delta \alpha_{MQW} d + \Delta \alpha_s l\) and \(2\pi(\Delta n_{MQW} d + \Delta n_s l)/\lambda\) as a function of wavelength are summarized in Figs. 4 and 5, respectively, for bias voltages of 0 and 6 V. Also shown are the results of measurements of the anisotropy in the substrate absorbance \(\Delta \alpha_s l\) and phase delay \(2\pi(\Delta n_s l)/\lambda\). The latter data are represented by the open squares in Figs. 4 and 5. The open squares were obtained with the sample in place but displaced slightly, so that the laser light passed through the substrate, but no longer passed through a mesa containing the MQW layers.

The contributions of the MQW region to the overall anisotropy, \(\Delta \alpha_{MQW} d\) and \(2\pi(\Delta n_{MQW} d)/\lambda\), can be isolated by subtracting the measurements taken through only the substrate from those taken through both the substrate and the MQW region, since the laser pulses are very weak and the transmission has been experimentally verified to be linear. As shown in Fig. 4, both the absorbance and the dichroism of the substrate are negligible compared to those measured through
Fig. 4. Ellipsometric measurements of the differences in the absorbance of the MQW sample, including the substrate, for light polarized along the two principal crystallographic axes, $\Delta \alpha_{MQW} d + \Delta \alpha_{d}$, for a bias of 0 V (solid circles) and 6 V (solid triangles) and of the substrate alone (open squares). The lines are guides to the eye.

Fig. 5. Ellipsometric measurements of the differences in the phase delays of the MQW region for light polarized along the two principal crystallographic axes, $2\pi(\Delta n_{MQW} d + \Delta n_{d})/\lambda$, for a bias voltage of 0 V (solid circles) and 6 V (solid triangles). The results for the MQW region were obtained by subtracting the corresponding results for the MQW region plus substrate $2\pi(\Delta n_{MQW} d + \Delta n_{d})/\lambda$ (open circles and triangles for 0 and 6 V, respectively) from those for the substrate alone $2\pi(\Delta n_{d})/\lambda$ (open squares). The lines are guides to the eye.

Fig. 6. Comparison of ellipsometric (Fig. 4) and transmission (Fig. 1) measurements of the difference in the absorption coefficients of the MQW region for light polarized along the two principal crystallographic axes, $\Delta \alpha_{MQW}$.

The anisotropic absorption measurements of Fig. 1. Notice that the two sets of data are in excellent qualitative and very good, but not perfect, quantitative agreement. The data for the absorption measurements (Fig. 1) and for the ellipsometric measurements (Fig. 4) were knowingly taken from different positions on a single mesa. We have separately determined that the absorption spectra vary slightly from position to position. The data in Fig. 6 give a good indication of the errors that can be introduced by day-to-day repositioning of the sample.

We make a similar comparison for the birefringence of the MQW's in Fig. 7. In this figure, we compare the values of $\Delta n_{MQW}$ taken from the ellipsometric measurements of Fig. 5 to the values calculated by means of a Kramers–Kronig transformation of the anisotropic absorption measurements of Fig. 1. Again, as with the dichroism, there is excellent qualitative agreement and reasonable quantitative agreement between the two sets of measurements. In this case, the principal sources of error are believed to be the finite spectral range for the absorption data used for the Kramers–Kronig transformation and the spot-to-spot variations in well width, composition, and surface quality across the sample. The results shown in Figs. 6 and 7 clearly confirm that the anisotropy in the absorption displayed in Fig. 1 can be attributed entirely to the MQW region and that the effect of the substrate is to introduce a background birefringence, which we have now successfully quantified.

IV. DESIGN AND DEMONSTRATION OF MODULATOR

The principal factor to be chosen in order to optimize the contrast ratio of the polarization modulator shown in Fig. 2 is the operating wavelength. By using a quarter-wave plate and an analyzer, one can, in principle, always null the light that is transmitted by the sample when it is in its off state. In practice, the degree to which this light can be extinguished is limited by the extinction ratio of the polarizer pair and sample uniformity. Nevertheless, for all practical purposes, the degree to which the off-state transmission can be nullled is independent of operating wavelength. Consequently, the operating wavelength...
should be chosen to provide the combination of dichroism and birefringence that will maximize the transmission in the on state. Since the anisotropy associated with the substrate is independent of the operating voltage, the effect of the substrate can be negated at each wavelength by judiciously choosing the initial positions of the analyzer and $\lambda/4$ wave plate. The transmission of the modulator in the on state can then be maximized simply by maximizing the combined changes in the birefringence and in the dichroism of the MQW's between the off and on states.

To make these comments more quantitative, we begin by noting that the transmission of the modulator with the $\lambda/4$ wave plate in place can be written (for small angles $\psi$ and $\theta$) as

$$T(\psi) = (1 - R)^2 \exp[-(\alpha_{\text{MQW}} d + \alpha_d)]$$

$$\left[ \left( \frac{\psi - \theta}{\pi \Delta n_{\text{MQW}} + \Delta n_d} \right)^2 + \left( \frac{\theta - \Delta \alpha_{\text{MQW}} + \Delta \alpha_d}{4} \right)^2 + X \right]$$

where $X$ represents the extinction ratio of the polarizer-analyzer pair and the $\lambda/4$ plate together with the sample in place. Experimentally, the transmission of the modulator in its off state ($0V$) is minimized at each wavelength $\lambda$ by arranging the analyzer and $\lambda/4$ wave plate such that

$$\left( \psi - \theta \right) = \frac{\pi (\Delta n_{\text{MQW}} + \Delta n_d)}{\lambda}$$

and

$$\theta = \frac{\Delta \alpha_{\text{MQW}} + \Delta \alpha_d}{4}.$$  

(5)

When these conditions are used in (4), the transmission in the off state is given by

$$T(\lambda, 0V) = X(1 - R)^2 \exp[-(\alpha_{\text{MQW}}(\lambda, 0V))]d$$

and the transmission in the on state, which determines the insertion loss, is given by (8), shown at the bottom of the page. The contrast ratio (CR) is then trivially obtained by taking the ratio of the two transmissions. The result is given by (9), shown at the bottom of the page.

The values for $\Delta \alpha_{\text{MQW}}(\lambda, V)$ and $\Delta n_{\text{MQW}}(\lambda, V)$ that were measured in the previous section can now be used in (9) to calculate the wavelength dependence of the contrast ratio and to determine the optimal operating wavelength. The results of such a calculation are shown by the open circles in Fig. 8. Notice that the contrast ratio is strongly peaked with a maximum value of $\sim 10:1$ predicted near 923 nm and a width of approximately 10 nm (FWHM). The solid circles in Fig. 8 represent measurements of the CR as a function of wavelength which confirm these predictions. The measured values are seen to have a marginally narrower spectrum than those predicted theoretically. This is not the result of a fundamental difference between the calculated and measured values, but is an artifact of our measurement procedures. As inspection of (4)-(6) reveals, minimization of the modulator transmission in the off state ($0V$) requires the optimization of the orientations of the $\lambda/4$ wave plate and analyzer; unfortunately, $\theta$ and $\psi$ do not enter independently. Therefore, this optimization requires a tedious and laborious procedure consisting of choosing an orientation for $\theta$, subsequently rotating $\psi$ until a relative minimum is obtained, and then repeating this procedure until an absolute minimum is definitively identified. Such a procedure was rigorously followed near 923 nm; however, away from this wavelength, a simpler and less precise technique was employed. Namely, the analyzer was optimized, but the $\lambda/4$ wave plate was left unchanged. Consequently, the CR is
expected to be increasingly less than ideal for wavelengths away from the peak.

The excitonic feature shown in Fig. 1 is much broader than that expected for high-quality [001]-oriented GaAs/AlGaAs MQW's (e.g., <2 nm); however, the broad exciton in the present sample has effectively allowed us to trade CR for optical bandwidth and tunability or, equivalently, for insensitivity to changes in ambient temperature. This tunability is evident in Fig. 8. Notice that the modulator maintains a contrast ratio of >4:1 over a wavelength range of >10 nm, which corresponds to an operating temperature range of >35 °C. Consequently, this device is much less sensitive to temperature than typical GaAs–AlGaAs amplitude modulators that exhibit narrower excitons, have a smaller operating bandwidth, but exhibit similar contrast ratios. Note that the approach of trading excitonic linewidth (i.e., CR) for insensitivity to temperature is similar to that used in [7] and [8] in extending the operating temperature range for QCSE amplitude modulators.

For the measurements shown in Fig. 8, the analyzer (but not the λ/4 wave plate) orientation was optimized at each wavelength. In ordinary use, both would remain fixed. Consequently, the tunability and optical bandwidth of the modulator used here are illustrated in an alternative way in Fig. 9, where we show the measured CR as a function of wavelength for selected fixed orientations of the analyzer. For these measurements, the λ/4 wave plate orientation was optimized for operation at 923 nm and held fixed thereafter. For the curve with the maximum contrast ratio at 923 nm, which has the analyzer set to 4.6°, the CR can be seen to be greater than 5:1 for an optical bandwidth of ~4 nm. In addition, the modulator response is shown to be tunable over a range of ~10 nm by changing the orientation of the analyzer, but not the λ/4 wave plate. The latter is the same tunability that is evident in Fig. 8 and was discussed in the preceding paragraph.

The peak switching ratio at 923 nm is shown in Fig. 10 to increase as a function of voltage to a value of 22:1 at 13 V, corresponding to a field of ~188 kV/cm. Most importantly, notice that contrast ratios in excess of 4:1 can be obtained with switching voltages as low as 4 V (corresponding to a field of ~57 kV/cm), even for devices with as few as 50 wells.

The results shown in Figs. 8–10 clearly demonstrate that the in-plane dichroism and birefringence of [110]-oriented MQW's can be used to construct a polarization-sensitive electrooptic modulator. Moreover, the tunability, optical bandwidth, switching voltage, and temperature range of the current device are impressive; however, the contrast ratio (10:1) is disappointing and the insertion loss (~33 dB) is daunting. We wish to emphasize that these values are not indicative of what can be achieved, but are a consequence of the unoptimized sample used in this first proof-of-principle demonstration. We estimate that a more realistic design coupled with slight improvements in materials quality should result in typical contrast ratios in the range of 10⁴:1, with overall device transmissions in the range of 1%–10% (insertion losses of 5–20 dB), depending on other device constraints.

In the current unoptimized device, the peak contrast ratio and the optical throughput are limited by a number of factors.
The most important is the thickness of the QW region, d. For our sample, this region has a thickness of 300 nm (i.e., 30 wells, each 6 nm thick). As indicated by (9), for a given set of material parameters, the CR increases rapidly in direct proportion to $\alpha_0(\alpha(0V) - \alpha(6V))$. By comparison, inspection of (8) indicates that the device transmission in the on state increases and then decreases with thickness as dictated by the factor $\alpha_0(\alpha(0V) - \alpha(6V))$.

Consequently, if we use the materials values presented in Figs. 1, 4, and 5 (i.e., if we keep the same material), but we increase the thickness of the MQW region so as to optimize the throughput (i.e., $d = \frac{1}{2}\alpha(6V)$), it is straightforward to show, using (8) and (9), that the CR can be increased to $>1000:1$ (30 dB) and the optical throughput to 1% (20-dB insertion loss). Notice that, since in this analysis, we are keeping the same material, the optical bandwidth, tunability, and operating temperature range represented in Fig. 9 would be maintained.

It should be recognized, however, that increasing the MQW thickness will increase the switching voltage proportionately. In this case, the price paid for a high CR, good optical bandwidth, tunability, and a wide operating temperature range will be a relatively high insertion loss and a high switching voltage.

In addition, a similar analysis indicates that improved MQW material with a narrower exciton should allow an improved throughput and an improved CR for a given thickness and switching voltage, but this would come at the loss of some of the optical bandwidth, tunability, and operating temperature range illustrated in Fig. 9.

V. SUMMARY AND CONCLUSION

We have used an ellipsometric technique to determine the anisotropies of the refractive indices and absorption coefficients along the principal axes of a [110]-oriented GaAs-InGaAs p-i-n(MQW)-n diode structure as a function of wavelength for selected reverse bias voltages. We have also demonstrated that this intrinsic in-plane dichroism and birefringence, which are associated with the crystallographic orientation and biaxial strain, can be used to construct a polarization-sensitive electrooptic modulator. The measured differential changes in these anisotropies with voltage have then been used to choose the optimum operating wavelength and to predictably evaluate the performance of this device. As predicted, the unoptimized device used here exhibited a contrast ratio of 10:1 when biased at 6 V, had an insertion loss of ~33 dB, had an optical spectral bandwidth of 4 nm and could be tuned over >10 nm with a contrast ratio of >4:1. The latter translates into a useable operating temperature range of >35 °C.

This relatively low contrast ratio (by comparison to other polarization-sensitive devices) and the high insertion loss are not typical of [110]-oriented polarization modulators, but are primarily the result of a thin QW region (total well thickness of 300 nm) and a relatively broad excitonic linewidth in the unoptimized sample that happened to be available for this demonstration. We estimate that by simply increasing the thickness of the current material the CR could be increased to $>1000:1$ and the insertion loss reduced to 20 dB, but at the expense of an increased switching voltage. The use of improved MQW material with narrower excitonic features should further improve both CR and throughput, but at the expense of optical bandwidth and tunability (and therefore increased sensitivity to ambient and device temperature changes). The latter may or may not represent a desirable trade.

Typically, polarization-sensitive QCSE modulators are capable of higher contrast ratios than the equivalent amplitude modulators, but they have a higher insertion loss. Essentially, the presence of the polarizers restricts throughput, but boosts the modulation ratio without restricting bandwidth. Consequently, as a class, QCSE polarization modulators will be most useful for applications that require high dynamic range, but will tolerate higher insertion loss. A disadvantage of the polarization modulators described here is that they require growth in an unconventional direction. Nevertheless, they have an advantage over uniaxially strained polarization rotation modulators, which require bonding to a substrate and subsequent epitaxial liftoff, in that they require less post-processing.
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CHAPTER 9

The Vectorial Dynamics of Coherent Emission from Excitons

Arthur L. Smirl

9.1 Introduction

Many nonlinear optical techniques based on ultrafast laser pulses have been used to investigate coherent effects and dephasing processes associated with nonequilibrium carriers and excitons in semiconductors and semiconductor heterostructures [1,2]. One of the techniques that has proven to be very powerful for monitoring the decay of the coherent macroscopic polarization, and the one that has been most frequently used, is four-wave mixing (FWM).

A common geometry for performing time-integrated four-wave mixing (TI-FWM) measurements is shown in Figure 9.1a (e.g., see [3–7]). Typically, each ultrashort pulse from a mode-locked laser is divided into two parts. One pulse with wave vector \( k_2 \) is time delayed by an amount \( \tau_{21} = \tau_2 - \tau_1 \) with respect to the other with wave vector \( k_1 \) (where \( \tau_1 (\tau_2) \) is the time of arrival of the \( k_1 \)-pulse (\( k_2 \)-pulse) at the sample surface). This delay can be either positive or negative. The two pulses are spatially overlapped on the sample surface, and their interaction through the nonlinear material polarization produces an FWM signal in the \( 2k_2 - k_1 \) direction, as shown. Clearly, the material must maintain some degree of memory of the phase of the first pulse until the arrival of the second pulse if signal is to be obtained in the \( 2k_2 - k_1 \) direction for time delays greater than the width of the optical pulses. Consequently, some measure of the coherence time (or dephasing time) in the material can be obtained by simply using a slow detector to measure the FWM signal as a function of the time delay \( \tau_{21} \), as indicated schematically in Figure 9.1a. Since the detector integrates over the ultrashort emission time, the quantity actually measured is the TI-FWM intensity, which is proportional to

\[
I_{FWM}(\tau_{21}) \propto \int_{-\infty}^{\infty} |\mathcal{P}_{2k_2-k_1}(t, \tau_{21})|^2 dt,
\]

where \( \mathcal{P}_{2k_2-k_1} \) denotes the slowly varying amplitude of the material polarization that radiates in the \( 2k_2 - k_1 \) direction. (For thin samples, the field emitted in the \( 2k_2 - k_1 \) direction is proportional to this polarization amplitude.) Additional information can be obtained by using a spectrometer to obtain the TI-FWM spectral
FIGURE 9.1. Conventional geometries for measuring (a) the TI-FWM intensity \( I_{\tau_1} (\tau_{21}) \) and the TI-FWM spectral intensity (or power spectrum) \( I_{PS} (\tau_{21}, \omega) \) of the FWM emission, and (b) the TR-FWM intensity \( I_{TR} (\tau_{32}, \tau_{21}) \) by performing a cross correlation of the FWM signal with a reference pulse using a second-harmonic-generation crystal (SHG). SPEC denotes a spectrometer.

Intensity of the FWM emission as a function of delay:

\[
I_{PS} (\tau_{21}, \omega) \propto \left| P_{2k_1 - k_1} (\tau_{21}, \omega) \right|^2.
\]  \hspace{1cm} (9.2)

Typically, time resolution is obtained in conventional FWM experiments by using some variation of the geometry shown schematically in Figure 9.1b (e.g., see [3, 8–13]). In the latter geometry, the time-resolved four-wave mixing (TR-FWM) signal usually is obtained by cross correlating the FWM signal with an ultrashort laser reference pulse. In this case, it is the time-integrated up-converted signal that is measured:

\[
I_{TR} (\tau_{32}, \tau_{21}) \propto \int_{-\infty}^{\infty} \left| P_{2k_2 - k_1} (\tau_{32} - t) \right|^2 \left| E_R (t) \right|^2 dt.
\]  \hspace{1cm} (9.3)

where \( E_R \) is the field of the reference pulse and \( \tau_{32} \) is the delay between the reference and the \( k_2 \)-pulse. If the reference pulse is much shorter than the FWM emission, then \( I_{TR} (\tau_{32}) \) will provide an accurate representation of the FWM intensity.

Conventional techniques, such as those shown in Figure 9.1, have provided an enormous amount of information about the excitonic dynamics in semiconductors. For example, two of the early observations that proved critical were (i) the existence of a TI-FWM signal at negative time delays [7] and (ii) the observation that
the peak in the TR-FWM emission occurs long after both pump pulses have exited the sample [14]. These two features were initially taken as evidence of the importance of an interaction-induced field (or so-called local field correction (LFC)) [15–18]. Subsequent experiments, in both bulk GaAs and GaAs/AlGaAs multiple quantum wells (MQWs), have indicated that the density-dependent dephasing of the excitonic states [or so-called excitation-induced dephasing (EID)] provides an additional contribution to the FWM signal and can also produce these two features [19–24]. Finally, excitonic molecules (biexcitons) also have been shown to contribute to the FWM signal and to produce TI-FWM signals at negative delays and delayed peaks in the TR-FWM signal (e.g., [25–32]). One of the techniques that has proved to be extremely useful in separating, identifying, and establishing the importance of these processes is to study the strength and evolution of the FWM signal as a function of the state of polarization of the incident pulses. A pronounced dependence on the state of polarization of the incident pulses has been observed in these studies, and this polarization dependence has been used to extract information concerning both coherent and incoherent exciton-exciton interactions.

While there have been a large number of studies (e.g., [8, 9, 11, 20, 22, 29–37]) that have addressed the dependence of the strength of the FWM signal (or its spectrum) on input polarization, there have been few attempts to monitor the polarization state of the emitted FWM signal itself. The first of the latter studies [38, 39] measured, in effect, the orientation of the polarization ellipse associated with the TI-FWM signal, but the degree to which the FWM signal was elliptically (or linearly) polarized and the degree to which the signal was unpolarized were not reported. Even though the state of polarization was only partially determined and the polarization state was not time resolved, these measurements provided significant new information by revealing a previously unexpected dependence of the polarization of the TI-FWM signal on the polarizations of the two input pulses, which was later interpreted in terms of EID. These two early studies stimulated our own interest and work in this area.

Even though conventional TI-FWM and TR-FWM techniques (such as those shown in Figure 9.1) have been very useful, nevertheless, the information that they provide is incomplete. Because such conventional techniques measure either the spectral or the temporal intensity, they provide considerable information about the temporal amplitudes and the spectral amplitudes of the emitted FWM signals, but they provide no information about the temporal phases or the spectral phases. Moreover, such measurements are scalar. That is, they either integrate over all polarization directions or select a single polarization component. Consequently, they provide little or no information about the vectorial nature of the emission. In this chapter the main objective is to demonstrate and describe techniques that fully characterize the emission. That is, they measure the spectral and temporal phases as well as the spectral and temporal amplitudes of the FWM signal, and thus they determine the vectorial dynamics. We hope to convince the reader that the vectorial dynamics contain essential information about the FWM emission and that time-resolved polarization spectroscopy is an extremely sensitive way to
study many-body effects, quantum interference, and material anisotropies—both intrinsic and induced.

The organization of this chapter is as follows. We begin by describing techniques that can be used to directly measure the polarization state of extremely weak coherent emission from quantum wells. In Section 9.2 we describe a femtosecond time-resolved technique that allows the polarization state to be measured directly in the time domain, and in Section 9.3 we describe a spectral interferometric spectroscopic technique that provides the same information by measuring the amplitudes and phases of two orthogonal components of the radiation in the spectral domain. Both of these techniques allow the complete characterization of the emitted FWM signal, including its vectorial dynamics. In Section 9.4 we describe the use of these techniques to measure the polarization state of the time-resolved four-wave mixing signal when only heavy-hole excitons are excited. In the latter section we show that the orientation of the polarization ellipse and the ellipticity vary dramatically and systematically in time during a single FWM emission. In the following section (Section 9.5) we then compare these experimental findings to predictions based on a two-level model for the heavy-hole exciton that does not include many-body effects. The latter model predicts a linear polarization state for the FWM signal that remains constant during the emission. Consequently, taken together, Sections 9.4 and 9.5 suggest that the vectorial dynamics are a direct reflection of the exciton–exciton interactions and dynamics, since without such interactions the polarization state would be linear and constant. In Section 9.6 we show how the simple two-level model of Section 9.5 (based on the optical Bloch equations) can be phenomenologically modified to include such effects as local fields, a density-dependence to the dephasing, and biexcitons, and we show that such a modification produces qualitative agreement with all of the observed tendencies in the data of Section 9.4.

In Section 9.7 we extend our results to include the situation where the laser is tuned to excite both light and heavy holes. In this regime, the ellipticity and orientation of the polarization ellipse (as well as the FWM amplitude) are observed to oscillate dramatically at the heavy-hole–light-hole beat frequency. These studies demonstrate that time-resolve polarimetry is also sensitive to (and can be used to study) quantum interference effects. Finally, in Section 9.8 we describe the use of the polarization selection rules for four-wave mixing and a test that was originally designed to distinguish between quantum beats and polarization interference to demonstrate the presence of strong exciton–exciton correlations and to place quantitative limits on the magnitude of the density-dependent dephasing used in the phenomenological model described in Section 9.6.

9.2 Femtosecond Time-Resolved Ellipsometry

One way to time-resolve the polarization state of the FWM emission is to incorporate a quarter-wave ($\lambda/4$) plate, a half-wave ($\lambda/2$) plate, and an analyzing polarizer...
FIGURE 9.2. (a) Schematic of the time-resolved ellipsometric (TRE) apparatus for directly time resolving the polarization state of the emitted FWM signal, where $\lambda/4$ denotes a quarter-wave plate; $\lambda/2$, a half-wave plate; $P$, a polarizer; and SHG, a second-harmonic-generation crystal. (b) The nomenclature and conventions used to define the polarization ellipse.

(P) into the TR-FWM setup shown in Figure 9.1b, as indicated in Figure 9.2. The complete polarization state in the direction $2k_2 - k_1$ can then be determined by performing measurements using the following (or similar) procedure. With the quarter-wave plate removed, the analyzer is oriented to pass $s$-polarized light. With the analyzer held stationary, the half-wave plate then is rotated through angles ranging from $0^\circ$ to $90^\circ$. For each orientation of the half-wave plate, the TR-FWM signal transmitted by these components is measured by cross correlating it with a reference pulse in a second harmonic generation (SHG) crystal. The quarter-wave plate is then inserted and is oriented with its fast axis along the $x$ direction (parallel to the incident $s$-polarized $E_2$ field). With the quarter-wave plate and analyzer held stationary, the half-wave plate is again rotated through angles ranging from $0^\circ$ to $90^\circ$, and for each angle, the signal is again cross correlated with the reference pulse. This entire procedure is necessary for obtaining the time-resolved polarization state for a single FWM configuration. It must be repeated for each change in input polarization state, time delay, or excitation fluence.

One can readily show that the intensities transmitted by the analyzer without $I_{w0}$ and with $I_w$ the quarter-wave plate present are given by

\[ I_{w0} (\varphi) = \frac{1}{2} [S_0 + S_1 \cos (4\varphi) + S_2 \sin (4\varphi)] \]  

(9.4)

and

\[ I_w (\varphi) = \frac{1}{2} [S_0 + S_1 \cos (4\varphi) - S_3 \sin (4\varphi)] , \]

(9.5)

respectively, where $\varphi$ is the angle between the $x$ axis and the fast axis of the half-wave plate and where the $S_i$ represent the four Stokes parameters that are sufficient to completely determine the degree and state of polarization of the FWM signal [40]. These Stokes parameters are conventionally defined as [40] $S_0 = I_r + I_c = \ldots$
\[ I_{45} + I_{-45} = I_+ + I_-, \quad S_1 = I_x - I_y, \quad S_2 = I_{45} - I_{-45}, \text{ and } S_3 = I_+ - I_- \text{, where} \]
\[ I_x, I_y, I_{45}, \text{ and } I_{-45} \text{ denote the four linear components of the intensity along the} \]
\[ x \text{ axis, } y \text{ axis, and at } \pm 45^\circ \text{ with respect to the } x \text{ axis, respectively, and where } I_+ \text{ and } I_- \text{ denote the right and left circularly polarized components.} \]

Inspection of (9.4) and (9.5) indicates that all four Stokes parameters can be determined from measurements of the FWM signal for four orientations of the half-wave plate [e.g., \( I_{\omega 0}(0^\circ) \), \( I_{\omega 0}(22.5^\circ) \), \( I_{\omega 0}(45^\circ) \), and \( I_{\omega 0}(-22.5^\circ) \)]. To check internal consistency, however, we always make six measurements as a function of reference delay \( \tau_{32} \): \( I_{\omega 0}(0^\circ) \), \( I_{\omega 0}(45^\circ) \), \( I_{\omega 0}(\pm 22.5^\circ) \), and \( I_{\omega}(\pm 22.5^\circ) \), and we check that the intensities \( S_0 = I_{\omega 0}(0^\circ) + I_{\omega 0}(45^\circ) = I_{\omega 0}(22.5^\circ) + I_{\omega 0}(-22.5^\circ) = I_{\omega}(22.5^\circ) + I_{\omega}(-22.5^\circ) \) give identical results in both magnitude and time dependence.

Once the Stokes parameters are extracted, the extent to which the TR-FWM signal has a well-determined polarization state is determined by calculating the degree of polarization \( P \) from the expression [40]:

\[ P = \left( \frac{S_1^2 + S_2^2 + S_3^2}{S_0} \right)^{1/2} \tag{9.6} \]

For the polarized component of the signal, the parameters that determine the polarization ellipse can also be directly determined from the Stokes parameters. The notation and conventions that we use for the polarization ellipse are shown in Figure 9.2b. The azimuthal angle \( \theta_{\text{az}} \) indicates the orientation of the ellipse, the ellipticity angle \( \varepsilon \) is determined by the ratio of the minor to major axis, and \( S_0 = I_+ + I_- \) denotes the total intensity. The azimuthal angle and the ellipticity angle are then calculated from the expressions

\[ \tan(2\theta_{\text{az}}) = \frac{S_2}{S_1} \tag{9.7} \]

and

\[ \sin(2\varepsilon) = \frac{S_1}{\left( S_1^2 + S_2^2 + S_3^2 \right)^{1/2}}. \tag{9.8} \]

The roles of the various optical components shown in Figure 9.2 are now more readily apparent. On the one hand, a high-contrast linear polarizer is needed that is capable of selecting the various polarization components that determine the Stokes parameters. On the other, the transmitted FWM signal is required to have a constant linear polarization because of the phase matching requirements of the nonlinear up-conversion process used for time resolution. The combination of the half-wave plate and polarizer satisfies both requirements. The half-wave plate rotates the desired linear polarization component into coincidence with the pass axis of the polarizer, which is stationary and always oriented to provide the appropriate polarization for SHG. The insertion of the quarter-wave plate effectively converts the components of circular polarization to linear so that they can then be passed by the half-wave plate-analyzer combination.

The time-averaged polarization state of the TI-FWM signal also can be measured using this same geometry by removing the SHG crystal and collecting the
transmitted signal on a photomultiplier. We always perform such measurements for comparison. We emphasize that when the TI-FWM polarization measurements are performed it is the time-integrated intensities $I_w(\varphi)$ and $I_{wo}(\varphi)$ and therefore the time-integrated Stokes parameters $S_i$ that are measured. The time-averaged values for the degree of polarization $P$, the azimuthal angle $\theta_{Sig}$, and the ellipticity angle $\varepsilon$ are then obtained from (9.6–9.8) using these time-integrated Stokes parameters. We caution that it is necessary to keep this procedure in mind when comparing the time-integrated and time-resolved measurements of the polarization state. Specifically, one should not directly numerically integrate the time-resolved ellipticity angle, azimuthal angle, and degree of polarization for comparison with the measured time-averaged values; rather, one should first numerically integrate the time-resolved Stokes parameters, then use these in (9.6–9.8) to obtain time-averaged values for $\varepsilon$, $\theta_{Sig}$, and $P$.

Also, because the TI-FWM polarization measurements are less tedious to perform, we typically introduce an even larger degree of redundancy into the time-integrated measurements. That is, we collect data for a continuous range of angles between $0^\circ$ and $90^\circ$ with, and without, the quarter-wave plate in place. Such a procedure produces two sinusoidal curves of TI-FWM intensity versus $\varphi$, which can then be fitted to extract the four time-integrated Stokes parameters. Also notice that the half-wave plate is not entirely necessary when time-integrated measurements are performed. The half-wave plate can be removed, and the TI-FWM measurements can be obtained by simply rotating the polarizer (and of course repeating the measurements with and without the quarter-wave plate in place). If this is done, one must take care to modify (9.4) and (9.5) to account for the factor of 2 difference in the angular dependence when one rotates a polarizer, rather than a half-wave plate followed by an analyzer. We prefer to use the combination of half-wave plate and analyzer, even when performing TI-FWM measurements, because it significantly reduces our experimental uncertainty by allowing us to rotate a zero-order wave plate rather than a thick Glan-Thompson polarizer.

All of the measurements using this technique were performed with a 2.5 MHz train of transform-limited 100 fs pulses from a self-modelocked Ti:sapphire laser. The $k_1$-pulse was focused onto the sample with a spot size of $80 \mu m$ (1/e radius), and the other, with wave vector $k_2$, was spatially overlapped with the first and focused to a radius of $40 \mu m$. The external angle between $k_1$ and $k_2$ was $\approx 15^\circ$. The two incident pump beams were modulated at two separate frequencies by using a dual channel mechanical chopper, and the FWM signal was synchronously detected at the sum frequency using a lock-in amplifier. The time delay $\tau_{21}$ between the two pulses was calibrated by using the autocorrelation signal from second-harmonic generation in a 1-mm-thick LiIO$_3$ crystal, and for the measurements to be reviewed here, the time delay was set either to a positive delay of $\tau_{21} = 300 \text{ fs}$ or a negative delay of $\tau_{21} = -300 \text{ fs}$ to avoid temporal overlap of the two pump pulses. The $k_2$-pulse was arranged to be linearly and s-polarized, and its polarization was typically held constant throughout the experiments, with the polarization vector $E_2$ defining the $x$ axis. The polarization of the $k_1$-pulse was also linear (with a polarization contrast ratio of better than 100:1), but the linear polarization $E_1$
was continuously rotated counterclockwise through an angle $\theta_{12}$ with respect to the fixed $E_2$-polarization by using a zero-order half-wave plate, as described in more detail in the next section. In our experiments, the reference pulse was a 100 fs transform-limited pulse taken directly from the Ti:sapphire laser (without bandwidth restriction).

9.3 Dual-Channel Spectral Interferometry: POLLIWOG

We also can determine the vectorial nature of our FWM signal by using the dual-chair spectral interferometric geometry shown in Figure 9.3. As before, each $\approx 100$ fs pulse from our mode-locked Ti:sapphire laser is divided into three parts. Two of the pulses, with wave vectors $k_1$ and $k_2$, are used to generate the FWM signal in the direction $2k_2 - k_1$. In this case, the third (reference) pulse is linearly polarized at 45°, so that it has equal $x$ and $y$ components. A single fixed time delay $\tau$ is introduced between the reference pulse and the FWM signal, and the amplitude and the phase of the reference are carefully measured. Any one of several techniques
can be used to provide a fully characterized reference pulse (e.g., [41–43]). In our case, we chose to use second-harmonic frequency-resolved optical gating (SHG-FROG) [44]. The signal and the reference are allowed to interfere by combining them coherently. The combined signal is then separated into x and y components, and each component is separately dispersed by a spectrometer. Typical spectral interferograms for the x and y components as recorded on a CCD array are shown in the inset of Figure 9.3. Each interferogram has the form

\[
I_{SI}^i(\omega) = I_{FWM}^i(\omega) + I_{ref}^i(\omega) + 2\sqrt{I_{FWM}^i(\omega)I_{ref}^i(\omega)} \cos(\phi_{FWM}^i(\omega) - \phi_{ref}^i(\omega) - \omega \tau), \tag{9.9}
\]

where \(I_{FWM}^i(\omega)\) and \(I_{ref}^i(\omega)\) are the spectral intensities and \(\phi_{FWM}^i(\omega)\) and \(\phi_{ref}^i(\omega)\) are the spectral phases of the FWM signal and reference pulses, respectively, and \(i\) takes on the values x and y for the two orthogonal components. The delay \(\tau\) (typically a few ps) is chosen to yield fringes of a convenient spacing.

Since the spectral intensity and spectral phase of the x component (y component) of the reference pulse are fully known (in this case, from the FROG characterization) and since the spectral intensity of the x component (y component) of the FWM signal can be separately measured by blocking the reference and measuring it with the spectrometer, then the amplitude and phase of the x component (y component) of the signal and the delay \(\tau\) can be retrieved from the corresponding spectral interferograms using fringe inversion techniques that have been discussed previously [45–47]. The temporal intensities and phases are then obtained by inverse Fourier transformation.

The technique used here [48] can be readily recognized as an extension of the dual-quadrature spectral interferometry discussed by LePétit et al. [45], except that in [45] the reference pulse was circularly polarized, rather than linearly polarized as it is here, and the orthogonal components of the reference were used to obtain quadrature in the spectral interferograms to improve signal-to-noise rather than to measure the polarization state. Our technique should also be readily recognized as a dual-beam version of the TADPOLE (acronym for Temporal Analysis by Dispersing a Pair Of Light E-fields) technique described in [46], with FROG providing the fully characterized reference pulse. Consequently, in the spirit that led to the acronyms FROG and TADPOLE, it has been suggested that we refer to this technique as POLLIWOG for POLarization Labeled Interference versus Wavelength of Only a Glint, and we often find it convenient to do so. While it has been suggested that spectral interferometry (SI) might be used to determine the polarization state of the unknown signal pulse (see footnote 22 of [45]), to our knowledge, this is the first actual use of SI for this purpose.

While POLLIWOG is a straightforward extension of existing SI techniques, it is nevertheless a useful one, which has many advantages over previously used techniques for determining the polarization state. As we discussed in Section 9.2, the temporal amplitudes, phases, and polarization state of FWM signals can also be measured by using the time-resolved ellipsometric (TRE) techniques described there. TRE has the advantage of directly measuring the temporal amplitudes and
phase differences, rather than indirectly obtaining them by inverse Fourier transformation of the spectral amplitudes and phases as required by SI. TRE does not require interferometric stability. It also relaxes the requirements for characterizing the reference pulse, since it is usually sufficient to characterize it with an autocorrelation trace. Because of the use of lock-in techniques and because of the temporal gating associated with the cross correlation process, TRE has excellent discrimination against scattered light, and it requires very little data reduction. However, TRE is labor intensive, requiring the tedious manipulation of waveplates to isolate the various components of the field that determine the polarization state and the scanning of delay stages to perform the cross correlations necessary for obtaining the time resolution. Most importantly, these cross correlations require the use of a nonlinear process (e.g., up-conversion), which limits the sensitivity, making them unsuitable for measuring very weak FWM signals. This limited sensitivity of TRE has, for example, previously restricted the investigations of coherent effects in semiconductors to relatively large carrier densities.

By comparison, SI directly measures the spectral amplitudes and phases. The temporal amplitudes and phases are obtained indirectly by inverse transformation. In this sense SI and TRE techniques are complementary. SI requires more complete characterization of the reference pulse, and short-term interferometric stability, but SI is simpler in the sense that it does not require the tedious scanning of delay stages or the manipulation of waveplates. Consequently, it requires less effort in the laboratory; however, SI requires more processing of the data once it is acquired. Fortunately, this processing can be easily automated. In addition, POLLIWOG provides additional information not provided by TRE. From TRE measurements one can directly extract the temporal evolution of the total intensity, \( I_t(t) = I_x(t) + I_y(t) \), and the state of polarization, i.e., the azimuthal angle \( \theta_{\text{az}}(t) \) and the ellipticity angle \( \varepsilon(t) \). Put another way, TRE directly provides the individual intensities, \( I_x(t) \) and \( I_y(t) \), and the phase difference \( \phi_x(t) - \phi_y(t) \); but the individual phases, \( \phi_x(t) \) and \( \phi_y(t) \), are not obtained.

Notice that a single, simpler linear SI measurement provides all of this information with a sensitivity that has been shown to extend into the zeptojoule (10^-21 J) regime [46]. In fact, this sensitivity is arguably the most important advantage of SI. To date, the minimum usable SI signal levels in our FWM experiments have been limited to \( \approx 1 \) aJ because of the randomly scattered coherent light from the semiconductor surface and the dewar windows and because of the background photoluminescence from the sample. The latter level is still more than an order of magnitude better than we have achieved using time-resolved FWM correlation techniques. This (\( \approx 1 \) aJ) should not be regarded as a fundamental limit, but is merely a reflection of the limitations of our current apparatus.

Finally, the reader should be aware that there has been another previous measurement (before the SI and TRE measurements described here) of the temporal amplitude and phase of FWM signals, but the measurements were scalar and the polarization state was not explicitly investigated. In this very impressive set of measurements [49, 50], five complementary quantities were measured. Chemla et al. [50] measured all of the quantities suggested in Figure 9.1, namely, the power
spectrum, the TI-FWM signal, and the TR-FWM signal. In addition, they measured the
first-order interferometric auto and cross correlations. Like TRE, this approach
has the advantage of directly measuring the temporal amplitude and phase, rather
than indirectly obtaining them by inverse transform from the spectral amplitude
and phase. However, it also requires the use of nonlinear processes, which again
limits the sensitivity. In addition, such correlations require interferometric stability,
tedious scanning of time delays, and considerable experimental dexterity; for ex-
ample, \( \approx 20 \) points per optical period were acquired in the previous measurements
[50].

9.4 Complete Characterization of the Coherent
Emission from the Heavy Hole

In this section we demonstrate that the time-resolved polarization state of the
coherent FWM emission from MQWs contains essential information about many-
body effects that would be difficult to obtain in any other way. In this demonstration
we will focus on measurements that can be most easily understood and interpreted.
That is, we will focus on a single set of FWM experiments in a single MQW sample
in which we excite only the hh transitions, thus eliminating the need to consider hh-
hh beating phenomena. Furthermore, we will concentrate on a single polarization
scheme for the incident radiation. Namely, we will measure the amplitude, phase,
and polarization state of the FWM emission as the linearly polarized field \( \mathbf{E}_1 \) of the
\( k_1 \)-pulse is rotated through an angle \( \theta_{12} \) with respect to the fixed linearly polarized
field \( \mathbf{E}_2 \) of the \( k_2 \)-pulse, as indicated in Figure 9.3. And finally, we will fix the
time delay between the two pump pulses at \( \tau_{21} = +300 \) fs. We have performed an
extensive set of such measurements (at both positive and negative delays) using
both the direct time-resolved techniques (TRE) of Section 9.2 [51, 52] and the
spectral interferometric techniques (POLLIWOG) of Section 9.3 [53, 54]. In our
presentation here we will feature the POLLIWOG results.

9.4.1 POLLIWOG Measurements of hh Emission

All of the measurements of the hh emission that we have reported to date have
been performed on one of two samples prepared from the same MQW wafer. That
wafer consists of 10 periods of 14-nm-wide GaAs wells separated by 17-nm-wide
Al\(_{0.3}\)Ga\(_{0.7}\)As barriers. Each sample was processed by mounting it onto a glass flat,
across the substrate with a selective etch to permit transmission measurements,
and by applying an antireflection coating to the exposed semiconductor–air
interface to reduce Fabry–Perot effects. The excitonic line width for each sample
at 8 K was determined to be 0.75 meV (as measured with a tunable cw Ti:sapphire
laser attenuated to produce an areal carrier density of \(< 10^7 \) cm\(^{-2}\)).

The measurements reported here were performed at 80 K to ensure that the hh
exciton was homogeneously broadened. At this temperature, the hh exciton for
each sample has a line width of $\approx 1.3$ meV. The splitting between the heavy-hole (hh) and light-hole (lh) excitons is 7.3 meV for one sample and $\approx 12$ meV for the other. All of the TRE measurements described in [24, 51, 52] were performed with the 7.3 meV sample, and the POLLIWOG measurements described in this chapter and in [53–58] used the $\approx 12$ meV sample. This difference in the hh-lh splittings is the only measurable distinction between the two samples that we have observed, and it is most likely the result of differing in-plane strains introduced when the samples are cooled. This strain is caused by the differing thermal expansion coefficients of the materials that form the semiconductor–glue–glass interfaces. The peak absorption coefficient of each sample is $\approx 9 \times 10^4$ cm$^{-1}$, corresponding to a peak absorbance of $\approx 1.3$. The small number of wells was chosen as a compromise between maintaining FWM signal, minimizing nonlinear propagation effects, and reducing the contributions of well-width fluctuations to the inhomogeneous broadening. Comparison between the 8 K and 80 K line widths (0.75 vs. 1.3 meV) suggests that the homogeneous broadening of the exciton by phonon scattering is significant at the latter temperature. Moreover, at the fluences used here, one would expect additional homogeneous broadening from the excitonic and free carrier collisions. To quantify the latter expectation, we performed the three-pulse test for homogeneous broadening described in [59] for several excitation fluorences. The ratio of the homogeneous to inhomogeneous line widths $\Delta \omega_{\text{homo}} / \Delta \omega_{\text{inhomo}}$ extracted from these measurements ranged from $\approx 4$ for 0.5$\mu$J/cm$^2$ to $> 6$ for 2.3$\mu$J/cm$^2$. Consequently, it is reasonable to assume that the broadening is predominately homogeneous for this sample at 80 K at an excitation level of 1$\mu$J/cm$^2$. Finally, the assertion of homogeneous broadening at this temperature and excitation level was further verified by the absence of echo-like behavior in the TR-FWM signal as a function of time delay $\tau_{21}$.

To reduce the number of lh and free carriers that were generated, the bandwidth of the two pump pulses was restricted to $\approx 12$ meV, which resulted in a measured pulse width of 150 fs, and the laser was tuned $\approx 6$ meV below the hh exciton, as shown schematically in the inset of Figure 9.4. For the sample with the 7.3 meV hh-lh splitting, with this bandwidth and this detuning, we estimate the initial hh exciton and free-carrier populations to be less than 5% of the hh population, and at the fluence reported here (1$\mu$J/cm$^2$), we estimate the hh areal density to be $\approx 4 \times 10^9$ cm$^{-2}$ (corresponding to $\approx 3 \times 10^{15}$ cm$^{-3}$). For the sample with the 12 meV hh-lh splitting, the fraction of lh and free carriers excited was significantly smaller.

Typical spectral amplitudes and spectral phases for both the $x$ and $y$ components of the FWM signal that are extracted from the corresponding spectral interferograms are shown in Figure 9.4 for selected angles $\theta_{12}$ between the two input polarizations. Notice that the $x$ and $y$ responses are very different. It is not sufficient to measure a single component or to perform a scalar measurement that integrates over all polarization directions. The vectorial nature is important! Specifically, for each $\theta_{12}$, notice that the emission for the y component is different in magnitude from the x component, that it is spectrally broader, and that it is slightly red-shifted with respect to the x component. In fact, this shift ($\approx 1.5$ meV) is comparable to
FIGURE 9.4. Measured spectral intensities, (a) $I_x(\omega)$ and (b) $I_y(\omega)$, and spectral phases, (c) $\phi_x(\omega)$ and (d) $\phi_y(\omega)$, for the $x$ component and the $y$ component, respectively, of the FWM signal for selected angles $\theta_{12}$ between the two linear input polarizations and for a time delay $\tau_{31} = +300$ fs. The top inset schematically shows the geometry and the nomenclature used for the two input polarizations: The linear $s$-polarization of $E_2$ was fixed along the $x$ direction, and the linear $E_1$-polarization was systematically rotated counterclockwise. The bottom inset shows the positions of the heavy-hole (hh) and the light-hole (lh) emission spectra with respect to the laser spectrum.

the expected biexcitonic binding energy. Also, notice that the $x$ phases $\phi_x$ and the $y$ phases $\phi_y$ are virtually independent of $\theta_{12}$. In addition, $\phi_x$ and $\phi_y$ are similar in shape; however, they are dramatically different in absolute magnitude and their phase difference ($\phi_x - \phi_y$) varies with wavelength. The second major point is the importance of measuring the spectral phases as well as the amplitudes. This phase information is not provided by conventional techniques, such as that shown in Figure 9.1a. If we had failed to measure the spectral phases, then the spectral amplitudes shown in Figure 9.4 could correspond to any number of temporal responses, depending on the shape and magnitude assumed for the spectral phases.

The corresponding temporal responses that are obtained by inverse Fourier transformation of the data in Figure 9.4—including the measured spectral phases $\phi_x(\omega)$ and $\phi_y(\omega)$—are shown in Figure 9.5. The time origin is taken to coincide with the center of the $E_2$-pulse ($t_2 \equiv 0$). In order to simplify the presentation and facilitate comparison with later theoretical calculations, we avoid the complications
associated with the finite width of our pump pulses by plotting only the data for times \( t > 300 \) fs. In this way, we ensure that there is no overlap of the two pump pulses and that all emission shown occurs after both pulses have completely exited the sample. As in the spectral domain (see Figure 9.4), notice that (for each \( \theta_{12} \)) the \( x \) component of the emitted field has a distinctly different temporal behavior than the \( y \) component and that the difference in their temporal phases \( \phi_x(t) - \phi_y(t) \) varies dramatically in time. In particular, \( I_x(t) \) continues to grow long after the two pump pulses have exited the sample. This behavior is a consequence of many-body effects, and it suggests that such effects must, in general, be included. By comparison, \( I_y(t) \) decays more or less monotonically once the pump pulses have exited the sample. I want to emphasize that if we had performed a single scalar measurement, then we would have simply obtained the total intensity \( S_0 \), and the information about the differences in the \( x \) and \( y \) amplitudes and phases would
FIGURE 9.6. Measurements of (a) the azimuthal angle $\theta_{\text{sig}}(t)$ and (b) the ellipticity angle $\epsilon(t)$ for selected angles $\theta_{12}$ between the two input polarizations. The time delay was fixed at $\tau_{21} = +300$ fs. For convenience, the notation used for the polarization ellipse is repeated in the inset. The dashed vertical line indicates the time at which $\theta_{\text{sig}}$ undergoes a $\pm 90^\circ$ discontinuity in orientation and the light is roughly circularly polarized ($|\epsilon| \approx 45^\circ$) for $\theta_{12} \approx 60^\circ$.

have been lost. Finally, of course, time-varying differences in amplitude and phase imply that the polarization state of the emitted radiation is varying in time.

9.4.2 Discontinuity in the Polarization Direction

The dynamics of the polarization state are perhaps more evident if the data are displayed in terms of the parameters that directly define the polarization ellipse, as shown in Figure 9.6. Clearly, both the orientation and the ellipticity of the emitted FWM signal vary dramatically and systematically with time and with $\theta_{12}$. This figure contains a great deal of information, and it illustrates the rich variety and complexity of the information that can be obtained. The feature that I want to emphasize here is the distinct discontinuity in the temporal evolution of $\theta_{\text{sig}}$. Consequently, we have chosen the values of $\theta_{12}$ displayed in Figure 9.6
to emphasize this feature. Specifically, for $\theta_{12}$ less than some critical angle (in this case $\theta_{12} < \approx 60^\circ$), the azimuthal angle $\theta_{\text{sig}}$ rotates in the counterclockwise direction toward more positive (less negative) angles with increasing time. When $\theta_{12}$ reaches the critical angle, $\theta_{\text{sig}}$ abruptly undergoes a $90^\circ$ jump or discontinuity at a particular time, indicated by the dotted line in Figure 9.6. For $\theta_{12}$ larger than the critical angle, $\theta_{\text{sig}}$ reverses direction and rotates in the clockwise direction, toward larger negative values, with increasing time. Also, notice that the magnitude of the ellipticity tends to increase then decrease with time for a given angle $\theta_{12}$ between the two input polarizations, and finally, that $\varepsilon$ tends to increase then decrease in magnitude with increasing $\theta_{12}$ for a fixed time $t$. This discontinuity in rotation direction occurs at $\approx 1140$ fs when the angle between the two input polarizations is $\approx 60^\circ$ for the excitation conditions used to acquire the data shown in Figure 9.6. At this same moment and for this $\theta_{12}$, notice that the light is almost exactly circularly polarized (i.e., $|\varepsilon| \approx 45^\circ$).

The latter observations suggest the following phenomenological explanation of this discontinuity in the rotation direction of the polarization ellipse. The degree of ellipticity and the orientation of the polarization ellipse are related to the intensities and phases of the $x$ and $y$ components of the field by the following expressions:

$$\tan (2\theta_{\text{sig}}) = \frac{2\sqrt{I_x I_y}}{I_x - I_y} \cos (\phi_x - \phi_y),$$

$$\sin (2\varepsilon) = \frac{2\sqrt{I_x I_y}}{I_x + I_y} \sin (\phi_x - \phi_y).$$

(9.10)

(9.11)

Inspection of these two expressions reveals that $\tan(2\theta_{\text{sig}})$ is undefined and $\sin(2\varepsilon)$ is unity at the moment when $I_x = I_y$ and $(\phi_x - \phi_y) = \pm \pi/2$. In terms of the polarization ellipse, this means that the light is circularly polarized and that the orientation cannot be specified. Consequently, we should expect to see a polarization discontinuity any time the polarization state becomes circularly polarized, i.e., the $x$ and $y$ components of the fields are equal and their phases differ by $\pi/2$.

To demonstrate that this qualitative explanation is consistent with the conditions under which we observe the discontinuity in the rotation direction of the polarization ellipse in Figure 9.6, we replot the data for $\theta_{12} = 60^\circ$ (which is very near the discontinuity) in terms of $I_x, I_y$ (on a logarithmic scale) and the difference between their phases in Figure 9.7. Notice that for an angle between the input polarizations of $\theta_{12} \approx 60^\circ$ the phase difference is $90^\circ$ at $\approx 1140$ fs. At that moment, $I_x = I_y$. This angle and this time are exactly the conditions under which we observed the discontinuity in Figure 9.6. Careful inspection of the data in Figure 9.5 reveals that these circumstances are not reproduced for any other angle or at any other time.

The behavior of the polarization ellipse near this $90^\circ$ discontinuity in $\theta_{\text{sig}}$ is illustrated qualitatively in Figure 9.8. In this figure we have sketched the ellipses corresponding to the data in Figure 9.7 for $\theta_{12} = 60^\circ$ for selected times. Notice that the ellipse is initially (at $\tau = 300$ fs) oriented with its major axis at $\theta_{\text{sig}} \approx -70^\circ$, and the ellipticity is small. As time progresses, the orientation of the ellipse remains
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**Figure 9.7.** Measurements of the x component of the intensity $I_x(t)$ (dashed line), the y component of the intensity $I_y(t)$ (dashed-dotted line), and the difference between the temporal phases $\phi_x(t) - \phi_y(t)$ (solid line) for $\theta_2 = 60^\circ$ and for a time delay $\tau_2 = +300$ fs. These are the same data as the $\theta_2 = 60^\circ$ curves plotted in Figure 9.5, except for the change in scale. The dotted lines indicate the time at which $I_x = I_y$ and $\phi_x(t) - \phi_y(t) = -90^\circ$.

![Schematic drawings of polarization ellipses for selected time delays.](image)

**Figure 9.8.** Schematic drawings of the polarization ellipses corresponding to the data in Figure 9.7 for selected time delays that illustrate the origin of the discontinuity in the orientation of the polarization ellipse shown in Figure 9.6.

... roughly constant, but the ellipticity increases, until at $t \approx 1140$ fs, the ellipse is approximately circularly polarized. At this moment, the orientation is clearly undefined. A moment later, the major axis has become the minor axis, and the ellipse has abruptly flipped its orientation by $90^\circ$. For times longer than 1140 fs the ellipticity begins to gradually decrease, but the orientation of the major axis remains at $\theta_{axis} \approx 20^\circ$. Eventually, the polarization approaches linear, but the orientation remains orthogonal to the initial orientation.

In terms of the azimuthal angle, a dramatic discontinuity has occurred at $t \approx 1125$ fs; however, we can see that nothing unusual has happened to the overall polarization ellipse at that time. In fact, from another point of view, the orientation has not changed at all. From this alternative point of view, the orientation of the
ellipse has remained fixed, while one axis of the ellipse (which we initially called the minor axis) has continuously increased in magnitude with respect to the other (major) axis. At some moment (~ 1140 fs in this case), the two axes become equal, and eventually, the "minor" axis becomes larger than the "major" axis. This trend continues until the light approaches linear again. The discontinuity arises because we have chosen to change the labels on the two axes once the "minor" axis becomes larger than the "major" axis. Consequently, this is a mathematical discontinuity, not a physical one. The physical processes are continuous. Nevertheless, this discontinuity in the azimuthal angle is a useful feature because it serves as a dramatic indication of the time at which \( I_x = I_y \), and the x and y phases differ by \( \pi/2 \). This discontinuity in the polarization state is seen over a wide variety of excitation levels, denumings, and time delays; however, the angle and time at which this discontinuity occurs are very sensitive to each of these parameters.

### 9.4.3 Importance of Measuring the Phase

To illustrate the importance of accurately measuring the phases as well as the amplitudes, suppose that in the present measurements we had time-resolved both \( I_x(t) \) and \( I_y(t) \), but we had failed to measure the phases \( \phi_x(t) \) and \( \phi_y(t) \). This would have been the case, for example, if we had performed two time-resolved measurements (one for x and one for y) using the conventional nonlinear cross correlation technique shown in Figure 9.1b. Furthermore, suppose that in the absence of any information about the phases we assume that the x and y phases are the same, i.e., we assume that the phase difference is zero. Figure 9.9 shows the results of reanalyzing the data of Figure 9.5 by keeping the measured values for \( I_x(t) \) and \( I_y(t) \), but assuming \( \phi_x(t) = \phi_y(t) = 0 \). Notice that the initial orientations of the ellipses in Figure 9.9 are at positive angles, when the actual polarizations (Figure 9.6) are initially oriented in the opposite direction at roughly the same negative angle. Also, notice that each polarization ellipse in Figure 9.9 rotates clockwise (toward more negative \( \theta_{12} \)). Consequently, there is no discontinuity in \( \theta_{12} \) of the type shown in Figure 9.6 (and discussed in the preceding paragraphs). As a result, the direction of rotation is incorrect for all \( \theta_{12} \) less than the critical angle. Most importantly, under these circumstances, we obtain a time-varying, but linear, polarization for each \( \theta_{12} \). Therefore, not only are the initial positions and directions of rotation of the polarizations incorrect, but the information about the ellipticity has been entirely lost. As we will discuss in Section 9.6, this information is essential to identifying the various many-body contributions to the nonlinear response.

### 9.4.4 Complex Plane Representation

There is another way to represent the polarization data, and that is to display the polarization state in the complex plane (e.g., [40]). In this representation, every possible polarization state is mapped into the complex plane by defining a parameter \( \chi \) as the ratio of the amplitude and phase of the y component of the
FIGURE 9.9. Simulated values for (a) the azimuthal angle \( \theta_{\text{sig}}(t) \) and (b) the ellipticity angle \( \epsilon(t) \) of the FWM emission for selected angles \( \theta_{12} \) between the two input polarizations. The simulations were performed using the measured \( x \) and \( y \) components of the intensity, \( I_x(t) \) and \( I_y(t) \), given in Figure 9.5, but assuming a constant phase difference, \( \phi_x(t) - \phi_y(t) = 0 \).

FWM signal to that of the \( x \) component:

\[
\chi = \sqrt{\frac{I_x}{I_c}} \exp\left[ i (\phi_x - \phi_y) \right] = \frac{\sin \theta_{\text{sig}} \cos \epsilon + i \cos \theta_{\text{sig}} \sin \epsilon}{\cos \theta_{\text{sig}} \cos \epsilon - i \sin \theta_{\text{sig}} \sin \epsilon}. \tag{9.12}
\]

Our notation and conventions (which are slightly different from those of [40]) are illustrated in Figure 9.10. As indicated, all linear polarizations fall along the real axis, with \( x \)-linear polarization at the origin and \( y \)-linear at \( \pm \infty \). Right circularly polarized light is located at \(+i\) and left circularly polarized at \(-i\).

One feature to notice for comparison with the data in Figure 9.11 is that a discontinuity in the orientation of the ellipse is expected any time a trajectory crosses the points \( \pm i \). For example, notice that the imaginary axis represents a line where the difference in the \( x \) and \( y \) phases is constant and equal to 90°. Moreover, at \(-i\) the amplitudes are equal and the phases differ by 90°, i.e., the light is left circularly polarized. Consequently, if one begins at the origin and travels down the
FIGURE 9.10. Schematic illustration of the notation used to map all possible polarization states onto the complex plane.

FIGURE 9.11. The polarization data of Figure 9.6 plotted as trajectories in the complex plane. The distance between symbols marks equal increments in time of 100 fs, and the arrows indicate the direction of increasing time. The curves begin at $t = 250$ fs.
imaginary axis, the polarization is initially linearly polarized and oriented along the $x$ direction. The ellipticity increases until the light is circularly polarized, at which point there is a sudden and abrupt change in orientation. Similar behavior is observed as one traverses the point $-i$ from left to right. In fact, a discontinuous jump of $90^\circ$ is encountered regardless of the direction of approach. This $\pi/2$ discontinuity in the azimuthal angle when the point $+i$ (or $-i$) in the complex plane is crossed is well known (e.g., see [40], p. 42).

Figure 9.11 shows the polarization data of Figure 9.6 for selected angles $\theta_{12}$ between the input polarizations replotted as trajectories in the complex plane. The arrows indicate the direction of increasing time, and the symbols mark equal increments in time of 100 fs. Each trajectory begins at $t = 250$ fs. Notice that the trajectory that corresponds to an angle between the input polarizations of $\theta_{12} = 60^\circ$ passes through the point $-i$ at $\approx 1140$ fs. At this moment the orientation of the polarization ellipse is undefined, a $90^\circ$ jump in $\theta_{12}$ occurs, and the direction of rotation for the ellipse reverses. This is the same angle and the same time at which the same behavior was observed in Figure 9.6. Thus, Figs. 9.6 and 9.11 provide equivalent representations of the same mathematical discontinuity.

9.5 Comparison with Predictions for Two Independent Two-Level Systems

One dramatic way to demonstrate the sensitivity of time-resolved polarimetry to the contributions of many-body effects is to compare the experimental results described in the previous section to the predictions of a theoretical model that does not include these effects. The simplest such approach is to view the ultrafast dephasing of the coherent $hh$ excitonic states in MQWs as a solid state analogue of an atomic two-level system [60]. The initial hope that excitons in semiconductors could be treated as a simple two-level system was based on their crude similarities to atoms. In very limited circumstances, the exciton can be regarded as an "atom" consisting of an electron and hole that are bound together by Coulombic attraction. As such, the exciton exhibits well-defined discrete energy levels. Thus, when a laser is tuned so that it excites only the $hh$ transition (as it was for the data in the previous section), the light is essentially coupled to two isolated energy levels, much as if it were tuned to an atomic resonance.

In this section we will review the expected FWM response of excitons in semiconductors when the $hh$-to-conduction-band transition is treated as a two-level system. Because of spin degeneracy, the $hh$-to-conduction-band transition actually consists of two degenerate transitions: one for each spin state. If the spin relaxation times are long compared to the dephasing times of interest for the coherent effects, then these two systems can be regarded as independent. For this reason, we will actually consider the response of two independent two-level ($2 \times 2$) systems, as depicted in Figure 9.12a, rather than a single system. As shown, $\gamma_e$ accounts for the decay of carriers from the upper excitonic level. This level decay could be by
recombination or by promotion into the conduction band continuum by carrier–carrier or carrier–phonon collisions. And \( \gamma_e \) represents the rate at which the lower level is repopulated by electrons from occupied states within the valence band.

Several excellent treatments of the interaction of electromagnetic radiation with a two-level system are available [61–63]. Elsewhere [58], we have presented a detailed review of the \( 2 \times 2 \) system in which we have made the formalism specific to four-wave mixing and have emphasized the vectorial nature of the emission. Here we will review only those aspects that are needed to provide a direct comparison with experimental results presented in Section 9.4.

In general, the density matrix equations that describe the \( 2 \times 2 \) system shown in Figure 9.12a must be solved numerically. However, analytic solutions to these
equations can be obtained by using delta function excitation pulses and by expanding the solutions to third order using time-dependent perturbation theory. Specifically, we take the total incident field to consist of two delta function pulses with vector amplitudes \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) and propagation wave vectors \( \mathbf{k}_1 \) and \( \mathbf{k}_2 \), which arrive at the sample at times \( t_1 \) and \( t_2 \), respectively:

\[
\mathbf{E} = \frac{1}{2} \left[ \mathcal{E}_1 \delta (t - t_1) \exp \left[ -i (\mathbf{v} t - \mathbf{k}_1 \cdot \mathbf{r}) \right] + \text{c.c.} \right] \\
+ \frac{1}{2} \left[ \mathcal{E}_2 \delta (t - t_2) \exp \left[ -i (\mathbf{v} t - \mathbf{k}_2 \cdot \mathbf{r}) \right] + \text{c.c.} \right].
\]  

(9.13)

In writing the field in this form, we have implicitly made use of the fact that the optical thickness of the active region of the sample (\( \approx 1 \mu \text{m} \)) is much smaller than the spatial width of the \( \approx 150 \text{ fs} \) optical pulses (\( \approx 45 \mu \text{m} \)), and we have assumed that the spot to which the pulses are focused and the angle between the two beams are sufficiently small to avoid beam walk-off.

For the experimental geometry used for the measurements in Section 9.4, the linear s-polarization of the \( \mathcal{E}_2 \) pulse was held constant and the linear polarization of \( \mathcal{E}_1 \) was systematically rotated through an angle \( \theta_{12} \) with respect to the fixed polarization of \( \mathcal{E}_2 \), as shown in Figure 9.3. If the \( x \)-axis is taken to be parallel to the fixed \( \mathcal{E}_2 \) field and \( z \) is taken along the direction of light propagation, the vector amplitudes of the two incident fields can be written as

\[
\mathcal{E}_2 = \mathcal{E}_2 \hat{x} = \mathcal{E}_2 \left( \hat{\sigma}_+ + \hat{\sigma}_- \right) / \sqrt{2}
\]

(9.14a)

and

\[
\mathcal{E}_1 = \mathcal{E}_1 \left( \cos \theta_{12} \hat{x} + \sin \theta_{12} \hat{y} \right)
= \mathcal{E}_1 \left[ ( \cos \theta_{12} - i \sin \theta_{12} ) \hat{\sigma}_+ + ( \cos \theta_{12} + i \sin \theta_{12} ) \hat{\sigma}_- \right] / \sqrt{2},
\]

(9.14b)

where \( \hat{\sigma}_+ = (\hat{x} + i \hat{y}) / \sqrt{2} \) and \( \hat{\sigma}_- = (\hat{x} - i \hat{y}) / \sqrt{2} \) are the complex unit polarization vectors for right and left circularly polarized light, respectively.

Using this notation and the selection rules shown schematically in Figure 9.12a, it is a straightforward task to solve the density matrix equations for the \( 2 \times 2 \) system to obtain the total polarization that propagates in the \( 2 \mathbf{k}_2 - \mathbf{k}_1 \) direction as

\[
P(t)_{2\mathbf{k}_2-\mathbf{k}_1} = \frac{1}{2} \left[ \mathcal{P}(t) \exp \left[ -i \omega_{hh} t \right] \exp \left[ i (2 \mathbf{k}_2 - \mathbf{k}_1) \cdot \mathbf{r} \right] + \text{c.c.} \right],
\]

(9.15)

where the slowly varying polarization amplitude is given by

\[
\mathcal{P}(t, \tau_{21}) = \kappa \Theta(t) \Theta(\tau_{21}) \exp \left[ -\gamma (t + \tau_{21}) \right] \exp \left[ i \delta \tau_{21} \right] \left[ \cos \theta_{12} \hat{x} - \sin \theta_{12} \hat{y} \right]
= \kappa \Theta(t) \Theta(\tau_{21}) \exp \left[ -\gamma (t + \tau_{21}) \right] \exp \left[ i \delta \tau_{21} \right]
\times \left[ \cos \theta_{12} + i \sin \theta_{12} \right] \hat{\sigma}_+ + [ \cos \theta_{12} - i \sin \theta_{12} ] \hat{\sigma}_- \right] / \sqrt{2}.
\]

(9.16)

In (9.16) \( \hbar \omega_{hh} \) is the hh transition energy, \( \gamma \) is the dephasing rate for the hh exciton, \( \delta = \omega_{hh} - \nu \), \( \Theta \) denotes the Heaviside step function, and

\[
\kappa = \frac{-i N \mu_{hh} \mathcal{E}_1^2 \mathcal{E}_1^*}{8 \hbar^2},
\]

(9.17)
FIGURE 9.13. The x component $I_x(t)$ and y component $I_y(t)$ of the TR-FWM intensity and the temporal phase difference $\phi_x(t) - \phi_y(t)$ between the x and y components of the field for selected angles $\theta_{12}$ between the two linear input polarizations and for $\tau_{21} = 300$ fs, as calculated from the $2 \times 2$ model of Section 9.5 (without many-body effects).

where $N$ is the number of oscillators of each spin type and $\mu_{hh}$ is the hh transition matrix element, which is assumed to be the same for both spin states.

In writing (9.16), we have substituted $\tau_{21}$ for $(t_2 - t_1)$ and have taken our origin to coincide with the arrival of the $k_2$-pulse (i.e., $t_2 \equiv 0$), and we have assumed that the population decays are long compared to the dephasing times. As we have already stated, the polarization given by (9.16) will act as a source in Maxwell’s equations to produce the FWM field. If the sample is optically thin and the system is homogeneously broadened, then the FWM field will be directly proportional to the polarization given by (9.16).

The simulated temporal intensities $I_x(t, \tau_{21})$ and $I_y(t, \tau_{21})$ and temporal phase differences $\phi_x(t, \tau_{21}) - \phi_y(t, \tau_{21})$ produced by (9.16) are shown in Figure 9.13 for selected angles $\theta_{12}$ between the two input polarizations using a dephasing time of $\gamma^{-1} = 1$ ps. These numerical solutions should be compared to the actual data shown in Figure 9.5. In contrast to the data, the calculated shape of the temporal intensity for the x component is exactly the same as for the y component, and
this shape does not change as the linear polarization of $E_1$ is rotated through an angle $\theta_{12}$. In addition, the numerical simulations produce no delayed rise in the $x$ component of the FWM intensity, as required by the data. Rather, for a fixed $\tau_{21}$, both $x$ and $y$ intensities promptly decay in time at the same rate: $2\gamma$. Moreover, the phase difference between the $x$ and $y$ components is a constant $180^\circ$, independent of time $t$, time delay $\tau_{21}$, and angle $\theta_{12}$. By comparison, the measured phase difference shown in Figure 9.5c exhibits a monotonic increase with time, but also is not strongly dependent on $\theta_{12}$. Inspection of (9.16) and Figure 9.13 also indicates that no FWM signal is emitted before the arrival of the $E_2$-pulse (recall that we have taken $\tau_2 = 0$), that the initial intensity $I_i (t = 0, \tau_{21})$, for $i = x, y$, decreases exponentially at a rate of $2\gamma$ as a function of time delay $\tau_{21}$, and that the ratio of $I_x(t, \tau_{21})$ to $I_y(t, \tau_{21})$ is independent of $\tau_{21}$ and is proportional to the square of $\tan \theta_{12}$. The constant phase difference of $180^\circ$ and the change in the relative magnitudes of the $x$ and $y$ intensities with $\theta_{12}$ determine the vectorial nature of the FWM emission for the $2 \times 2$ system.

These polarization properties can be more readily visualized by replotting the simulations of Figure 9.13 in terms of the parameters that determine the polarization ellipse, as we have done in Figure 9.14. The notation that we use for the polarization ellipse is repeated in the inset for the reader's convenience. The peak magnitude of the total intensity $S_0$ is independent of the orientation of the two incident polarizations (i.e., independent of $\theta_{12}$), and $S_0$ decays in time at the rate $2\gamma$. In direct contrast to the time-resolved polarization data shown in Figure 9.6, the emitted FWM signal is always linearly polarized ($\ell = 0$), and the orientation of the polarization ellipse $\theta_{ell}$ is constant in time for each $\theta_{12}$. As $E_1$ is rotated through an angle of $+\theta_{12}$ in the counterclockwise direction (see inset Figure 9.4), the orientation of the FWM polarization rotates through an equal, but opposite, angle in the clockwise direction (i.e., $\theta_{ell} = -\theta_{12}$). Because the simulated polarization is linear and independent of time, it displays no discontinuity in the orientation of $\theta_{ell}$ of the type observed in the data shown in Figure 9.6.

The static nature of the emission from the $2 \times 2$ system is more clearly illustrated by plotting the simulations of Figs. 9.13 and 9.14 as trajectories in the complex plane, as shown in Figure 9.15. Notice that static points along the real axis mark the constant linear polarizations that would be expected for the FWM emission from the $2 \times 2$ system in the absence of many-body effects. When compared directly to Figure 9.11, this representation in the complex plane provides a dramatic visualization of the power of femtosecond time-resolved polarization spectroscopy for studying many-body effects. In the absence of such effects, one would expect to observe stationary points in the plane. Instead, we see the wonderfully complicated trajectories shown in Figure 9.11 that cannot be explained without many-body effects and that contain a wealth of information about them.

Finally, it will prove useful when we include biexcitons in the next section to recognize that the two independent single-particle two-level diagrams of Figure 9.12a are equivalent to the two-particle four-level system shown in Figure 9.12b. In this two-particle energy level diagram, the ground state corresponds to two unexcited excitons: one for each spin system. The excited state $|e_+\rangle$ corresponds to having
FIGURE 9.14. The temporal evolution of the azimuthal angle $\theta_{\text{az}}(t)$, the ellipticity angle $\epsilon(t)$, and the total intensity $S_0(t)$ of the TR-FWM emission for selected angles $\theta_{12}$ between the two input polarizations, as calculated from the $2 \times 2$ model of Section 9.5. This is an alternative representation of the TR-FWM simulations shown in Figure 9.13. For convenience the inset again shows the nomenclature and conventions that we adopt for defining the polarization ellipse.

The $\sigma_+$ exciton in the excited state, but the $\sigma_-$ exciton in the ground state. Similarly, $|e_+\rangle$ corresponds to having $\sigma_-$ excited and $\sigma_+$ not. The state $|2e\rangle$ represents two excited excitons, but unbound. It is a straightforward exercise to show that the density matrix equations for the four-level two-particle system of Figure 9.12b are the same as those for Figure 9.12a.

9.6 Phenomenological Inclusion of Many-Body Contributions

The simple two-level picture of FWM presented in Section 9.5 has been very successful in describing coherent interactions in atomic and molecular systems.
and it has sometimes been used to gain qualitative information about coherent and incoherent FWM emission from semiconductors (e.g., \cite{33, 60}). However, it is clear from the experimental results described in Section 9.4 that this approach does not account for many of the characteristics of coherent FWM emission from hh excitons in semiconductors. For example, it does not describe the observed vectorial dynamics of the FWM emission. It should not be surprising that this simple picture fails to adequately describe coherent interactions in semiconductors. The approach presented in Section 9.5 treats the electron–hole states as an ensemble of independent two-level systems. This is appropriate for a dilute medium, such as an atomic gas at low pressures, but is not expected to be accurate for a dense medium, such as semiconductors, where many-body effects are known to be important. In fact, as we have already mentioned in Section 9.1, a complete description of the behavior of the FWM signal has been shown to require the inclusion of various exciton–exciton interaction phenomena \cite{24, 51–54}, such as local field corrections (LFC) \cite{4, 7, 15–18}, excitation-induced dephasing (EID) \cite{19–24}, and biexciton formation (BIF) \cite{25–32, 39}. In particular, each has been shown to produce TIFWM signals at negative delays and delayed peaks in the TR-FWM signal, as required by experiment.

Various procedures have been developed for including these Coulomb-induced many-body effects in a microscopic theory. One approach is to use nonequilibrium Green’s function methods to derive the most general form of the semiconductor Bloch equations (SBE) that include contributions of dynamical correlations and
quantum-kinetic processes [64–68]. Early numerical solutions have concentrated on effects such as dynamical screening within the screened Hartree–Fock approximation [69, 70], whereas the strong excitation and ultrafast regime (in which excitonic phase space filling is the leading nonlinearity) have been investigated extensively in the unscreened Hartree–Fock approximation. More recently, the influence of dynamical correlations in the screened Hartree–Fock approximation (and modifications thereof) on the ultrafast nonlinearities has been investigated [71]. On the other hand, correlations within the $\chi^{(3)}$ regime, such as biexcitonic effects, have been found to be described within the dynamics-controlled truncation scheme [72–74]. In general, these approaches require lengthy numerical solutions, and analytic solutions are not possible. In order to minimize the formalism and to obtain closed-form solutions, we choose to include these processes phenomenologically by extending and modifying the density matrix approach that we began in the previous section.

Within this context, the simplest description of BIF in a homogeneously broadened MQW is to write the density matrix equations for the $\sigma_+$ and $\sigma_-$ transitions depicted by the two-particle five-level system shown in Figure 9.16 and to include LFC and EID effects phenomenologically. The five-level system of Figure 9.16 is readily recognized as the four-level system of Figure 9.12b to which we have added a level for the biexciton. Consequently, just as in Figure 9.12b, the ground state $|g\rangle$ corresponds to having two unexcited excitons (one for each spin). The excited state $|e_+\rangle$ corresponds to having the $\sigma_+$ exciton in the excited state, but the $\sigma_-$
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FIGURE 9.16. Schematic of the two-particle five-level energy diagram describing both spin systems and allowing for biexciton formation, where $|g\rangle$ represents the ground state (neither spin system excited); $|e_+\rangle$ denotes the state with the spin $-\frac{1}{2}$ particle excited but the spin $+\frac{1}{2}$ not; $|e_-\rangle$, the state with the spin $+\frac{1}{2}$ system excited but the spin $-\frac{1}{2}$ not; $|b\rangle$, the state with both particles excited and bound to form a biexciton; and $|2e\rangle$, the state with both particles excited but not bound to form a biexciton. The solid (dashed) lines represent transitions coupled by $\sigma_+$($\sigma_-$) polarized light, $E\Delta$ is the biexciton binding energy, and $\mu_{hh}$ and $\mu_b$ correspond to the hh exciton and the biexciton dipole matrix elements, respectively.
exciton in the ground state, and similarly, $|e_-\rangle$ corresponds to having $\sigma_-$ excited and $\sigma_+$ not. The state $|b\rangle$ indicates that both excitons of opposite spin are excited and bound to form a biexciton. The state $|2e\rangle$ represents two excited excitons, but unbound. The latter state is actually a continuum state; however, since the light couples states near $k = 0$ and since both excitonic and biexcitonic peaks appear as sharp lines in the MQW spectrum, this is a distinction that we will largely ignore (e.g., see [75] for a more complete discussion of this point).

The LFC is included by adding to the incident field a "local field" that is proportional to the total material polarization [15, 17]:

$$E_{\text{local}} = E + LP,$$

(9.18)

where $P$ is the total material polarization and $L$ is a local field parameter. The EID can be introduced by assuming that the dephasing rate is density-dependent $\gamma(n)$ and by expanding it in a Taylor series and keeping the first two terms [20, 21]:

$$\gamma(n) = \gamma_0 + \frac{\partial \gamma}{\partial n} n = \gamma_0 + N \frac{\partial \gamma}{\partial n} (\rho_{ee}^+ + \rho_{ee}^-),$$

(9.19)

where $\gamma_0$ is the low-density dephasing rate at the operating lattice temperature and $n = N(\rho_{ee}^+ + \rho_{ee}^-)$ is the total density of excited excitons, regardless of spin. Here, $N$ denotes the total density of oscillators of each spin system and $\rho_{ee}^\pm$ denotes the upper-level population matrix element for the spin $-\frac{1}{2}(\pm \frac{1}{2})$ system. Because it is the total population that determines the dephasing rate, this term provides a coupling between the two spin systems. These two equations can now be substituted into the density matrix equations for the two-particle five-level system of Figure 9.16.

As in Section 9.5, in order to obtain a closed-form solution (to third order), we assume that the pulses $E_1$ and $E_2$ have delta-function time dependences, and we assume that the two fields are linearly polarized and that $E_1$ has been rotated counterclockwise by an angle $\theta_1$ with respect to $E_2$, as depicted in Figure 9.3 (and the inset to Figure 9.4). Under these circumstances, it is a tedious yet straightforward task to solve the density matrix equations in closed form to third order. For positive time delays at time $t$, the resulting third-order polarization in the $2k_2 - k_1$ direction is given by

$$P_{2k_2 - k_1}(t) = \kappa \Theta(t) \Theta(\tau_{21}) \exp (i \delta \tau_{21}) \exp (-\gamma (t + \tau_{21}))$$

$$\times \left\{ 1 \left[ \begin{array}{c} \cos \theta_{12} \hat{x} \\ -\sin \theta_{12} \hat{y} \end{array} \right] + \left( \begin{array}{c} \cos \theta_{12} \hat{x} \\ 0 \hat{y} \end{array} \right) + i \xi \left[ \begin{array}{c} \cos \theta_{12} \hat{x} \\ -\sin \theta_{12} \hat{y} \end{array} \right] \right\} \frac{1 - \exp(-\gamma_c t)}{\hbar \gamma_c}$$

$$+ B^2 \left[ G(t) - \exp (\gamma t) \exp ((i \Delta - \gamma_b) t) (1 + F(t)) \left[ \begin{array}{c} \cos \theta_{12} \hat{x} \\ \sin \theta_{12} \hat{y} \end{array} \right] \right].$$

(9.20)

where

$$G(t) = \frac{-i \xi (1 - \exp ((i \Delta - \gamma_b) t))}{\hbar (\gamma_b - i \Delta)}$$
\[ F(t) = \frac{i\xi}{\hbar} \left( \frac{1 - \exp(-(i\Delta + \Gamma_4) t)}{\hbar \Gamma_4} - \frac{i\xi}{\hbar \Gamma_2} \right) \] 
\[ + \frac{\xi^2}{\hbar^2 (\Gamma_1 + i\Delta)} \left( \frac{(1 - \exp((i\Delta - \gamma_{BE}) t))}{\gamma_{BE} - i\Delta} - \frac{(1 - \exp(-2\gamma t))}{2\gamma} \right). \] 

where we have found it convenient to define the EID parameter \( \eta = 2\hbar N(\partial \gamma / \partial n) \) and the LFC parameter \( \xi = 2|\mu_{hh}|^2 N L \), where (as in Section 9.5) \( N \) is the total number of oscillators that can be excited in each spin state and \( \mu_{hh} \) is the hh dipole matrix element. Both the EID parameter and LFC parameter as defined here have the dimensions of energy. In (9.20)–(9.22), \( \hbar \Delta \) is the biexciton binding energy, \( B^2 = |\mu_b|^2 / \mu_{hh}^2 \), where \( \mu_b \) is the dipole matrix element for the exciton-to-biexciton transition and \( \Gamma_1 = 2\gamma - \gamma_{BE} \), \( \Gamma_2 = -\gamma_b + \gamma \Gamma_2 \), \( \Gamma_3 = 3\gamma - \gamma_b \), and \( \gamma_b = \gamma - \gamma_b + \Gamma_4 \), where \( \gamma_b \) is the dephasing rate of the biexciton-to-exciton transition, \( \gamma_{BE} \) is the dephasing rate associated with the biexciton-to-ground-state coherence, and \( \delta' = \omega_{hh} - \nu - \xi/2\hbar \).

In addition, \( \mathbf{P} \) is now the slowly varying amplitude that is associated with a total polarization that oscillates at the frequency \( \omega = \omega_{hh} - \xi/2\hbar \) where \( \hbar \omega_{hh} \) is the transition energy of the hh exciton and \( \xi/2\hbar \) is the static Lorentz shift caused by the local field:

\[ \left. \mathbf{P}(t) \right|_{2\mathbf{k}_2 - \mathbf{k}_1} = \frac{1}{2} \left[ \mathbf{P}(t) \exp[-i\omega t] \exp[i(2\mathbf{k}_2 - \mathbf{k}_1) \cdot \mathbf{r}] + \text{c.c.} \right]. \] 

Notice that (9.15) and (9.16) for the polarization of the \( 2 \times 2 \) system are recovered when \( B = 0, \eta = 0, \) and \( \xi = 0. \)

To obtain this solution, one must include all of the possible transitions shown in Figure 9.16 in the polarization \( \mathbf{P} \) that appears in the local field (see (9.18)). Only by including all possible transitions does the resulting FWM polarization reduce to the correct \( 2 \times 2 \) expression in the limit of vanishing biexcitonic contributions. Furthermore, we have made two assumptions regarding the unbound two-exciton state. We have assumed that the dephasing rates and the dipole matrix elements between the \( |2e\rangle \) and single-exciton states \( |e_\pm\rangle \) are the same as those for the exciton-to-ground-state transitions, i.e., equal to \( \gamma \) and \( \mu_{hh} \), respectively.

Equation (9.20) would seem to be a formidable result. However, by setting \( \eta = \xi = B = 0 \), the term multiplied by 1 is readily recognized as the solution to the \( 2 \times 2 \) system of Section 9.5 (see (9.16)). Similarly, by setting \( \xi = B = 0 \), the term multiplied by \( \eta \) is seen to give the contribution of EID when acting alone. Likewise, by first taking \( \eta = B = 0 \) and then \( \eta = \xi = 0 \), the term multiplied by \( \xi \) can be identified as the LFC response, and the \( B^2 \) term multiplied by 1 as the BIF response, respectively. The terms that involve either \( G(t) \) or \( F(t) \) are cross terms that disappear if either \( \xi \) or \( B \) vanishes. Elsewhere [58], we provide a detailed discussion of (9.20) and consider the physical origin of each of these terms. In that presentation [58], we introduce the independent \( 2 \times 2 \) system of Section 9.4 and
FIGURE 9.17. (a) The \(x\) component \(I_x(t)\) and (b) the \(y\) component \(I_y(t)\) of the TR-FWM intensity and (c) the phase difference \(\phi_x(t) - \phi_y(t)\), for selected angles \(\theta_{12}\) between the two input polarizations as calculated from the 2 \(\times\) 2 model modified to include EID, LFC, and BIF (i.e., calculated from the density matrix equations for the two-particle 5-level energy diagram of Figure 9.16 with EID and LFC included; see (9.20)). The time delay was fixed at \(\tau_{21} = +300\) fs.

each of the many-body effects one at a time in order to develop an intuitive feel for each contribution.

The \(x\) component \(I_x\) and the \(y\) component \(I_y\) of the TR-FWM intensity and the phase difference \(\phi_x - \phi_y\) between the \(x\) and \(y\) components of the field as calculated from (9.20) for \(\tau_{21} = 300\) fs are shown in Figure 9.17 for comparison with the data in Figure 9.5. In making this comparison one should remember that the simulated curves shown in Figure 9.17 should be “smoothed” by the finite width of the 150-fs excitation pulses for direct comparison with the experimental data. If this is kept in mind, the qualitative features depicted in these two figures are similar. The maximum value for \(I_x\) occurs at a significantly earlier time than that for \(I_y\), and the maximum of \(I_y\) at an angle of \(\theta_{12} = 0^\circ\) is comparable to the maximum of \(I_x\) at an angle \(\theta_{12} = 90^\circ\). In addition, notice that the temporal evolution of \(\phi_x - \phi_y\) is roughly the same for both simulation and experiment. In particular, notice that
FIGURE 9.18. (a) The azimuthal angle $\theta_{\text{sig}}(t)$ and (b) the ellipticity angle $\varepsilon(t)$ for selected angles $\theta_{12}$ between the two input polarizations as calculated from the $2 \times 2$ model modified to include EID, LFC, and BIF (see (9.20)). The time delay was fixed at $\tau_{21} = +300$ fs.

this phase difference is completely independent of $\theta_{12}$ for our model and that it shows only a weak dependence in the data of Figure 9.5. Also notice that the phase difference $\phi_x - \phi_y$ increases monotonically with time, and most importantly, at some moment its magnitude becomes equal to $90^\circ$.

The time-resolved azimuthal angle $\theta_{\text{sig}}(t)$ and the ellipticity angle $\varepsilon(t)$ corresponding to the calculated $I_x(t)$, $I_y(t)$, and $\phi_x - \phi_y$ of Figure 9.17 are plotted in Figure 9.18. (We have added a curve for $\theta_{12} = 55^\circ$ to Figure 9.18 to emphasize the discontinuity in the azimuthal angle.) Again, when EID, LFC, and BIF are all included, the major features observed in the TR-FWM polarization data shown in Figure 9.6 are also present in the corresponding numerical simulations. The magnitude of the ellipticity increases then decreases with time. The azimuthal angle exhibits a distinct discontinuity. That is, the azimuthal angle moves toward more positive values (with increasing time) for small $\theta_{12}$ and toward larger negative values for larger $\theta_{12}$. This discontinuity is present in the simulations only if all three
processes are included, and it disappears if any of the processes is omitted (e.g., see Figure 26, 30, 32, or 38 of [58]).

Finally, the time-resolved polarization simulations of Figure 9.18 are replotted in the complex plane in Figure 9.19 for direct comparison with the data in Figure 9.11. Notice that the simulated trajectories in the complex plane are similar to those produced by the data. Specifically, notice that for an angle $\theta_{12}$ between 55° and 60° the trajectory passes through $-I$ at $t \approx 750$ fs in Figure 9.19. These are the same time and the same angle at which the discontinuity in the orientation occurs for the simulations shown in Figure 9.18. The discontinuity in the orientation that is observed in the data (Figure 9.6) occurs at a slightly different angle and time, but under identical circumstances.

For purposes of producing the simulations shown in Figs. 9.17-9.19, the following values were assigned to the parameters appearing in (9.20)-(9.23): $\gamma^{-1} = 1$ ps, $\gamma_h^{-1} = \gamma_h^{1} = 720$ fs, $\hbar\Delta = 1.5$ meV, and $\gamma_e^{-1}$ was taken to be long compared to the dephasing times. In addition, the LFC parameter $\xi$ equals 0.7 meV, the EID parameter $\eta$ equals 2 meV, and $\mu_b$ such as well as to the dephasing times. Nevertheless, we have performed extensive parametric studies, in which these parameters were varied over a considerable range (consistent with experimental conditions). We want to emphasize that while the quantitative position of a given feature depends on the choice of parameters, the qualitative features discussed here are surprisingly robust. In
particular, the discontinuity in the azimuthal angle shown in Figure 9.18 persisted over the entire range of parameters that we investigated when all three processes were included, but was not present for any other combination of processes.

Furthermore, it should be pointed out that this simple phenomenological model produces good qualitative agreement with a large number of features in the TR-FWM and TI-FWM signal that are not discussed in this chapter (see [51, 52, 58] for a discussion of some of these). Specifically, we note that the density matrix equations for the 5-level system of Figure 9.16 also can be solved to obtain a closed-form solution for the third-order polarization in the $2\mathbf{k}_2 - \mathbf{k}_1$ direction at negative delays (including EID and LFC). This expression can be found in [58]. Such a phenomenological model produces good agreement with the corresponding time-resolved polarization state measured at negative delays (see [52] for a detailed comparison of the data at a negative delay and this model).

### 9.7 Heavy-Hole and Light-Hole Quantum Beats in the Polarization State

To this point, our experiments have been limited to investigations of the coherent emission from the heavy hole (hh). That is, the laser was purposefully tuned below the hh exciton sufficiently to ensure that we excited as few light holes (lh) as possible and to avoid the complication of quantum beating between the lh and hh. In this section we describe measurements of the dynamics of the amplitude, phase, and polarization state of the emission from the same GaAs-AlGaAs MQW when the excitation spectrum is tuned so that both hh and lh excitons are excited and quantum beats are observed. Oscillations in both the time-integrated (e.g., [16, 76–78]) and time-resolved [79] FWM signals have been studied previously when both hh and lh excitonic transitions are excited. For example, both the spectral behavior of the time-integrated signal [80] and the temporal behavior of the time-resolved signal [79] have been used to distinguish quantum beating (which is associated with two coupled oscillators that share a common level) from polarization interference (which is associated with two independent oscillators).

In addition, there have been several studies of quantum beating that have addressed the dependence of the FWM signal (or its spectrum) on the input polarization. For example, it has been demonstrated that the amplitudes of quantum beats produced by incident pulses with parallel polarizations are exactly out of phase with the beats produced by orthogonally polarized pulses [33, 81]. However, conventional techniques were used for these measurements, and the polarization state of the emitted FWM signal was not measured. In fact, to the best of our knowledge, there has been only one previous study [82] that monitored the polarization state of the emitted FWM radiation in semiconductors in the quantum beat regime. This study [82] measured the time-integrated orientation of the polarization ellipse associated with the emitted FWM signal in ZnSe epilayers, but the degree to which the FWM signal was elliptically polarized was not measured, and the polarization
FIGURE 9.20. Measurements of the (a) $x$ component, $I_x(\omega)$, and (b) $y$ component, $I_y(\omega)$, of the spectral intensity and the (c) $x$ component, $\phi_x(\omega)$, and (d) $y$ component, $\phi_y(\omega)$, of the spectral phase of the FWM signal for selected angles $\theta_{12}$ between the two linear input polarizations in the strong quantum beat regime. The top inset shows the positions of the heavy-hole (hh) and the light-hole (lh) emission spectra with respect to the laser spectrum.

state was not time resolved. Even so, these measurements [82] revealed a dramatic beating in the time-integrated orientational angle, which required the inclusion of EID. (BIF contributions were experimentally eliminated, and LFC effects were not included.) Typically, in such cases, the lh-hh beating behavior has been explained by solving the density matrix equations for two independent three-level systems without including many-body or biexcitonic effects [33].

### 9.7.1 Strong Quantum Beat Regime

Initially, we review measurements [55, 56] in which the laser was tuned onto the lh exciton so that both the hh and lh were strongly excited, as shown schematically in the inset to Figure 9.20. Typical spectral amplitudes and spectral phases for both the $x$ and $y$ components of the FWM signal, which were extracted from spectral interferograms taken under these circumstances, are shown in Figure 9.20. Results are shown for selected angles $\theta_{12}$ between the two input polarizations. Clearly, strong emission is observed from both lh and hh excitons. Most importantly, notice that the $x$ and the $y$ spectral responses are again very different. As in Section 9.4 (when we excited only the hh), the emission for the $y$ component of the FWM spectral intensity $I_y(\omega)$ is red-shifted slightly with respect to the $x$ comp-
FIGURE 9.21. The measured (a) difference between the $x$ and $y$ components of the temporal phase, $\phi_x(t) - \phi_y(t)$, and the (b) $y$ component, $I_y(t)$, and (c) $x$ component, $I_x(t)$, of the temporal intensity of the FWM signal for selected angles, $\theta_{in}$, between the two input polarizations in the strong quantum beat regime, which are obtained by inverse Fourier transformation of the measured spectral phases and amplitudes (see Figure 9.20).

The corresponding temporal amplitudes and phases that are obtained by inverse Fourier transformation of the data in Figure 9.20, including the measured spectral phases, are shown in Figure 9.21. Strong beats are observed in both the $x$ and $y$ intensities, and the oscillations in $I_x(t)$ and $I_y(t)$ are exactly out of phase, in agreement with measurements by other groups using conventional time-resolved FWM techniques [33, 81]. However, the temporal phase information is not provided by conventional techniques. Notice that the phase difference $\phi_x(t) - \phi_y(t)$ also oscil-
lates at the hh-lh beat frequency, and in this strong quantum beat regime, abrupt phase jumps (approaching $\pi$ in magnitude) are observed in the phase difference at each minimum in either $I_x(t)$ or $I_y(t)$. Clearly, the time-varying differences in $x$ and $y$ amplitudes and phases shown in Figure 9.21 imply that the polarization state of the emitted radiation is varying in time.

In Figure 9.22, the dynamics of the polarization state corresponding to the data in Figure 9.21 are displayed explicitly in terms of the parameters that directly define the polarization ellipse for approximately one beat period ($\approx 377$ fs). Clearly, each of these parameters oscillates at the hh-lh beat frequency. The corresponding temporal behavior of the polarization ellipse is sketched in Figure 9.23 for an angle between the two input polarizations of $\theta_{12} = 60^\circ$. Notice that the orientation of the ellipse rotates through a full $180^\circ$ in one beat period. The ellipticity goes from linear to highly elliptical and then back to linear twice per beat period. And finally, the sense of rotation changes from clockwise (left circular) to counterclockwise.
FIGURE 9.23. Schematic of the temporal evolution of the polarization ellipse for one beat period corresponding to the data in Figure 9.22 for $\theta_{12} = 60^\circ$.

FIGURE 9.24. The measured time-resolved polarization state of the emitted FWM signal for selected angles between the two linear input polarizations $\theta_{12}$ in the strong quantum beat regime plotted as trajectories in the complex plane.

(right circular) each period.

Figure 9.24 shows the data in the strong quantum beat regime (i.e., corresponding Figs. 9.21 and 9.22) when the polarization dynamics are replotted as trajectories in the complex plane. When plotted in this way, it is clear that the polarization state is not a perfectly periodic function of the hh-lh beat frequency, but only approximately so. In addition, the “radii” of the “oscillations” in the complex plane systematically increase with increasing $\theta_{12}$.

The results shown in Figs. 9.21–9.24 emphasize once again the importance of determining the vectorial dynamics. If a single time-resolved scalar measurement had been performed, then we would have simply obtained the total intensity $S_0$. All of the information about the differences in the $x$ and $y$ intensities and the
phase differences shown in Figure 9.21 and all of the information concerning the ellipticity and azimuthal angle shown in Figs. 9.22 and 9.23 would have been lost. Furthermore, without a knowledge of \( \phi_x(t) \) or \( \phi_y(t) \) or \( \varepsilon \), we cannot determine the parameter \( \chi \) (see (9.12)). Consequently, we would lose all of the information about the trajectories shown in Figure 9.24. Finally, to verify that the oscillations described here were quantum beats, and not the result of polarization interference, we performed the tests described in [79].

9.7.2 A Qualitative Three-Level Description

As we have stated in the introduction to this section, lh-hh quantum beating behavior has often been explained by using a simple model based on the density matrix equations for two independent three-level systems [33], which does not include many-body or biexcitonic effects. In fact, as we will show in this subsection, many of the features in the polarization beating shown in Figs. 9.21-9.24 of Section 9.7.1 can also be qualitatively reproduced by this model without including many-body effects. In subsequent subsections we will show that many-body and biexcitonic effects are nevertheless clearly important.

In the simplest picture, the hh and lh excitons can be represented by two independent three-level (2 \times 3) systems that satisfy the selection rules shown in Figure 9.25. The FWM emission from such a system, when it is excited by \( \delta \)-function input pulses, can be shown [33] to be proportional to

\[
E_{\text{FWM}} \propto \Theta(t)\Theta(t_2)E_3^2E_1^* \exp\left[-\gamma(t + t_2)\right] \\
\left[(1 + A \exp[-i\Omega t])(1 + A \exp[i\Omega t_2])\cos \theta_{12} \hat{x} \right. \\
\left. - (1 - A \exp[-i\Omega t])(1 - A \exp[i\Omega t_2])\sin \theta_{12} \hat{y}\right].
\]

(9.24)

where \( \Omega \) is the difference between the hh and lh energies, and \( A \) is a phenomenological constant that reflects the relative strength of the hh FWM emission. In our case, the latter constant is the product of the square of the ratio of the hh and lh optical transition matrix elements (\( \approx \frac{1}{3} \)) and a spectral weighting factor (\( \approx 2 \)) to account for the detuning of the excitation wavelength with respect to the hh and lh excitons. We emphasize that this description does not phenomenologically include EID, LFC, or BIF.

\[\text{FIGURE 9.25. Schematic of the two independent three-level (2 \times 3) systems used to represent the hh and lh transitions in the absence of many-body effects.}\]
Inspection of (9.24) reveals that aside from an overall exponential decay, the
time-dependent part of the $x$ component, $(1 + A \exp \{-i\Omega t\})$, has the form of
the sum of two vectors: a stationary $hh$ unit vector and an $lh$ vector of magnitude
$A$ that precesses about it at the $lh$-$hh$ beat frequency $\Omega$. The $y$ component
$(1 - A \exp \{-i\Omega t\})$ has a similar form, except that the temporal phase of the $lh$
vector differs by $180^\circ$. The relative strengths of the $x$ and $y$ components are deter-
mined by the angle $\theta_{12}$ between the linear polarizations of the two input pulses. In
addition, for nonzero values of $A$, the amplitude and phase of the $x$ and $y$ compo-
nents will be changed by the time delay between pump and probe $\tau_{21}$ through the
factors $(1 \pm A \exp \{i\Omega \tau_{21}\})$. For this reason, the time-resolved quantum beating
behavior changes dramatically as a function of time delay.

The intensities $I_x(t)$ and $I_y(t)$ and the phase difference $\phi_x(t) - \phi_y(t)$ that are
calculated from (9.24) (using values of $\tau_{21} = 390$ fs and $A = 0.75$) are shown
in Figure 9.26 for selected angles $\theta_{12}$ between the input polarizations. The corre-
sponding orientation of the polarization ellipse $\theta_{\text{sig}}$, its ellipticity angle $\varepsilon$, and the
total intensity $I_0$ are displayed in Figure 9.27 for roughly one beat period. The quan-
titative agreement with the data shown in Figs. 9.21 and 9.22 is apparent. The
behavior illustrated in Figs. 9.21 and 9.22 and simulated in Figs. 9.26 and 9.27
is typical of that observed at this time delay for strong quantum beats (i.e., for
comparable FWM emission from the $hh$ and $lh$ excitons). These tendencies vary
dramatically for other time delays, for reasons discussed in the previous paragraph.

We caution that one should not conclude that many-body and biexcitonic effects
are unimportant simply because many features in the strong quantum beat regime
can be qualitatively described without them. Many-body effects are still present,
and this can be seen most easily by comparing the data and the simulations for
the independent $2 \times 3$ system in the complex plane. Figure 9.28 shows the $2 \times 3$
simulations (without many-body effects) in the strong quantum beat regime (i.e.,
corresponding to Figs. 9.26 and 9.27) when they are replotted in the complex plane.
As suggested by Figure 9.28, quantum beating in the absence of many-body effects
(i.e., (9.24)) can be readily shown to produce perfectly circular trajectories when
plotted in the complex plane. The radius and the center of the circle are determined
by $A$, $\theta_{\text{sig}}$, and $\tau_{21}$. By comparison, the data (Figure 9.24) produce trajectories that
are far from circular, and the "radius" changes significantly from one period to the
next. These distortions suggest the importance of many-body effects, even in the
presence of strong quantum beating. In the following section we provide additional
evidence for the presence of these effects.

9.7.3 Weak Quantum Beat Regime

One way to see that many-body and biexcitonic effects are present is to gradually
tune the laser to lower energies, so that fewer $lh$ excitons are excited and the
amplitude of the quantum beating is greatly reduced. Figure 9.29 shows the $x$ and
$y$ components of the spectral amplitudes and phases that were measured for selected
angles between the two input polarizations when the excitation wavelength was
tuned so that the ratio of the $hh$ emission peak to the $lh$ peak was $\approx 50 : 1$. As in the
FIGURE 9.26. Simulated strong quantum beats in the $x$ and $y$ intensities and phase difference as calculated from the density matrix equations for the two independent three-level systems shown in Figure 9.25 (without the inclusion of many-body effects).

Strong quantum beat regime (see Figure 9.20), notice that the $x$ and $y$ responses are very different. The emission for the $y$ component is spectrally broader and is again red-shifted slightly with respect to the $x$ component by an amount ($\approx 1.5$ meV) roughly equal to the expected biexcitonic binding energy. Also, the $x$ and $y$ phases are similar in shape, but they have dramatically different absolute magnitudes and slopes.

The corresponding temporal intensities $I_x(t)$ and $I_y(t)$ and the phase difference $\phi_x(t) - \phi_y(t)$ that are obtained by inverse transformation of the data in Figure 9.29 are shown in Figure 9.30. Notice that weak quantum beats are evident in both the amplitudes and phase difference. The data in Figure 9.30 are replotted in Figure 9.31 in terms of the orientation of the polarization ellipse $\theta_{\text{sig}}(t)$, the ellipticity angle $\varepsilon(t)$, and the total intensity $S_0(t)$. Clearly, each of these parameters oscillates at the hh-lh beat frequency; however, in this case, the quantum beats are superposed on a more complicated structure. For example, the orientation of the polarization ellipse $\theta_{\text{sig}}(t)$ rotates toward more positive angles (counterclockwise)
for small angles $\theta_{12}$ between the two incident linear polarizations, but reverses direction and rotates in the opposite direction (clockwise) for larger $\theta_{12}$. In addition, the ellipticity, on the average, increases and then decreases with time. We have discussed this behavior previously in Section 9.4 in connection with Figure 9.6, and we have argued in Section 9.6 that it requires the inclusion of many-body and biexcitonic effects. In addition, in Figure 9.30, it is evident that $I_1(t)$ continues to grow long after the two pump pulses have exited the sample, which has also been taken to be a consequence of many-body effects.

To further illustrate that the quantum beats are superposed on a polarization dominated by many-body and biexcitonic effects, we show the corresponding independent $2 \times 3$ simulations without many-body effects in Figure 9.32. These were calculated from (9.24) using $A = 0.07$ and $\tau_{21} = 300$ fs. While the beating phenomena shown in Figure 9.31 are well reproduced, the features that we have associated with many-body and biexcitonic effects are not. This is consistent with our conclusion that the latter features are associated with many-body effects and
FIGURE 9.28. Simulations of the polarization state of the TR-FWM signal for selected angles between the two linear input polarizations \( \theta_{13} \) in the strong quantum beat regime, as calculated from the two independent three-level model shown in Figure 9.25, plotted as trajectories in the complex plane. The arrow indicates the direction of increasing time.

emphasizes the importance of including such effects. Consequently, Figs. 9.30 and 9.31 illustrate that time-resolved polarimetry is extremely sensitive both to quantum interference effects (in this case, lh and hh quantum beating) and to many-body effects.

The separate contributions of exciton-exciton interactions and simple quantum beating are more apparent if we compare both the data and the simulations in the complex plane. Figure 9.33 shows the data and the simulations (without many-body effects) in the weak quantum beat regime (i.e., corresponding to Figs. 9.31 and 9.32, respectively) when they are replotted in the complex plane. Clearly, this representation provides a dramatic visualization of the power of fs time-resolved polarization spectroscopy for studying both quantum beats and exciton-exciton correlations. In the absence of many-body effects, again one would expect quantum beating to produce trajectories that are perfect circles. Instead, the data show that the quantum beats appear as loops superposed on dramatic trajectories that cannot be explained without many-body effects. Finally, we note that when the laser excitation energy is tuned even further below the lh resonance, so that a negligible number of lh are excited, the beats (loops) are no longer visible. In the latter regime, our previous data shown in Section 9.4 are recovered.
9.8 Heavy- and Light-Hole Oscillations: A Test for Exciton–Exciton Correlations

In the previous section we have shown that oscillations (or beats) are observed in the FWM signal when both hh and lh excitons are excited [16, 55, 56, 76–79, 83]. Similar beats have been observed between excitons in quantum wells of different widths [79, 80]. In one such study [79], which is of particular interest here, the behavior of the time-resolved FWM signal has been used to distinguish between quantum beating and polarization interference. In the context of [79], the oscillations are classified as quantum beats if the interference occurs within the material. For example, such oscillations might arise from two oscillators that share a common level. By comparison, the oscillations are classified as polarization interference if the interference occurs external to the material. For example, oscillations arising from the interference of light from two independent oscillators in a detector would be considered polarization interference. The definitions for quantum beating are actually more problematic than this (e.g., see [84, 85]), and we shall return to this discussion later.

Here, we describe time-resolved FWM measurements on a GaAs-AlGaAs MQW when the laser spectrum is tuned so that both hh and lh excitons are
excited and both excitation pulses have the same circular polarization. Under these excitation conditions, the hh and lh excitonic transitions share no common upper or lower states. Nevertheless, we demonstrate that strong oscillations at the hh-lh beat frequency are observed, and we use the test described in [79] to demonstrate that these oscillations behave like quantum beats. rather than polarization interference. Calculations based on the density matrix equations for two independent three-level (2 × 3) systems indicate that polarization interference, but not quantum beats, should be observed. Similar results are expected for the SBE in the Hartree–Fock limit. Consequently, this simple test provides an elegant demonstration of the importance of including many-body effects in any description of the excitonic dynamics and, more importantly, illustrates the necessity of including exciton–exciton correlations beyond the Hartree–Fock contributions. Additionally, we show that the observed quantum beating behavior can be reproduced by including a density-dependent dephasing term (i.e., by including EID).
FIGURE 9.31. The measured time-resolved (a) azimuthal angle $\theta_{\text{az}}$, (b) ellipticity angle $\epsilon$, and (c) total intensity $S_\circ$ in the weak quantum beat regime, corresponding to the data of Figure 9.30.

A simple phenomenological model based on EID predicts new features in the lh-hh oscillations that are quite distinct from those expected for purely quantum beating or for polarization interference. We demonstrate that these features are observed experimentally, and we use them to place limits on the magnitude of the density-dependent dephasing.

9.8.1 Distinguishing Quantum Beats from Polarization Interference

As stated above, in this section we will use a modified version of the test developed by Koch et al. [79] to distinguish between quantum beats and polarization interference to investigate exciton-exciton correlations. Consequently, in this subsection we will begin by reviewing the fundamentals of this test, and we will use it to demonstrate that we were justified in classifying the beats described in Section 9.7 as quantum beats.
Basically, Koch et al. [79] recognized that the temporal FWM response of a system that consists of two nonresonant transitions that share a common level (e.g., either three-level system shown in Figure 9.25) has a different dependence on the time delay \( \tau_{21} \) than a system consisting of two nonresonant transitions that do not share a common level (e.g., the two-level systems shown in Figure 9.34). They [79] then used this difference in the temporal behavior as a function of time delay to classify the oscillations into one of two categories: quantum beats or polarization interference. We will first review the theoretical basis for this test, then illustrate its use experimentally. Our theoretical presentation will very closely parallel that of [79], but we will put the formalism into our context and notation for the reader's convenience. The models presented in this subsection will provide a useful comparison for later subsections.

In illustrating the procedure used to distinguish quantum beats from polarization interference, we will contrast the response of the two three-level \((2 \times 3)\) systems of Figure 9.25 with the response of the four uncoupled two-level systems shown in
FIGURE 9.33. Comparison between the $(2 \times 3)$ simulations (without many-body effects) and the data for selected $\theta_{12}$ in the weak quantum beat regime when plotted as trajectories in the complex plane. The perfect circles represent the simulations, and the more complicated curves containing multiple loops the data. The arrows indicate the direction of increasing time.

FIGURE 9.34. Schematic of four independent two-level systems for producing polarization interference.

Figure 9.34. Notice that many-body effects are not included in the analysis at this point. In order to obtain the simplest description of our experiments and in order to obtain a closed form solution, we again assume that the pulses in the $k_2$ and $k_1$ directions have delta function time dependencies given by $\delta(t)$ and $\delta(t + \tau_{12})$, respectively. In addition, we assume that each is linearly $(x)$ polarized and that the dephasing is much faster than the population decay. Under these conditions, one can readily solve the density matrix equations for the four uncoupled systems shown in Figure 9.34 to third order. The FWM polarization that propagates in the
9. The Vectorial Dynamics of Coherent Emission from Excitons

\[ 2k_2 - k_1 \text{ direction is found to be proportional to} \]

\[ \mathcal{P}_{pl} = \kappa \Theta(t) \Theta(t_2) \exp(-i \delta \tau_{21}) \exp(-\gamma (t + \tau_{21})) \left[ 1 + A^2 \exp(-i \Omega (t - \tau_{21})) \right] \hat{x}. \tag{9.25} \]

where all of the constants and symbols have similar meanings as in previous sections. In particular, \( A \) in this case takes into account the strength of the emission from the \( c \)-to-\( h \) transitions relative to that from the \( c \)-to-\( a \) transitions, and \( \Omega = \omega_{ch} - \omega_{ca} \). However, if for direct comparison with our expressions involving hh's and lh's we take the resonance frequencies to be \( \omega_{ca} = \omega_{bh} \), \( \omega_{cb} = \omega_{lh} \), and the transition matrix elements to be \( \mu_{ca} = \mu_{bh} \) and \( \mu_{cb} = \mu_{lh} \), then the meanings are precisely the same as in previous expressions. This slowly varying polarization amplitude is written from the frame of reference of the "hh" exciton. Thus, (9.25) is the sum of two independent oscillators: The first represents the polarization oscillating at the hh frequency and the second at the lh frequency. The magnitude of the total polarization (and therefore of the net emitted field) oscillates at the beat frequency \( \Omega \) with the phase determined by \( \tau_{21} \), but there is no interaction (or interference) between the two polarizations within the material. Each propagates and oscillates independently. In this sense, the beating does not originate within the material.

The signal generated in the detector is proportional to the intensity and is proportional to

\[ S_0 \propto |\mathcal{P}_{pl}|^2 \propto \Theta^2(t) \Theta^2(t_2) I_1^2 I_2 \exp \left[ -2 \gamma (t + \tau_{21}) \right] \left[ 1 + A^4 + 2 A^2 \cos \left( \Omega (t - \tau_{21}) \right) \right]. \tag{9.26} \]

Thus, we see that the oscillations are a consequence of the nature of the detection process. Such oscillations were classified as polarization interference by [79]. It is also evident from this expression that the peak of each oscillation occurs at a time given by

\[ t_p = \tau_{21} + m \left( \frac{2 \pi}{\Omega} \right), \tag{9.27} \]

where \( m \) is an integer that labels the peak. Thus, one would expect to observe a linear relationship between each peak and the time delay \( \tau_{21} \) for polarization interference.

By comparison, if the two independent three-level systems of Figure 9.25 are excited with \( x \)-polarized pump pulses, both lh and hh states that share a common level will be excited (since \( x \)-polarized light is composed of equal parts left- and right-circular polarizations). In this case, the FWM polarization can be written as

\[ \mathcal{P}_{0h} = \kappa \Theta(t) \Theta(t_2) \exp(i \delta \tau_{21}) \exp(-\gamma (t + \tau_{21})) \times \left[ (1 + A \exp(i \Omega \tau_{21})) (1 + A \exp(-i \Omega t)) \right] \hat{x}. \tag{9.28} \]

Because of the shared level for each of the three-level systems, this polarization does not have the form of the sum of two independent oscillators or emitters. This is a consequence of the interference between polarizations within the material. The
detected intensity in this case takes the form

\[ S_0 \propto |P_{\text{OB}}|^2 \propto \Theta(t)\Theta(\tau_{21}) I^2 I_1 \exp \left[ -2\gamma (t + \tau_{21}) \right] \]
\[ \times \left\{ 1 + 2A^2 + A^4 + 2(A + A^3) \cos \Omega \tau_{21} \right. \]
\[ 
\left. + 2(A + A^3 + 2A^2 \cos \Omega \tau_{21}) \cos \Omega \tau \right\} . \tag{9.29} \]

Notice that the only time dependence is in the last term, which is proportional to \( \cos \Omega \tau \). Now the peaks in the oscillations occur at times \( t_p \) given by \( t_p = m(2\pi / \Omega) \). There is no dependence on \( \tau_{21} \). The slope of the \( t_p \) versus \( \tau_{21} \) curve is 0. The oscillations in this case were classified by [79] as quantum beats.

Based on a similar analysis, Koch et al. [79] suggested that one could distinguish quantum beats from polarization interference by simply plotting the position of each peak \( t_p \) in the TR-FWM signal as a function of the time delay \( \tau_{21} \). The result should be a straight line. The slope of the line will be zero if the time-resolved oscillations are the result of quantum beating, and the slope will be unity if they originate from polarization interference. (Note that we have taken our origin to coincide with the \( E_2 \) pulse. If the origin is taken to coincide with the \( E_1 \) pulse, as was done in the original paper [79], then a slope of 1 will be obtained for quantum beating and a slope of 2 for polarization interference.)

To illustrate this procedure and to test whether or not the hh-lh oscillations of Section 9.7 were the result of quantum beats or polarization interference, we performed this test on the FWM emission from our sample. Specifically, the laser wavelength was tuned onto the hh exciton so that both hh's and lh's were strongly excited. We then used the POLLIWOG geometry shown in Figure 9.3 to completely time resolve the FWM emission (including the polarization dynamics) as a function of time delay \( \tau_{21} (= \tau_2 - \tau_1) \) between the pump and probe pulses. For this initial test, POLLIWOG measurements were performed for \( E_1 \) and \( E_2 \) having the same linear (x) polarization state.

In Figure 9.35a, we show the total intensity \( S_0 \) of the time-resolved FWM signal for various time delays \( \tau_{21} \) between the pump and probe pulses when the sample was excited with two x-polarized pump pulses. The ellipticity angle and the orientation of the polarization ellipse were also time resolved. To within our experimental accuracy, the FWM signal was found to be linearly and x-polarized for all times and all time delays. For this reason, we plot only the total intensity in Figure 9.35. Clearly, oscillations at the hh-lh beat frequency are observed at each delay shown.

In Figure 9.35b we plot the position of each peak \( t_p \) in the time-resolved FWM signal (indicated by the arrows in Figure 9.35a) as a function of the time delay \( \tau_{21} \), for a more complete set of time delays. Clearly, the slope is zero. Consequently, the oscillations shown in Figure 9.35 behave like quantum beats and not polarization interference. This is exactly the behavior that we would have expected from a simple density matrix model for the \( 2 \times 3 \) system shown in Figure 9.25 (without many-body effects) based on (9.29).
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**FIGURE 9.35.** Results of measurements to distinguish quantum beating from polarization interference using two linearly $x$-polarized incident pump pulses: (a) Time-resolved measurements of the total intensity $S_0$ of the FWM signal for selected time delays $\tau_{21}$ between two incident pulses, and (b) the time $\tau_p$ at which each peak (indicated by an arrow in Figure 9.35(a)) occurs as a function of $\tau_{21}$, for a more complete set of time delays. The dotted line indicates a slope of unity.

### 9.8.2 A Test for Exciton–Exciton Correlations

By contrast, if the two independent three-level systems shown in Figure 9.25 were excited with two right circularly polarized pulses, only the lh transition on the left and the hh transition on the right would be excited. In this case, on the basis of the arguments presented in Section 9.8.1, one would expect to observe lh-hh oscillations as the result of the interference of light emitted by each independent oscillator (i.e., polarization interference), but one would not expect to observe quantum beating. And in fact, the FWM polarization under these excitation conditions is given by

$$
\mathcal{P}_{cir} = 2\kappa \Theta(t)\Theta(t_1) \exp(-i\delta \tau_{21}) \exp(-\gamma (t + \tau_{21})) \\
\times [1 + A^2 \exp(-i\Omega(t - \tau_{21}))] \hat{\sigma}_z.
$$

(9.30)
which has identically the same form as (9.25), except that the emission is circularly polarized. As a result, the measured time-resolved intensity has the same form as (9.26).

The results of performing the test to distinguish quantum beats from polarization interference when the sample is excited with two pulses that have the same (right) circular polarization are shown in Figure 9.36. In Figure 9.36a, the results of measuring the time-resolved FWM signal for selected time delays $\tau_{21}$ between the pump and probe pulses are shown. Again, the polarization state was also measured, and the FWM signal was found to be right circularly polarized for all times and all time delays. As for the linear excitation pulses (i.e., Figure 9.35), pronounced oscillations at the hh beat frequency are evident. In Figure 9.36b, the position of each peak in the time-resolved FWM signal (indicated by the arrows in Figure 9.36a)
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is plotted as a function of the time delay $\tau_{21}$, again for a more complete set of delays. The slope of each curve is approximately zero, not unity. Consequently, the oscillations produced when the sample is excited by two right circularly polarized pulses satisfy the criterion for quantum beats, not polarization interference. Since quantum beats would not be expected for two independent three-level systems without many-body effects (see (9.30)), this result suggests that the two excitonic systems are not independent, but are coupled and correlated. It should also be noted that the SBE, in their original form (i.e., in the Hartree–Fock limit, without EID or BIF included), also predict polarization interference, but no quantum beating when two right circularly polarized pulses are used. Consequently, the observation of quantum-beat-like behavior suggests a correlation beyond the Hartree–Fock limit. Our measurements are consistent with other [56, 74, 83] recent observations.

9.8.3 Coupling by Excitation-Induced Dephasing

The quantum-beating-like behavior shown in Figure 9.36 requires the inclusion of a process that strongly couples the two spin systems shown in Figure 9.25. One such process, which has been invoked previously, is EID [20]. EID can be phenomenologically included in the SBE [20], but analytical solutions to the full SBE are not possible, and in general, the SBE require lengthy numerical solution. The simplest approach is to solve the density matrix equations for the two three-level systems shown in Figure 9.25 and to again include EID phenomenologically by expanding the dephasing rate in a Taylor series, as given by (9.19). As we have stated previously, because it is the total population (regardless of spin) that determines the dephasing rate, EID provides a coupling between the two three-level systems. One can readily obtain a closed-form solution to these modified density matrix equations for right circular excitation pulses by making the same approximations that we have made throughout (namely, by assuming delta function time dependences for the excitation pulses and by assuming that the dephasing is much faster than the population decay). Under these circumstances, the FWM polarization that propagates in the $2k_2 - k_1$ direction is found to be proportional to

$$\mathcal{P}_{EID} \propto \Theta(t)\Theta(\tau_{21}) \xi_1^2 \xi_2^* \exp(-\gamma(t + \tau_{21})) \times \left\{ \left[ 1 + A^2 \exp(-i\Omega(t - \tau_{21})) \right] + \left( \frac{\eta t}{2\tau} \right) \right\} \hat{\sigma}^+. \quad (9.31)$$

In writing (9.31), we have assumed that the carrier densities are sufficiently small that we may neglect the density dependence of the dephasing rate in determining the overall exponential decay. This density dependence is readily included. We neglect it for reasons of simplicity and self-consistency. This approximation in no way affects the conclusions discussed here. Equation (31) basically consists of two terms (each enclosed in square brackets). The first term (in square brackets) has
the same form as the FWM polarization that we have associated with polarization interference (see (9.25)), and the second term, which is multiplied by \( \eta t/2\hbar \), has the same form as the FWM polarization that we have associated with quantum beats (see (9.28)).

There are two limits of immediate interest: \( \eta t/2\hbar \ll 1 \) and \( \eta t/2\hbar \gg 1 \). When \( \eta t/2\hbar \ll 1 \) for all times of interest, (9.31) reduces to the result that would be obtained for the two independent, uncoupled three-level systems shown in Figure 9.25 (i.e., to (9.30)). As we have already stated, in this case, the lh transition is excited in the system on the left and the hh transition in the system on the right. Under these conditions, the optically excited transitions share no common level, and there is no coupling between the excited states in the two independent systems. The latter conditions clearly correspond to polarization interference. In this limit, the detected intensity is given by (9.26) for polarization interference, and thus there is a linear relationship between the peak of one of the oscillations in time \( t_p \) and the time delay \( \tau_{21} \), as predicted by (9.27). This limit (\( \eta = 0 \)) is represented by the dotted line in Figure 9.36b.

By comparison, if \( \eta t/2\hbar \gg 1 \), the light is still directly coupled only to the lh transition on the left and the hh transition on the right. That is, the optically excited transitions still technically share no common level, but now the upper levels are strongly coupled through the density-dependent dephasing given by (9.19). In this case, using (9.31), we find the total FWM intensity to be proportional to

\[
S_0 \propto |\mathcal{P}_{E1D}|^2 \propto \Phi(t)\Phi(\tau_{21})I_1 l_2 (\eta t/2\hbar)^2 \exp \left[-2\gamma(t + \tau_{21})\right] \times \left[1 + 2A^2 + A^4 + 2(A + A^3)\cos \Omega \tau_{21} + 2(A + A^3 + 2A^2 \cos \Omega \tau_{21})\cos \Omega t\right].
\]

(9.32)

Except for the multiplicative factor of \( (\eta t/2\hbar)^2 \), (9.32) is mathematically equivalent to (9.29) that one obtains for quantum beating when one excites the two independent three-level systems shown in Figure 9.25 with linearly polarized light (without including many-body effects). Thus, we see that in the strong coupling limit the effects of EID are mathematically equivalent to sharing a common level, even though there is clearly a physical difference. In this limit, as with (9.29), the slope of the \( t_p \) versus \( \tau_{21} \) curve is 0, which is identical to the slope exhibited by the data shown in Figure 9.36. This is the type of behavior that previously has been attributed to quantum beating.

The solid curves in Figure 9.36b are the results of simulations using the full FWM polarization given by (9.31) with \( \eta = 4 \) meV and \( \Omega = 2\pi/340 \) fs\(^{-1}\), and they demonstrate that this model produces qualitatively and quantitatively agreement with the data presented to this point. However, (9.31) predicts new features in the hh-lh oscillations that are not characteristic either of pure quantum beating or of polarization interference. For example, as we explained earlier, the first term in square brackets in (9.31) produces a response that is characteristic of polarization interference, and the second term in square brackets (which is multiplied by \( \eta t/2\hbar \)) produces a response that resembles quantum beating. Since the second term is proportional to time, one expects it to be negligible for times \( t \ll 2\hbar/\eta \) and dom-
inant for \( t \gg 2\hbar/\eta \). In other words, for the parameters given here, (9.31) predicts a transition from polarization-interference-like behavior to quantum-beating-like behavior on a characteristic time scale of \( 2\hbar/\eta \approx 330 \) fs (for \( \eta = 4 \) meV). It is very difficult to unambiguously distinguish a transition of this duration occurring near \( t = 0 \) because of the finite widths of our pulses (which are not currently taken into account in our model).

Equation (9.31) also predicts a dynamic periodic competition between the two types of oscillations as a function of time delay \( \tau_{21} \), with a period equal to the hh-hh beat frequency. Inspection of (9.31) reveals that the "quantum beating" term is not only multiplied by \( \eta t/2\hbar \), but is proportional to \((1 + A \exp(i\Omega t_{21}))\). Consequently, the contribution of the term that we have associated with "quantum beating" will be periodically reduced with respect to the term that we have associated with "polarization interference." A minimum in the "quantum beating" term will occur each time \( \tau_{21} \) is an odd multiple of \( \pi/\Omega \). The consequences of this behavior are illustrated in Figure 9.37, where the simulated time-resolved FWM signals (calculated using (9.31)) are shown for equally spaced time delays between 300 and 667 fs. Notice that for time delays \( \tau_{21} \) near 510 fs (\( \approx 3\pi/\Omega \)) the positions of the peaks in the FWM signal are shifted, the oscillations are distorted, and their amplitudes are dramatically reduced at early times \( t \). At longer times \( t \) (as \( \eta t/2\hbar \) becomes larger and the "quantum beating" term increases in strength), the
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**FIGURE 9.37.** Calculations (using 9.31) of the total intensity \( S_0 \) of the FWM signal as a function of time for equally spaced time delays \( \tau_{21} \) between the two incident pulses in the range between 300 and 667 fs.
Figure 9.38. Measurements of the total intensity $S_0$ of the FWM signal as a function of time for equally spaced time delays $\tau_{11}$ between the two incident pulses in the range between 444 and 795 fs.

Oscillations become stronger, their periods more regular, and the positions of the beat maxima more quantum-beat-like. Similar behavior is consistently observed in the data, as illustrated in Figure 9.38.

Careful comparison of Figure 9.37 and Figure 9.38 shows that the minimum in the "quantum beating" contribution in the data occurs at a time delay that is shifted by $\approx 140$ fs compared to the minimum in the simulations. We do not know the origin of this shift, and it is the subject of ongoing investigation; however, we speculate that it is a consequence of our assuming delta function excitation pulses. The actual excitation pulses are each $\approx 150$ fs in duration, and the frequencies that are resonant with the hh exciton have been determined to have phases that are slightly different from those that are resonant with the lh. Consequently, with the exception of the simulations shown in Figure 9.37, the time delays for all simulations have been shifted by 140 fs to facilitate a direct comparison with the data.

The new features described above, which are not characteristic of quantum beating or polarization interference, and the excellent agreement between the data and the simulations based on (9.31) are also apparent if both data and simulation are plotted in the conventional format used to discriminate quantum beats from polarization interference (e.g., see Figure 9.35 or 9.36). Figure 9.39 shows a plot of the temporal position of the peak in the lh-hh oscillations as a function of delay between the two pump pulses. This figure differs from Figure 9.36 in that
FIGURE 9.39. (a) Time-resolved measurements of the total intensity $S_0$ of the FWM signal for selected time delays $\tau_{21}$ between the two incident pulses in the range between 500 and 800 fs, and (b) the time $\tau_p$ at which each peak (indicated by an arrow in (a)) occurs as a function of $\tau_{21}$, for a more complete set of time delays. The solid lines are the result of simulations based on (9.31).

It focuses on the behavior at longer time delays in the vicinity of a minimum in the quantum beating term. Clearly, the data in this region cannot be described by a straight line with slope of either 0 or 1 as required by quantum beating or polarization interference, respectively, acting individually. Simulations based on (9.31) do, however, produce good agreement with the data.

We recognize the crudeness of the calculation presented here. Our principal point is not that EID is responsible for the quantum-beating-like behavior shown in Figs. 9.36–9.40, although we have shown that our results are consistent with this possibility. What this calculation and the data of Figs. 9.36–9.40 demonstrate is that when excitation pulses with the same circular polarizations are used, the test that was originally designed to distinguish quantum beats from polarization interference becomes an effective test for excitonic correlations beyond local field
effects and beyond those contained in the original SBE in the Hartree–Fock limit. In fact, the data presented here suggest that such effects are not only important, but that they dominate the FWM response under these excitation conditions. Finally, the features observed here make it clear that the coupling between the spin systems is dynamic, rather than static. While hh-hh mixing of the valence band states (e.g., as the result of strain or quantum confinement) can conceptually provide a coupling between the two spin systems, such a mixing would produce a static coupling and can not explain the dynamic results discussed here.

A secondary point to be made concerning the results presented in this section is that the classification of hh-hh oscillations as quantum beats or polarization interference is problematic and perhaps overly simplistic. If one accepts the definition that oscillations arising from interference within the sample are quantum beats, then in this sense, the oscillations arising from the exciton-exciton correlations are quantum beats. However, the beats arising from the exciton-exciton correlations are clearly fundamentally different from the beats arising from lh and hh transitions that share a common level. The coupling is dynamic in the case of the former, and the sharing is a static condition for the latter. Finally, it can be argued that the term “quantum beats” should be reserved for measuring oscillations that directly monitor the Raman coherence terms. In the latter sense, all of the phenomena that we have discussed here must be classified as polarization interference, since two-pulse self-diffraction FWM geometries do not monitor the Raman coherence directly (see [84] for a discussion of this latter point).

9.8.4 Estimate of the EID Coupling Strength

We emphasize that this technique isolates, and is particularly sensitive to, the strength of the coulomb-induced coupling between the excitons. We now illustrate this sensitivity by using the simple model that we have described in Section 9.6. That model phenomenologically includes EID, LFC, and BIF. The LFC will not provide a resonant coupling between the two spin systems, and therefore, they can be neglected. Moreover, the technique described here prevents the formation of pure biexcitons involving either two hh excitons or two lh excitons of opposite spin by using two excitation pulses with the same circular polarizations. However, under these excitation conditions, mixed biexcitons can be formed from one lh exciton and one lh exciton having opposite spins. Mixed hh-lh biexcitons have been observed in ZnSe quantum wells, but their contribution to the FWM signal was found to be roughly an order of magnitude weaker than that of hh biexcitons [86]. We have examined our FWM spectra for evidence of mixed lh-hh biexciton formation when we excite with two right circularly polarized pulses, and we find no resolvable signal at the expected mixed biexciton frequency (to within our experimental accuracy under our excitation conditions). For these reasons, we neglect the contributions of mixed lh-hh biexcitons here. Consequently, within the context of this phenomenological model, only EID can provide the needed coupling. Therefore, when the sample is excited with two pulses having the same
circular polarization, the model that we have used in Section 9.6 reduces to the one used in Section 9.8.3.

In fact, the features displayed in Figs. 9.36–9.39 allow a rough quantitative estimate of the strength of the coupling between the two spin systems, again, within the context of the model presented here. Figure 9.40 illustrates the sensitivity of this technique to the EID parameter. This figure shows a comparison between the data and simulations using three values of the EID parameter: $\eta = 0, 4,$ and $20$ meV. Notice that $\eta = 0$ produces reasonable agreement for all time delays $\tau_{21}$ for early times $t$, when EID effects are expected to be negligible (i.e., $t \ll \hbar/\eta$), but poor agreement at later times (when $t > \hbar/\eta$). By comparison, $\eta = 20$ produces acceptable agreement with the data at later times when EID effects are expected to dominate, but poor agreement for earlier times. Of the three values shown here, only $\eta = 4$ produces acceptable agreement at all times. The simulated solid curves
shown in Figures 9.36, 9.37, and 9.39 were all produced using this value for the EID parameter. From a comparison with the data presented in this work only, we estimate the EID parameter to be $4 \pm 2$ meV.

9.9 Summary

In this chapter we have demonstrated that sensitive techniques exist that allow one to measure the amplitude, phase, and polarization state of extremely weak, ultrafast coherent emission from MQWs, and that the vectorial dynamics contain useful information about many-body effects, quantum interference, and optical anisotropies that would be difficult to obtain in any other way. In fact, as we have illustrated here, when only hh excitons are excited, all of the polarization dynamics are associated with many-body effects. Under these excitation conditions, the amplitudes and the phases of the $x$ and $y$ components of the coherent FWM emission are found to exhibit systematic (but distinct) variations with the orientation of the input polarizations. From these, a self-consistent picture of the temporal dynamics of the amplitude, phase, and polarization state is obtained that delineates the roles of many-body effects, such as local field corrections, excitation-induced dephasing, and biexcitons, in determining the excitonic dynamics. Consequently, this is an extremely sensitive geometry for studying such effects, one that we have only begun to exploit!

In addition, we have shown that the polarization state is extremely sensitive to the differences in phase associated with various quantum beating phenomena. For example, when both hh and lh excitons are excited, we have shown that the ellipticity, the orientation, and the sense of rotation of the polarization ellipse (as well as the FWM emission amplitude) oscillate dramatically at the hh-lh quantum beat frequency. In the strong quantum beat regime, some of the features can be qualitatively described without many-body effects; however, even in this regime, it is clear, when the data are replotted in the complex plane, that the beats are “distorted” by other effects. In the weak quantum beating regime, it is clear that the quantum beating is superposed upon polarization dynamics that require the inclusion of many-body and biexcitonic effects.

We have also shown that the polarization selection rules for FWM can be used to modify a test that was originally designed to distinguish between quantum beats and polarization interference to demonstrate the presence of strong exciton-exciton correlations in MQWs. Specifically, we have demonstrated that the oscillations at the hh-lh frequency exhibit quantum-beat-like behavior even when the FWM signal is produced by two pulses that have the same circular polarization. The latter observation is contrary to the predictions based on either the density matrix equations for two independent three-level systems or the conventional semiconductor Bloch equations, both of which predict that polarization interference, but not quantum beats, should be observed. Consequently, the observation of quantum-beat-like behavior when exciting with two pulses having the same circular polarization pro-
vides clear evidence for exciton–exciton correlations and provides evidence that
those correlations go beyond those contained in the semiconductor Bloch equa-
tions in the Hartree–Fock limit. The procedure that we have described provides a
simple effective test for such processes. In addition, we have shown that excitation-
induced dephasing is among those processes that can produce such correlations. A
model based on the latter process predicts new features that are not characteristic
of either quantum beating or polarization interference. We have demonstrated that
such features are indeed observed, and we have used these to place quantitative
limits on the magnitude of the density-dependent dephasing in the context of a
simple phenomenological model.

Finally, we remark that the studies reviewed here demonstrate that the polar-
ization state is very sensitive to all sorts of induced and intrinsic anisotropies—in
both the index of refraction and the absorption coefficient. This should also make
these techniques extremely useful in probing the band structure of strained MQWs
and MQWs grown in unconventional directions.
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We demonstrate the presence of strong exciton-exciton correlations in GaAs-AlGaAs multiple quantum wells by using the polarization selection rules for four-wave mixing and a test that was originally designed to distinguish between quantum beats and polarization interference. We show that, when the four-wave-mixing signal is produced by two pulses that have the same circular polarization, dynamic beating behavior is observed at the heavy-hole-light-hole frequency that provides evidence of Coulomb-induced correlations that go beyond those expected from the semiconductor Bloch equations in the Hartree-Fock approximation and beyond the local field corrections used in simple phenomenological models. Moreover, this behavior cannot be explained by invoking bielectric effects. We demonstrate that this dynamic excitonic coupling can be explained in terms of a competition between quantum-beat-like and polarization-interference-like behavior, and we show that such behavior can be used to place quantitative limits on the coupling strength. In addition, we use a simple phenomenological model to show that excitation-induced-dephasing can produce such correlations.
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I. INTRODUCTION

In recent years, dephasing processes associated with nonequilibrium carriers in semiconductors and semiconductor heterostructures have often been investigated by using four-wave-mixing (FWM) techniques to monitor the decay of the coherent macroscopic polarization. Initially, the dephasing was studied by measuring the temporally-integrated intensity or spectrum of the diffracted FWM signal. Later, the FWM intensity was time-resolved by cross-correlating it with an ultrashort laser pulse via frequency up conversion in a nonlinear crystal. When excitons of different energies are excited, oscillations (or beats) are observed both in the time-integrated and time-resolved FWM signal. Such beats have been observed, for example, between light-hole (lh) and heavy-hole (hh) excitons and between excitons in quantum wells of different widths. In one such study, the behavior of the time-resolved FWM signal was used to distinguish quantum beating (which is associated with two coupled oscillators that share a common level) from polarization interference (which is associated with two independent oscillators).

Often, the beating behavior has been explained by using the single-particle density matrix equations for two independent three-level systems. However, a complete description of the behavior of the FWM signal has been shown to require the inclusion of various exciton-exciton interaction phenomena, such as local field corrections, excitation-induced dephasing, and bielectricities. Various procedures have been developed for including these Coulomb-induced many-body effects in a microscopic theory. One approach is to use nonequilibrium Green's functions methods to derive the most general form of the semiconductor Bloch equations (SBE's) that include contributions of dynamical correlations and quantum kinetic processes. Early numerical solutions have concentrated on effects such as dynamical screening within the screened Hartree-Fock approximation, whereas the strong and ultrafast regime, in which excitonic phase space filling is the leading nonlinearity, has been investigated extensively in the unscreened Hartree-Fock approximation. More recently, the influence of dynamical correlations in the screened Hartree-Fock approximation (and modifications thereof) on the ultrafast nonlinearities has been investigated. On the other hand, correlations within the $\chi^{(3)}$ regime, such as bielectric effects, have been found to be described within the dynamics controlled truncation scheme.

Here, we perform time-resolved FWM measurements on a GaAs-AlGaAs multiple quantum well when the excitation spectrum is tuned such that both hh and lh excitons are excited. We show that strong oscillations at the hh-lh beat frequency are observed when the two pump pulses have the same circular polarizations. Moreover, we use the test described in Ref. 17 to demonstrate that these oscillations behave as quantum beats, rather than polarization interference. Calculations based on the density matrix equations for two independent three-level systems indicate that polarization interference, but not quantum beats, should be observed. Similar results are expected for the SBE in the Hartree-Fock limit. Consequently, this simple test provides an elegant demonstration of the importance of including many-body effects in any description of the excitonic dynamics and, more importantly, illustrates the necessity of including exciton-exciton correlations beyond the Hartree-Fock contributions. Additionally, we show that the observed quantum beating behavior can be reproduced by including a density-dependent dephasing term (so-called excitation-induced dephasing or EID). A simple phenomenological model based on EID predicts new features in the hh-lh oscillations that are quite distinct from those expected for purely quantum beating or for polarization interference. We demonstrate that these features are observed experimentally and use them...
to place limits on the magnitude of the density-dependent dephasing.

II. DUAL-CHANNEL SPECTRAL INTERFEROMETRY

Our measurements were performed using the dual-channel spectral interferometric technique shown schematically in Fig. 1. This technique, which we have described previously,6-8,55,56 allows the complete characterization of the FWM emission, including its amplitude, phase and vectorial dynamics. As shown, each pulse from our mode-locked Ti:sapphire laser was divided into three parts. Two of the pulses [−150 fs full-width at half maximum of the intensity (FWHM)], with fields $E_1$ and $E_2$ and wave vectors $k_1$ and $k_2$, were used to generate the FWM signal in the direction $2k_2 - k_1$ in the conventional manner. The third (reference) pulse was linearly polarized at 45°, so that it had equal x and y components. A fixed time delay was introduced between the reference pulse and the FWM signal, and the amplitude and the phase of the reference pulse were carefully measured using second-harmonic frequency-resolved optical gating (SHG-FROG).56 The FWM signal then was allowed to interfere with the fully characterized time-delayed reference pulse by combining them collinearly. The combined signal was subsequently separated into x and y components, and each component was separately dispersed by a spectrometer. Typical spectral interferograms for the x and y components as recorded on a CCD array are shown in Fig. 1(b). They each have the form

$$l'_{\text{ref}}(\omega) = l'_{\text{FWM}}(\omega) + 2\sqrt{l'_{\text{FWM}}(\omega)l'_{\text{ref}}(\omega)} \cos[\phi'_{\text{FWM}}(\omega) - \phi'_{\text{ref}}(\omega) - \omega \tau].$$

where $l'_{\text{FWM}}(\omega)$ and $l'_{\text{ref}}(\omega)$ are the spectral intensities and $\phi'_{\text{FWM}}(\omega)$ and $\phi'_{\text{ref}}(\omega)$ are the spectral phases of the FWM signal and reference pulse, respectively, and where $i$ takes on the values $x$ and $y$ for the two polarization directions. The delay $\tau$ (typically $\sim 5$ ps) was chosen to yield fringes of a convenient spacing.

If the spectral intensity $I'_{\text{ref}}(\omega)$ and spectral phase $\phi'_{\text{ref}}(\omega)$ of each component of the reference are known, then the spectral intensity $I'_{\text{FWM}}(\omega)$ and spectral phase $\phi'_{\text{FWM}}(\omega)$ of each component of the FWM signal and the reference time delay $\tau$ can be retrieved from the corresponding spectral interferograms with a high degree of accuracy using fringe inversion techniques67,58 that have been discussed previously. For our measurements, the spectral intensity $I'_{\text{ref}}(\omega)$ and the spectral phase $\phi'_{\text{ref}}(\omega)$ of each component of the reference pulse were independently determined from the FROG characterization. A degree of redundancy was achieved by separately measuring the spectral intensity $I'_{\text{FWM}}(\omega)$ of each component of the FWM signal by blocking the reference and measuring it with the spectrometer. Similarly, each component of the spectral intensity $I'_{\text{ref}}(\omega)$ of the reference was determined by blocking the signal and measuring it with the spectrometer. The delay $\tau$ was also confirmed using a separate calibration procedure.

The temporal amplitude $I'_{\text{FWM}}(t)$ and the temporal phase $\phi'_{\text{FWM}}(t)$ of each component were subsequently obtained by inverse Fourier transformation of the corresponding spectral amplitude and phase. In this way, the complete time-resolved vectorial dynamics, as well as the overall amplitude and phase, were measured. We emphasize that conventional time-resolved FWM techniques measure the temporal intensity, and therefore, they provide no phase information. Moreover, such techniques are scalar in nature. That is, either they monitor a single selected polarization component of the FWM signal, or they integrate over all polarization directions. In either case, conventional techniques provide little or no information about the vectorial dynamics which occur during a FWM emission process. Previously, we have shown that the vectorial dynamics contain essential information about many-body and quantum-interference effects that would be difficult to obtain using conventional techniques.19,20,23-27

Here, we completely time resolve the FWM emission (including the polarization dynamics) as a function of the time delay $\tau_{21}$ ($= t_2 - t_1$) between the two pump pulses for two input polarization configurations: (i) $E_1$ and $E_2$ having the same linear (x) polarization and (ii) $E_1$ and $E_2$ having the same (right) circular polarization. The measurements were performed on a sample consisting of 10 periods of ~14-nm-wide GaAs wells alternating with 17-nm-thick AlGaAs barriers, which were grown on a (001)-oriented GaAs substrate. The sample was mounted onto a glass flat. The GaAs substrate was removed by selective etching to permit transmission measurements, and an antireflection coating was applied to the exposed air-semiconductor interface to reduce Fabry-Perot effects. The measurements were performed at 80 K. At this temperature, the sample had a hh linewidth of $\sim 1.3$ meV, and a hh-lh energy separation of 12 meV. The bandwidth of the excitation pulses was restricted to $\sim 15$ meV, which resulted in a measured pulselwidth of $\sim 150$ fs (FWHM). Given the hh-lh splitting, this spectral width was sufficiently broad to allow the simultaneous excitation of both lh’s and hh’s, yet was narrow enough to allow the ratio
of hh-to-lh emission to be varied over a wide range as the laser wavelength was tuned. At the fluence used here ($1 \mu J/cm^2$), the estimated carrier density is $1.5 \times 10^{10} cm^{-3}$ ($2 \times 10^{10} cm^{-2}$), and the hh linewidth is further broadened to $3.7 meV$. At this operating temperature and carrier density, this sample has been separately shown to be homogeneously broadened.

III. DISTINGUISHING QUANTUM BEATS FROM POLARIZATION INTERFERENCE

As stated in the introduction, we will use a modified version of the test developed by Koch et al. to distinguish between quantum beats and polarization interference to investigate exciton-exciton correlations. Basically, Koch et al. recognized that the temporal FWM response of a system that consists of two nonresonant transitions that share a common level has a different dependence on the time delay $\tau_{21}$ than a system that consists of two nonresonant transitions that do not share a common level. They then used this difference in the temporal behavior as a function of time delay to classify the oscillations into one of two categories: quantum beats or polarization interference. In this section, we begin by first reviewing the fundamentals of this test, then illustrate its use experimentally. Our theoretical presentation will closely parallel that of Ref. 17, but we will put the formalism into our context and notation for the reader's convenience. The results reviewed in this section then will provide a useful direct comparison for the results presented in later sections.

We will illustrate the procedure used to distinguish quantum beats from polarization interference by contrasting the FWM response of the two three-level (2 x 3) systems of Fig. 2 when they are excited with two pump pulses having the same linear polarization with the response of the same systems when they are excited with two pump pulses having the same circular polarization. In the simplest picture (and in the absence of many body effects), the 2 x 3 system and the selection rules shown in Fig. 2 can be used to represent the electronic states associated with the hh and lh transitions for the two spin states in a quantum well.

We initially assume that each pulse is linearly (\sigma) polarized. In addition, in order to obtain the simplest description of our experiments and in order to obtain a closed form solution, we assume that the pulses in the $k_2$ and $k_1$ directions have delta function time dependencies given by $\delta(t)$ and $\delta(t + \tau_{21})$, respectively. Under these excitation conditions, both lh and hh transitions that share a common level in each of the 2 x 3 systems shown in Fig. 2 will be excited (since $x$-polarized light is composed of equal parts left- and right-circular polarizations). In this case, one can readily solve the density matrix equations for the two three-level systems shown in Fig. 2 to third-order. The polarization that propagates in the $2k_2 - k_1$ direction is found to be proportional to

$$P_{08} \cdot \Theta(t) \cdot \Theta(\tau_{21}) \cdot e^{i_{c1}} e^{i_{c2}} \exp[-\gamma(t + \tau_{21})]$$

$$\times \{ [1 + A \exp(i\Omega \tau_{21})] [1 + A \exp(-i\Omega \tau_{21})] \} ^{\delta}$$

where $\Theta$ denotes the Heaviside step function. $\delta_1$ and $\delta_2$ are the slowly varying electric field amplitudes of the two pump pulses, $\gamma$ is the dephasing rate, $\Omega$ is the difference between the hh and lh energies, and $A$ is a phenomenological constant that reflects the relative strength of the hh FWM emission. In our case, $A$ is the product of the square of the ratio of the lh and hh optical transition matrix elements ($\frac{1}{2}$) and a spectral weighting factor ($\frac{1}{2}$) to account for the detuning of the excitation wavelength with respect to the hh and lh excitons. As shown schematically in Fig. 1(c), furthermore, we have assumed that the dephasing is much faster than the population decay.

The slowly varying polarization amplitude given by Eq. (2) is written from the frame of reference of the hh exciton. Thus, the term $[1 + A \exp(-i\Omega \tau_{21})]$ in Eq. (2) is the sum of two oscillators: The first represents the polarization oscillating at the hh frequency, and the second at the lh frequency. However, these oscillators are not independent. The initial (at $t = 0$) relative phases and amplitudes of the two oscillators are fixed at a value determined by the factor $[1 + A \exp(i\Omega \tau_{21})]$ which multiplies both oscillators. This coupling is a consequence of the shared level, and in this sense, the "interference" or beating takes place within the material. The magnitude of the total polarization (and therefore of the net emitted field) oscillates at the beat frequency $\Omega$ with a phase that is independent of $\tau_{21}$.

The signal generated in the detector is proportional to the intensity and, therefore, it is proportional to

$$S_0 \cdot |P_{08}|^2 \cdot \Theta(t) \cdot \Theta(\tau_{21}) \cdot e^{i_{c1}} e^{i_{c2}} \exp[-2\gamma(t - \tau_{21})]$$

$$\times \{ [1 + 2A^2 + A^4 + 2(A + A^3)\cos \Omega \tau_{21}]$$

$$+ 2(A + A^3 + 2A^2 \cos \Omega \tau_{21}) \cos \Omega \tau_{21} \} ^{\delta}$$

Notice that the only term that oscillates in time is the last one, which is proportional to $\cos \Omega \tau_{21}$. Consequently, it is evident that the peaks of this oscillation occur at times $t_p$ given by

$$t_p = m(2\pi / \Omega)$$

where $m$ is an integer which labels successive peaks. Thus, the position of a given peak does not depend on $\tau_{21}$. The slope of the $t_p$ versus $\tau_{21}$ curve is 0. Such oscillations were classified in Ref. 17 as quantum beats.

By contrast, if the two independent three-level systems shown in Fig. 2 are excited with two right-circularly polarized pulses, only the lh transition on the left and the lh transition on the right will be excited. In this case, the two excited oscillators share no common level, and the FWM polarization that propagates in the $2k_2 - k_1$ direction is proportional to
\[ \mathcal{P}_0 \Theta(t) \Theta(t) \exp[-\gamma_1 (t + \tau_{21})] \times \{ 1 + A^2 \exp[-i \Omega (t - \tau_{21})] \} \delta_+ , \]

where \( \delta_+ \) denotes right circularly polarized light. The slowly varying polarization amplitude given by Eq. (5) again is written from the frame of reference of the "hh" exciton. In this case, Eq. (5) is the sum of two independent oscillators: The first represents the polarization oscillating at the hh frequency, and the second the polarization oscillating at the lh frequency with an independent phase determined by \( \tau_{21} \). The magnitude of the total polarization (and therefore of the net emitted field) oscillates at the beat frequency \( \Omega \) with the phase determined by \( \tau_{21} \), but there is no interaction (or interference) between the two polarizations within the material. Each propagates and oscillates independently. In this sense, the beating does not originate within the material.

Again, the signal generated in the detector is proportional to the intensity and is proportional to

\[ S_0 \mathcal{P}_0 \mathcal{P}_1^2 \Theta(t) \Theta(t) \mathcal{P}_2 \exp[-2 \gamma (t + \tau_{21})] \times \{ 1 + A^2 + 2 A^2 \cos[\Omega (t - \tau_{21})] \} . \]

(6)

In this case, we see that the oscillations are a consequence of the nature of the detection process. Such oscillations were classified as polarization interference in Ref. 17. It is also evident from this expression that the peak of each oscillation occurs at a time given by

\[ t_p = \tau_{21} + m \frac{2 \pi}{\Omega} \]

(7)

Thus, one would expect to observe a linear relationship between each peak and the time delay \( \tau_{21} \) for polarization interference.

Based on a similar analysis, Koch et al.\textsuperscript{17} suggested that one could distinguish quantum beats from polarization interference by simply plotting the position of each peak \( t_p \) in the time-resolved FWM signal as a function of the time delay \( \tau_{21} \). The result should be a straight line. The slope of the line will be zero if the time-resolved oscillations are the result of quantum beating, and the slope will be unity if they originate from polarization interference. (Note that we have taken our origin to coincide with the \( \mathcal{E}_2 \) pulse. If the origin is taken to coincide with the \( \mathcal{E}_1 \) pulse, as was done in the original paper,\textsuperscript{17} then a slope of 1 will be obtained for quantum beating and a slope of 2 for polarization interference.) We emphasize that many body effects are not included in the analysis to this point.

To illustrate this procedure and to test whether the hh-lh oscillations in our previous publication\textsuperscript{30} were the result of quantum beats or polarization interference, we performed this test on the FWM emission from our sample. Specifically, the laser wavelength was tuned onto the hh exciton so that both hh's and lh's were strongly excited. We used the geometry shown in Fig. 1 to completely time resolve the FWM emission (including the polarization dynamics) as a function of time delay \( \tau_{21} \) between the pump pulses. Measurements were performed first, for \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) having the same linear (hh) polarization state and, then, for \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) having the same (right) circular polarization state.

In Fig. 3(a), we show the total intensity \( S_0 \) of the time-resolved FWM signal for various time delays \( \tau_{21} \) between the pump and probe pulses when the sample was excited with two x-polarized pump pulses. The ellipticity angle and the orientation of the polarization ellipse were also time resolved. To within our experimental accuracy, the FWM signal was found to be linearly and x-polarized for all times and all time delays. For this reason, we plot only the total intensity in Fig. 3(a). Clearly, oscillations at the hh-lh beat frequency are observed at each delay shown. In Fig. 3(b), we plot the position of each peak \( t_p \) in the time-resolved FWM signal [indicated by the arrows in Fig. 3(a)] as function of the time delay \( \tau_{21} \) for a more complete set of time delays. Clearly, the slope is zero for each peak. Consequently, the oscillations shown in Fig. 3(b) behave as quantum beats and not polarization interference. This is exactly the behavior that we would have expected from a simple density matrix model for the \( 2 \times 3 \) system shown in Fig. 2 (without many-body effects) based on Eq. (3).

IV. A TEST FOR EXCITON-EXCITON CORRELATIONS

The results of performing the test to distinguish quantum beats from polarization interference when the sample is excited with two pulses that have the same (right) circular polarization are shown in Fig. 4. In Fig. 4(a), the results of measuring the time-resolved FWM signal for selected time delays \( \tau_{21} \) between the pump and probe pulses are shown. Again, the polarization state was also measured, and the FWM signal was found to be right circularly polarized for all times and all time delays. As for the linear excitation pulses [i.e., Fig. 3(a)], pronounced oscillations at hh-hh beat frequency are evident. In Fig. 4(b), the position of each peak in
two spin systems shown in Fig. 2. One such process, which has been invoked previously, is EID. EID can be included in the SBE, but analytical solutions to the full SBE are not possible, and in general, the SBE require lengthy numerical solution. The simplest approach is to solve the density matrix equations for the two three-level systems shown in Fig. 2 and to include EID phenomenologically by expanding the dephasing rate in a Taylor series and keeping the first two terms:

$$\gamma(n) = \gamma_0 + \frac{\partial \gamma}{\partial \tau} n = \gamma_0 + N \frac{\partial \gamma}{\partial \tau}(\rho_{ee} + \rho_{ee}^-).$$

(8)

where \(\gamma_0\) is the low density dephasing rate at the operating lattice temperature and \(n = N(\rho_{ee} + \rho_{ee}^-)\) is the total density of excited excitons, regardless of spin. Here, \(N\) denotes the total density of oscillators of each spin system and \(\rho_{ee}^-\) denotes the upper level population matrix element for the spin \(-\frac{1}{2} (+\frac{1}{2})\) system. Because it is the total population that determines the dephasing rate, this term provides a coupling between the two three-level systems.

One can readily obtain a closed form solution to these modified density matrix equations for right circular excitation pulses by making the same approximations that we have made throughout (namely, by assuming delta function time dependences for the excitation pulses and by assuming that the dephasing is much faster than the population decay). Under these circumstances, the FWM polarization that propagates in the \(2k_x-k_1\) direction is found to be proportional to

$$\mathcal{P}_{FWM}(t) \propto \Theta(t) \Theta(t_2) \mathcal{E}_2^* \mathcal{E}_1 \exp[-\gamma(t+t_2)].$$

(9)

where the parameter \(\eta = 2Nh(\gamma\tau/\hbar)\), which has units of energy, is the EID parameter that we have used in previous publications, and it is a measure of the strength of the density dependence of the dephasing. Equation (9) basically consists of two terms (each enclosed in square brackets). The first term (in square brackets) has the same form as the FWM polarization that we have associated with polarization interference [see Eq. (5)], and the second term, which is multiplied by \(\eta t/\hbar\), has the same form as the FWM polarization that we have associated with quantum beats [see Eq. (2)].

There are two limits of immediate interest: \(\eta t/\hbar \ll 1\) and \(\eta t/2\hbar \gg 1\). When \(\eta t/2\hbar \ll 1\) for all times of interest, Eq. (9) reduces to the result that would be obtained for the two independent, uncoupled three-level systems shown in Fig. 2 [i.e., to Eq. (5)]. As we have already stated, in this case, the lh transition is excited in the system on the left, and the hh transition is excited in the system on the right. Under these conditions, the optically excited transitions share no common level, and there is no coupling between the excited states in the two independent systems. The latter conditions clearly correspond to polarization interference. In this limit, the detected intensity is given by Eq. (6) for polarization interference, and thus, there is a linear relationship between the peak

V. COUPLING BY EXCITATION-INDUCED-DEPHASING

The quantum-beating-like behavior shown in Fig. 4 requires the inclusion of a process that strongly couples the
of one of the oscillations in time $t_p$ and the time delay $\tau_{21}$, as predicted by Eq. (7). This limit ($\eta=0$) is represented by the dotted line in Fig. 4(b).

By comparison, if $\eta t/2\hbar \gg 1$, the light is still directly coupled only to the lh transition on the left and the hh transition on the right in Fig. 2. That is, the optically-excited transitions still technically share no common level, but now the upper levels are strongly coupled through the density-dependent dephasing given by Eq. (8). In this limit, using Eq. (9), we find the total FWM intensity to be proportional to

$$S_0 \propto |P_{FWM}|^2 \approx \frac{2A(\tau_{21})/\tau_{21}^2 (\eta t/2\hbar)^2 \exp(-2\gamma(t+\tau_{21}))}{1 + 2A^2 + 2(A^3 + A^2)\cos\Omega \tau_{21} + 2(\tau_{21}^2 + 2A^2)\cos\Omega \tau_{21}\cos\Omega t}.$$  \hspace{1cm} (10)

Except for the multiplicative factor of $(\eta t/2\hbar)^2$, Eq. (10) is mathematically equivalent to Eq. (3). Thus, we see that in the strong coupling limit the effects of EID are mathematically equivalent to sharing a common level, even though there is clearly a physical difference. In this limit, as with Eq. (3), the slope of the $S_0$ versus $\tau_{21}$ curve is 0, which is identical to the slope exhibited by the data shown in Fig. 4. This is the type of behavior that has previously been attributed to quantum beating.

The solid curves in Fig. 4(b) are the results of simulations using the full FWM polarization given by Eq. (9) with $\eta = 4 \text{ meV}$ and $\Omega = 2\pi \times 340 \text{ fs}^{-1}$, and they demonstrate that this model produces qualitative and quantitative agreement with the data presented to this point. However, Eq. (9) predicts new features in the hh-lh oscillations that are not characteristic either of pure quantum beating or of polarization interference. For example, as we explained earlier, the first term in square brackets in Eq. (9) produces a response that is characteristic of polarization interference and the second term in square brackets (which is multiplied by $\eta t/2\hbar$) produces a response that resembles quantum beating. Since the second term is proportional to time, it will be negligible for times $t=2\hbar/\eta$ and dominant for $t=2\hbar/\eta$. In other words, for the parameters given here, Eq. (9) predicts a transition from polarization-interference-like behavior to quantum-beating-like behavior on a characteristic time scale of $2\hbar/\eta \approx 330 \text{ fs}$ (for $\eta = 4 \text{ meV}$). It is very difficult to unambiguously distinguish a transition of this duration occurring near $t=0$ because of the finite width of our pulses (which are not currently taken into account in our model).

Equation (9) also predicts a dynamic, periodic competition between the two types of oscillations as a function of time delay $\tau_{21}$, with a period equal to the lh-hh beat frequency. Inspection of Eq. (9) reveals that the "quantum beating" term is not only multiplied by $\eta t/2\hbar$, but is proportional to $1 + A \exp(i\Omega \tau_{21})$. Consequently, the contribution of the term that we have associated with "quantum beating" will be periodically reduced with respect to the term that we have associated with "polarization interference". A minimum in the "quantum beating" term will occur each time $\tau_{21}$ is an odd multiple of $\pi/\Omega$. The consequences of this behavior are illustrated in Fig. 5, where the simulated time-resolved FWM signals [calculated using Eq. (9)] are shown for equally spaced time delays between 300 and 667 fs. Notice that for time delays $\tau_{21}$ near 510 fs ($\sim 3\pi/\Omega$) the positions of the peaks in the FWM signal are shifted, the oscillations are distorted, and their amplitudes are dramatically reduced at early times $t$. At longer times $t$ (as $\eta t/2\hbar$ becomes larger and the "quantum beating" term increases in strength), the oscillations become stronger, their periods more regular, and the positions of the beat maxima more quantum-beat-like. Similar behavior is consistently observed in the data, as illustrated in Fig. 6.

Careful comparison of Figs. 5 and 6 shows that the minimum in the "quantum beating" contribution in the data occurs at a time delay that is shifted by $\sim 140 \text{ fs}$ compared to the minimum in the simulations. We do not know the origin of this shift, and it is the subject of ongoing investigation; however, we speculate that it is a consequence of our assuming delta function excitation pulses. The actual excitation pulses are each $\sim 150 \text{ fs}$ in duration, and the frequencies which are resonant with the hh exciton have been determined to have phases that are slightly different from those that are resonant with the lh. Consequently, with the exception of the

---

FIG. 5. Calculations of the total intensity $S_0$ of the FWM intensity as a function of time for equally spaced time delays $\tau_{21}$ between the two incident pulses in the range between 300 and 667 fs.

FIG. 6. Measurements of the total intensity $S_0$ of the FWM intensity as a function of time for equally spaced time delays $\tau_{21}$ between the two incident pulses in the range between 444 and 795 fs.
FIG. 7. (a) Time-resolved measurements of the total intensity $S_0$ of the FWM intensity for selected time delays $\tau_{21}$ between the two incident pulses in the range between 500 and 800 fs and (b) the time $t_p$ at which each peak (indicated by the arrows in (a)) occurs as a function of $\tau_{21}$, for a more complete set of time delays. The solid lines are the result of simulations based on Eq. (9).

The simulations shown in Fig. 5, the time delays for all simulations have been shifted by 140 fs to facilitate a direct comparison with the data.

The new features described above, which are not characteristic of quantum beating or polarization interference, and the excellent agreement between the data and the simulations based on Eq. (9) are also apparent if both data and simulation are plotted in the conventional format used to discriminate quantum beats from polarization interference (e.g., see Figs. 3 or 4). Figure 7 shows a plot of the temporal position of the peak in the lh-hh oscillations as a function of delay between the two pump pulses. This figure differs from Fig. 4 in that it focuses on the behavior at longer time delays in the vicinity of a minimum in the quantum beating term. Clearly, the data in this region can not be described by a straight line with slope of either 0 or 1 as required by quantum beating or polarization interference, respectively, acting individually. Simulations based on Eq. (10) (i.e., the solid lines in Fig. 7) do, however, produce good agreement with the data.

VI. ESTIMATE OF THE COUPLING STRENGTH

We emphasize that this technique isolates and is particularly sensitive to, the strength of the Coulomb-induced correlations, or coupling, between the excitons. We now illustrate that sensitivity by using the simple model that we have described in our previous work. That model phenomenologically includes EID, local field effects and biexciton formation. The local-field effects will not provide a resonant coupling between the two spin systems and therefore, they can be neglected. Moreover, the technique described here prevents the formation of pure biexcitons involving either two hh excitons or two lh excitons of opposite spin by using two excitation pulses with the same circular polarizations. However, under these excitation conditions, mixed biexcitons can be formed from one hh exciton and one lh exciton having opposite spins. Mixed hh-lh biexcitons have been observed in ZnSe quantum wells, but their contribution to the FWM signal was found to be roughly an order of magnitude weaker than that of hh biexcitons. We have examined our FWM spectra for evidence of mixed lh-hh biexciton formation when we excite with two right circularly polarized pulses, and we find no resolvable signal at the expected mixed biexciton frequency (to within our experimental accuracy under our excitation conditions). For these reasons, we neglect the contributions of mixed lh-hh biexcitons here. Consequently, within the context of this phenomenological model, only EID can provide the needed coupling. Therefore, when the sample is excited with two pulses having the same circular polarization, the model that we have used previously reduces to the one used in the previous section. Moreover, the features displayed in Figs. 4-7 allow a rough quantitative estimate of the strength of the EID coupling between the two spin systems, again, within the context of the model presented here.

Figure 8 illustrates the sensitivity of this technique to the EID parameter. This figure shows a comparison between the data and simulations using three values of the EID parameter: $\eta=0$, 4, and 20 meV. Notice that $\eta=0$ produces reasonable agreement at early times $t$ when EID effects are
expected to be negligible (i.e., $t<2\hbar/\eta$), for all time delays $\tau_1$, but this value produces poor agreement at later times (when $t>2\hbar/\eta$). By comparison, $\eta=20$ produces acceptable agreement with the data at later times when EID effects are expected to dominate, but poor agreement for earlier times. Of the three values shown here, only $\eta=4$ produces acceptable agreement at all times. The simulated solid curves shown in Figs. 4, 5, and 7 were all produced using this value for the EID parameter. From a comparison with the data presented in this work only, we estimate the EID parameter to be $4\pm2\text{meV}$.

Our principal point is not that EID is the only process that can produce the quantum-beating-like behavior shown in Figs. 4–8 (although we have shown this interpretation to be consistent with the simple phenomenological model which has been successful in accounting many other features in our FWM data\textsuperscript{24,25}). A rigorous analysis should be based on a detailed microscopic theory. Once such a calculation is performed, the procedure described here can be used to evaluate the strength of the exciton-exciton correlations in that model in the same way that we have used it here to evaluate the EID parameter.

VII. CONCLUSION

The data and calculations presented here demonstrate that, when excitation pulses with the same circular polarizations are used, the test that was originally designed to distinguish quantum beats from polarization interference becomes an effective test for Coulomb-induced excitonic correlations that go beyond the Hartree-Fock contributions (or, in terms of the phenomenological model used in this paper, beyond the local field effects)\textsuperscript{60}. Moreover, these correlations are in addition to biexcitonic effects, since biexcitonic contributions are found to be negligible when a single circular polarization is used for both pump pulses. In fact, the data presented in Figs. 4–8 suggest that these correlations are not only import-

tant, but that they dominate the FWM response under these excitation conditions. Finally, the features observed here make it clear that the coupling between the spin systems is dynamic, rather than static. While hh-hh mixing of the valence band states (e.g., as the result of strain or quantum confinement) can conceptually provide a coupling between the two spin systems, such a mixing would produce a static coupling, and therefore, it can not explain the dynamic results discussed here.

A secondary point to be made concerning the results presented here is that the classification of hh-hh oscillations as quantum beats or polarization interference is problematic and, perhaps, overly simplistic. If one accepts the definition that oscillations arising from interference within the sample are quantum beats (and, conversely, that oscillations arising from interference at the detector are polarization interference) then, in this sense, the oscillations arising from the exciton-exciton correlations (Fig. 7) and those arising from a shared common level (Fig. 3) are both quantum beats. However, the beats arising from the exciton-exciton correlations are clearly fundamentally different from the beats arising from hh and hh transitions that share a common level. The coupling is dynamic in the case of the former, and the sharing is a static condition for the latter. Finally, it can be argued that the term “quantum beats” should be reserved for measuring oscillations that directly monitor the Raman coherence terms. In the latter sense, all of the phenomena that we have discussed here must be classified as polarization interference, since two-pulse self-diffraction FWM geometries do not monitor the Raman coherence directly (see Refs. 61 and 62 for a discussion of this latter point).
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Abstract: Dual-beam spectral interferometric techniques are used to time-resolve the polarization state of the coherent emission from both intentionally and unintentionally strained GaAs/AlGaAs multiple quantum wells following irradiation with very weak femtosecond pulses. Any anisotropy in the in-plane strain is shown to result in dramatic oscillations in the intensity, the orientation, and the ellipticity of the coherent emission at the heavy-hole light-hole beat frequency. This behavior is shown to be the result of replacing the circularly polarized optical selection rules with elliptically polarized selection rules in the uniaxially strained sample. When only the heavy-hole transition is excited with linearly polarized light, these elliptical selection rules lead to a linearly polarized coherent emission that is rotated with respect to incident orientation. The degree of rotation of the coherent emission as a function of sample orientation is used to quantify the anisotropy in the strain. When the in-plane strain is uniform, no such rotation and no light-hole heavy-hole beats in the polarization state of the coherent emission are observed.
1. Introduction

Dephasing processes in semiconductors have been studied in detail in recent years. The circularly polarized optical selection rules (CPOSR) for the heavy-hole ($hh$) and light-hole ($lh$) excitonic transitions have played an essential role in the interpretation of many of these experiments. In addition, it is often impossible to avoid introducing stress and strain into the samples used in these experiments during growth and fabrication. For this reason, it is important to understand and to quantify the effects of stress and strain on the optical selection rules. Here, we describe our use of dual-beam spectral interferometric techniques to time resolve the polarization state of the coherent emission induced by a single ultrashort optical pulse in intentionally and unintentionally strained multiple quantum well (MQW) samples. From the dynamics of the polarization state, we determine whether the sample is uniformly or anisotropically strained in the plane of the wells. For the special case of a uniaxially-strained sample, we demonstrate that the polarization selection rules are elliptical, as expected, and we extract a numerical value for the difference in the strain tensor elements. That is, we quantify the strain.

2. Experimental Technique

The two samples used in this study are shown schematically in Fig. 1. The first sample (Fig. 1a) was prepared using a standard procedure that we (and others) routinely use to prepare our samples for four-wave-mixing (FWM) and other nonlinear optical studies. In this case, no strain and no anisotropy were intentionally introduced. In the second sample (Fig. 1b), we intentionally introduced a uniaxial strain. Each sample was prepared from a separate piece of the
same wafer, which consists of ten periods of 14-nm-wide GaAs wells alternating with 17-nm-thick Al$_{0.3}$Ga$_{0.7}$As barriers grown on a (001)-oriented GaAs substrate. The first sample was glued to a BK7 glass window, the GaAs substrate was removed with a selective etch, and an antireflection coating was applied to the top surface. The second sample was processed in a similar manner, except that the sample was bonded to a $b$-cut LiTaO$_3$ substrate with the $c$-axis in the plane of the sample along the [110] axis, as shown in Fig. 1b. Measurements (to be described below) were then performed on each sample at 80K. The thermal expansion coefficients$^{4,5}$ of GaAs, BK7 and LiTaO$_3$ are shown in Table 1. The thermal expansion coefficients of GaAs and the amorphous BK7 glass are close, but not identical. Consequently, the sample in Fig. 1a will be strained, but the strain is expected to be uniform in the plane of the sample. By comparison, the sample in Fig. 1b will experience a net compressive uniaxial strain along the $a$-axis.$^{6-8}$

The polarization state of the coherent emission induced in each of these samples by a single 172 fs pulse from a mode-locked Ti:sapphire laser was measured using a dual-beam spectral interferometer that we have described previously,$^{3,9,10}$ as indicated schematically in Fig. 2. For our purposes, we need only recall that this interferometer allows us to time resolve the amplitude, the phase, and the polarization state of the emitted signal. Also, for the measurements to be described in this paper, the incident pulse was always linearly and $x$-polarized, and the sample was rotated by an angle $\delta$ with respect to the linear polarization of the incident field as shown in Fig. 2b. The notation that we use for the polarization ellipse of the emitted light is shown in Fig. 2c. Here, $\theta_{\text{sig}}$ designates the orientation of the polarization ellipse and $\varepsilon$ denotes the ellipticity angle, which is determined by the ratio of the minor axis to major axis.
In general, the emission traveling in the direction of the incident pulse will consist of the transmitted portion of the incident pulse, the first-order coherent emission, and higher order contributions to the coherent emission. However, the excitation pulses used in the experiments to be reported here had a fluence of $\sim 20 \text{ nJ/cm}^2$, which would produce an estimated areal carrier density of $\sim 10^8 \text{ cm}^{-2}$ (or $\sim 10^{14} \text{ cm}^{-3}$). Consequently, the coherent emission is weak and is dominated by the first-order term. Unless otherwise stated, the laser was tuned so that both $hh$ and $lh$ excitonic transitions were excited.

For the measurements on the uniaxial sample, a second LiTaO$_3$ window was attached to the first and rotated by 90°, so that the optical anisotropy from the first substrate would be compensated by the second. Nevertheless, a small residual anisotropy remained after the insertion of the second substrate. This remaining anisotropy was systematically removed by carefully measuring the Jones matrix$^{11}$ of the pair of substrates. The latter was accomplished by measuring the output polarizations after transmission through the pair of substrates for four known input polarizations. The Jones matrix was subsequently calculated from three of the known input polarizations and the corresponding measured output polarizations. As a check, the fourth input polarization was then calculated from the measured output polarization using the calculated matrix. Finally, to ensure consistency, this procedure was repeated for all combinations of the known input polarizations.

3. Results for the Uniaxial Sample

We discuss the results for the uniaxially strained sample first. The measured spectrum of the copolarized (with respect to the $x$-polarized incident field) component ($I_x(\omega)$) of the emission is shown by the solid line in Fig. 3a, and the spectrum of the orthogonally polarized component
(I_y(ω)) is shown in Fig. 3b. (The dashed lines are the results of simulations to be discussed below.) For these measurements, the sample was oriented such that the strain axis was at 45° with respect to the incident polarization (i.e., δ = -45° in Fig. 2b). The spectrum of the copolarized signal is identical to that of the incident pulse, except for small dips located at the hh and lh resonances, indicating that the copolarized signal is dominated by the transmitted portion of the incident pulse. By contrast, the cross-polarized spectrum consists predominately of emission at the lh and hh exciton resonances. The very presence of a distinct cross polarized component to the signal indicates that the sample is anisotropic.²

Dual-beam spectral interferometry allows the measurement of the spectral phases as well as the spectral amplitudes (i.e., Fig. 3a and 3b) of the x and y components of the signal. The difference (φ_x(ω)-φ_y(ω)) between the phases of the copolarized spectrum and the cross polarized spectrum is shown in Fig. 3c. The copolarized spectral phase, φ_x(ω), is approximately constant; therefore, the structure evident in Fig. 3c is predominately associated with φ_y(ω). Notice that the spectral phase difference has no significance, is difficult to obtain, and therefore, is not shown in spectral regions where there is no measurable contribution from either I_x(ω) or I_y(ω).

The temporal signals that are obtained by inverse Fourier transformation of the spectral data in Fig. 3 (including the phase information) are shown in Fig. 4. The time resolved copolarized component of the signal (upper solid curve in Fig. 4a) is dominated at early times by a strong peak corresponding to the transmitted portion of the incident pulse. This initial peak is followed by beats associated with the polarization interference between the linear coherent emissions from the hh and lh excitons. By comparison, the cross polarized component of the signal (lower solid curve in Fig. 4a) is much weaker, and it exhibits polarization interference beats that are 180° out of phase with those for the parallel component. The temporal phase
difference \((\varphi_x(t) - \varphi_y(t))\) between the copolarized and cross polarized fields is shown in Fig. 4b, and it too exhibits oscillations at the hh-lh beat frequency. Notice that we show the phase difference only for times after the transmitted pulse has passed. The transmitted portion of the incident pulse is linear and \(x\) polarized, and during the period that it is present, it so dominates the signal that it determines the polarization making the phase difference between it and the crossed component relatively irrelevant and difficult to determine.

It is interesting to note that the data shown in Fig. 3a and Fig. 3b could have been obtained by performing measurements of the \(x\) and \(y\) components of the signal with a spectrometer, and the upper and lower curves in Fig. 4a could have been obtained, for example, by performing a cross correlation measurement between the signal and a reference pulse in a second harmonic crystal. In fact, when Figs. 3a, 3b, and 4a are taken together, they provide similar information to that shown in Fig. 3 of Ref. [2]. The phase information shown in Fig. 3c and Fig. 4b, however, is not provided by these techniques. This information about the relative phases of the copolarized and cross-polarized components is essential if the vectorial dynamics of the coherent first-order emission are to be accurately determined. For example, if one were to assume that the phase difference between the \(x\) and \(y\) components of the field in Fig. 4 is zero, then one would conclude that the emission remains linearly polarized, but that the polarization direction varies in time. However, the time varying amplitudes and phases shown in Fig. 4 suggest a more complicated behavior.

The polarization dynamics are more evident if we plot the data of Fig. 4 in terms of the ellipticity angle \(\varepsilon\) and the azimuthal angle \(\theta_{\text{sig}}\) that determine the polarization ellipse, as we have done in Fig. 5. Clearly both parameters oscillate at the lh-hh beat frequency. The corresponding temporal behavior of the polarization ellipse for one beat period (\(~265\) fs) is shown in Fig. 6 for
selected times. Notice that the orientation of the emission oscillates from \(-0^\circ\) to \(-45^\circ\) and back again each beat period and that the average orientation (\(-25^\circ\)) is rotated toward the axis of high compressive strain—that is, toward the \(a\)-axis. The ellipticity goes from linear to elliptical and then back to linear twice per beat period. Finally, the sense of rotation changes from clockwise (left circular) to counterclockwise (right circular) each period. This behavior can be understood in terms of the \(hh\)-\(lh\) mixing associated with the uniaxial strain as described in the next section.

4. Theoretical Model

The effects of the strain can be readily taken into account by writing the Luttinger Hamiltonian for the valence bands for a compression along the \([1 \bar{1} 0]\) direction (our \(a\)-axis) and a tension along \([1 1 0]\) (our \(c\)-axis).\(^6,8,12-14\) If the strain is treated as a small perturbation and the split off band is ignored, the strained Hamiltonian for the valence band can be shown to consist of a 4x4 matrix composed of two independent 2x2 matrices.\(^6,8,12-14\) These matrices can be diagonalized to obtain new eigenenergies and eigenfunctions. It is straightforward to show that at the zone center the eigenfunctions of the strained Hamiltonian for the valence band are of the form:

\[
|hh\rangle_z = a_1|\frac{3}{2}, \pm \frac{3}{2}\rangle + a_2|\frac{3}{2}, \mp \frac{1}{2}\rangle
\]

(1)

\[
|lh\rangle_z = -a_2|\frac{3}{2}, \pm \frac{3}{2}\rangle + a_1|\frac{3}{2}, \mp \frac{1}{2}\rangle
\]

(2)

where \(|\frac{3}{2}, \pm \frac{3}{2}\rangle\) and \(|\frac{3}{2}, \pm \frac{1}{2}\rangle\) denote the doubly degenerate \(hh\) and \(lh\) basis states of the unstrained Hamiltonian,

\[
a_i = \frac{1}{\sqrt{2}} \left(1 + \sqrt{1 - R^2}\right)^{\frac{1}{2}}
\]

(3)
and

\[ a_2 = \frac{1}{\sqrt{2}} \left( 1 - \sqrt{1 - R^2} \right)^{\frac{1}{2}}, \]  

(4)

and where for this strain configuration, \( R \) is defined as the ratio

\[ R = \frac{d(e_a - e_c)}{\Delta}, \]  

(5)

where \( e_a \) and \( e_c \) are the compressive and tensile strains along the \( a \) and \( c \) axes, respectively, \( d \) is the deformation potential appropriate for rhombohedral symmetry, and \( \Delta \) is the hh-lh hole splitting under these deformations. The conduction band states remain parabolic and are denoted here as

\[ |e\rangle_\pm = \left| \frac{1}{2}, \pm 1 \right> \].  

(6)

In the absence of strain or for a uniform in-plane strain, the valence-to-conduction band optical transitions can be shown to obey the CPOSR. For an interaction Hamiltonian of the form

\[ -\vec{\mu} \cdot \vec{E} \] (where \( \vec{E} \) denotes the incident field), the nonzero dipole matrix coupling elements are given by

\[ \bar{\mu}^{(\ast)}_{\nu} = \langle e | \vec{\mu} | hh \rangle = \frac{1}{2}, \frac{1}{2} | \vec{\mu}^\ast | 3, 3 \rangle = \mu_{\nu} (\hat{\sigma}_\nu)^\ast \]  

(7)

\[ \bar{\mu}^{(\ast)}_{\nu} = \langle e | \vec{\mu} | lh \rangle = \frac{1}{2}, \frac{1}{2} | \vec{\mu} | 3, 3 \rangle = \mu_{\nu} (\hat{\sigma}_\nu)^\ast \]  

(8)

\[ \bar{\mu}^{(\ast)}_{\nu} = \langle e | \vec{\mu} | hh \rangle = -\frac{1}{2}, -\frac{1}{2} | \vec{\mu} | 3, 3 \rangle = \mu_{\nu} (\hat{\sigma}_\nu)^\ast \]  

(9)

\[ \bar{\mu}^{(\ast)}_{\nu} = \langle e | \vec{\mu} | lh \rangle = -\frac{1}{2}, -\frac{1}{2} | \vec{\mu} | 3, 3 \rangle = \mu_{\nu} (\hat{\sigma}_\nu)^\ast \]  

(10)
where $\hat{\sigma}_+ = (\hat{\mathbf{a}} + i\hat{\mathbf{c}})/\sqrt{2}$ and $\hat{\sigma}_- = (\hat{\mathbf{a}} - i\hat{\mathbf{c}})/\sqrt{2}$ are the unit vectors for right and left circularly polarized light, respectively, referenced to the strain axes and where $\mu_{eh}$ and $\mu_{el}$ are the $hh$ and $lh$ matrix elements for the unstrained system, respectively.

In the presence of an anisotropic in-plane strain, however, one can use Eq. (1) and (2) to show that the mixing of the $lh$ and $hh$ valence bands leads to elliptical coupling between the new eigenstates. In this case, the elliptically polarized optical selection rules (EPOS) are given by

$$\mu_{eh}^{(\ast)} = \langle e|\mu|hh\rangle_+ = \mu_{eh}\left[a_1(\hat{\sigma}_-)^* + \frac{a_2}{\sqrt{3}}(\hat{\sigma}_+)^*\right]$$

$$\mu_{el}^{(\ast)} = \langle e|\mu|lh\rangle_+ = \mu_{el}\left[-\sqrt{3}a_2(\hat{\sigma}_-)^* + a_1(\hat{\sigma}_+)^*\right]$$

$$\mu_{eh}^{(\ast)} = \langle e|\mu|hh\rangle_- = \mu_{eh}\left[a_1(\hat{\sigma}_+)^* + \frac{a_2}{\sqrt{3}}(\hat{\sigma}_-)^*\right]$$

$$\mu_{el}^{(\ast)} = \langle e|\mu|lh\rangle_- = \mu_{el}\left[-\sqrt{3}a_2(\hat{\sigma}_+)^* + a_1(\hat{\sigma}_-)^*\right].$$

Notice that in the absence of anisotropic strain, $a_2=0$ and $a_1=1$, and the EPOS reduce to the CPOS given by Eq. (7)-Eq. (10). That is, the $|hh\rangle_+$ valence state is coupled to the $|e\rangle_+$ conduction state by right circularly polarized light, and the $|lh\rangle_+$ valence state is coupled to the same $|e\rangle_+$ conduction state by left circular light. By comparison, the $|hh\rangle_-$ valence state is coupled to the $|e\rangle_+$ conduction state by left circularly polarized light, and the $|lh\rangle_-$ valence state is coupled to the $|e\rangle_+$ conduction state by right circular light. In this case there is no preferred direction for absorption. In the presence of uniaxial strain, the $lh$ and $hh$ wavefunctions are mixed so that the selection rules become elliptical, with the major axis of the $hh$ ellipse aligned along the compressive strain axis (i.e., parallel to $\hat{\mathbf{a}}$) and the $lh$ perpendicular to this axis (i.e., parallel to $\hat{\mathbf{c}}$). In other words, the $hh$ matrix element is increased along the compression axis and decreased along the tension axis. In contrast, the $lh$ transition strength is increased along the tension axis.
and decreased along the compression axis. Oscillator strength is conserved through
\[ |a_1|^2 + |a_2|^2 = 1. \]

When the incident radiation is resonant with the excitonic transitions, the linear
absorption of this system is most easily calculated by representing the \( hh \) and \( lh \) excitonic
transitions by two independent three level systems obeying the selection rules given by
Eqs. (11)-(14) as depicted schematically in Fig. 7. A first-order perturbative solution to the
density matrix equations for these two systems in response to a delta function excitation pulse
gives
\[
\left( \mathcal{P}_{co} \right) \propto \left( \frac{i\mu_{coh}}{\hbar} \right) \mathcal{E} \Theta(t) e^{-\gamma t} \left\{ \left[ (a_1^2 + a_2^2) + (a_1^2 + a_2^2) e^{-i\Omega t} \right] \left( \begin{array}{c} \hat{x} \\ 0 \end{array} \right) + \frac{2a_1 a_2}{\sqrt{3}} \left[ 1 - e^{-i\Omega t} \left( \begin{array}{c} \cos 2\delta \hat{x} \\ \sin 2\delta \hat{y} \end{array} \right) \right] \right\} \tag{15}
\]
for the copolarized, \( \mathcal{P}_{co} \), and cross polarized, \( \mathcal{P}_{cross} \), components of the emission, where \( \gamma \) is the
exciton dephasing rate (for the moment, assumed to be the same for both \( hh \) and \( lh \)), \( \Omega \) is the \( hh-lh \) splitting, \( \mathcal{E} \) is the incident field amplitude, \( \Theta(t) \) is the Heaviside step function, and \( \delta \) is the
angle between the compressive strain axis and the incident linear polarization. We will use this
expression to guide our qualitative discussions in the following sections.

5. Extraction of Strain Parameters

The polarization state of the coherent emission as given by Eq. (15) clearly depends upon
sample orientation, and we can use this orientational dependence to quantify the strain. For these
measurements, the laser was tuned so that we excited only the \( hh \) transitions. Note that when
only the \( hh \) excitons are excited, Eq. 15 is simplified by the elimination of all terms multiplied by
\( \exp(-i\Omega t) \):
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\[
\left( \frac{\mathcal{P}_{\text{co}}}{\mathcal{P}_{\text{cross}}} \right) \propto \left( \frac{i\mu_{eh}^2}{\hbar} \right) \mathcal{E} \theta(t) e^{-\eta} \left\{ (a_1^2 + a_2^2/3) \begin{pmatrix} \hat{x} \\ 0 \end{pmatrix} + \frac{2a_1a_2}{\sqrt{3}} \cos 2\delta \begin{pmatrix} \hat{x} \\ \sin 2\delta \hat{y} \end{pmatrix} \right\}.
\]

(16)

The *time-integrated* intensity and the *time-averaged* orientation and ellipticity of the emitted first-order field as a function of the orientation of the sample are shown in Fig. 8 when only the \( hh \) is excited. These time-averaged parameters were obtained by gating the time-resolved emission to remove the contributions of the transmitted pulse in the following way. We first time resolved the \( x \) and \( y \) components of the intensity and the phase, as described in our discussions surrounding Fig. 3 and Fig. 4. For convenience, we then expressed this data in terms of the time resolved Stokes parameters, and we numerically integrated the time-resolved Stokes parameters beginning at a time of roughly 400 fs after the pump pulse. Finally, we converted the time-integrated Stokes parameters to time averaged values for the ellipticity and the orientation. This procedure was repeated for each sample orientation. In this way, we were able to eliminate the effects of the transmitted pump pulse (and the reflection from the second substrate that we describe below) and were able to average over the first-order emission only.

Several features in Fig. 8 are worth noting. First, in agreement with Eq. 16, the emission is in general rotated, but linearly polarized (i.e., \( \varepsilon = 0 \)) for all sample orientations. The total emission is strongest when the incident polarization is parallel to the compressive strain axis (\( \delta = 0 \)), and it decreases with angle until the polarization is along the tensile strain axes (\( \delta = 90^\circ \)). When the incident polarization is along one of these axes, there is no cross polarized component, and the emission is \( x \)-polarized. However, when the incident polarization is not oriented along either of these axes, the emission is rotated towards the compressive strain axis.

The dashed curves in Fig. 8 are the results of simulations based on Eq. (16) and on the elliptical selection rules given by Eqs. (11)-(14). From such fits, we are able to extract a value of
$a_2 = 0.353 \pm 0.004$. Using this value for $a_2$ in Eq. (4) and Eq. (5), we can estimate the net compressive strain to be $\varepsilon_a - \varepsilon_c = -2.3 \times 10^{-3}$. In making this estimate, we have used the measured hh-lh splitting of $\Delta = 15.6$ meV and taken $d = -4.55$ eV.$^{15}$

Numerical simulations using finite pulses (172 fs, full width at half maximum of the intensity), the elliptical selection rules given by Eq. (11)-(14), and $a_2 = 0.353$ are shown by the dashed curves in Figs. 3-6. For these simulations, we assumed that the pulses were tuned 8.1 meV above the hh transition, in agreement with the experimental detuning. Clearly, all of the key features in the data are accurately reproduced by these simulations. One exception is the disagreement between simulation and experiment near 260 fs, which is particularly evident in Fig. 4. The anomalous experimental behavior at this time has been identified as a reflection from the interface between the crossed LiTaO$_3$ windows, and it has the same polarization as the incident pulse. This reflection makes it difficult to extract the correct intensity and phase of the co-polarized emission in this temporal region. One final remark concerning the simulations is that, in order to correctly account for the decay of the oscillations in $\varepsilon$ and $\theta_{sig}$ (see Fig. 5), it was necessary to take the dephasing rate for the lh to be slightly larger than the hh. We offer no justification for this ansatz.

6. Results for the Uniformly Strained Sample

Finally, in Fig. 9a, we show the emission that is copolarized and cross polarized to the incident field as a function of time for the conventionally-prepared sample mounted on the amorphous glass substrate when both hh and lh are excited. The spectra for the parallel and orthogonal intensities are also shown (Fig. 9b). As in Fig. 4, the copolarized component of the time-resolved signal is dominated by a peak corresponding to the transmitted portion of the
incident pulse, and this peak is followed by beats associated with the polarization interference between the linear coherent emission from the \( hh \) and \( lh \) excitons. In contrast to the uniaxial measurements, however, the orthogonal signal and spectrum are in every respect identical to the parallel signals, except that they are reduced in magnitude by \( 4 \times 10^{-6} \), which is equal to the measured leakage of our analyzer. Thus, to within the accuracy of our measurements the light from this sample is linearly and \( x \)-polarized. This result is independent of sample orientation. This confirms the validity of the CPOSR and confirms that the processing used to mount the sample has introduced no measurable anisotropy.

7. **Summary and Conclusions**

Time resolving the polarization state of the coherent emission induced by weak ultrashort pulses from these two MQW samples has allowed us to characterize the in-plane anisotropic strain present in the samples. Our intentionally uniaxially-strained sample, mounted on \( \text{LiTaO}_3 \), shows clear evidence of anisotropy. From measurements of the time-integrated polarization state of the \( hh \) emission as a function of sample orientation, the \( hh-lh \) valence-band mixing parameters have been determined. By comparison, our conventional sample mounted on BK7 glass, shows no sign of anisotropic strain, validating the use of the circular polarization optical selection rules in describing the coherent emission from this sample. Finally, as a note of caution, it should be pointed out that, in contrast to our results using amorphous substrates and our mounting procedures, another group\(^2\) has investigated samples glued to sapphire substrates and has found evidence of a small, but detectable, strain-induced anisotropy. While these effects\(^2\) were small, nevertheless, the validity of the CPOSR may depend upon the manner in which the sample is prepared and mounted and upon the sensitivity of the measurements to any anisotropy present.
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Table 1. The thermal expansion coefficients of the sample and windows at room temperature.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thermal Expansion Coefficient x10^-6/°C</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>6.15</td>
<td>[4]</td>
</tr>
<tr>
<td>BK7 glass</td>
<td>7.1</td>
<td>[5]</td>
</tr>
<tr>
<td>LiTaO₃ (along a)</td>
<td>16.2</td>
<td>[4]</td>
</tr>
<tr>
<td>LiTaO₃ (along c)</td>
<td>4.1</td>
<td>[4]</td>
</tr>
</tbody>
</table>
Figure Captions:

Fig. 1. Schematic drawing of (a) the uniformly strained and (b) the uniaxially strained samples.

Fig 2. (a) The experimental geometry for time-resolving the polarization state of transmitted and coherently emitted light using dual-beam spectral interferometry. Schematic drawings showing (b) the orientation of the sample relative to the incident x-polarized radiation and (c) the notation used to describe the polarization ellipse associated with the transmitted and emitted radiation.

Fig. 3. The spectrally-resolved emission from the uniaxially strained sample when the sample was rotated to $\delta=-45^\circ$ and when both the $hh$ and $lh$ excitonic transitions were excited: (a) the $x$ component, $I_x(\omega)$, and (b) the $y$ component, $I_y(\omega)$, of the intensity (in arbitrary units) and (c) the spectral phase difference $\phi_x(\omega)-\phi_y(\omega)$ (in degrees) between the $x$ and $y$ components of the field. Notice that the $y$ component of the intensity has been multiplied by a factor of 82 for comparison on the same scale as the $x$ component. The solid lines are data, and the dashed curves are the results of simulations described in the text.

Fig. 4. The temporally-resolved emission from the uniaxially strained sample when the sample was rotated to $\delta=-45^\circ$ and when both the $hh$ and $lh$ excitonic transitions were excited: (a) the $x$ component, $I_x(t)$, and the $y$ component, $I_y(t)$, of the intensity (upper and lower curves, respectively, in arbitrary units) and (b) the temporal phase difference $\phi_x(t)-\phi_y(t)$ (in degrees) between the $x$ and $y$ components of the field. The solid lines are data, and the dashed curves are the results of simulations described in the text.
Fig. 5. The time-resolved polarization state for the emission from the uniaxially strained sample when the sample was rotated to $\delta=-45^\circ$ and when both the $hh$ and $lh$ excitonic transitions were excited: (a) the orientation of the polarization ellipse $\theta_{\text{sig}}(t)$ and (b) its ellipticity $\varepsilon(t)$ in degrees. The solid lines are data, and the dashed curves are the results of simulations described in the text.

Fig. 6. Sketches of the polarization ellipse at selected times during a single oscillation period corresponding to the data in Fig. 5.

Fig. 7. The energy level diagram used to model the $hh$ and $lh$ excitonic transitions. The matrix elements and eigenstates are given in the text.

Fig. 8. The gated, time-averaged polarization state for the emission from the uniaxially strained sample as a function of sample orientation when only the $hh$ excitonic transition was excited: (a) the total intensity (in arbitrary, but relative units), (b) the orientation of the polarization ellipse $\theta_{\text{sig}}$, and (c) the ellipticity angle $\varepsilon$. The solid lines are data, and the dashed curves are the results of simulations described in the text.

Fig. 9. The (a) temporally-resolved and (b) spectrally-resolved $x$ component (solid) and $y$ component (dashed) of the emitted intensity from the uniformly strained sample when both the $hh$ and $lh$ excitonic transitions were excited. Notice that the $y$ component of the intensity has been multiplied by a factor of $2.5 \times 10^5$ for comparison on the same scale as the $x$ component. This result was independent of sample orientation.
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Abstract: Quantum beats involving the light-hole and heavy-hole excitons in GaAs quantum wells are studied using both conventional and novel temporally-gated differential detection techniques. The contributions of the conduction-to-valence band coherence are separated from those of the intervalence band coherence, and the contributions of the cumulative exciton-exciton correlations are identified by monitoring the signal in the unconventional probe direction and by taking advantage of the polarization selection rules for the excitonic transitions.
I. INTRODUCTION

When excitons of different energies are excited in semiconductors and multiple quantum wells (MQWs), the coherent superposition of electronic states produces oscillations (or quantum beats) in the third-order nonlinear optical emission. Such beats have been observed, for example, between light-hole (lh) and heavy-hole (hh) excitons.\textsuperscript{1-8} In order for quantum beats (as opposed to polarization interference) to be produced, the hh and lh excitons must be coupled in some way. If the two excited oscillators share a common energy level, then that level can provide the necessary coupling. However, recent experimental and theoretical work has demonstrated that the lh-hh excitonic coupling necessary for lh-hh quantum beating also can be produced by the many-body Coulomb interactions between excitons.\textsuperscript{9-11} As we will discuss below, some of these Coulomb correlations (e.g. biexciton formation\textsuperscript{12-19}) are established on a time scale that is rapid compared to the pulsewidths used here and can be regarded as instantaneous. By comparison, others [e.g. excitation-induced dephasing (EID)\textsuperscript{20-23}] are initially weak, but they continue to act and to build-up over time; hence, they can be regarded as cumulative.

In this work, we investigate these hh and lh correlations by using a novel temporally-gated differential technique in concert with a conventional technique to measure the time-integrated quantum beats (TI-QBs) in the ultrafast coherent third-order emission from excitons in GaAs/AlGaAs quantum wells. We demonstrate that, when the emitted signal is measured in the probe direction, the conventional technique approximately samples the third-order nonlinear polarization at its initial value (for optically thin samples), and as a consequence, tends to suppress the contributions of the cumulative many-body correlations to the emission. By contrast, the \textit{gated} differential technique (described below) yields a signal that integrates over the emission time of the third-order nonlinear polarization, and therefore, this signal is dominated by these cumulative correlations between hh and lh excitons.

We then show that these two complementary techniques can be used together with the polarization selection rules for the hh and lh excitonic transitions to isolate the contributions of the higher-order cumulative coupling between the excitons and to separately measure the conduction-to-valence band (interband) coherence and the coherence between the hh and lh valence bands (intervalence band coherence). These correlations go beyond those provided local field corrections (LFC) or by the Semiconductor Bloch Equations in the Hartree-Fock approximation, and they can not be attributed to biexciton formation. Consequently, these results provide further evidence\textsuperscript{9,24-28} of the contributions of cumulative four-particle (in the $\chi^{(3)}$ limit\textsuperscript{29,30}) correlations to the coherent response.

II. DIFFERENTIAL MEASUREMENT TECHNIQUES

Both geometries for measuring the time-integrated differential signal are shown in Fig. 1 and are essentially identical to that used for simple pump-and-probe experiments. In each case, a $\sim$150 fs pulse from a mode-locked Ti:sapphire laser (not shown) is divided into two parts: a pumping pulse (with field $\mathbf{E}_1$ and propagation wavevector $\mathbf{k}_1$) and a weaker probing pulse (with field $\mathbf{E}_2$ and wavevector $\mathbf{k}_2$). The two pulses are spatially overlapped in the sample with a variable time delay $\tau_{21}=t_2-t_1$ between them.
Each of the two types of measurements to be described here was performed on a separate sample prepared from a single multiple quantum well (MQW) wafer. This is the same wafer that was used in many of our previous studies. That wafer consists of 10 periods of 14-nm-wide GaAs wells separated by 17-nm-wide Al$_{0.3}$Ga$_{0.7}$As barriers. Each sample was processed by mounting it onto a glass flat, by removing the substrate with a selective etch to permit transmission measurements, and by applying an antireflection coating to the exposed semiconductor-air interface to reduce Fabry-Perot effects. The measurements reported here were performed at 80 K to ensure that the exciton was homogeneously broadened. At this temperature, the $hh$ exciton for each sample has a linewidth of $\sim 1.3$ meV. The splitting between the $hh$ and $lh$ excitons is 11.3 meV for one sample, and 12.1 meV for the other. All of the conventional measurements (Fig. 1a) were performed with the 11.3 meV sample, and the gated measurements (Fig. 1b) with the 12.1 meV sample. This difference in the $hh$-splitting is the only measurable distinction between the two samples that we have observed, and it is most likely the result of differing uniform in-plane strains introduced when the samples are cooled. This strain is caused by the differing thermal expansion coefficients of the materials that form the semiconductor-glue-glass interfaces. It should be emphasized that neither sample exhibits any measurable in-plane anisotropy in its linear or nonlinear optical properties. Therefore, we conclude that the strain introduced by mounting and cooling is uniform in the plane of the wells. For all measurements, the spectrum of the 150 fs pulses was tuned so that both $hh$ and $lh$ excitonic transitions were excited, as shown in Fig. 1c, and at the fluence used here (1 μJ/cm$^2$), we estimate the $hh$ areal density to be $\sim 4 \times 10^{15}$ cm$^{-2}$ (corresponding to $\sim 3 \times 10^{15}$ cm$^{-3}$).

The conventional differential signal ($DS$) is obtained by subtracting the time-integrated signal without the pump present from the signal with the pump present at each time delay. As shown in Fig. 1a, this difference is usually obtained by modulating each of the incident beams with a mechanical chopper and by synchronously detecting the signal in the $k_2$-direction as a function of time delay at the difference frequency using a lock-in amplifier. In this case, in the weak saturation limit, the $DS$ is proportional to:

$$DS \approx DS_1 + DS_2 =$$

$$\left(\frac{c \varepsilon_0}{2}\right) \left\{ \int_{-\infty}^{\infty} dt \left( \mathcal{E}_2^*(t) \cdot \mathcal{E}^{(3)}(k_2, \tau_{21}, t) + c.c. \right) + \int_{-\infty}^{\infty} dt \left( \mathcal{E}^{(1)}(k_2, t) \cdot \mathcal{E}^{(3)}(k_2, \tau_{21}, t) + c.c. \right) \right\}$$

(1)

where $c$ and $\varepsilon_0$ are the speed of light and the dielectric constant, respectively, and where $\mathcal{E}^{(1)}(k_2)$ and $\mathcal{E}^{(3)}(k_2)$ are the slowly varying envelopes of the first-order and third-order fields traveling in the $k_2$-direction, respectively. For an optically-thin sample, these fields are related to the corresponding first-order and third-order polarizations by $\mathcal{E}^{(1)}(k_2) \equiv (ikl/2\varepsilon_0)\mathcal{P}^{(1)}(k_2)$ and $\mathcal{E}^{(3)}(k_2) \equiv (ikl/2\varepsilon_0)\mathcal{P}^{(3)}(k_2)$, where $k$ and $l$ are the magnitude of the propagation vector and the thickness of the MQW's, respectively. Finally, $\mathcal{E}_2$ is the envelope of the probe field. (We emphasize that in writing Eq. (1) we have assumed that the effects of phase-space filling are small (i.e. $\mathcal{P}^{(1)} \gg \mathcal{P}^{(3)}$). If this is not the case, then terms of the order $\mathcal{P}^{(1)} \mathcal{P}^{(5)}$ and $[\mathcal{P}^{(3)}]^2$ must be taken into account.)

The first term $DS_1$ integrates over the product of the transmitted probe, $\mathcal{E}_2$, and the third order polarization, $\mathcal{P}^{(3)}$, and the second term, $DS_2$ integrates over the product of the first-order polarization $\mathcal{P}^{(1)}$ and the third-order polarization $\mathcal{P}^{(3)}$. If the probe is short compared to all other time scales of interest (i.e., it acts as a delta function in Eq. (1)), the first term essentially samples the third-order polarization $\mathcal{P}^{(3)}$ at $t=0$. By contrast, the second term integrates over the third-
order coherent emission. In addition, for optically thin samples, $\mathcal{E}_2$ will be much larger than $\mathcal{E}^{(1)}$, and hence, the first term will dominate the second in conventional DS measurements under these conditions.

The first term in Eq. (1) can be eliminated, allowing the measurement of the weaker second term by using a gated version of differential spectroscopy conceptually illustrated in Fig. 1b. Initially, the probe signals (with and without the pump present) are independently time resolved for each time delay. We used dual-beam spectral interferometric techniques, which completely determine the amplitude, phase and vectorial dynamics of the coherent emission and which we have described previously,\textsuperscript{7,8,10,34-36} but any technique that time-resolves the intensity will suffice for the measurements described here. Next, the time-resolved intensity without the pump is subtracted from the intensity with the pump, and the difference is integrated beginning at a time shortly after the end of the probe in order to eliminate the first term in Eq. (1):

$$TGDS \equiv \left( \frac{CE_0}{2} \right) \left\{ \int_{\tau}^{\infty} dt \left[ (\mathcal{E}^{(1)}(k_2, t))^* \cdot \mathcal{E}^{(3)}(k_2, \tau_{21}, t) + c.c. \right] \right\} \equiv DS_2$$

(2)

where $\tau$ is the full-width at half-maximum of the probe pulse. Thus, the temporally-gated differential signal ($TGDS$) tends to integrate the third-order emission.

This gating process is illustrated in Fig. 2. Figure 2 shows the time-resolved signal emitted in the $k_2$ direction with the pump present (lower curve) and without the pump present (upper curve) for a single fixed time delay ($\tau_{21}=0$) as extracted from our spectral interferometric measurements. The shaded area indicates the difference between the two curves. To obtain the $TGDS$, we integrate this difference beginning at a time immediately after the probe has passed. This eliminates the first term in the conventional signal. This procedure must be repeated for each time delay. The main point is that (for an optically-thin sample) the conventional technique, which is dominated by the first term in Eq. (1), allows us to obtain a signal that is proportional to the initial value of the third order polarization, while the gated technique yields a signal that is proportional to the integral over the third-order polarization.

In principle, both differential signals can be obtained from the same set of time-resolved measurements (e.g. those in Fig. 2) by integrating from $-\infty$ to $+\infty$ to obtain the conventional $DS$ and from $-\tau$ to $+\tau$ to obtain the $TGDS$. First, consider the feasibility of obtaining the $DS$ from such measurements. As we have already discussed, even though the conventional $DS$ integrates the difference in the signals (with and without the pump) over all times, nevertheless, it is dominated by the integral over the time that the probe $\mathcal{E}_2$ is present in the MQWs (i.e., by the first term in Eq. (1)). Specifically, for $\tau_{21}=0$, the $DS$ is dominated by the integral of the difference in the two curves shown in Fig. 2 over the range of roughly $t \approx -\tau$ to $t \approx +\tau$. In this range, the magnitudes of the signal with the pump and the signal without the pump are approximately equal and large, and the difference between these two signals is a small fraction of either signal ($<1\%$). It is well known that a change of much less than 1 part in 100 is difficult to reliably measure using a single-shot technique, such as spectral interferometry. Extensive signal averaging is needed, and for that reason, we chose to use the synchronous homodyne detection scheme shown in Fig. 1a. In addition, the latter scheme has the advantage of automatically performing the temporal integration.

By comparison, the $TGDS$ (for $\tau_{21}=0$) is obtained by integrating the difference in the two curves in Fig. 2 over the range $t \approx -\tau$ (i.e. over all time after the probe pulse has exited the
sample). In this range, the magnitudes of both signals are much smaller (notice the log scale), but the difference is now comparable to the larger of the two signals (i.e., the signal without the pump). That is, the fractional change in the signal with and without the pump pulse is large. In this regime, a single-shot technique (such as spectral interferometry) is appropriate. In principle, the TGDS also can be obtained by temporally resolving the signal in Fig. 1a (with and without the pump) by cross correlating it with a reference pulse (e.g., by using upconversion in a nonlinear crystal) and, subsequently, by subtracting the result with and without the pump pulse and integrating the difference over the range \(-\tau \) to \(+\infty\). This procedure would, however, require tedious cross correlation scans of a second delay stage for each fixed time delay \(\tau_{21}\) between the pump and probe pulses. For the latter reason, we chose to use spectral interferometry for the TGDS measurements.

III. EXCITON-EXCITON CORRELATIONS

Figure 3 illustrates that indeed these two techniques produce very different results. The conventional ungated DS measurements are shown in Fig. 3a, and the TGDS measurements in Fig. 3b. In each case, the pump and probe pulses had the same circular polarization (SCP). Notice that the conventional DS exhibits a "coherent dip" when the pulses overlap, but there is no evidence of TI-QB's. In contrast, the TGDS measurements exhibit TI-QB's at both positive and negative delays.

The results shown in Fig. 3 can be understood qualitatively and discussed most simply by representing the \(lh\) and \(hh\) excitonic transitions by two three-level systems—one for each spin state—with the optical selection rules shown in Fig. 4. For pump and probe pulses with the same right circular (\(\sigma^+\)) polarizations, only the \(hh\) transition on the left (in Fig. 4) and the \(lh\) transition on the right will be directly excited. In the absence of any interactions between the two excitonic systems, the two excited oscillators do not share a common level and are not coupled. Therefore, no TI-QB's would be expected. On the other hand, if the two three-level systems interact through, for example, Coulomb scattering processes, then the two excitonic systems will be coupled, and TI-QB's may be observed in the coherent emission. Consequently, regardless of the model invoked to discuss them, the gated (TGDS) results shown in Fig. 3b provide direct evidence for the importance of exciton-exciton interactions, since without these four-particle correlations no TI-QB's would be expected. In addition, these results demonstrate that the TGDS (which tends to integrate over the third-order coherent emission) is particularly sensitive to these correlations.

By contrast, the conventional ungated DS measurements performed under identical excitation conditions (Fig. 3a) exhibit no TI-QB's, which indicates that this technique is insensitive to the coupling between the two excitonic spin systems. Since this technique tends to sample the third-order emission at \(t = 0\), the absence of TI-QBs suggests that the exciton-exciton interactions responsible for the coupling in Fig. 3b have a finite build-up time and that they are initially weak or nonexistent. This capability of the conventional ungated DS technique to minimize the exciton-exciton correlations can be used to isolate the intervalence coherence, as we discuss in the next section.

The qualitative discussions of the previous two paragraphs can be put on a more quantitative (yet intuitive) basis by using the simple phenomenological model that we have described in our previous work.\(^{32,33,37}\) In this model, again for simplicity, the \(lh\) and \(hh\) excitonic
transitions are represented by two three-level systems—one for each spin state—with the optical selection rules shown in Fig. 4. A density-dependence to the dephasing (or EID),\textsuperscript{20-23} local field corrections (LFC),\textsuperscript{3,38-41} and biexciton formation\textsuperscript{12-19} are then included phenomenologically. The EID is incorporated by expanding the dephasing rate in a Taylor series and by retaining the first two terms:

$$\gamma(n) = \gamma_0 + \frac{\partial \gamma}{\partial n} n = \gamma_0 + N \frac{\partial \gamma}{\partial n} (\rho_{ee1} + \rho_{ee2}) = \gamma_0 + \frac{\eta}{2\hbar} (\rho_{ee1} + \rho_{ee2}),$$

(3)

where $\gamma_0$ is the low density dephasing rate at the operating lattice temperature and $n=N(\rho_{ee1}+\rho_{ee2})$ is the total density of excited excitons. Here, $N$ denotes the total density of oscillators of each spin system and $\rho_{ee1}$ ($\rho_{ee2}$) denotes the upper level population matrix element for the spin $-1/2$ ($+1/2$) system. The parameter $\eta=2N\hbar(\partial \gamma/\partial n)$, which has units of energy, is the EID parameter that we have used in previous publications\textsuperscript{10,31-35} and it is a measure of the strength of the density dependence of the dephasing. Because it is the total population that determines the dephasing rate, EID provides a coupling between the two three-level systems. However, this coupling is not instantaneous, but cumulative. In fact, within the context of the approximations given here, the EID has a characteristic build-up time of $2\hbar/\eta \sim 330$ fs (for $\eta=4$ meV, a value used in previous work). Finally, notice that EID is an example of a four-particle interaction (i.e., two electrons and two holes).

Local field corrections (LFC) are included phenomenologically by adding a term proportional to the total material polarization to the incident field:

$$\mathbf{E}_{\text{local}} = \mathbf{E} + \mathbf{LP},$$

(4)

where $\mathbf{P}$ is the total material polarization, $\mathbf{E}$ is the total incident field, and $L$ the a local field parameter. As previously stated, for pump and probe pulses with the same right circularly polarizations, only the $hh$ transition on the left (in Fig. 4) and the $lh$ transition on the right will be directly excited. The local-field produced by the oscillator on the left will be right circularly polarized and will be emitted at the $hh$ frequency. Consequently, this local field will not couple to the $hh$ transition on the right because it has the incorrect polarization and will only weakly couple to the $lh$ transition on the right because it is not resonant with that transition. For these reasons, LFC will not provide a significant coupling between the two spin systems. Consequently, we omit it from our discussions here. Nevertheless, we have included it in simulations (which are not shown), and it does not change the substance of our conclusions.

Finally, biexciton formation is included in our phenomenological model as described in Ref. 32, 33 and 37. Excitation with two right circularly polarized pulses precludes the formation of pure biexcitons consisting either of two $hh$ excitons or of two $lh$ excitons of opposite spins. However, under these same excitation conditions, mixed biexcitons can be formed from one $hh$ exciton and one $lh$ exciton having opposite spins. Mixed $hh$-$lh$ biexcitons have been observed in ZnSe quantum wells, but their contribution to the FWM signal was found to be roughly an order of magnitude weaker than that of $hh$ biexcitons.\textsuperscript{42} More recently, evidence of mixed $hh$-$lh$ biexciton formation also has been reported in the spectra from GaAs quantum wells.\textsuperscript{43} We have examined our FWM spectra for evidence of mixed $lh$-$hh$ biexciton formation when we excite with two right circularly polarized pulses, and we find no resolvable signal at the expected mixed biexciton frequency (to within our experimental accuracy under our excitation conditions).
While we do not preclude possible contributions from mixed $hh$-$lh$ biexcitons, we neglect their contributions here.

One advantage of this simple model is that one can readily solve the density matrix equations to obtain closed form solutions by assuming delta function time dependences for the excitation pulses. For example, when the system shown in Fig. 4 is excited by right circular excitation pulses and when the density matrix equations are modified to include EID, the first-order field that propagates in the $k_2$ direction is found to be:

$$\mathcal{E}^{(1)} = \left( \frac{ikl}{2\varepsilon_0} \right) \mathcal{P}^{(1)}(k_2, t) = -\Theta(t) \alpha_0 \gamma a_2 \exp(-\gamma t)(1 + A \exp(-i\Omega t)), \quad (5)$$

and the third-order field has the form:

$$\mathcal{E}^{(3)} = \left( \frac{ikl}{2\varepsilon_0} \right) \mathcal{P}^{(3)}(k_2, \tau_{21}, t) = \mathcal{E}^{(3)}_{\text{no}} + \mathcal{E}^{(3)}_{\text{EID}}, \quad (6)$$

where the induced-field without many-body effects is:

$$\mathcal{E}^{(3)}_{\text{no}} \equiv \alpha_0 \gamma \left( \frac{F_1}{F_s} \right) a_2 \exp(-\gamma t)[\Theta(t)\Theta(\tau_{21})\left[2(1 + A^2 \exp(-i\Omega t))\right] + \Theta(t + \tau_{21})\Theta(-\tau_{21})\left[(1 + A^2 \exp(-i\Omega t))\right]] \quad (7)$$

and the contribution from EID is:

$$\mathcal{E}^{(3)}_{\text{EID}} \equiv \alpha_0 \gamma \left( \frac{F_1}{F_s} \right) a_2 \exp(-\gamma t)\left( \frac{\alpha}{2\hbar} \right)$$

$$\Theta(t)\Theta(\tau_{21})[\exp(-2\gamma\tau_{21})(1 + A \exp(-i\Omega t)) + \exp(-2\gamma\tau_{21})(1 + A \exp(i\Omega t))][1 + A \exp(-i\Omega (t + \tau_{21}))]$$

$$\Theta(t + \tau_{21})\Theta(-\tau_{21})(1 + A \exp(-i\Omega t)) + (1 + A \exp(i\Omega t))(1 + A \exp(-i\Omega (t + \tau_{21})))] \quad (8)$$

Here $\Theta$ denotes the Heaviside step function, $\gamma$ is the dipole dephasing rate, $\hbar\Omega$ is the difference between the $hh$ and $lh$ energies, and $A$ is a phenomenological constant that reflects the relative strength of the $lh$ FWM emission. In our case, $A$ is the product of the square of the ratio of the $lh$ and $hh$ optical transition matrix elements ($\sim 1/3$) and a spectral weighting factor ($\sim 2$) to account for the detuning of the excitation wavelength with respect to the $hh$ and $lh$ excitons, as shown schematically in Fig. 1c. Furthermore, we have assumed that the pump is much larger than the probe ($\mathcal{E}_1 >> \mathcal{E}_2$) and that the dephasing is much faster than the population decay. Also, $\alpha_0 = \mu^2 N N / 2 \hbar c \gamma$ is the steady-state linear absorption coefficient for the field, $F_s = \hbar^2 \mathcal{E}_0 / \mu^2 \gamma$ is the saturation fluence, where $\mu$ is the heavy-hole dipole matrix element and $\tau_1$ is the width of the intensity envelope of the Gaussian shaped pump and probe pulses, as defined by Gaus($v/\tau_1$) = exp[-$\pi(v/\tau_1)^2$]; and where $F_1$ denotes the fluence of the $k_1$ pulse. Finally, the vector $a_2$ is the amplitude
of the delta-function probe pulse: $\mathbf{E}_2(t) = A_2 \delta(t)$. In terms of experimentally measured parameters, $A_2 = (4\tau_F F_2/\varepsilon_0 c)^{1/2}$, where $F_2$ is the fluence of the $k_2$ pulse.

As indicated in Eq. (6), the third-order emission in the $k_2$ direction can be written as the sum of two terms. If there is no coupling between the two three-level systems shown in Fig. 4 (i.e., $\eta = 0$), then the third-order field is given by the first term: $\mathbf{E}^{(3)}_{\eta o}$. As we have already stated, for the case of right circularly polarized pump and probe pulses, the $hh$ transition is excited in one system, and the $lh$ transition is excited in the other. Consequently, $\mathbf{E}^{(3)}_{\eta o}$ describes the emission from two independent oscillators. Under these circumstances, we would expect to observe $lh$-$hh$ beating due to polarization interference in the time-resolved measurements, but no TI-QBs. These expectations are confirmed by the simulations for $\eta = 0$ shown by the dotted lines in Fig. 5. Notice that, in the absence of exciton-exciton coupling, no TI-QB's are expected in either the $DS$ or the $TGDS$ measurements, which directly contradicts the $TGDS$ measurements shown in Fig. 3b.

With exciton-exciton coupling included, there are two limits of immediate interest: $\eta t/2\hbar << 1$ and $\eta t/2\hbar >> 1$. When $\eta t/2\hbar << 1$, the emission (Eq. (6)) again is dominated by $\mathbf{E}^{(3)}_{\eta o}$, and therefore, its behavior is identical to that described in the previous paragraph. That is, the emission at early times behaves as though it were coming from two uncoupled oscillators. This is the temporal regime that is sampled by the conventional ungated $DS$ measurements (when optically thin samples and pulses short compared to $2\hbar/\eta$ are used). Consequently, even in the presence of EID, one would expect to observe no TI-QBs in the $DS$ measurements (as indicated by the solid line in Fig. 5a, in agreement with the measurements shown in Fig. 3a. [Note: Careful inspection of the solid line in Fig. 5a will reveal very faint beats. These are the remnants of the weaker contributions from the $DS$ terms (see Eq. (1)) which tend to integrate over the third-order emission.]

By comparison, when $\eta t/2\hbar >> 1$, the emission is dominated by the second term in Eq. (6): $\mathbf{E}^{(3)}_{EID}$. In this limit, the light is still directly coupled only to the $hh$ transition on the left and the $lh$ transition on the right in Fig. 4. That is, the optically-excited transitions still technically share no common level, but now they are strongly coupled through the density-dependent dephasing given by Eq. (3), allowing the emission to exhibit quantum-beat-like behavior. For this reason, TI-QBs are expected in the $TGDS$ signal (which integrates over the third-order emission) as indicated by the solid line in Fig. 5b, in agreement with the measurements shown in Fig. 3b. Notice that these TI-QBs decay in a time determined by the radiative dipole dephasing rate $\gamma$, which is associated with the decay of the radiative interband dipole density matrix elements $\rho_{e-hh}$ and $\rho_{e-lh}$. Consequently, these measurements not only provide evidence of exciton-exciton correlations, but they provide a direct measurement of the dipole dephasing rate.

It should be pointed out that we and others have independently observed $hh$-$lh$ quantum-beat-like behavior in the third-order emission in the $2k_2-k_1$ FWM direction using pump and probe pulses with the same circular polarizations. As we have discussed here, $lh$-$hh$ quantum beats are forbidden for these excitation conditions if one considers only the polarization selection rules indicated in Fig. 4. Consequently, such studies also provide direct experimental evidence for $\sigma^+$ $hh$ exciton and $\sigma^-$ $lh$ exciton correlations. In addition, one of these studies demonstrated that this coupling was cumulative in nature. Specifically, the $hh$-$lh$ coupling was shown to be initially weak and to increase in strength, until the coupled behavior dominated the third-order response -- consistent with our observations here.
IV. RAMAN COHERENCE

The situation is slightly more complicated when the system shown in Fig. 4 is excited by pump and probe pulses having the same linear polarizations (SLP). In this case, both \( hh \) and \( lh \) transitions in each spin system are excited, and two types of coherences are produced. One is associated with the *interband* density matrix elements \( \rho_{e-hh} \) and \( \rho_{e-lh} \), and it decays with the *dipole* dephasing rate \( \gamma \) (where we have assumed that \( \gamma_{e-hh} = \gamma_{e-lh} = \gamma \)). A dipole coherence is also produced with circular polarizations and was discussed and measured in the previous section. The second coherence is that associated with the *intervalence band* matrix element \( \rho_{hh-lh} \), which decays at a rate \( \gamma_{hh-lh} \). The latter has also been referred to as Raman coherence.\(^{44}\)

Also, under linear excitation conditions, two types of couplings are produced. The first is the coupling associated with the exciton-exciton interactions discussed in the previous section (and represented in our model by EID). As discussed in Sec. III, in the \( \chi^{(3)} \) regime, these interactions occur at a constant rate (e.g., \( \eta/2\hbar \) for EID) and are considered cumulative because the third-order emission associated with this coupling is initially zero, and it requires a finite time to build up (see Eq. 8). The other coupling is associated with the shared level between the \( hh \) and \( lh \) transitions for each spin system. The latter is present for all times and, therefore, is regarded as static.

The \( DS \) and \( TGDS \) measurements using \( x \)-polarized pump and probe pulses are shown in Fig. 6. For the ungated \( DS \) measurements (Fig. 6a), notice that TI-QBs are observed for positive delays, but no beats are observed at negative delays. The results at positive delays can be understood by recalling that the \( DS \) technique minimizes the influence of the cumulative exciton-exciton coupling by sampling the third-order response at \( t=0 \) (for delta function pump and probe). Consequently, the TI-QBs in Fig. 6a cannot be associated with the cumulative coupling associated with exciton-exciton interactions such as EID, but can only be attributed to the static coupling associated with the shared level. As we will discuss below, these oscillations decay in the Raman coherence time \( \gamma_{hh-lh}^{-1} \). No significant TI-QBs are observed in the \( DS \) at negative delays because the \( DS \) term does not contribute when the probe arrives before the pump. (Note: the jumps near zero delay that are visible in Fig. 6a are not reproducible. They vary in phase and amplitude from measurement to measurement. We believe that they are associated with the interference between pump and probe scattered light near zero delay. The oscillations that we have identified with TI-QBs are reproducible.)

By comparison, the \( TGDS \) exhibits TI-QB's at both positive and negative delays for SLP. There are at least two possible contributions to the beats in the \( TGDS \) seen at positive delays. As we will discuss more quantitatively below, the shared level between \( lh \) and \( hh \) oscillators (see Fig. 4) will result in TI-QB's that decay with the Raman dephasing rate \( \gamma_{hh-lh} \), even in the absence of excitonic interactions. In addition, if interactions between the \( lh \) and \( hh \) excitons are included, beats will also be produced that decay in a time determined by the dipole dephasing rate \( \gamma \). Consequently, the \( TGDS \) measurements with SLP contain contributions from both \( \gamma_{hh-lh} \) and \( \gamma \), while the \( DS \) measurements do not. For negative delays, the time ordering of the fields is such that the decay of the TI-QBs is determined solely by the dipole dephasing rate.

The density matrix equations for the system shown in Fig. 4 also can be readily solved for \( x \)-polarized pump and probe pulses (under the same assumptions as for SCP). In this case,
the first-order coherent emission, $\mathcal{E}^{(1)}$ has the same form as Eq. (5), except that the emitted light is now $x$-polarized rather than circularly polarized. The third-order emission has the form:

$$\mathcal{E}^{(3)} \approx \frac{1}{2} \mathcal{E}_{o}^{(3)} + \mathcal{E}_{EID}^{(3)} + \mathcal{E}_{SL}^{(3)}$$

(9)

where $\mathcal{E}_{o}^{(3)}$ and $\mathcal{E}_{EID}^{(3)}$ have the same form as Eq. (7) and Eq. (8), respectively, except that the emitted light is now $x$-polarized. The additional term in the third-order emission that arises from the shared level, $\mathcal{E}_{SL}^{(3)}$, is given by:

$$\mathcal{E}_{SL}^{(3)} \approx \alpha_{o} \sqrt{\left(\frac{F_1}{F_1} \right)} A_{2} \exp(-\gamma t) \left(\frac{A}{4}\right) \left[2\Theta(t)\Theta(\tau_{21})[1 + \exp(-i\Omega t)] + \exp(-\gamma_{hh-lh} \tau_{21}) \exp(i\Omega \tau_{21}) + \exp(-i\Omega(t + \tau_{21}))\right] + \Theta(t + \tau_{21})\Theta(-\tau_{21})[1 + \exp(-i\Omega t)] + \exp(i\Omega \tau_{21}) + \exp(-i\Omega(t + \tau_{21}))\right]$$

(10)

The most notable feature of this equation is that it contains a term that will produce TI-QBs that decay at a Raman dephasing rate $\gamma_{hh-lh}$. This Raman coherence only contributes at positive delays. By contrast, the EID term, $\mathcal{E}_{EID}^{(3)}$, produces TI-QBs both at positive and at negative delays.

The simulations corresponding to the DS and TGDS measurements with and without Raman coherence included are shown in Fig. 7. Notice that TI-QBs are observed in the TGDS for this polarization configuration with or without the inclusion of the Raman coherence (Fig. 7b). The TI-QBs are slightly stronger with Raman coherence included because the common level and the coupling from EID both contribute to the TI-QBs. In the latter case, the decay of the TI-QBs at positive delays is determined by $\gamma$ and $\gamma_{hh-lh}$. Without the Raman coherence, only the $hh$-exciton-$lh$-exciton interactions provide the coupling that produces the beats.

By comparison, no TI-QBs are expected in the DS with the Raman coherence turned off—even though EID is included (Fig. 7a). However, with Raman coherence included, TI-QBs are expected because of the static coupling provided by the common level—in agreement with the measurements shown in Fig. 6a. This confirms that the DS technique has eliminated the cumulative many-body effects by sampling at $t=0$ and that the $hh$-$lh$ beats in Fig. 6a are associated with the Raman coherence. Ferrio and Steel have previously reported measurements of Raman quantum beats in GaAs at 5 K similar to those shown in Fig. 6a. However, they performed only the DS measurements, not the TGDS measurements, and, to our knowledge, did not explore the polarization dependence of the signal. In addition, they attributed the observed Raman coherence to a static interaction between $lh$ and $hh$ excitons, while we attribute them to a common level shared by the two excitons. Again, faint beats can be seen in the simulations of Fig. 7a even when the Raman coherence is turned off. As before, these are the contributions of the weaker DS$_{r}$ term. It should be emphasized that if care is not taken to use optically thin samples this signal can actually become comparable to (or dominate) the DS$_{r}$ term and complicate the interpretation of the measurements.
Finally, it should be noted that the DS shown in Fig. 6a produces a negative jump in going from negative to positive delays, while the corresponding simulations in Fig. 7a produce a positive step (ignoring the region near 0 delay). This apparent discrepancy is an artifact of having used delta function pulses (which have an infinite bandwidth) in the simulations. The magnitude and the sign of this step are a sensitive function of the bandwidth and the detuning of the pulses in both the experiments and in the simulations. Similar comments apply to Fig. 3a and Fig. 5a.

V. SUMMARY and CONCLUSIONS

In summary, we have contrasted two different techniques for measuring the differential probe signal. These two techniques are complementary in the sense that the ungated DS tends to sample the third-order polarization \( \mathcal{P}^{(3)} \) and emission \( \mathcal{E}^{(3)} \) at \( t=0 \), while the TGDS integrates over the emission time for \( \mathcal{P}^{(3)} \). When the pump and probe pulses have the same circular polarizations, the ungated DS technique minimizes the cumulative exciton-exciton interactions (represented here by EID) and the polarization selection rules preclude any shared level between the hh and lh excitons (thus, turning off the Raman coherence). In this case, we expect (and we observe) no TI-QBs. By contrast, for the TGDS using the same circular polarizations, the polarization selection rules eliminate the common level, thereby turning off the Raman coherence, but the technique emphasizes the EID: TI-QBs are observed which can only be attributed to four-particle hh-lh exciton-exciton correlations, and the decay of these TI-QBs is determined by the interband dipole dephasing rate \( \gamma \).

By comparison, when the pump and probe pulses have the same linear polarizations, the TGDS signal is complicated both by the presence of exciton-exciton Coulomb correlations (which decay at a rate determined by \( \gamma \)) and by the coupling associated with the shared level (which decays at \( \gamma_{hh-lh} \)). The ungated DS technique, however, minimizes the contributions of EID and allows the measurement of the Raman dephasing rate \( \gamma_{hh-lh} \).

We also emphasize that we have made our measurements in the \( k_2 \) direction rather than the more conventional \( 2k_2-k_1 \) direction. Monitoring the signal in the \( k_2 \)-direction is dramatically different from monitoring the four wave mixing signal in the \( 2k_2-k_1 \) direction. One obvious difference is that the transmitted probe \( E_2 \) and the first-order emission from \( \mathcal{P}^{(3)}(2k_2-k_1) \) travel in the \( k_2 \) direction, but not in the \( 2k_2-k_1 \) direction. Consequently, there will be no detection terms corresponding to \( DS_1 \) or \( DS_2 \) in the \( 2k_2-k_1 \) direction. In fact, the time integrated signal in the \( 2k_2-k_1 \) direction will simply be proportional to the integral of \( |\mathcal{P}^{(3)}(2k_2-k_1)|^2 \).

The third-order polarization emitted in the \( k_2 \) direction, \( \mathcal{P}^{(3)}(k_2) \), is also fundamentally different from the polarization propagating in the \( 2k_2-k_1 \) direction, \( \mathcal{P}^{(3)}(2k_2-k_1) \). For example, it has been shown\(^{44,45} \) that the TI-QBs in the \( 2k_2-k_1 \) direction decay with a rate determined by the radiative dipole dephasing rates \( \gamma_{e-h} \) and \( \gamma_{e-hh} \) and that the time ordering of the fields is such that these beats are inherently insensitive to the decay of the nonradiative Raman coherence. Therefore, the \( 2k_2-k_1 \) direction provides no access to the decay of the Raman coherence. By comparison, in the \( k_2 \)-direction, either a common level or static interactions between the hh and lh excitons can be shown to produce TI-QBs that decay with the Raman dephasing rate \( \gamma_{hh,hh} \).

Finally, we note that all of the simulations presented here use a phenomenological model and assume delta-function-width pulses, but Rolf Binder at the University of Arizona has
performed microscopic simulations of our experiments in the $\chi^{(3)}$ limit\textsuperscript{29,30} using the dynamics controlled truncation scheme.\textsuperscript{9,30,46} Those calculations\textsuperscript{47} will be discussed elsewhere.
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FIGURE CAPTIONS

Fig. 1. Schematic geometry for the measurement of (a) the conventional temporally-integrated differential signal (DS) and (b) the temporally-gated differential signal (TGDS), where (c) shows the position of the laser spectrum with respect to the $hh$ and $lh$ excitonic absorption lines and where $C_1$ and $C_2$ denote mechanical choppers.

Fig. 2. The time-resolved coherent emission in the $k_z$ direction with the pump (bottom) and without the pump (top) for a fixed time delay of $\tau_{21}=0$. The shaded area indicates the time-resolved differential signal.

Fig. 3. Measurements of (a) the ungated differential signal (DS) and (b) the temporally-gated differential signal (TGDS) using pump and probe pulses with the same circular polarizations (SCP).

Fig. 4. Optical selection rules for the $lh$ and $hh$ transitions.

Fig. 5 Phenomenological simulations of (a) the ungated differential signal (DS) and (b) the temporally-gated differential signal (TGDS) using pump and probe pulses with the same circular polarizations (SCP). The solid lines are simulations that include EID, and the dashed lines do not.

Fig. 6. Measurements of (a) the ungated differential signal (DS) and (b) the temporally-gated differential signal (TGDS) using pump and probe pulses with the same linear polarizations (SLP).

Fig. 7 Phenomenological simulations of (a) the ungated differential signal (DS) and (b) the temporally-gated differential signal (TGDS) using pump and probe pulses with the same linear polarizations (SLP). The solid lines are simulations that include the Raman coherence, and the dashed lines do not. Both include EID.
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Here, we measure the dynamics of the polarization state of the coherent nonlinear emission from a uniaxially-strained GaAs-AlGaAs quantum well, and we show that the vectorial dynamics of the nonlinear signal are determined both by the intrinsic static anisotropy associated with the strain-induced valence band mixing and by the induced dynamic anisotropy associated with many body processes.
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Conventional nonlinear techniques, such as four-wave-mixing (FWM), have provided considerable information about the spectral and temporal amplitudes of ultrafast coherent radiation emitted by semiconductors and multiple quantum wells (MQW's), but they typically provide no information about the temporal or spectral phases of the nonlinear signal. In addition, conventional techniques have been used to address the dependence of the magnitude of the FWM signal (or its spectrum) on the relative polarizations of the incident pulses, but there have been few attempts to measure the polarization state of the FWM signal itself.

Recently, however, we have used direct time-resolved ellipsometric and spectrally-resolved interferometric techniques to characterize the amplitude, phase and polarization state of the weak coherent nonlinear FWM emission from GaAs/AlGaAs MQW's. From these studies, a self consistent picture of the temporal dynamics of the amplitude, phase and polarization state of the nonlinear signal is obtained that delineates the roles of many body effects, such as local field corrections, excitation-induced dephasing and biexcitons, in determining the excitonic dynamics. Such studies have established the sensitivity of polarization-based nonlinear techniques for studying many body and biexcitonic processes. Most recently, we also have reported the observation of dramatic time-resolved light-hole-heavy-hole quantum beats in each of the parameters that describes the polarization state of the nonlinear signal. For example, during each beat period (in the strong quantum beat regime), the ellipticity is found to oscillate twice between linear and almost circular polarization, the orientation of the polarization ellipse rotates through a complete 180°, and the sense of rotation changes from left to right circular polarization.

To date, however, our experiments have been performed in conventional [001]-oriented unstrained GaAs/AlGaAs MQW's. MQW structures grown along the [001]-direction possess no intrinsic in-plane anisotropy in their linear absorptive or refractive properties. Even though quantum confinement breaks the symmetry along the growth direction, the in-plane linear optical properties remain isotropic. It has been shown, however, that the application of a uniaxial stress in the plane of the wells will reduce the in-plane symmetry by mixing the heavy-hole and light-hole valence band states to produce large linear and nonlinear optical anisotropies. Here, we describe the first measurements of the dynamics of the amplitude, phase and polarization state of the coherent nonlinear emission from an anisotropic uniaxially-strained GaAs-AlGaAs MQW. We use time-resolved polarimetry to identify and to study two different links between the macroscopic changes in the vectorial nature of the emitted nonlinear signal and the microscopic materials processes. One source of the polarization changes is the anisotropy in the bandstructure introduced by the noncubic uniaxial strain. The other is the microscopic dynamics of many body processes.

In our experiments, we divide each ~150 fs pulse from our laser into three parts. Two of the pulses with wavevectors \( k_1 \) and \( k_2 \) are used to produce the third-order FWM signal in the direction \( 2k_2-k_1 \), in the usual manner. We then use a dual-channel spectral interferometric technique (which has been described elsewhere) to obtain the spectral amplitudes and phases of the x- and y-components of the nonlinear FWM signal. The temporal amplitude and the temporal phase of each component is then obtained by inverse Fourier transformation. Using this technique, we have time-resolved the amplitude,
phase and polarization state of the nonlinear FWM emission as the polarization states of the two incident pulses and the sample orientation were systematically varied.

The sample used in this study consists of 10 periods of ~14-nm-wide GaAs wells alternating with 17-nm-thick Al_{0.33}Ga_{0.67}As barriers. The uniaxial in-plane strain was obtained following growth by bonding the MQW structure to a transparent uniaxial lithium tantalate (LiTaO_3) substrate and subsequently removing the semiconductor substrate on which the sample was grown by selective etching. The LiTaO_3 substrate was cut such that the thermal expansion coefficient along one direction approximately matched that of the MQW, but along the orthogonal direction it did not. A thermally-induced uniaxial strain was then obtained by operating the device at a temperature (~100 K) different from the bonding temperature (~300 K). The linear absorption coefficient for light polarized along the strained axis is measured to be more than twice that for light polarized along the unstrained axis (when the wavelength is tuned to the peak of the exciton).

Typical measurements of the parameters that directly determine the time-resolved polarization state of the FWM emission from the uniaxially-strained MQW are shown in Fig. 1 and Fig. 2 for selected angles \( \theta_{12} \) between the two linearly polarized input pulses. For the measurements shown in Fig. 1, the sample was oriented so that the strong absorption axis (denoted by the vector \( \mathbf{a} \) in the inset) was aligned parallel to the fixed polarization of the \( E_2 \)-pulse, while for Fig. 2, the sample was rotated by 90° so that \( \mathbf{a} \) was orthogonal to the \( E_2 \)-polarization.

Notice that both the ellipticity and the
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Fig. 1. The azimuthal angle \( \theta_{12} \), ellipticity angle \( \varepsilon \), and the total intensity \( S_0 \) as a function of time for selected angles \( \theta_{12} \) between the input polarizations. The inset shows the sample orientation and the polarizations of the incident fields.

Fig. 2. The same measurements as in Fig. 1 except that the sample has been rotated by 90° as shown in the inset. The second inset indicates the notation used to specify the polarization ellipse for the emitted FWM signal. The orientation of the polarization ellipse vary
substantially with time in both figures. This is in contrast to what one would expect for either an isotropic or anisotropic sample in the absence of many body effects. The polarization of the FWM emission from a sample that is isotropic is expected to vary with input polarization, but is expected to be linearly polarized with an orientation that is constant in time (without the inclusion of many body effects). By comparison, for a sample with an intrinsic static anisotropy (for example, as the result of uniaxial strain), the orientation \( \theta_{ig} \) of the polarization ellipse and the ellipticity angle \( \varepsilon \) are expected to vary with the sample orientation and input polarization; however, for a fixed sample orientation and for fixed input polarizations, the orientation of the ellipse and the ellipticity are expected to remain constant in time. Consequently, the time-varying ellipticity and orientation shown in Figs. 1 and 2 indicate the presence of a dynamic induced anisotropy. In fact, they are definitive signatures of many body effects and indicate that such must be taken into account.

The dramatic influences of the intrinsic static (strain-induced) anisotropy are also apparent in these figures. For the sample orientation of Fig. 1, when \( E_1 \) is rotated counter-clockwise to a positive angle \( \theta_{12} \) with respect to \( E_2 \), notice that the FWM polarization is initially oriented at a negative angle, then it proceeds to rotate counter-clockwise towards more positive angles. For this sample orientation (Fig. 1), the magnitude of the ellipticity increases then decreases with time, but is always negative (corresponding to a clockwise, or left circular, rotation). When the sample is rotated by 90°, these features are reversed. Namely, the orientation of the polarization begins at positive angles then rotates to more negative angles, and the ellipticity is positive (right circular).

The influence of the static anisotropy is also apparent in the temporal evolution of the total intensity \( S_0 \) (which reflects the effective density-of-states seen by the two pulses). When the strong absorption axis is oriented parallel to the fixed \( E_2 \) polarization (Fig. 1), the nonlinear FWM intensity is largest when the two input polarizations are parallel and the smallest when they are orthogonal. When the sample is rotated so that the weak axis is parallel to \( E_2 \) (Fig. 2), \( S_0 \) is largest when the two input polarizations are orthogonal and smallest when they are parallel. By comparison, when the measurements are repeated in an identical unstrained control sample, the maximum value for \( S_0 \) is independent of sample orientation and is roughly independent of the angle between the linear input polarizations.

Taken together, Figs. 1 and 2 illustrate that the vectorial dynamics are determined by (and therefore contain information about) both intrinsic static and induced dynamic anisotropies. In order to interpret the experimental results further, we have extended the phenomenological model described in Ref. 2 to include anisotropic optical matrix elements which correspond to the strain in our sample. This model reproduces many of the qualitative features displayed by the data. We anticipate that further refinements in the model will allow a more detailed analysis of the many body effects underlying the vectorial dynamics. Finally, we emphasize that a knowledge of the temporal phases of both the x and y components of the radiation are necessary for determining the vectorial dynamics (i.e., the polarization state) and that this information is not provided by conventional techniques.