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The Geometry of $L^p(\mu)$ and Growth of Moving Average Coefficients of Infinite Variance Processes

R. Cheng, A.G. Miamee and M. Pourahmadi

Abstract: While the notions of covariance and spectrum are not defined for infinite variance processes, the autoregressive (AR) and moving average (MA) parameters are well defined and it is tempting to characterize prediction-theoretic properties of such processes in terms of these parameters. Attempts are made to determine growth rates for the MA parameters. Some geometric properties of $L^p$ spaces are studied which sheds light on this problem.

1 Introduction

A discrete-time process $\{X_t\}$ with $X_t \in L^p(\Omega, \mathcal{F}, \mathcal{P})$ is said to be $p$-stationary if for all integers $n \geq 1$, $t_1, \ldots, t_n, h$ and scalars $c_1, \ldots, c_n, E|\sum_{k=1}^{n} c_k X_{t_k+h}|^p = E|\sum_{k=1}^{n} c_k X_{t_k}|^p$.

Its innovation process $\{\epsilon_t\}$ is defined by $\epsilon_t = X_t - P_{H_{t-1}} X_t$ where $P_{H_{t-1}} X_t$ stands for the metric projection of $X_t$ onto $H_{t-1} = \mathfrak{sp}\{X_{t-1}, X_{t-2}, \ldots\}$ in the norm of $L^p(\Omega, \mathcal{F}, \mathcal{P})$. Note that 2-stationary processes as defined above are, indeed, the familiar second-order stationary processes. For $1 < p < 2$, $p$-stationary processes have no well-defined notions of covariance and spectrum, so that neither the spectral-domain nor the time-domain techniques are as effective as they have been for 2-stationary processes. Recent developments in the prediction theory of stable processes (Cambanis and Soltani, 1984; Cambanis, Hardin and Weron, 1988; Cheng et al., 1998, 2000; Miamee and Pourahmadi, 1988a,b; Makagan and Mandrekar, 1990; Rajput and Sundberg, 1994) have revealed that the two classes of harmonizable and moving average stable processes are disjoint. Cambanis et al. (1988) have discussed additional intriguing prediction-theoretic behavior of discrete time stable processes, unsuspected from the Gaussian or second-order processes.
It is known (Miamee and Pourahmadi, 1988a) that any nondeterministic p-stationary process can be written as

\[ X_t = \epsilon_t + \sum_{k=1}^{n} a_k x_{t-k} + \epsilon_{t,n} + \sum_{k=1}^{n} b_k \epsilon_{t-k} + V_{t,n}, \]

for any \( n \geq 1 \), where \( \{a_k\} \) and \( \{b_k\} \) are unique sequences of scalars called the autoregressive (AR) and moving average (MA) parameters of \( \{X_t\} \), and \( V_{t,n}, \epsilon_{t,n} \in H_{t-n-1} \). The second representation in (1.1) is called a finite Wold decomposition of \( \{X_t\} \). If the success of characterization of regularity of 2-stationary processes is any clue, then the norm-convergence of \( \sum_{k=1}^{n} b_k \epsilon_{t-k} \) as \( n \to \infty \), should play a role in the study of regularity of p-stationary processes (Cheng et al., 2000). This question of convergence is, in turn, related to the growth of the MA coefficients \( \{b_k\} \). Miamee and Pourahmadi (1988a) have shown that \( b_k = O(2^k) \). An improved bound is obtained in the present work for the p-stationary case, using geometric properties specific to \( L^p(\mu) \) spaces. Some of the many open problems in this unyielding area of prediction theory are pointed out and appropriate analogues and references are given.

2 The Geometry of \( L^p(\mu) \) and its Applications

The notion of James orthogonality in a normed linear space is central to this section. Let \( x \) and \( y \) be elements of a Banach space \( X \). We write \( x \perp_X y \) if \( \|x + \alpha y\| \geq \|x\| \) for all scalars \( \alpha \). Note that the relation \( \perp_X \) is generally not symmetric or linear.

A Banach space \( X \) is said to be uniformly convex if for any \( \epsilon \in (0, 2] \) there exists a \( \delta_\epsilon > 0 \) such that the conditions \( \|x\| \leq 1, \|y\| \leq 1 \), and \( \|x - y\| \geq \epsilon \) together imply that

\[ \frac{1}{2}\|x + y\| \leq 1 - \delta_\epsilon. \]

Here is a useful criterion for uniform convexity.

**Proposition 2.1** A Banach space \( X \) is uniformly convex if and only if the conditions \( \|x_n\| \leq 1, \|y_n\| \leq 1 \) and \( \lim_{n \to \infty} \frac{1}{2}(x_n + y_n) = 1 \) together imply that \( \lim_{n \to \infty} \|x_n - y_n\| = 0. \)
It is known that for $1 < p < \infty$, the spaces $L^p(\mu)$ are uniformly convex. For the above material, and additional information on Banach spaces see Köthe (1969, p. 353).

Suppose that $M$ is a subspace of a Banach space $\mathcal{X}$. For $x \in \mathcal{X}$ consider the problem of minimizing $\|x - y\|$ over $y \in M$. When $\mathcal{X}$ is uniformly convex, then the extremal vector $y$ is uniquely determined by $x$ and $M$. In that situation the metric projection mapping $y = P_M x$ is characterized by

$$x - P_M^* \perp M \quad (2.1)$$

If $P_M$ is a metric projection mapping, then

$$\|P_M x\| \leq 2\|x\| \quad (2.2)$$

for all $x \in \mathcal{X}$. This is because

$$\|P_M x\| = \|P_M x - x + x\|$$

$$\leq \|x - P_M x\| + \|x\|$$

$$\leq \|x - P_M x + P_M x\| + \|x\|$$

$$= 2\|x\|.$$ 

We shall see that this bound, derived from general norm properties, can be sharpened when $\mathcal{X} = L^p(\mu)$. Furthermore, from (1.1) and repeated application of (2.2) it follows that

$$|b_m| \leq 2^{-m} \frac{\|X_0\|}{\|\epsilon_0\|} \quad (2.3)$$

for all $m$. This bound will also be sharpened when using properties special to $L^p(\mu)$ spaces.

Uniform convexity interacts with metric projection in the following way.

**Lemma 2.2** Suppose that the Banach space $\mathcal{X}$ is uniformly convex, $M$ is a subspace of $\mathcal{X}$, and $x \perp_{\mathcal{X}} M$. If $y_m \in M$, and $\lim \|x + y_m\| = \|x\|$, then $\lim \|y_m\| = 0$. 

3
Proof. The assertion is trivial if \( x = 0 \). Otherwise, put \( X_m = \frac{x}{\|x + y_m\|} \) and \( Y_m = \frac{(x + y_m)/\|x + y_m\|}{x + y_m} \). Note that \( \|X_m\| \leq 1 \), since \( x \perp y_m \), and \( \|Y_m\| = 1 \). Furthermore,

\[
\frac{\|x\|}{\|x + y_m\|} \leq \frac{\|x + \frac{1}{2} y_m\|}{\|x + y_m\|} = \frac{1}{2} \|X_m + Y_m\| \leq 1.
\]

By assumption, \( \lim \|x\|/\|x + y_m\| = 1 \), which then forces \( \lim \|\frac{1}{2} (X_m + Y_m)\| = 1 \). Now Proposition 2.1 gives

\[
\lim \|y_m\| = \|x\| \lim (\|y_m\|/\|x\|) = \|x\| \lim (\|y_m\|/\|x + y_m\|) = \|x\| \lim (\|X_m - Y_m\|) = 0. \Box
\]

It is known that the metric projection onto a subspace is norm continuous in a strictly convex, locally compact Banach space (Köthe, p. 344.). Here is the result for a uniformly convex space.

**Proposition 2.3** Let \( M \) be a subspace of a uniformly convex Banach space \( \mathcal{X} \). If \( x \in \mathcal{X} \), \( x_m \in \mathcal{X} \), and \( \lim \|x_m - x\| = 0 \), then \( \lim \|P_M x_m - P_M x\| = 0 \).

**Proof.** Observe that

\[
\|x - P_M x\| \leq \|x - P_M x_m\| \leq \|x - x_m\| + \|x_m - P_M x_m\| \leq \|x - x_m\| + \|x_m - P_M x\| \leq \|x - x_m\| + \|x_m - x\| + \|x - P_M x\| = 2\|x - x_m\| + \|x - P_M x\|.
\]

It follows that \( \lim \|x - P_M x_m\| = \|x - P_M x\| \). Applying Lemma (2.2), and using the orthogonality condition \((x - P_M x) \perp x M\), we get \( \lim \|P_M x_m - P_M x\| = 0 \). \( \Box \)
Let $\hat{X}$ be the best predictor of $X_0$ based on the infinite past
\[ \{ \ldots, X_{-3}, X_{-2}, X_{-1} \}, \]
and $\hat{X}(m)$ be the best predictor of $X_0$ based on the finite past of length $m$,
\[ \{ X_{-m}, \ldots, X_{-3}, X_{-2}, X_{-1} \}. \]

**Theorem 2.4** If $\{X_t\}_{t=-\infty}^{\infty}$ is a $p$-stationary process, then the finite predictors $\hat{X}(m)$ of $X_0$ converge in norm to its infinite predictor $\hat{X}$.

**Proof.** Let $\{Y_m\}_{m=-\infty}^{\infty}$ be a sequence such that
\[ Y_m \in sp\{ X_{-m}, \ldots, X_{-3}, X_{-2}, X_{-1} \} \]
and $\lim \| Y_m - \hat{X} \| = 0$; such a sequence exists since
\[ \hat{X} \in sp\{ \ldots, X_{-3}, X_{-2}, X_{-1} \}. \]
With the above definitions we have
\[
\| X_0 - \hat{X} \| \leq \| X_0 - \hat{X}(m) \|
\leq \| X_0 - Y_m \|
\leq \| X_0 - \hat{X} \| + \| \hat{X} - Y_m \|.
\]
From this we see that
\[
\lim \| X_0 - \hat{X}(m) \| = \| X_0 - \hat{X} \|.
\]
Applying Lemma 2.2, we get
\[
\lim \| \hat{X}(m) - \hat{X} \| = 0. \quad \square
\]

The following inequalities constitute a parallelogram law for $L^p(\mu)$. 
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Proposition 2.5 If $2 \leq p < \infty$, then for any $f$ and $g$ in $L^p(\mu)$

$$2(\|f\|^p + \|g\|^p) \leq \|(f + g)\|^p + \|(f - g)\|^p \leq 2^{p-1}(\|f\|^p + \|g\|^p). \tag{2.4}$$

If $1 < p \leq 2$, then for any $f$ and $g$ in $L^p(\mu)$

$$2^{p-1}(\|f\|^p + \|g\|^p) \leq \|(f + g)\|^p + \|(f - g)\|^p \leq 2(\|f\|^p + \|g\|^p). \tag{2.6}$$

Equality holds in (2.4) and (2.7), if and only if $fg = 0$ a.e.; equality holds in (2.5) and (2.6) if and only if $f = \pm g$ a.e.

**Proof.** First, consider the case $p \geq 2$. For any complex numbers $a$ and $b$, the usual parallelogram law gives

$$|a + b|^2 + |a - b|^2 = 2(|a|^2 + |b|^2). \tag{1}$$

When $p \geq 2$, we have $\| \cdot \|_{L^p} \leq \| \cdot \|_{L^2}$, and so

$$\left(\|a + b\|^p + \|a - b\|^p\right)^{1/p} \leq \left(\|a + b\|^2 + \|a - b\|^2\right)^{1/2} = 2^{1/2}(\|a\|^2 + \|b\|^2)^{1/2}. \tag{2}$$

Apply Hölder’s inequality, using

$$\frac{1}{p/2} + \frac{1}{p/(p - 2)} = 1$$

to get

$$|a|^2 + |b|^2 \leq \left(\|a\|^{2(p/2)} + \|b\|^{2(p/2)}\right)^{2/p} \cdot \left(1 + 1\right)^{(p - 2)/p} \left(\|a\|^p + \|b\|^p\right)^{p - 2)/(p - 2)/p} \tag{3}$$

Combining this with (2), we find that

$$\left(\|a + b\|^p + \|a - b\|^p\right)^{1/p} \leq 2^{(p - 1)/p}(\|a\|^p + \|b\|^p)^{1/p}.$$
For any $f$ and $g$ in $L^p(\mu)$, we apply the above estimate to $a = f(\omega)$ and $b = g(\omega)$, and integrate to get

$$
||f + g||^p + ||f - g||^p \leq 2^{p-1}(||f||^p + ||g||^p) \quad (2 \leq p < \infty).
$$

(4)

The above argument appears in Köthe (1969, p. 355), in connection with the proof of uniform convexity of $L^p(\mu)$.

For the case $1 < p \leq 2$, let $r = 4/p$ (so that $2 \leq r < 4$) and apply (3) with the parameter $r/2$, yielding

$$
|\alpha|^2 + |\beta|^2 \leq (|\alpha|^r + |\beta|^r)^{2/r} \cdot 2^{(r-2)/r}.
$$

(5)

Taking $|\alpha|^2 = |u|^p$ and $|\beta|^2 = |v|^p$, we get

$$
|\alpha|^r = |\alpha|^{2(r/2)} |u|^{p(r/2)} = |u|^{p(2/p)} = |u|^2,
$$

and likewise $|\beta|^r = |v|^2$. Hence (4) becomes

$$
||u||^p + ||v||^p \leq 2^{1-(p/2)} \cdot (||u||^2 + ||v||^2)^{p/2}.
$$

This is certainly true when $u = a + b$ and $v = a - b$, where $a$ and $b$ are any complex numbers:

$$
|a + b|^p + |a - b|^p \leq 2^{1-(p/2)} \cdot (|a + b|^2 + |a - b|^2)^{p/2}.
$$

(6)

For $1 < p \leq 2$, we have $|| \cdot ||_p \geq || \cdot ||_2$. Applying this fact, along with (4) and (5), brings us to

$$
|a + b|^p + |a - b|^p \leq 2^{1-(p/2)} \cdot (|a + b|^2 + |a - b|^2)^{p/2}
$$

$$
\quad = 2^{1-(p/2)} \cdot (2|a|^2 + 2|b|^2)^{p/2}
$$

$$
\quad \leq 2 \cdot (||a||^p + ||b||^p)
$$

As before, for any $f$ and $g$ in $L^p(\mu)$, we apply this estimate to $a = f(\omega)$ and $b = g(\omega)$, and integrate to get

$$
||f + g||^p + ||f - g||^p \leq 2(||f||^p + ||g||^p)
$$
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The conditions for equality in (2.5)-(2.8) can be traced to the conditions for equality in Hölder’s inequality, and the condition \( \| \cdot \|_p = \| \cdot \|_{\infty} \), as these are used in the above arguments.

Note that as \( p \) tends to 2 in either direction the Hilbert space case results; the inequalities are sharp in this limited sense.

From the parallelogram law, we get a Pythagorean theorem for \( L^p(\mu) \). Again, there are two cases.

**Proposition 2.6** Suppose that \( X \perp_p Y \) and define

\[
\lambda = (2^{p-1} - 1)^{-1/p}.
\]

If \( 2 \leq p < \infty \), then

\[
\| X \|^p + \lambda^p \| Y \|^p \leq \| X + Y \|^p. \tag{2.8}
\]

If \( 1 < p \leq 2 \), then

\[
\| X + Y \|^p \leq \| X \|^p + \lambda^p \| Y \|^p. \tag{2.9}
\]

**Proof.** We apply (2.4) in the form

\[
\left\| \frac{1}{2}(f + g) \right\|^p + \left\| \frac{1}{2}(f - g) \right\|^p \leq \frac{1}{2}(\| f \|^p + \| g \|^p). \tag{1}
\]

Now taking \( f = X \) and \( g = X + Y \) in (1) we get

\[
\| X + \frac{1}{2} Y \|^p + \| \frac{1}{2} Y \|^p \leq \frac{1}{2} \| X \|^p + \frac{1}{2} \| X + Y \|^p.
\]

Apply (1) repeatedly, taking \( f = X \) and \( g = X + (1/2^n)Y \), \( n = 1, 2, 3, \ldots, N \), will result in

\[
2^N \| X \| + (1/2^{N+1}) \| Y \| + 2^N (1/2^{N+1}) \| Y \| + \cdots + 2^1 (1/2^{1+N}) \| Y \| + 2^0 (1/2^{0+N}) \| Y \| \leq (2^{N-1} + \cdots + 2^1 + 2^0 + 2^{-1}) \| X \|^p + \frac{1}{2} \| X + Y \|^p.
\]

Simplifying, taking \( N \) to infinity, and using \( \| X + (1/2^n)Y \| \geq \| X \| \), we finally get

\[
\| X \|^p + \frac{1}{2^{p-1} - 1} \| Y \|^p \leq \| X + Y \|^p. \tag{2}
\]
Note that the condition $X \perp_p Y$ implies that the quantity $\|X + \alpha Y\|$ is critical when $\alpha = 0$. It follows that
\[
\lim_{N \to \infty} 2^N (\|X + (1/2^N)Y\|^p - \|X\|^p) = 0,
\]
and the estimate leading to (2.8) is asymptotically sharp.

In the case $1 < p \leq 2$, we turn to (2.7), with $f = X$ and $g = X + Y$. This yields
\[
\frac{1}{2} \|X\|^p + \frac{1}{2} \|X + Y\|^p \leq \|X + \frac{1}{2}Y\|^p + \|\frac{1}{2}Y\|^p.
\]  

Now repeat this argument with $f = X$ and $g = X + (1/2^n)Y$, $n = 1, 2, 3, \ldots, N$. The result is
\[
(2^N - 1)\|X\|^p + \|X + Y\|^p \leq 2^N \|X + (1/2^N)Y\|^p + \frac{1}{2^{p-1} - 1} \|Y\|^p.
\]
Rearranging, we find that
\[
\|X + Y\|^p \leq \|X\|^p + \frac{1}{2^{p-1} - 1} \|Y\|^p + 2^N (\|X + (1/2^N)Y\|^p - \|X\|^p).
\]
As $N$ tends to infinity, the last term vanishes, because $X \perp_p Y$. \hfill \Box

Note that equation (2.9) can be sharper than the triangle inequality.

The constant $\lambda = (2^{p-1} - 1)^{-1/p}$ appearing in (2.8) and (2.9) might not be optimal, since the estimates in the proof are generally not sharp. One might wonder whether the value $\lambda = 1$ is always possible. The following example shows that it is not.

Let $\mathcal{X} = l^3(\{1, 2\})$, and consider $f = (1/4, 1)$ and $g = (-1, 1/16)$ in $\mathcal{X}$. Then $f \perp_3 g$, and
\[
\|f\|^3 = 65/64
\]
\[
\|g\|^3 = 4097/4096
\]
\[
\|f + g\|^3 = 6641/4096.
\]
In order that $\|f\|^3 + \lambda^3 \|g\|^3 \leq \|f + g\|^3$, it is necessary that $\lambda^3 \leq 2481/4097$.

The Pythagorean inequalities give rise to improved bounds on the coefficient growth in the finite Wold decomposition (1.1). As before, we write $\lambda = (2^{p-1} - 1)^{-1/p}$. 
Theorem 2.7 Suppose that \( \{X_t\}_{t=-\infty}^{\infty} \) is a \( p \)-stationary process with nontrivial innovation process \( \{\varepsilon_t\}_{t=-\infty}^{\infty} \), and finite Wold decomposition (1.2). If \( 2 \leq p < \infty \), then

\[
\|(1, \lambda b_1, \lambda^2 b_2, \ldots)\|_p \leq \|X_0\|/\|\varepsilon_0\|.
\]

Proof. By applying (2.8) repeatedly to the finite Wold decomposition (1.1), we get the bound

\[
\|\varepsilon_0\|^p + |\lambda b_1|^p \|\varepsilon_1\|^p + \cdots + |\lambda^N b_N|^p \|\varepsilon_N\|^p + \lambda^N \|V_{0,N}\|^p \leq \|X_0\|^p
\]

for all \( N \). Now drop the nonnegative term \( \lambda^N \|V_{0,N}\|^p \), and let \( N \) increase without bound. \( \square \)

Observe that this improves on the bound (2.2). The case \( 1 < p \leq 2 \) is more delicate, since the estimate (2.9) is not similarly useful. However, the following can be said.

Proposition 2.8 Let \( 1 < p \leq 2 \), and suppose that \( X \perp_p Y \). If \( \kappa \) is a constant satisfying

\[
0 \leq \kappa \leq (2^{p-1} - 1),
\]

then for any positive integer \( N \) satisfying

\[
N \leq \frac{1}{p-1} \log_2 \left( \frac{\kappa(2^{p-1} - 1) - 1}{2^{p-1} - 2} \right),
\]

we have

\[
\kappa \|X\|^p + (1 - 2^{-N})\|Y\|^p \leq \|X + Y\|^p.
\]

(2.10)

Proof. We start with (2.7), using \( f = X \) and \( g = X + Y \) to get

\[
2^{p-1} \|X + \frac{1}{2} Y\|^p + 2 \|\frac{1}{2} Y\|^p \leq \|X + Y\|^p + \|X\|^p.
\]

Repeat this estimate using \( f = X \) and \( g = X + (1/2^n)Y \), \( 1 \leq n \leq N \), with the result

\[
2^{(p-1)N} \|X + (1/2^N)Y\|^p + \left( \frac{1}{2} + \frac{1}{4} + \cdots + \frac{1}{2^N} \right) \|Y\|^p
\]

\[
\leq \|X + Y\|^p + (1 + 2^{p-1} + \cdots + 2^{(p-1)(N-1)}) \|X\|^p.
\]
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[Unfortunately, the right side generally grows more rapidly than the left, so the argument from the $2 \leq p < \infty$ case is less fruitful.] Rearranging, and using $X \perp_p Y$, we deduce that

$$\left(2^{(p-1)N} - \frac{2^{(p-1)N} - 1}{2^{p-1} - 1}\right)\|X\|^p + (1 - 2^{-N})\|Y\|^p \leq \|X + Y\|^p.$$ 

The constant enclosed in the square brackets is at most the value $(2^{p-1} - 1)$. For $\kappa$ satisfying $0 \leq \kappa \leq (2^{p-1} - 1)$, we have

$$\kappa \leq \left(2^{(p-1)N} - \frac{2^{(p-1)N} - 1}{2^{p-1} - 1}\right)$$

whenever

$$N \leq \frac{1}{p-1} \log_2 \left(\frac{\kappa(2^{p-1} - 1)}{2^{p-1} - 2}\right). \quad \square$$

The values $\kappa = (2^{p-1} - 1)$ and $N = 1$ can always be used, corresponding to the crude bound

$$(2^{p-1} - 1)\|X\|^p + \frac{1}{2}\|Y\|^p \leq \|X + Y\|^p. \quad (2.11)$$

The coefficient growth estimate that results from (2.10) is the following.

**Corollary 2.9** Suppose that $\{X_t\}_{t=-\infty}^\infty$ is a $p$-stationary process with nontrivial innovation process $\{\epsilon_t\}_{t=-\infty}^\infty$, and finite Wold decomposition (1.2). If $1 < p \leq 2$, then with the notation of Proposition 2.8,

$$1 + (1 - 2^{-N})|b_1|^p + (1 - 2^{-N})^2|b_2|^p + \cdots \leq \|X_0\|^p / \kappa\|\epsilon_0\|^p.$$ 

When $p$ is close to 2 (greater than about 1.695), then $N$ is greater than 1, and this is a sharper bound on the coefficient growth than (2.3).

These Pythagorean inequalities also give improved bounds on the norm of the metric projection, compared with the crude result (2.2).
Corollary 2.10 Let $M$ be a subspace of $L^p(\mu)$. If $2 \leq p < \infty$, then

$$\|P_M f\| \leq (2^{p-1} - 1)^{1/p} \|f\|.$$  

If $1 < p \leq 2$, then

$$\|P_M f\| \leq (1 - 2^{-N})^{-1/p} \|f\|,$$

where $N$ is any positive integer satisfying

$$N \leq \frac{1}{p - 1} \log_2 \left[ \frac{1}{2 - 2^{p-1}} \right].$$

Again, note that when $1 < p \leq 2$ we can always choose $N = 1$, which gives

$$\|P_M f\| \leq 2^{1/p} \|f\|,$$

still an improvement over (2.2). Furthermore, Corollary 2.10 is sharp in the sense that as $p$ tends to 2 in either direction, we get $\|P_M f\| \leq \|f\|$, which is the correct statement when $p = 2$.

These bounds are generally not sharp. In fact, one might wonder whether $\|P_M x\|$ can actually exceed $\|x\|$. The following example shows that it can. Here, let $X = L^p(\{1, 2\})$ with $p = 1.1$. Consider $f = (2, 1)$ and $g = (-2, 2^p)$. Then $f \perp g$. Take $x = f + g$ and $M = sp\{g\}$. Clearly, $P_M x = g$. We now compute

$$\|x\|^p = (1 + 2^p)^p \approx 3.52\ldots$$

$$\|P_M x\| = 2^p + 2^{p} \approx 4.45\ldots.$$

For information on the norm of metric projections, see Mazzone and Cuenya (1995).
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1. INTRODUCTION. Let \( \chi \) be a Banach space and \( B(\chi) \) the space of all bounded linear operators on \( \chi \). A function
\[
t \mapsto U_t
\]
from \( R^+ \) into \( B(\chi) \) is called a one-parameter semi-group of operators if
\[
U_{t+s} = U_t U_s, \forall t, s \in R^+.
\]
A semi-group \( U_t \) is called continuous if for every \( x \) in \( \chi \), the function
\[
t \mapsto U_t(x)
\]
is continuous at any \( t \in R^+ \). The infinitesimal generator \( H \) of \( U_t \) is defined by
\[
H(x) = \lim_{\tau \to 0} \frac{U_{\tau}(x) - x}{\tau}
\]
for those \( x \)'s for which this limit exists.

Domain of \( H \) is not \( \chi \) in general, however it is well-known that this domain is dense in \( \chi \). It is even known that the set of analytic elements of \( U_t \), namely the set
\[
\mathcal{A} = \bigcap_n D(H^n),
\]
is dense in \( \chi \). Using these facts several exponential representation of \( U_t \) in the form
\[
U_t = e^{itH}, \quad t \in R^+
\]
are developed. In this note our purpose is to obtain similar results for the two-parameter semi-groups. By a two-parameter semi-group of operator on \( \chi \) we mean a function
\[
(t, s) \mapsto W_{t,s}
\]
from \( R^+_0 = R^+ \times R^+ \setminus \{(0,0)\} \) into \( B(\chi) \) such that
\[
W_{t,s} W_{t',s'} = W_{t+t', s+s'}
\]
for every \( (t, s), (t', s') \in R^+_0 \). Such a two-parameter semi-group \( W_{t,s} \) will be called continuous if for each \( x \) in \( \chi \) the function
\[
(t, s) \mapsto W_{t,s}(x)
\]
is continuous at any point \( (t_0, s_0) \in R^+_0 \).
To any two-parameter semi-group of operators $W_{t,s}$ we associate two one-parameter semi-groups

$$U_{t} = W_{t,0} \text{ and } V_{t} = W_{0,t}, \quad t \in R^+$$

If $W_{t,s}$ is continuous so are $U_{t}$ and $V_{t}$. Throughout the rest of this note we assume all semi-groups are continuous, unless otherwise specified. The infinitesimal generators of $U_{t}$ and $V_{t}$ are denoted by $H$ and $K$, respectively. We will think of the pair $(H, K)$ as the generator of $W_{t,s}$ and prove (in Section 2) that its domain, namely $D(H) \cap D(K)$ is dense in $\chi$. We will prove that the set of analytic elements of $(H, K)$, namely

$$\bigcap_{n,m \in N} D(H^n) \cap D(K^m)$$

is dense. Section 3 is devoted to expressing $W_{t,s}$ in exponential form

$$W_{t,s} = e^{ih+isk}, (t,s) \in R^+$$

Two parameter semi-groups of operators arise naturally in several areas of applied mathematics including prediction theory of random fields [3, 4]. Such semi-group of operators can be also used to describe evolution of physical systems in quantum field theory and statistical mechanics [5-7, 9-11].

2. Infinitesimal Generator. In this section, for the sake of completeness, we give a few lemmas stating basic properties of the one parameter semi-groups of operators and their generators.

2.1 Lemma. Let $U_{t}$ be a semi-group of operators on $\chi$. For any $x$ in $\chi$ and any $0 < \alpha < \beta$ denote $x_{\alpha, \beta}$ by

$$x_{\alpha, \beta} = \int_{\alpha}^{\beta} U_{t}(x)dt$$

then

$$\lim_{n \to \infty} n x_{s, s+\frac{1}{n}} = U_{s}(x), \text{ for all } s \in R^+.$$
\[
\|nx_{s,s-n} - U_s(x)\| = n \int_s^{s+n} (U_t(x) - U_s(x)) dt \leq n \int_s^{s+n} \|U_t(x) - U_s(x)\| dt.
\]

Given any \(\varepsilon > 0\) there exists \(\delta > 0\) such that

\[
\|U_t(x) - U_s(x)\| < \frac{\varepsilon}{2}, \quad \text{whenever} \quad |t - s| < \delta.
\]

Let \(N_0\) be any integer greater than \(\frac{1}{\delta}\). Then for any \(n > N_0\) we have

\[
\|nx_{s,s-n} - U_s(x)\| \leq n \int_s^{s+n} \|U_t(x) - U_s(x)\| dt
\]

\[
\leq n \int_s^{s+n} \frac{\varepsilon}{2} dt \leq \frac{\varepsilon}{2} < \varepsilon.
\]

2.2 Lemma. For any semi-group \(U_t\) on a Banach space \(\chi\) and

\[
\chi_0 = \bigcup_{t>0} U_t(\chi).
\]

(a.) \(\chi_0\) is a linear space

(b.) \(\chi_0\) contains all the \(x_{\alpha,\beta}\)'s with \(x \in \chi, \ 0 < \alpha < \beta\).

Proof. (a) is clear because \(U_t(x)'s\) are nested linear spaces.

(b) For any \(x_{\alpha,\beta}\) we can write

\[
x_{\alpha,\beta} = \int_{\alpha}^{\beta} U_t(x) dt = \int_{\alpha}^{\beta} U_{\frac{t-\alpha}{2}}(x) dt
\]

\[
= U_{\frac{\alpha}{2}} \left( \int_{\alpha}^{\beta} U_{\frac{t-\alpha}{2}}(x) dt \right) = U_{\frac{\alpha}{2}} \left( \int_{\frac{\alpha}{2}}^{\frac{\beta}{2}} U_t(x) dt \right)
\]
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\[ U_{\alpha} \left( \chi_{\frac{\alpha + \beta}{2}} \right) = U_{\alpha} (z) \in U_{\alpha} (\chi), \text{ where } z = \chi_{\frac{\alpha - \beta}{2}} \]

So \( x_{\alpha, \beta} \in \chi_0 \).

2.3 Lemma. With the notation above, we have

\[ \overline{sp} \{ x_{\alpha, \beta} : x \in \chi, 0 < \alpha < \beta \} = \overline{\chi_0} \]

Proof. By Lemma 2.2 we have

\[ sp \{ x_{\alpha, \beta} : x \in \chi, 0 < \alpha < \beta \} \subseteq \chi_0. \]

Now take any \( y \) in \( \chi_0 \). Then \( y = U_s(x) \) for some \( s > 0 \) and some \( x \in \chi \).

By Lemma 2.1

\[ nx_{s, s} + \frac{1}{n} \rightarrow U_s(x) = y \text{ as } n \rightarrow \infty. \]

This shows that \( sp \{ x_{\alpha, \beta} : x \in \chi, 0 < \alpha < \beta \} \) is dense in \( \chi_0 \), which in turn implies that

\[ \overline{sp} \{ x_{\alpha, \beta} : x \in \chi, 0 < \alpha < \beta \} = \overline{\chi_0}. \]

We can prove more, namely:

2.4 Lemma. With the notation as in lemma 2.3 we have \( \overline{sp} \{ x_{\alpha, \beta} : x \in \chi, 0 < \alpha < \beta \} = \overline{\chi_0} \).

Proof. It is clear that (by Lemma 2.3)

\[ \overline{sp} \{ x_{\alpha, \beta} : x \in \chi_0, 0 < \alpha < \beta \} \subseteq \overline{\chi_0}. \]

Now let \( y \in \chi_0 \) then \( y = U_s(x) \) for some \( x \in \chi_0 \) and some \( s > 0 \). We can write \( y \) as

\[ y = U_s(x) = U_{\frac{s}{2}} U_{\frac{s}{2}} (x) = U_{\frac{s}{2}} (z), \text{ where } z = U_{\frac{s}{2}} (x) \in \chi_0. \]

By Lemma 2.1 we can see that
So we found a sequence in

\[ sp(x_{\alpha,\beta} : x \in \chi_0, 0 < \alpha < \beta), \]

namely \( n z_{\alpha,\beta} \), which converges to \( y \). This means

\[ \chi_0 \subseteq sp(x_{\alpha,\beta} : x \in \chi_0, 0 < \alpha < \beta) \]

and hence

\[ \overline{sp}(x_{\alpha,\beta} : x \in \chi_0, 0 < \alpha < \beta) = \overline{\chi_0} \]

2.5 Lemma. Let \( U_t \) be a semi-group of operator on \( \chi \). Then for any \( x \) in \( \chi_0 \)

\[ \lim_{t \to 0^+} U_t(x) = x, \]

Proof. Let \( x \) be an element in \( \chi_0 \), then \( x = U_s(z) \) for some \( s > 0 \) and some \( z \in \chi \).

We can then write

\[ \lim_{t \to 0^+} U(x) = \lim_{t \to 0^+} U_t(U_s(z)) = \lim_{t \to 0^+} U_{t+s}(z) = U_{s}(z) = x. \]

We can improve the last result as follows.

2.6 Lemma. Let \( U_t \) be a semi-group of operators on \( \chi \). Then

\[ \lim_{t \to 0^+} U_t(x) = x, \text{ for any } x \in \overline{\chi_0} \]

if and only if \( t \| U_t \| \| \overline{\chi_0} \| \) is bounded in a neighborhood of zero.

Proof. Suppose there exists \( M > 0 \) such that \( \| U_t \| \overline{\chi_0} \| \leq M \) in a neighborhood, say \((0, a)\), of zero. Let \( x \) be an element of \( \overline{\chi_0} \). Given \( \epsilon > 0 \) there exists \( y \) in \( \chi_0 \) such that

\[ \| y - x \| < \frac{\epsilon}{2M+1}. \]
By Lemma 2.5
\[ \lim_{t \to 0^+} U_t(y) = y \]

Hence there exists \( \delta \), with \( 0 < \delta < \alpha \), such that
\[ \|U_t(y) - y\| < \frac{\varepsilon}{2}, \text{ whenever } |t| < \delta. \]

Now for any \( t \) with \( |t| < \delta \) we can write
\[ \|U_t(x) - x\| \leq \|U_t(y) - U_t(y)\| + \|U_t(y) - y\| + \|y - x\| \]
\[ \leq (M + 1)\|y - x\| + \|U_t(y) - y\| < (M + 1) \frac{\varepsilon}{2(M + 1)} + \frac{\varepsilon}{2} \leq \varepsilon. \]

Conversely suppose
\[ \lim_{t \to 0^+} U_t(x) = x, \text{ for each } x \in \chi_0. \]

If we define \( U_0 = I \), the identity operator, then for each \( x \) in \( \chi_0 \), \( U_t(x) \) is continuous on \([0,1]\).

So \( \|U_t(x)\| \) is continuous and hence bounded on \([0,1]\) for each \( x \) in \( \chi \). Applying the uniform boundedness principal [8] to the class \( \{U_t : 0 \leq t \leq 1\} \) of operators on \( \chi_0 \), we conclude that \( \|U_t|_{\chi_0}\| \) is bounded on \([0,1]\).

Using the previous Lemma we can prove:

2.7 Corollary. The set \( \{x : \lim_{t \to 0^+} U_t(x) = x\} \) is closed if and only if \( \|U_t|_{\chi_0}\| \) is bounded in a neighborhood of zero.

2.8 Lemma. We have
\[ \int_a^b \{U_t(x)dt : x \in \chi_0\} = \int_a^b \{U_t(x)dt : x \in \chi\} \]

It is clear that the left set is a subset of the right one. To prove the other way let \( y \) be in the right
hand side. i.e. let $y = \int_{\alpha}^{\beta} U_i(x)dt$ for some $x \in \chi$ and some $0 < \alpha < \beta$. Then we can write

$$y = \int_{\alpha}^{\beta} U_i(x)dt = \int_{\alpha}^{\beta} U_i - \frac{\alpha}{2} \left( \frac{U_\alpha}{2} \right) dt$$

$$= \int_{\alpha - \frac{\alpha}{2}}^{\beta - \frac{\alpha}{2}} U_{\alpha} (z) dt, \text{when } z = \frac{U_\alpha}{2} \in \chi_{\alpha}$$

so

$$y = \int_{\alpha}^{\beta} U_i - \frac{\alpha}{2} (z)dt = \int_{\alpha}^{\beta} U_i(z)dz \in L.H.S.$$  

The following Lemma explains why we are interested in $\chi_{\alpha, \beta}'s$

2.9. Lemma. For any $x \in \chi$ and any $0 < \alpha < \beta$ the vector $x_{\alpha, \beta}$ is in the domain of $H$ and

$$H(x_{\alpha, \beta}) = U_\beta(x) - U_\alpha(x)$$

Proof. Take any vector $x_{\alpha, \beta}$, $x \in \chi$, $0 < \alpha < \beta$. Then we write

$$\lim_{s \to 0} \frac{U_i(x_{\alpha, \beta}) - x_{\alpha, \beta}}{s} = \lim_{s \to 0} \frac{1}{s} \left[ \int_{\alpha}^{\beta} U_i(z)dt - \int_{\alpha}^{\beta} U_i(x)dt \right]$$

$$= \lim_{s \to 0} \frac{1}{s} \left[ \int_{\alpha+s}^{\beta+s} U_i(z)dt - \int_{\alpha}^{\beta} U_i(x)dt \right]$$

$$= \lim_{s \to 0} \frac{1}{s} \int_{\alpha}^{\beta+s} U_i(z)dt - \lim_{s \to 0} \frac{1}{s} \int_{\alpha}^{\alpha+s} U_i(z)dt = U_\beta(x) - U_\alpha(x).$$

Hence $x_{\alpha, \beta} \in D(H)$ and $H(x_{\alpha, \beta}) = U_\beta(x) - U_\alpha(x)$.
From Lemmas 2.3 and 2.9 we can immediately get the following proposition.

2.10 Proposition. The domain of the infinitesimal generator $H$ of a semi-group $U_t$ of operators on $\chi$ is dense in $\chi_0$.

Now we study two parameter semi-groups of operators. Let $W_{t,s}$ be a continuous two-parameter semi-group of operators on $\chi$ and consider its two one-parameter semi-groups $U_t$ and $V_s$ of operators on $\chi$, as defined before. Suppose $H$ and $K$ are the infinitesimal generators of $H$ and $K$, respectively. The following two propositions deals with the domain of infinitesimal generator of $W_{t,s}$, namely $D(H) \cap D(K)$. These results show that $H+K$ has a rich domain.

2.11 Proposition. Let $W_{t,s}$ be a two-parameter semi-group of operators on $\chi$. Then

$$\beta = \text{sp}\left\{ \int_{\alpha}^{\beta} U_t(x)dt : 0 < \alpha < \beta, x \in D(K) \right\} \quad \text{and} \quad \mathcal{R} = \left\{ \int_{\alpha}^{\beta} V_s(x)dt : 0 < \alpha < \beta, x \in D(H) \right\}$$

are a subset of $D(H) \cap D(K)$. That is $\mathcal{R} \cup \beta \subseteq D(H) \cap D(K)$.

**Proof.** We just show $\beta \subseteq D(H) \cup D(K)$. The other one is similar. From Lemma 2.9 it is clear that

$$\beta \subseteq D(H).$$

So it remains to show that

$$\beta \subseteq D(K).$$

To see this, pick any $x$ in $D(K)$ then for its corresponding $x_{a,b}$ we can write

$$\lim_{s \to 0} \frac{1}{s} \left( V_s \left( x_{a,b} \right) - x_{a,b} \right) = \lim_{s \to 0} \frac{1}{s} \left( \int_{\alpha}^{\beta} \left( V_s U_t(x) - U_t(x) \right) dt \right) =$$

$$\lim_{s \to 0} \int_{\alpha}^{\beta} U_t \left( \frac{V_s(x)-x}{s} \right) dt = \int_{\alpha}^{\beta} U_t \left( \lim_{s \to 0} \left( \frac{V_s(x)-x}{s} \right) \right) dt$$

The last equality follows from the fact that (cf. [2]) $\|U_t\|, \quad \alpha \leq t \leq \beta$ is bounded for any fixed $\alpha, \beta$ with $0 < \alpha < \beta$, and the limit in last expression exists, since $x \in D(K)$. 
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So the \( x_{\alpha,\beta} \) belongs to \( D(K) \) and \( K(x_{\alpha,\beta}) = \int_{\alpha}^\beta U_t(K(x))dt \).

From the proof of the previous proposition we can get the following corollary

2.12 Corollary. With the above notation and for \( 0 < \alpha < \beta \) we have

(i) \( K\left( \int_{\alpha}^\beta U_t(x)dt \right) = \int_{\alpha}^\beta U_t(K(x))dt, \ x \in D(K), \)

(ii) \( H\left( \int_{\alpha}^\beta V_t(x)dt \right) = \int_{\alpha}^\beta V_t(H(x))dt, \ x \in D(H), \)

(iii) \( H\left( \int_{\alpha}^\beta U_t(x)dt \right) = \int_{\alpha}^\beta U_t(H(x))dt, \ x \in D(H), \)

(iv) \( K\left( \int_{\alpha}^\beta V_t(x)dt \right) = \int_{\alpha}^\beta V_t(K(x))dt, \ x \in D(K). \)

2.13 Proposition. Let \( W_{t,s} \) be a two-parameter semi-group of operators on \( \chi \). With the notation above we have

a) \( \mathcal{C} = \left\{ \int_{\alpha}^\beta W_{t,s}(x)dt \big| x \in \chi \right\} \subseteq D(H) \cap D(k) \)

b) \( \mathcal{C} \) is dense in \( \chi_{0,0} = \bigcup_{(t,s) \in \mathbb{R}^2} W_{t,s}(x) \) and hence \( \overline{\chi_{0,0}} = \overline{\mathcal{C}}. \)

Proof. (a) Let \( y \in \mathcal{C} \) then \( y = \int_{\alpha}^\beta W_{t,s}(x)dt \) for some \( x \) in \( \chi \) and some \( 0 < \alpha < \beta \). We can write

\[
\lim_{\tau \to 0^+} \frac{1}{\tau} \left[ U_t \left( \int_{\alpha}^\beta W_{t,s}(x)dt \right) - \int_{\alpha}^\beta W_{t,s}(x)dt \right] = \lim_{\tau \to 0^+} \frac{1}{\tau} \left[ (U_{t+\tau} V_s(x) - U_t V_s(x))dt \right] \]

\[
= \int_{\alpha}^\beta V_s \left[ \lim_{\tau \to 0^+} \frac{1}{\tau} \left( U_{t+\tau}(x) - U_t(x) \right) dt \right] ds
\]
\[ = \int_{\alpha}^{\beta} V_s (U_{\beta}(\alpha) - U_{\alpha}(\alpha)) ds , \]

by lemma 2.9 and the boundedness of \( \{V_t\} : << t < \theta \} \) [2].

This shows that \( C \subset D(H) \). Similarly one can show that \( C \subset D(K) \).

(b) Let \( x \in \chi_{0,0} \), i.e. \( x = W_{t,s} y \), for some \( y \) in \( \chi \) and some \( (t,s) \in R_0^+ \). Given any \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that

\[ |t - t'| < \delta \text{ and } |s - s'| < \delta \Rightarrow \| W_{t',s'} (x) - W_{t,s} (y) \| < \frac{\epsilon}{2} \]

Let \( N_0 = \left[ \frac{1}{\delta} \right] + 1 \), then for any \( n > N_0 \) we have

\[ n^2 \int_{s}^{s+\frac{1}{n}} \int_{t}^{t+\frac{1}{n}} W_{t',s'} (y) dt' ds' - x \|

\[ \leq n^2 \int_{s}^{s+\frac{1}{n}} \int_{t}^{t+\frac{1}{n}} (W_{t',s'} (y) - W_{t,s} (y)) dt' ds' \]

\[ \leq n^2 \int_{s}^{s+\frac{1}{n}} \int_{t}^{t+\frac{1}{n}} \| W_{t',s'} (y) - W_{t,s} (y) \| dt' ds' \]

\[ \leq \frac{\epsilon}{2} < \epsilon. \]

The following lemma which is of independent interest can be used to shorten the proof of part (b) in last proposition.

**2.14 Lemma.** Let \( W_{t,s} \) be a two-parameter semi-group of operators on \( \chi \). With the notation above, we have

(a) For any \( x \) in \( \chi_{0,0} \),
$$W_{t,s}(x) \rightarrow x, \text{ as } (t,s) \rightarrow (0,0).$$

(b) In order that \( \lim_{(t,s) \rightarrow (0,0)} W_{t,s}(x) = x \) for all \( x \)'s in \( \chi_{0,0} \), it is necessary and sufficient that

\[ ||W_{t,s}|_{\chi_{0,0}}|| \]

be bounded in a neighborhood of \( (0,0) \).

**Proof.** Proof is similar to the proofs of Lemmas 2.5 and 2.6

By proposition 2.13 The domain of \( H + K \) and \((H, K)\), which is \( D(H) \cap D(K) \), is dense in \( \chi_{0,0} \).
We now want to show that \((H, K)\) serves as a generator for \( W_{t,s} \), and it possess a dense subspace
of analytic elements.

We start with proving the following lemma which will be needed in sequel.

**2.15 Lemma.** If \( f \) is a \( C^\infty(0, \infty) \) function with compact support for \( n \geq 0 \), then

\[
\lim_{\tau \rightarrow +\infty} \frac{f^{(n)}(t + \tau) - f^{(n)}(t)}{\tau} = f^{(n+1)}(t), \text{ uniformly in } t.
\]

**Proof.** Given \( \epsilon > 0 \) there exists \( \delta > 0 \), such that

\[
|f'(s) - f'(t)| < \epsilon, \text{ whenever } |s - t| < \delta.
\]
Using the mean value theorem we can write

\[
\left| \frac{f(t + \tau) - f(t)}{\tau} - f'(t) \right| = |f'(s) - f'(t)|
\]
where \( t \leq s \leq t + \tau \). Now if \( |\tau| < \delta \) then \( |s - t| < \delta \) and hence

\[
\left| \frac{f(t + \tau) - f(t)}{\tau} - f'(t) \right| = |f'(s) - f'(t)| \leq \epsilon,
\]
which completes the proof.

**2.16 Theorem.** Let \( W_{t,s} \) be a two parameter semi-group of operators on \( \chi \) and
\(U_t, V_t, H\) and \(K\) as before. Let \(\mathcal{I}\) denote the set of all \(C^\infty(0, \infty)\) functions with compact support. Then the set
\[
g = \left\{ \int_0^\infty \int_0^\infty f(t)g(s)W_{t,s}(x)dt\,ds : x \in \mathcal{X}, f, g \in \mathcal{I} \right\}
\]
has the following properties
(a) \(g\) is a subset of \(D(H) \cap D(K)\).
(b) \(g\) consists of analytic elements of \((H,K)\).
(c) \(g\) is dense in \(\mathcal{X}_{0,0}\).

Proof. (a) Let \(y \in g\), then
\[
y = \int_0^\infty \int_0^\infty f(t)g(s)W_{t,s}(x)dt\,ds
\]
for some \(x \in \mathcal{X}\) and some \(f, g \in \mathcal{I}\). For sufficiently small \(\tau\)'s we can write
\[
U_t(y) - y = \int_0^\infty \int_0^\infty f(t)g(s)U_{t,\tau}W_{t,s}(x)dt\,ds - \int_0^\infty \int_0^\infty f(t)g(s)W_{t,s}(x)dt\,ds
\]
\[
= \int_0^\infty \int_0^\infty f(t)g(s)W_{t+\tau,s}(x)dt\,ds - \int_0^\infty \int_0^\infty f(t)g(s)W_{t,s}(x)dt\,ds
\]
\[
= \int_0^\infty \int_0^\infty (f(t-\tau) - f(t))(x)g(s)W_{t,s}(x)dt\,ds.
\]
So we can write
\[
\lim_{\tau \to 0^+} \frac{U_t(y) - y}{\tau} = \lim_{\tau \to 0^+} \int_0^\infty \int_0^\infty \frac{f(t-\tau) - f(t)}{\tau} g(s)W_{t,s}(x)dt\,ds
\]
We claim this limit exists and is equal to

\[- \int_{0}^{\infty} \int_{0}^{\infty} f'(t) g(s) W_{t,s}(x) dt ds.\]

Since \(f\) and \(g\) are in \(\mathcal{F}\) there exists \(\alpha, \beta\) with \(0 < \alpha < \beta\) such that \(f\) and \(g\) are zero outside \([\alpha, \beta]\). Since \(\|g(s)W_{t,s}(x)\|\) is continuous on \([\alpha, \beta]\times[\alpha, \beta]\) it in bounded there. i.e. there exists some \(M > 0\) such that

\[\|g(s)W_{t,s}(x)\| \leq M, \text{ for all } t, \tau \in [\alpha, \beta].\]

Given \(\varepsilon > 0\), by Lemma 2.15, there exists a positive \(\delta < \frac{\alpha}{2}\) such that

\[|\tau| < \delta \Rightarrow \left| \frac{f(t-\tau) - f(t)}{\tau} - f'(t) \right| < \frac{\varepsilon}{2M\beta^2}\]

For \(|\tau| < \delta\) we can write

\[\left\| \int_{0}^{\infty} \int_{0}^{\infty} \frac{f(t-\tau) - f(t)}{\tau} g(s) W_{t,s}(x) dt ds + \int_{0}^{\infty} \int_{0}^{\infty} f'(t) g(s) W_{t,s}(x) dt ds \right\|\]

\[\leq \left\| \int_{0}^{\infty} \int_{0}^{\infty} \left( \frac{f(t-\tau) - f(t)}{\tau} + f'(t) \right) g(s) W_{t,s}(x) dt ds \right\|\]

\[\leq \int_{0}^{\infty} \int_{0}^{\infty} \left| \frac{f(t-\tau) - f(t)}{\tau} + f'(t) \right| \|g(s)W_{t,s}(x)\| dt ds\]

\[\leq \int_{0}^{\infty} \int_{0}^{\infty} \left( \frac{\varepsilon}{2M\beta^2} \right) dt ds = \frac{M}{2M\beta^2} \left( \beta - \alpha \right)^2 \leq \frac{\varepsilon}{2}\]
This proves our claim that $y$ is in $D(H)$ and

$$H(y) = -\int_0^\infty \int_0^\infty f'(t)g(s)W_{t,s}(x)dt\,ds.$$ 

Similarly one can show that $y$ is in $D(K)$ and

$$K(y) = \int_0^\infty \int_0^\infty -f(t)g'(s)\,dW_{t,s}(x)\,dt\,ds.$$ 

(b) similar to part (a) one can show that $y = \int_0^\infty \int_0^\infty f(t)g(s)W_{t,s}(x)\,dt\,ds$ is in $D(H^mK^n)$, for every $m, n \geq 0$.

Furthermore, we have

$$\left(H^mK^n\right)(y) = (-1)^{m+n}\int_0^\infty \int_0^\infty f^{(m)}(t)g^{(n)}(s)W_{t,s}(y)\,dt\,ds$$

So any element in $g$ is an analytic element.

Note that the analytic elements of $W_{t,s}$ are those in $\bigcap_{m,n \geq 0} D(H^mK^n)$

(c) suppose $x^*$ is a bounded linear functional on $\mathcal{X}$ which vanished on $g$, i.e. suppose

$$x^*\left(\int_0^\infty \int_0^\infty f(t)g(s)W_{t,s}(x)\,dt\,ds\right) = 0$$

for every $x$ in $\mathcal{X}$ and every $f, g \in \mathcal{F}$. We can therefore write

$$\int_0^\infty \int_0^\infty f(t)g(s)x^*(W_{t,s}(x))\,dt\,ds = 0,$$
for every \( f, g \in \mathcal{F} \) and every \( x \in \chi \). This, we claim, implies

\[
x^*(W_{t,s}(x)) = 0, \text{ for all } x \in \chi, (t,s) \in R_0^+,
\]

which means \( x^* \) vanishes on \( \chi_{0,0} \).

This, in virtue of the Hahn-Banach Theorem [8] shows that \( g \) is dense in \( \chi_{0,0} \). So to complete the proof we need to check our claim above that

\[
x^*(W_{t,s}(x)) = 0, \text{ for all } x \in \chi, (t,s) \in R_0^+.
\]

Suppose on the contrary

\[
x^*(W_{t_0,s_0}(x_0)) \neq 0,
\]

for some \( x_0 \in \chi \) and some \( (t_0,s_0) \in R_0^+ \). WLOG we can assume that the real part of \( x^*(W_{t_0,s_0}(x_0)) \) is positive, i.e.

\[
\text{Re} x^*(W_{t_0,s_0}(x)) > 0.
\]

Since \( \chi^*(W_{t,s}(x_0)) \) and hence \( \text{Re} (x^*(W_{t,s}(x_0))) \) is continuous in \( (t,s) \), there exists a neighborhood \((\alpha, \beta) \times (\gamma, \delta)\) of \( (t_0, s_0) \). Such that

\[
\text{Re}(W_{t,s}(x_0)) > 0, \forall (t,s) \in (\alpha, \beta) \times (\gamma, \delta).
\]

Now take any two nonzero functions \( f \) and \( g \) in \( \mathcal{F} \). By a linear change of variable we can find two other such functions, we call them \( f \) and \( g \) again, which are zero out side \((\alpha, \beta)\) and \((\gamma, \delta)\), respectively. Squaring these functions if necessary, we can further assume that \( f \) and \( g \) are positive throughout \((\alpha, \beta)\) and \((\gamma, \delta)\), respectively. For these functions \( f \) and \( g \) we have

\[
\int_0^\infty \int_0^\infty f(t)g(s)W_{t,s}(x_0)dtds = \int_\alpha^\beta \int_\gamma^\delta f(t)g(s)W_{t,s}(x_0)dtds > 0
\]
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which is a contradiction.

3. **EXponential Representation.** In this section we would extend the one-parameter semi-group results concerning their exponential representation. Let \( W_{t,s} \) be a two-parameter semi-group of operators on \( \mathcal{X} \) with \( U_t \) and \( V_t \) being its associated one-parameter semi-groups as defined before. For each \( \tau > 0 \) we define two bounded operators as follows

\[
H_\tau(x) = \frac{U_\tau(x) - x}{\tau}, \text{and } K_\tau(x) = \frac{V_\tau(x) - x}{\tau}
\]

The infinitesimal generators \( H \) and \( K \) of \( U_t \) and \( V_t \), namely

\[
H(x) = \lim_{\tau \to 0} H_\tau(x) \text{ and } K(x) = \lim_{\tau \to 0} K_\tau(x)
\]

are densely defined. For any bounded operator \( A \), the operator \( e^A \) is defined by

\[
e^A = \sum_{k=0}^{\infty} \frac{A^k}{k!}
\]

It is clear that the series on the right hand side is absolutely convergent and one has

\[
\|e^A\| \leq e^{\|A\|}.
\]

If the operator \( A \) is not bounded \( k \) and / or not everywhere defined then by \( e^A \) we would mean the operator defined by

\[
(e^A)(x) = \sum_{k=0}^{\infty} \frac{A^k(x)}{k!},
\]

which is defined on those \( x \) in \( \bigcap_{n \geq 0} D(A^n) \) for which the series is summable.

There are several exponential representations for a one-parameter semi-group of operator (cf. [1,2]).

Here is one which we want to extend to the two-parameter case.
3.1 Theorem. Let $U_t, t \in R^+$ be any one-parameter semi-group of operator on $\mathcal{X}$ with

$$H_t(x) = \frac{U_t(x) - x}{\tau}. $$

For every $x \in \mathcal{X}$ we have

$$U_t(x) = \lim_{\tau \to 0+} (e^{\imath H_t})(x),$$

where the convergence is uniform with respect to $t$ in compact sets.

3.2 Theorem (Exponential representation). Let $W_{t,s}$ be a two-parameter semi-group of operators on the Banach space $\mathcal{X}$ and let $U_t, V_t, H_t$ and $K_t$ be as before. Then

$$W_{t,s} = \lim_{\tau \to 0} e^{\imath H_{t+s} + iK_s}$$

where convergence is in the strong sense and uniformly on compact sets.

Proof. Let $x$ be a fixed vector in $\mathcal{X}$ and $C$ be a compact subset of $R^+$. By Theorem 3.1

$$(e^{\imath H_t})(x) \to U_t(x)$$

As $\tau \to 0$, uniformly for all $t$ in $C$. So there exists a $\delta_i > 0$ such that

$$t \in C \text{ and } 0 < \tau < \delta_i \Rightarrow \left\| e^{\imath H_t}(x) - U_t(x) \right\| < 1$$

$$\Rightarrow \left\| e^{\imath H_t}(x) \right\| \leq \left\| U_t(x) \right\| + 1$$

on the other hand by [8] there exist $M > 0$ such that

$$\left\| U_t(x) \right\| \leq M \text{ and } \left\| V_t(x) \right\| \leq M$$

for all $t \in C$. Thus $t \in C$ and $0 < \tau < \delta_i \Rightarrow \left\| e^{\imath H_t}(x) \right\| \leq M + 1$

Applying uniform boundedness principal to the class

$$\left\{ e^{\imath H_t} \right\}_{t \in C, 0 < \tau < \delta_i}$$
we conclude that there exists some $L > 0$ such that

$$\|e^{itH_t}\| < L$$

for all $t \in C$ and $\tau \in (0, \delta_1)$.

Let $x \in \chi$ and $C$ a compact subset of $\mathbb{R}^*$ be fixed. Given $\varepsilon > 0$, applying Theorem 3.1 to $U_t$ and $V_t$, there exists positive number $\delta_2$ and $\delta_3$ such that

$$t \in C \text{ and } 0 < \tau < \delta_2 \Rightarrow \|e^{itH_t}(x) - U_t(x)\| < \frac{\varepsilon}{2M}$$

$$s \in C \text{ and } 0 < \tau < \delta_3 \Rightarrow \|e^{isK_t}(x) - V_s(x)\| < \frac{\varepsilon}{2L}$$

Letting $\delta = \min\{\delta_1, \delta_2, \delta_3\}$, for any $t, s \in C$ and $0 < \tau < \delta$, we have

$$\|e^{itH_t+i\varepsilon K_t}(x) - W_{t,s}(x)\| =$$

$$\|e^{i\varepsilon K_t}(x) - U_tV_s(x)\| \leq$$

$$\|e^{itH_t}(x) - V_s(x)\| + \|e^{itH_t} - U_t\|V_s(x)\|$$

$$\leq L\|e^{i\varepsilon K_t}(x) - V_s(x)\| + \|e^{i\varepsilon K_t} - U_t\|M$$

$$\leq L \frac{\varepsilon}{2L} + \frac{\varepsilon}{2M} \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} \leq \varepsilon.$$
3.4 Remark. Here, in this note we said a semi-group \( t \to U_t \) to be continuous if

\[
\lim_{t \to s} U_t(x) = U_s(x)
\]

for every \( x \) in \( \mathcal{X} \) and every \( s > 0 \). Some other authors say \( t \to U_t \) is continuous if it is continuous strongly at each \( s \geq 0 \). i.e. if

\[
\lim_{t \to s} U_t(x) = \begin{cases} 
U_s(x), & \text{if } s > 0 \\
x, & \text{if } s = 0
\end{cases}
\]

In this case defining \( U_0 = I \), continuity will mean

\[
\lim_{t \to s} U_t(x) = U_s(x), \text{ for all } s \geq 0.
\]

and \( \mathcal{X}_0 \) becomes all of \( \mathcal{X} \) itself. To see this one only need to check \( \mathcal{X} \subseteq \mathcal{X}_0 \).

For, checking this let \( x \in \mathcal{X} \) Then we can write

\[
x = \lim_{t \to 0^+} U_t(x)
\]

which means \( x \in \mathcal{X}_0 \).

3.5 Remarks. One can study n-parameter semi-groups of operators for \( n > 2 \) and obtain similar result.
REFERENCES


