The problem of controlling turbulent boundary layers was studied using techniques employed in control system analysis and design. During the last three years, the linearized Navier-Stokes equations were modified to include a boundary input of blowing/suction along the wall. By a Galerkin method, the modified linearized Navier-Stokes equations were converted into a temporal control theoretical model, to which modern control synthesis can be applied. The resulting state space model allows a multivariable feedback design combining an array of sensors with an array of actuators along the wall. Based on this spectral decomposition, a parallel architecture for the implementation of temporal controllers allows significant decrease in computational bandwidth. For each wavenumber linear-quadratic-Gaussian multi-variable synthesis and model reduction techniques are used to derive robust feedback controllers. Controller performance was tested on a direct numerical simulation of a fully developed turbulent channel flow. Controller performance for the nonlinear flow was surprisingly good, suggesting that linear systems can be used as a basis for developing controllers for near-wall turbulence. Controllers are being developed on the basis of the three-dimensional linearized Navier-Stokes equations. Both spanwise and streamwise shear sensors are considered. By a Galerkin method, a temporal state space model is determined where, for every wave number pair, a 500 state system is obtained with two inputs and four outputs. Model reduction techniques are used to reduce the state space drastically, and wave number pairs that produce the largest shear stress amplification for uncertainty induced at the wall are investigated.
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1 Introduction

The potential benefits of controlling flows that occur in common engineering applications are significant. Applications include drag reduction for aircraft, high maneuverability for military aircraft, jet noise reduction, and enhanced mixing and better fuel efficiency for internal combustion engines. Because of its importance as well as its genuine intellectual challenge, flow control has attracted much attention from many able fluid dynamicists. These attempts, however, have not been very satisfactory.

Most of the flow control research, however, has been ad-hoc based on the investigator's physical intuition. Some progress has been made from such attempts, especially since the discovery of the coherent turbulence structures that exist in the near-wall region of turbulent boundary layers. Choi et al. [1], for example, report an active control scheme, which was designed to reduce the strength of the near-wall streamwise vortices. This active control scheme, which was based on the physical observations that there are strong correlations between the near-wall streamwise vortices and the high skin-friction region, is reported to reduce the viscous drag by as much as 25%.

Although some progress has been made through similar ad-hoc attempts, it is our belief that much more progress can be made if we can utilize modern control theories for flow control. A few examples of applications of modern control theories to flow control have appeared in the literature recently. The foundations of optimal control theory as applied to the equations governing fluid flow were developed and its application to flow control was reported by Choi et al. [2], Moin and Bewley [3], and Lee et al. [4].

Unlike previous researchers, our group considered a system theory approach to transition control, which revealed a rich structure of modes whose input-output properties were characterized in terms of their observability and controllability [5]. These dynamical systems were obtained by a Galerkin projection applied to the two-dimensional linearized Navier-Stokes equations. Two important aspects were recognized. Only modes which were controllable and observable at the wall could be used by the controller and that the near-wall turbulence structure alone was sufficient to control for viscous drag prediction. In [5] only a simple integral controller on the shear stress measurement was used and only applied to, at most, a few wave numbers. However, it was shown to control a two-dimensional finite-amplitude disturbance responsible for the secondary instability, thus suggesting that nonlinear effects could be handled by a linear controller. Efforts on improved dynamic response by using linear-quadratic-Gaussian (LQG) optimal control synthesis showed that the required control energy could be reduced over that of the simple integral compensator [6]. The LQG controller was designed on a reduced state space obtained from the Galerkin projection method.

2 Progress Over the Grant Period

Over the last three years, these results for a single wavenumber have been significantly modified. First, it was recognized that even for a single wavenumber, there are two controls and two outputs [7]. The original work [5] considered only a single input/single output system.
The dynamic system in [5] contained a derivative of the control. By a simple transformation, this was removed [7]. The spatial decomposition produces a controllable system only with respect to the control at that wavenumber. Therefore, a parallel architecture of compensators in wave space can be constructed [7, Appendix A]. Each compensator is based on the dynamic system formed from the Galerkin projection associated with the Chebyshev expansion for each wavenumber. The resulting state space is quite large and a much smaller state space is required for controller development. This smaller state space, obtained by a form of balanced realization [7,8, Appendix A and B], is used for LQG design where the uncertainty is assumed to be emanating from the wall and is modeled as an input with the same input matrix as the control [7,8, Appendix A and B]. For the two-dimensional controller where the system is minimal phase, good loop transfer recovery is obtained producing good stability margins for robust control [7,8].

The parallel structured controller of [7] for multiple wave numbers was first applied to the more realistic linearized Navier-Stokes equations to test controller performance. The full order system had 8,000 states and the controller only required 640, where 32 controllers of the order 20 operated in parallel. The result is that the reduced order controller suppressed up to 90% of the wall shear stress in a two-dimensional channel flow. Given this success, the controller was embedded in a direct simulation of Navier-Stokes equations for controlling skin-frictional drag in a two-dimensional channel flow [9, Appendix C]. Although controlling skin-friction drag in two dimensions cannot be readily extrapolated to the three-dimensional turbulence case, the testing of the controller in a nonlinear two-dimensional environment has produced valuable insight into the capability of linear controllers. Applying the linear controller (10% of the order of the full system) to the bottom wall of a two-dimensional turbulent periodic channel flow at a Reynolds number of 1,500 dramatic drag reduction of up to 60% with respect to the turbulent flow was obtained. This motivated the application of an array of two-dimensional controllers placed parallel to each other at 32 spanwise locations in a three-dimensional channel. Streamwise shear stress measurements are only shared within each two-dimensional controller at the same spanwise locations. Therefore, no information from different spanwise locations was shared. A 10% decrease in drag reduction occurred [10, Appendix D]. However, since no measurements were shared in the spanwise direction, the resulting shear stress varies significantly in the spanwise direction, at a wavenumber corresponding to the wall-layer streaky structures (Fig. 1). By additional blowing and suction proportional to the spanwise variation of the streamwise-averaged wall shear stress, the shear stress oscillations in the spanwise direction was removed (Fig. 2) and the drag reduction was about 16%. These results are reported in detail in [11, Appendix E].
Figure 1. Contours of the wall-shear stress, $\partial u/\partial y|_w$:
(a) channel with 2d controller; (b) uncontrolled.
Figure 2. Contours of the wall-shear stress, $\partial u/\partial y|_w$: (a) channel with 2d controller plus ad-hoc controller; (b) uncontrolled.
Given the success with the two-dimensional controller, the three-dimensional controller is being developed. Here, we consider the linearized three-dimensional Navier-Stokes equations as the system dynamics where the control is applied through wall-transpiration on a two-dimensional surface and both spanwise and streamwise shear stress distributed over the wall are used as measurements. The linearized governing equations are discretized through a Fourier transform which decomposes the system controls and outputs into a set of independent systems, controls, and outputs for each streamwise and spanwise wavenumber pair. The cost criterion, total wall-shear stress, also decomposes into a sum of components of wall-shear stress for each wavenumber pair. Again, reduced order controllers for each wavenumber pair can be implemented in parallel [12, Appendix F]. The dynamic structure now contains both the Orr-Sommerfield and Squire modes and the important coupling between them. The question about energy amplification associated with the linear dynamic system can now be addressed. Observability and controllability resolution allows the construction of reduced-order controllers. For each streamwise and spanwise wavenumber pair, a reduced-order controller has been designed and its performance evaluated in the presence of the full dynamic system [12].

Besides boundary layer control, our linear controller design approach, based on approximation of the physical system, is applicable to other processes. For example, in [13, Appendix G] the Rayleigh-Bénard problem of delaying the onset of convection in terms of increasing the temperature difference across an infinite layer of fluid heated from below is stabilized where the critical Rayleigh number is elevated significantly above that of the uncontrolled system. These results have application of material processing, solidification, semiconductor melts, welding, evaporative coating adn crystal growth.
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A framework to derive optimal and robust reduced-order controllers of fluid mechanics and plasma physics flows using linear-quadratic-Gaussian design, or, in modern terms, $\mathcal{H}_2$ design, is presented. As a test case, two-dimensional channel flow is considered. A reduced model is derived, and a controller is designed based upon this model. Initial conditions creating transient growth of wall-shear stress are constructed. The controller is tested on a 32 wave number simulation. A wall-shear stress reduction, up to 90%, is obtained. The potential transferability of the controller to engineering applications is discussed. [S1063-651X(98)06408-8]

PACS number(s): 47.62.+q, 47.27.Cn, 47.27.Rc, 47.27.Vf

The reduction of drag produced by skin friction, or, in other words, the reduction of wall-shear stresses (WSS's) generated by near-wall turbulence have received wide attention. "The skin friction constitutes about 50%, 90%, and 100% of the total drag on commercial aircraft, underwater vehicles, and pipelines, respectively" [1]. Two are the near-wall flows of interest: boundary layers that change from laminar to turbulent regimes, and boundary layers that are inherently turbulent. Correspondingly, efforts to reduce skin friction fall into two broad categories: transition inhibition and turbulence suppression. References [1—4] are recent reviews summarizing achievements and open questions in boundary layer control.

Boundary layer control has been attempted with some success. References [5—23] are articles published in the past four years. It is becoming widely accepted that even better results can be obtained by using controllers able to analyze distributed measurements and coordinate distributed actuators. However, very little has been done [24—26] to exploit the tools recently developed in the control community [27,28]. In particular, linear-quadratic-Gaussian (LQG) design, or, in modern terms, $\mathcal{H}_2$ design, combined with model reduction techniques for multiinput-multioutput (MIMO) systems, has never been used in fluid mechanics nor plasma physics.

Using a case study, this paper introduces the reader to a framework for deriving optimal and robust reduced-order controllers for flows of interest in fluid mechanics and plasma physics. As a case study, we show that MIMO LQG ($\mathcal{H}_2$) design can be successfully applied to suppress up to 90% of the WSS in a two-dimensional transitional channel flow. The framework can be easily applied to control problems described over simple domains (rectangles, circles and ellipses, cubes, cylinders, tori, etc.) by linear partial differential equations with nonhomogeneous boundary conditions. The spectral decomposition depends on the geometry of the problem and, consequently, appropriate base functions should be selected. Once the spectral decomposition is in order, the framework can be applied step by step. In the case when there is more than one partial differential equation, the state space equations for the full problem are obtained by stacking the ordinary differential equations generated by the Galerkin projection of each partial differential equation. This paper also addresses the potential transferability of the controller to engineering applications.

We consider two-dimensional incompressible Poiseuille flow in a periodic channel of length $Lh$ and height $2h$. The undisturbed velocity field has a parabolic profile with centerline velocity $U_c$; see Fig. 1. Since we are interested in controlling the transition of the boundary layer from laminar to turbulent regimes, we consider a small perturbation of flow quantities. The reader should be aware that with the term "transition," we identify the disruption of the laminar regime in a fully developed boundary layer due to the growth of spatially localized near-wall perturbations. The linearized Navier-Stokes equations are written in terms of the perturbation stream-function $\psi$,

$$ (\partial_t + U\partial_x) \Delta \psi - U'' \psi = Re^{-1} \Delta \psi, \quad (1) $$

to satisfy continuity identically. The problem is made dimensionless by using $h$ as a characteristic length and $h/U_c$ as a characteristic time. The Reynolds number is $Re=U_c h/v$.

![Diagram of Poiseuille Flow and Controller Architecture](image)

**FIG. 1.** Controller architecture.
To suppress perturbations evolving within the bottom boundary layer, we apply blowing and suction at the bottom wall (see Fig. 1). For simplicity we assume that the actuators are uniformly distributed. Perturbations in the top boundary layer are left free to evolve. The corresponding boundary conditions are

\[ \psi_{z|y=-1} = -v_w(x,t), \quad \psi_{y|y=-1} = \psi_{y|y=1} = 0, \]  

where the control function \( v_w \) prescribes the amount of blowing and suction at the bottom wall. We impose that the mass of fluid injected equals the mass of fluid removed.

To detect and measure the deviations of the boundary layer from the laminar regime, we measure the gradient of the streamwise velocity component at given points \( x = x_t \) along the bottom wall (see Fig. 1),

\[ z(x_t,t) = \psi_{yy}|y=-1. \]  

In other words, we measure the first term of the WSS, \( \tau_{xy} = \text{Re}^{-1}(\psi_{yy} - \psi_{xx})|y=-1 \). The second term of the WSS is zero in the uncontrolled case, and is known in the controlled case.

We define an optimal performance index \( J_0 \), or cost function, to design a controller for the LQG \( H_2 \) problem. Since we are interested in suppressing the WSS, we define

\[ J = \lim_{t \to -\infty} \int_{t}^{t_f} \int_{u}^{x} (\psi_{yy}^2 + \psi_{zz}^2)|y=-1 dx dt. \]  

The integrand represents the cost of the WSS being different from zero. Moreover, the integrand implicitly accounts for the cost of implementing the control itself. There are two reasons to minimize the cost of the controller: In any engineering application the energy available to drive the controller is limited, and a large control action may drive the system away from the region where the linear model is valid.

To reduce Eqs. (1)–(3) to a set of first-order ordinary differential equations, we make a few transformations loosely based on Refs. [24] and [26]. We write the stream function as \( \psi = \phi + \chi \) to embed the actuator into the evolution equation, and to make the boundary conditions homogeneous. Substituting \( \psi = \phi + \chi \) into Eq. (1), we obtain a forced equation for the Poiseuille flow

\[ (\partial_t + U \partial_x) \Delta \phi - U^{m} \phi_x = \text{Re}^{-1} \Delta \phi \]

\[ = (\partial_t + U \partial_x) \Delta \chi + U^{m} \chi \]

\[ + \text{Re}^{-1} \Delta \chi, \]  

with homogeneous boundary conditions \( \phi|_{y=1} = \phi|_{y=-1} = 0 \). The forcing function \( \chi \) satisfies the nonhomogeneous boundary conditions (2), i.e., \( \chi_{x|y=-1} = v_w(x,t), \chi_{y|y=1} = \chi_{x|y=-1} = 0 \). We also substitute \( \psi = \phi + \chi \) into Eqs. (3) and (4). The measurement equation (3) becomes

\[ z(x_t,t) = (\phi_{yy} + \chi_{yy})|_{x_t,y=-1}, \]  

while the cost function (4) takes the following form:

\[ J = \lim_{t \to -\infty} \int_{t}^{t_f} \int_{u}^{x} (\phi_{yy}^2 + \chi_{yy}^2)|y=-1 dx dt. \]  

Subsequently, flow quantities are spectrally decomposed by using circular functions in the streamwise direction and Chebyshev polynomials in the vertical direction. We expand \( \phi \) and \( \chi \) as follows:

\[ \phi = \sum_{n=1}^{N} \sum_{m=0}^{M} [a_{nm}(t) \cos(\alpha_n x) + b_{nm}(t) \sin(\alpha_n x)] C_m(y), \]

\[ \chi = \sum_{n=1}^{N} [p_n(t) \cos(\alpha_n x) + q_n(t) \sin(\alpha_n x)] D(y), \]

where \( \alpha_n = 2 \pi n/L \). Functions \( C_n \) and \( D \) are combinations of Chebyshev polynomials constructed to satisfy the boundary conditions, i.e., \( C_n(\pm 1) = D(\pm 1) = D'(\pm 1) = 0 \) and \( D(-1) = 1 \). We also expand the measurement function \( z \) as follows:

\[ z = \sum_{n=1}^{N} [c_n(t) \cos(\alpha_n x) + d_n(t) \sin(\alpha_n x)]. \]

Substituting expansions (8), (9), and (10) into equations (5) and (6) and using Galerkin's projection, we obtain

\[ \frac{dy}{dt} = Ay + Bu, \quad z = Cy + Du. \]

To transform the above equations into standard state-space form, we define a new vector \( x = y + Bu \), and two new matrices \( B = B_1 + AB_2 \), \( D = D_3 + CB_2 \). Finally, we obtain the state-space equations

\[ \frac{dx}{dt} = Ax + Bu, \quad z = Cx + Du, \]

with initial condition \( x(0) = x_0 \), where \( x \) is the internal state vector, \( u \) is the control vector, and \( z \) is the measurement vector. Matrices \( A, B, \) and \( C \) contain the dynamics of the Poiseuille flow, actuators, and sensors, respectively. Matrix \( D \) contains the direct coupling between sensors and actuators. The cost function (7) becomes

\[ J = \lim_{t \to -\infty} \int_{t}^{t_f} [x^T z + u^T W^T W u] dt, \]

where the superscript \( T \) denotes transpose. The matrix \( W \) is obtained by spectrally decomposing the last term in the cost function (7).

The advantage of the present formulation is that the whole problem decouples with respect to the wave number. All matrices in Eqs. (12) and (13) are block diagonal. The block diagonal structure of the matrix \( A \) was first recognized in Ref. [24]. The above state-space system is consequently equivalent to \( N \) state-space subsystems, one for each wave number. For a given wave number \( r \) the state-space equations are

\[ \frac{dx_r}{dt} = Ax_r + Bu_r, \quad z_r = Cx_r + Du_r, \]
with initial condition \( x_r(0) = x_{r0} \). Vectors \( x_r \), \( u_r \), and \( z_r \) have the following structure: \( x_r = [x_{r1}, \ldots, x_{rM}]^T \), \( u_r = [p_r, q_r]^T \), \( z_r = [c_r, d_r]^T \). The cost function also decouples with respect to the wave number, and we obtain \( N \) optimal performance indexes. For a given wave number \( r \), the cost function is defined as follows:

\[
J_r = \lim_{t \to \infty} \int_0^t \left[ \tilde{z}_r^T z_r + u_r^T W_r u_r \right] dt.
\]

Consequently, the design of an optimal and robust controller for system (12) with Eq. (13) has been reduced to the independent design of \( N \) optimal and robust controllers, one for each wave number, for the subsystems (14) with Eq. (15).

The challenge of the present study is to reduce the size of the controller. The controller of the full system would have \( 2N(M+1) \) states. A controller with thousands of states is of no interest in engineering applications, because of the amount of hardware and computer power necessary to compute a real-time control law. We derive a lower order controller in two steps: First, we construct a lower order model of Eq. (14), and subsequently, we design an optimal and robust controller for the reduced-order model. To obtain a lower order model, we transform Eq. (14) into Jordan canonical form. The matrices \( A_r, B_r, C_r, \) and \( D_r \) that describe the dynamics of the reduced-order model are obtained from the matrices in Jordan canonical form by retaining rows and columns corresponding to equally well controllable or observable states. Here denotes the quantities associated with the reduced-order model.

The design of an optimal and robust controller for the LQG (\( H_2 \)) problem is divided in two parts: the linear quadratic regulator (LQR) and the minimum variance estimator (Kalman-Bucy filter) [27,28]. The LQR provides an optimal control law in terms of the internal state vector. In general, however, the internal state vector is not directly measurable. The Kalman-Bucy filter provides an optimal estimate of the internal state vector in terms of the measurement vector \( z_r \). The result of the LQG (\( H_2 \)) design of an optimal and robust controller based on the reduced-order model of Eq. (14) is summarized by the following equations:

\[
\begin{align*}
\dot{x}_r & = -\hat{K}_r x_r, \\
\dot{x}_r & = A_r x_r + B_r u_r + L_r [z_r - C_r x_r - D_r u_r],
\end{align*}
\]

with initial conditions \( \tilde{x}_r(0) = 0 \). Equation (16) is the control law. The gains matrix \( \hat{K}_r \) is obtained by minimizing the optimal performance index

\[
J_r = \lim_{t \to \infty} \int_0^t \left[ \tilde{z}_r^T z_r + u_r^T W_r u_r \right] dt,
\]

where \( \tilde{z}_r = \tilde{C}_r x_r - D_r u_r \). Equation (17) is the minimum variance estimator. The matrix \( L_r \) is obtained by minimizing the variance of the estimated state vector \( \tilde{x}_r \) with respect to the internal state vector \( x_r \), assuming that the reduced model of Eq. (14) is affected by additive Gaussian white noise. In this study, however, the power spectral densities of the additive noise are used as design parameters to produce robust controllers. The initial condition \( \tilde{x}_r(0) = 0 \) implies that the estimator starts with no information about \( x_r \).

Figure 1 links with simplicity the mathematical formulation to its computational implementation, by summarizing in a block diagram the control strategy described above. The controller can be programmed in a computer routine whose input is an array containing the gradients of the streamwise velocity component, and whose output is an array containing the blowing and suction at the wall. The gradient of the streamwise velocity component, \( \phi_{yy} \), is converted by a fast Fourier transform (FFT) into \( u_r \)'s. Each pair of estimator (17) and controller (16) blocks is integrated in time by, for example, a third-order low-storage Runge-Kutta scheme. Parallel computation produces \( u_r \)'s. An inverse FFT converts \( u_r \)'s into the actuating signal \( u_w \). This routine can be embed-

FIG. 2. Temporal evolution of wall-shear stress along the bottom wall of the channel: uncontrolled case (a); controlled case (b). Temporal evolution of blowing and suction along the bottom wall of the channel (c).
ded in any Navier-Stokes solver able to handle time-
dependent boundary conditions for the control of more real-
istic two-dimensional transitional boundary layers [29].

Figure 1 also provides the basic architecture for the poten-
tial implementation of the present controller in practical
engineering applications. The gradient of the streamwise ve-
locity component, \( \psi_{yy} \), can be measured by
microelectromechanical-systems (MEMS) hot film sensors
[30]. Analog to digital converters (A/D) and digital signal
processors (DSP’s) convert the measured gradients into \( \psi_y \)’s.
Each pair of estimator (17) and control (16) blocks is re-
placed by a microprocessor, and a parallel computation
produces \( u_y \)’s. A DSP and a digital to analog converter (D/A)
produce the actuating signal. Finally, MEMS technology will
provide the necessary hardware. Note that a variety of actua-
tors can mimic small amplitude blowing and suction at the
wall: porous walls, micropumps, deformable walls, and ther-
mal actuators [30].

We use a combination of unsteady modes and transient
growth to create a worse scenario test case. We choose the
Reynolds number and channel length in order to have at least
a few unstable modes. The nonorthogonality of the eigen-
functions associated with Eq. (1) permits us to construct ini-
tial conditions leading to transient growth; see Ref. [3] for
references. We obtain initial conditions specifically able to
generate transient growth of the WSS, instead of internal
energy, by modifying a technique proposed in Ref. [31]. Al-
though transient growth will be eventually subdued by the
viscous effects, it permits testing the capability of the con-
troller in suppressing disturbances that can trigger nonlinear
effect and transition to turbulence.

We design a controller for two-dimensional Poiseuille
flow in a periodic channel of length \( L = 20 \pi \) at \( \text{Re} = 10,000 \).
The wave numbers \( n = 8, 9, \) and 10 are unstable. We use a
grid resolution of \( N = 32 \) and \( M = 124 \). The order of the full
system is 8000. Using the model reduction technique previ-
ously described, we create a reduced model of order 640.
This reduced model maximizes the ratio between perfor-
mance and the number of states. We derive 32 controllers of
order 20, one for each wave number. Controllers operate in
parallel. Figure 2(a) shows the temporal evolution of the
WSS along the bottom wall of the channel for the uncon-
trolled case. The WSS presents a rich structure because of
the transient growth of 32 stable and unstable wave numbers.
Figures 2(b) and 2(c) show the temporal evolution of the
controlled WSS and of the blowing and suction along the
bottom wall of the channel. Although the estimator starts
with no information about the internal state of the system,
the controller reduces the initial WSS in the first few time
steps. Subsequently, the amplitude of blowing and suction
rises to suppress the effects of transient growth. Eventually,
blowing and suction decreases as the transient growth sub-
dues. The controlled WSS shows only some low amplitude
ripples during the entire simulation. The comparison of the
Figs. 2(a) and 2(b) shows up to 90% WSS reduction. The
remaining unsuppressed WSS is due to the modes that can-
not be controlled. The performance of the controller can be
improved at the price of increasing its order.

In conclusion, we presented a framework for the appli-
cation of LQG (\( \mathcal{H}_2 \)) design and model reduction to flows
of interest in fluid mechanics and plasma physics. As a case
study, this framework has been used to design an optimal
and robust reduced-order controller able to suppress up to
90% of the WSS in a two-dimensional transitional channel
flow. This controller can be programmed in a computer rou-
tine whose inputs are the gradients of the streamwise veloc-
ity component, and whose outputs are the blowing and suc-
tion at the wall. This routine, suited for parallel computing,
can be embedded in any Navier-Stokes solver for the control
of more realistic two-dimensional transitional boundary lay-
ers [29]. We also presented a hardware architecture for the
potential implementation of the controller in engineering ap-
plications. Extensions of LQG (\( \mathcal{H}_2 \)) design and applications
of \( \mathcal{H}_\infty \) design [27,28] to three-dimensional Poiseuille flow
and two- and three-dimensional Blasius boundary layers are
in progress.

The authors thank Dr. J. Burns, Dr. S. Joshi, Dr. R.E.
Kelly, Dr. J. Kim, and Dr. R.T. Mcloskey for enlightening
discussions. This work was supported by AFOSR Grant No.
F49620-97-1-0276 and by NASA Grant No. NCC 2-374 Pr
41.

and Laminar Flow Control (Springer-Verlag, New York,
(1997).
1740 (1997).
(1997).
85 (1997).
(1996).
APPENDIX B

Finite Dimensional Optimal Control of Poiseuille Flow
S.S. Joshi, J.L. Speyer, J. Kim
Finite Dimensional Optimal Control of Poiseuille Flow

Sanjay S. Joshi  
Jet Propulsion Laboratory, California Institute of Technology, Pasadena, California 91101

and

Jason L. Speyer and John Kim  
University of California, Los Angeles, Los Angeles, California 90095

In this paper we consider linear stabilization of plane, Poiseuille flow using linear quadratic Gaussian optimal control theory. It is shown that we may significantly increase the dissipation rate of perturbation energy, while reducing the required control energy, as compared with that reported using simple, integral compensator control schemes. Poiseuille flow is described by the infinite dimensional Navier–Stokes equations. Because it is impossible to implement infinite dimensional controllers, we implement high but finite order controllers. We show that this procedure in theory can lead to destabilization of unmodeled dynamics. We then show that this may be avoided using distributed control or, dually, distributed sensing. A problem in high plant order linear quadratic Gaussian controller design is numerical instability in the synthesis equations. We show a linear quadratic Gaussian design that uses an extremely low-order plant model. This low-order controller produces results essentially equivalent to the high-order controller.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A, B, C, D$</td>
<td>state-space representation of system</td>
</tr>
<tr>
<td>$E_0$</td>
<td>control energy</td>
</tr>
<tr>
<td>$H$</td>
<td>channel half-height</td>
</tr>
<tr>
<td>$J(u)$</td>
<td>cost functional</td>
</tr>
<tr>
<td>$j$</td>
<td>$\sqrt{-1}$</td>
</tr>
<tr>
<td>$K, \hat{K}$</td>
<td>estimator gain</td>
</tr>
<tr>
<td>$L$</td>
<td>nondimensional channel length</td>
</tr>
<tr>
<td>$P, \hat{P}$</td>
<td>solution of controller Riccati equation</td>
</tr>
<tr>
<td>$P_x, \hat{P}_x$</td>
<td>covariance of estimator error</td>
</tr>
<tr>
<td>$P^x(x, y, t)$</td>
<td>primary pressure field solution</td>
</tr>
<tr>
<td>$\hat{p}(x, y, t)$</td>
<td>small perturbation of pressure</td>
</tr>
</tbody>
</table>
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This paper is organized as follows. In Sec. II, the linear channel flow problem, state-variable control models, and the single-wave-number flow model are reviewed. This section is essentially a review of Ref. 2. In Secs. III and IV, a linear quadratic Gaussian (LQG) controller design is introduced, and ways in which closed-loop eigenvalues can be made stable to a prescribed degree are shown. Section V explains how the unavoidable unmodeled dynamics of any reduced-order model of an infinite dimensional plant can lead to closed-loop instability in LQG design. Distributed actuation and distributed sensing are shown to be dual solutions to the stability problem. Section VI demonstrates the performance of high-order optimal controllers. Section VII presents an extremely low-order controller design that achieves comparable performance to the high-order optimal controller design. Section VIII presents conclusions.

II. Linear Channel Flow Control Problem

A. Dynamic Equations

We consider the same plant as in Ref. 2, i.e., two-dimensional, plane Poiseuille flow between two parallel, stationary plates (Fig. I). Let the channel be of finite length and finite height, with the centerline at zero. The flow in the channel is described by the Navier-Stokes equations. Poiseuille flow is an exact solution to the nonlinear, incompressible Navier-Stokes equations given flow driven by an externally imposed pressure gradient through two stationary walls. It is given as $U(x, y, t) = U(y) = 1 - y^2$, $V(x, y, t) = 0$, and $P(x, y, t) = -2x/Re$. Given the primary Poiseuille flow, consider small perturbations in the velocities of $u(x, y, t)$ in the horizontal direction, $v(x, y, t)$ in thevertical direction, and $\delta(x, y, t)$ in the pressure field. The linearized, incompressible Navier-Stokes equations may be formed by substituting the primary flow and small perturbations into the nonlinear, incompressible Navier-Stokes equations and disregarding the second-order terms involving the perturbations:

$$\frac{\partial u(x, y, t)}{\partial t} + U(y) \frac{\partial u(x, y, t)}{\partial x} + \frac{\partial (y)}{\partial y} \frac{\partial u(x, y, t)}{\partial y} = 0$$

where the flow variables are nondimensionalized by the channel half-height and the centerline velocity. By introducing a stream function, $\psi(x, y, t)$, where

$$\frac{\partial u(x, y, t)}{\partial x} = \frac{\partial \psi(x, y, t)}{\partial y}$$

and

$$\frac{\partial v(x, y, t)}{\partial x} = -\frac{\partial \psi(x, y, t)}{\partial y}$$

Eqs. (1-3) may be combined into a single equation:

$$\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} = -U(y) \frac{\partial^2 \psi}{\partial x^2} - U(y) \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 U(y)}{\partial y^2} \frac{\partial \psi}{\partial y} + \frac{1}{Re} \frac{\partial^2 \psi}{\partial y^2}$$

Assume periodic boundary conditions in the streamwise $x$ direction. For channel flow, with rigid plates at $y = -1$ and 1, the no-slip boundary conditions become

$$\psi(x, y = -1, t) = 0$$

$$\psi(x, y = 1, t) = 0$$
With an initial condition,
\[ \psi(x, y, t = 0) = g(x, y) \]  
the boundary value problem is completely formed. Equations (6–11) represent the starting point for construction of a feedback control system. These equations do not include any control terms and they do not describe any sensing of flowfield variables.

**B. Boundary Input**

We consider the case of blowing/suction at the lower wall of the channel. The boundary conditions are now modified from before to include boundary input, represented as the known separable function \( q(t)f(x) \).

\[
\begin{align*}
\psi(x, y = -1, t) &= q(t)f(x) \\ 
\frac{\partial \psi}{\partial y}(x, y = -1, t) &= q(t)f'(x) \\ 
\psi(x, y = 1, t) &= 0 \\ 
\frac{\partial \psi}{\partial y}(x, y = 1, t) &= q(t)f'(x) 
\end{align*}
\]  

(12)  
(13)  
(14)  
(15)

Note that these conditions constrain the function \( f(y) \) such that \( f(y = -1) \neq 0, [Af'(y = -1)]/\partial y = 0, f(y = 1) = 0 \), and \( [Af'(y = 1)]/\partial y = 0 \). Many functions may be appropriate. One such function is

\[ f(y) = \frac{1}{2}y^4 + \frac{1}{2}y^3 - \frac{1}{2}y^2 - 2y + 1 \]  

(16)

To relate boundary conditions on \( \psi \) to blowing/suction in the wall-normal direction, we use Eq. (5) to relate \( \nu(x, y, t) \) and \( \psi(x, y, t) \). Then Eq. (12) becomes

\[ \nu(x, y = -1, t) = -q(t)\frac{\partial l(x)}{\partial x} f(y = -1) \]  

(17)

Note that \( \delta(x, y, t) \) is related to the derivative of \( l(x) \).

The homogeneous equation (6) and the inhomogeneous boundary condition (12) can be converted into an inhomogeneous equation with homogeneous boundary conditions by introducing

\[ \phi(x, y, t) = \psi(x, y, t) - q(t)f(x) \]  

(18)

Then by substituting Eq. (18) into Eq. (6), we obtain

\[
\begin{align*}
\frac{\partial}{\partial t} \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial}{\partial x} \frac{\partial^2 \phi}{\partial y^2} &= -U(x) \frac{\partial \phi}{\partial x} - U(x) \frac{\partial^2 \phi}{\partial x \partial y} \\
&+ \frac{1}{Re} \frac{\partial^2 \phi}{\partial x^2} + \frac{1}{Re} \frac{\partial^2 \phi}{\partial y^2} + \frac{1}{Re} \frac{\partial^2 \phi}{\partial y^4} \\
&- \frac{q(t)}{\partial t} \frac{\partial^2 (x)}{\partial x^2} f'(x) - \frac{q(t)}{\partial t} \frac{\partial^2 f(x)}{\partial y^2} \\
&- q(t) \frac{\partial^2 (x)}{\partial x^2} U(x)f(y) - q(t) \frac{\partial (x)}{\partial x} U(x) \frac{\partial^2 f(x)}{\partial y^2} \\
&+ q(t) \frac{\partial (x)}{\partial x} U(x)f(y) + \frac{1}{Re} q(t) \frac{\partial^2 (x)}{\partial x^2} f(y) \\
&+ 2 \frac{1}{Re} q(t) \frac{\partial^2 (x)}{\partial x^2} f(y) + \frac{1}{Re} q(t) \frac{\partial^2 (x)}{\partial y^2} f(y) 
\end{align*}
\]  

(19)

The boundary conditions in terms of \( \phi \) are now \( \phi(y = -1) = 0, [\partial \phi(y = -1)]/\partial y = 0, \phi(y = 1) = 0, \) and \( [\partial \phi(y = 1)]/\partial y = 0 \). The first two lines of Eq. (19) are the original dynamical equation, Eq. (6), and the next four lines are all known input terms.

**C. Boundary Output**

We use the streamwise component of shear at a single boundary point, \( z(x, y = -1, t) \), as our boundary output, which is given by \( z(x, y = -1, t) = \frac{\partial \phi(x, y = -1, t)}{\partial y} \). By expressing \( \phi(x, y = -1, t) \) in terms of the stream function \( \psi \), \( z(x, y = -1, t) = \frac{\partial^2 \psi(x, y = -1, t)}{\partial y^2} \), and by observing Eq. (18),

\[ z(x, y = -1, t) = \frac{\partial^2 \psi(x, y = -1, t)}{\partial y^2} = \frac{\partial^2 \phi(x, y = -1, t)}{\partial y^2} + q(t) \frac{\partial^2 f(x = -1)}{\partial y^2} \]  

(20)

**D. State-Space Formulation**

As described in Ref. 2, the linear partial differential flow equation (19) can be converted to a set of linear ordinary differential equations by use of a Galerkin method. Approximate the solution of Eq. (19) as

\[ \phi(x, y, t) = \sum_{a = N - n}^{N} \sum_{b = M - m}^{M} \frac{\Delta m}{a} \Delta n P_m(x) \Gamma_m(y) \]  

(21)

and then use appropriate inner products to obtain a first-order system of equations.\(^4\) In Eq. (21), the various \( \Gamma_m(y) \) are formed from Chebyshev polynomials\(^4\) and

\[ P_m(x) \in \alpha x \]  

(22)

where the value \( (n, \alpha) \) is the called the wave number \( \alpha \) of the system, whereas \( \alpha \) is called the fundamental wave number. Note that only integral multiples of the fundamental wave number are represented in the solution (21). This comes about because periodic boundary conditions in the \( x \) direction can only be satisfied by integral numbers of the fundamental wave number.

The resulting ordinary differential equations are then expressed in state-space form by defining the state as a vector of coefficients \( \Delta m \) from Eq. (21). The result is the standard state-space representation

\[ \frac{dx(t)}{dt} = Ax(t) + Bu(t) \]  

(23)

\[ z(t) = Cx(t) + Du(t) \]  

(24)

In our case, \( D = 0 \).

**E. Single-Wave-Number Model**

We consider the periodic channel model shown in Fig. 1 with boundary blowing/suction and boundary shear measurement. The Reynolds number considered is \( Re = 1 \times 10^4 \). The total length of the channel is \( L = 4 \pi \) leading to the fundamental wave number \( \alpha_0 = 0.5 \). Recall that only integral multiples of this fundamental wave number may exist in the periodic channel. For the single wave number model, only one wave number is included in the model, corresponding to \( \alpha = \alpha_0 = 1.0 \). This wave number is selected because it is the only wave number that leads to unstable modes for this channel geometry.\(^4\) Input is distributed along the entire bottom plate with a sinusoidal weighting function, \( l(x) = \sin(x) \). This type of distributed input has very favorable properties. It will be shown in

![Fig. 1 System model for Poiseuille channel flow.](image-url)
Sec. V that a distributed input of this type leads to a system in which all modes are uncontrollable except those associated with the wave number of \( f(x) \). In this case, the wave number of \( f(x) = \sin(1.0x) \) is \( \alpha = 1.0 \). Therefore, all modes resulting from all wave numbers other than 1.0 are uncontrollable. This will allow us to consider only those poles and zeros associated with \( \alpha = 1.0 \) because the control will affect these modes only. Note that the physical blowing/suction is described by the equation \( \bar{u}(x, y, t) = -q(t) \delta(x) / \delta x \). The function \( f(y) \) in the input is chosen as in Eq. (16). To visualize the control theoretic model, the \( A, B, \) and \( C \) matrices of the state-space model are transformed to transfer function form. Figure 2 shows the locations of the poles and zeros in the s plane for the channel flow system of Fig. 1. The numerical verification of these poles and zeros was described in Ref. 2.

III. Linear Quadratic Optimal Control Design with Prescribed Degree of Stability

To achieve a prescribed degree of stability with an optimal controller, consider the exponential cost functional

\[
J(u) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \left[ e^{\gamma t} [Rx(t), x(t)] + [\Lambda u(t), u(t)] \right] dt
\]

where the matrix \( R \) is semipositive definite, \( \Lambda \) is positive definite and defined a priori, and \( \gamma \) is a positive scalar. We may show (see Ref. 5) that we may convert this problem into a quadratic form and solve for a controller that prescribes all eigenvalues of the closed-loop system to be to the left of \( s = -\gamma \). Rewrite the cost functional as

\[
J(u) = \lim_{T \to \infty} \frac{1}{T} \int_0^T [Re^\gamma x(t), e^\gamma x(t)] + [\Lambda e^\gamma u(t), e^\gamma u(t)] dt
\]

Define \( \overline{x(t)} \triangleq e^{\gamma t} x(t) \) and \( \overline{u(t)} \triangleq e^{\gamma t} u(t) \). Then

\[
J(\overline{u}) = \lim_{T \to \infty} \frac{1}{T} \int_0^T [\overline{Rx}, \overline{x}] + [\Lambda \overline{u}, \overline{u}] dt
\]

Note

\[
\frac{d\overline{x(t)}}{dt} = e^{\gamma t} \frac{dx(t)}{dt} = ye^{\gamma t} x(t) + e^{\gamma t} \frac{dx(t)}{dt}
\]

By substituting for \( dx(t)/dt \),

\[
\frac{d\overline{x}}{dt} = (A + I\gamma) \overline{x} + Bu
\]

Let \( \tilde{A} \triangleq A + I\gamma \). Then the optimal control is given by \( \overline{u}_{\text{opt}}(t) = -\Lambda^{-1} B^* \tilde{P} \overline{x}(t) \) and

\[
\overline{u}_{\text{opt}}(t) = -\Lambda^{-1} B^* \tilde{P} \overline{x}(t)
\]

where \( \tilde{P} \) is obtained by solving the Riccati equation

\[
\tilde{P}A + A^* \tilde{P} - \tilde{P} B \Lambda^{-1} B^* \tilde{P} + R = 0
\]

The new closed-loop system dynamics matrix becomes

\[
A - B \Lambda^{-1} B^* \tilde{P}
\]

whose eigenvalues are all to the left of \( s = -\gamma \). It can be shown (see Ref. 4) that, if \( (A, B) \) is controllable and \( (A, R) \) is observable, then \( (A + \gamma I, B) \) is controllable and there exists a positive definite solution \( \overline{P} \) of the matrix Riccati equation (31) for \( R \geq 0 \).

In theory, for full-order plant models, there is no restriction on the value of \( \gamma \). In practice, however, for controllers built using reduced-order plant models, \( \gamma \) is limited by robustness of the controller when applied to the full-order system.

IV. Optimal Estimator Design with Prescribed Degree of Stability

In the previous section, we derived an optimal controller. As can be seen from Eq. (30), the control is always represented in terms of the current state \( x(t) \). These states, however, are not available to us in the channel problem. Instead, we have access to shear measurements at only one or several locations along the boundary. Therefore, we must construct an observer to estimate the state \( x(t) \) from the measured shear outputs \( z(t) \). To see how this is done, consider a noisy version of the state-space model shown earlier:

\[
\frac{dx(t)}{dt} = Ax(t) + Bu(t) + v(t)
\]

\[
z(t) = Cx(t) + w(t)
\]

\[
x_0 \triangleq x(t = 0)
\]

where \( (A, B) \) is again assumed controllable and \( (A, C) \) is assumed observable.
Assumption 1: The noise processes \( v(t) \) and \( w(t) \) are white, Gaussian, of zero mean, and independent of each other and have known covariances. The matrices \( P_h \), \( Q_c \), and \( W_c \) are positive definite:

\[
E[v(t)v^*(t)] = Q_v \delta(t - \tau), \quad E[v(t)] = 0 \tag{36}
\]

\[
E[w(t)w^*(t)] = W_c \delta(t - \tau), \quad E[w(t)] = 0 \tag{37}
\]

\[
E[x(t_0)] \triangleq m \tag{38}
\]

\[
E[(x(t_0) - m)(x(t_0) - m)^*] \triangleq P_h \tag{39}
\]

where \( E(\cdot) \) is an expectation operator.

It may be shown that a steady-state estimator may be constructed that minimizes the error covariance between the actual state \( x(t) \) and the estimated state \( \hat{x}(Z_t) \), where \( Z_t = [x(t): -\infty < t \leq t], \) i.e., the measurement history

\[
\min_{\hat{x}(Z_t)} E[(x(t) - \hat{x}(Z_t))(x(t) - \hat{x}(Z_t))^*] \tag{40}
\]

It can be shown that the optimal estimate, in the sense of Eq. (40), is given by the conditional expectation \( \hat{x}(t) = E[x(t)|Z_t] \), where \( E(-|Z_t) \) is the conditional mean operator. In the linear case with Gaussian noises, the structure of the estimator is

\[
\frac{dx(t)}{dt} = A\hat{x}(t) + Bu(t) + K_c(C\hat{x}(t) - z(t)) \tag{41}
\]

where

\[
K_c = -P_cC^*W_c^{-1} \tag{42}
\]

and \( P_c \) is calculated from a matrix Riccati equation,

\[
P_cA^* + PA^* - P_cC^*W_c^{-1}CP_c + Q_c = 0 \tag{43}
\]

Note that the stability of Eq. (41) depends on the stability of \((A - P_cC^*W_c^{-1}C)\). The assumptions that \( W_c, Q_c > 0 \) and \((A, C)\) observable assure \( \exists \Pi > 0 \) such that Eq. (43) is satisfied.

By considering a slightly different estimator Riccati equation, we may constrain the closed-loop estimator poles to be stable to a prescribed degree. It can be shown (see Ref. 4) that, if \((A, C)\) is observable, then \((A + \gamma I, C)\) is observable, and there exists a positive-definite solution of the matrix Riccati equation:

\[
\bar{P}_c(A + \gamma I)^* + (A + \gamma I)\bar{P}_c - \bar{P}_cC^*W_c^{-1}C\bar{P}_c + Q_c = 0 \tag{44}
\]

for \( Q_c > 0 \), where \( \gamma \) is a real, positive scalar. Then all eigenvalues of \((A - P_cC^*W_c^{-1}C)\) are all to the left of \( s = -\gamma \). The new estimator gain is given as

\[
\bar{K}_c = -\bar{P}_cC^*W_c^{-1} \tag{45}
\]

The goal of LQG design is to combine the results of deterministic linear quadratic control theory and stochastic estimation theory to form an overall control system. As we have seen, our system equations become stochastic with the addition of noise terms. Therefore, in our controller design, we may no longer minimize a deterministic cost functional. Rather, we now minimize the expected value of the cost functional:

\[
E(J) = E \left\{ \lim_{T \to \infty} \frac{1}{T} \int_0^T [R \xi(t), x(t)] + [Au(t), u(t)] dt \right\} \tag{46}
\]

where \( x(t) \) is now a stochastic process. It can be shown that the optimal controller is now expressed in terms of the estimated state, \( u_{opt}(t) = -\Lambda^{-1}B^*\tilde{P}\hat{x}(t) \). The complete LQG solution is then:

\[
\frac{dx(t)}{dt} = Ax(t) + Bu(t) + v(t) \tag{47}
\]

Observation:

\[
z(t) = Cx(t) + w(t) \tag{48}
\]

Initial condition:

\[
x_0 \triangleq x(t = 0) \tag{49}
\]

Estimator:

\[
\frac{dz(t)}{dt} = A\hat{x}(t) + Bu(t) + \Lambda^{-1}B^*\tilde{P}\hat{x}(t) \tag{50}
\]

Feedback:

\[
u_{opt}(t) = -\Lambda^{-1}B^*\tilde{P}\hat{x}(t) \tag{51}
\]

where \( \tilde{P} \) is the positive-definite solution of Eq. (31) and \( \Lambda^{-1} \) is given in Eq. (45).

We may show that the overall estimator/controller system is stable by stacking the state, \( x(t) \), and the error, \( e(t) \), into one vector and studying the dynamics of the new system:

\[
\begin{bmatrix}
\frac{dx(t)}{dt} \\
\frac{de(t)}{dt}
\end{bmatrix} =
\begin{bmatrix}
(A - B\Lambda^{-1}B^*\tilde{P}) & -B\Lambda^{-1}B^*\tilde{P} \\
0 & (A - \tilde{P}_cC^*W_c^{-1}C)
\end{bmatrix}
\begin{bmatrix}
x(t) \\
e(t)
\end{bmatrix}
\]

\[
+ \begin{bmatrix}
0 \\
-\Lambda^{-1}B^*\tilde{P}
\end{bmatrix} w(t) - \begin{bmatrix}
0 \\
-(\tilde{P}_cC^*W_c^{-1}C)
\end{bmatrix} v(t) \tag{52}
\]

The stability of the system is determined by the eigenvalues of the dynamical matrix. Clearly, the eigenvalues are composed of the eigenvalues of the closed-loop controller, \((A - B\Lambda^{-1}B^*\tilde{P})\), and the eigenvalues of the closed-loop estimator, \((A - \tilde{P}_cC^*W_c^{-1}C)\). We have already proven that both of these matrices are stable (under appropriate assumptions). Therefore, the overall control system is stable as well. This is known as the separation principle in LQG control.

V. Effects of Unmodeled Wave Number Dynamics on the LQG Problem

We have already seen that the separation principle in LQG control allows us to show that if the controller and estimator are both stable, then the overall system is stable. We will see in this section that this principle breaks down in the presence of unmodeled dynamics.

Any finite dimensional model is a reduced-order model for the infinite dimensional channel flow problem. In terms of polynomials and zeros studied earlier, more poles and zeros exist in the system than are accounted for in the model and the subsequent controller design. It is easy to imagine that an unmodeled pole could be drawn to the unstable half of the s plane by a reduced-order controller. As a result, even though the \( \hat{c} \) designed controller may stabilize the reduced-order plant, it may not stabilize the actual infinite dimensional plant. Consider the following partition of the state-space model with noise terms added:

\[
\begin{bmatrix}
\frac{dx_m(t)}{dt} \\
\frac{dx_s(t)}{dt}
\end{bmatrix} =
\begin{bmatrix}
A_m & 0 \\
0 & A_s
\end{bmatrix}
\begin{bmatrix}
x_m(t) \\
x_s(t)
\end{bmatrix} +
\begin{bmatrix}
B_m \\
B_s
\end{bmatrix} u(t) +
\begin{bmatrix}
v_m(t) \\
v_s(t)
\end{bmatrix} \tag{53}
\]

\[
z = [C_m \quad C_s] x + w(t) \tag{54}
\]

The process noise \( v \) and the measurement noise \( w \) are assumed to be Gaussian, independent, zero mean, white noise processes as in Eqs. (36) and (37). The unmodeled part is meant to denote only the dynamics of wave numbers left out of the reduced-order model, represented by \((n_H > N)\) in Eq. (21). The term \( A_s \) is assumed stable. Both \( A_s \) and \( A_m \) are of infinite dimension—\( A_m \) because of the infinite number of wave numbers left out of the reduced-order model and \( A_s \) because of the infinite number of poles for each of the finite number of modeled wave numbers, represented by \((m > M)\) in Eq. (21).

Because we only know the modeled part of the system, we design an LQG controller/observer based on that part. Minimize the expected value of a cost functional \( J \),

\[
E(J) = E \left\{ \lim_{T \to \infty} \frac{1}{T} \int_0^T [R \xi_m(t), x_m(t)] + [Au(t), u(t)] dt \right\} \tag{55}
\]
where $\mathcal{R}$ is any semi-positive-definite matrix and $\Lambda$ is any positive-definite matrix. The optimal control is of the form

$$u_{\text{opt}}(t) = -\Lambda^{-1}(\mathcal{P}^T_{m} \tilde{P})_m(\epsilon_{m}(t))$$

(56)

where $\epsilon_{m}(t)$ is the estimate of the modeled state and the matrix $\tilde{P}$ is calculated by solving the algebraic Riccati equation,

$$\mathcal{A}_{m}^T \tilde{P} + \tilde{P} \mathcal{A}_{m} - \tilde{P} \mathcal{B}_{m} \Lambda^{-1}(\mathcal{P}^T_{m} \tilde{P})_m + \mathcal{R} = 0$$

(57)

with the same assumptions as in Eqs. (47–51) for the modeled parts. Because we cannot obtain direct measurements of the current state $x_{m}(t)$, we construct an observer as described in Sec. IV:

$$\frac{d\epsilon_{m}(t)}{dt} = [A_{m} \epsilon_{m}(t) + B_{m} u(t) + \mathcal{K}_{m}(C_{m} \epsilon_{m}(t) - z(t))]$$

(58)

where the estimator gain $\mathcal{K}_{m} = -\mathcal{P}_{m} C_{m} W^{-1}_{e} C_{m}^T \mathcal{P}_{m} + Q_{e} = 0$

(59)

Define the error between the estimated, modeled state, $\hat{x}_{m}(t)$, and the actual state, $x_{m}(t)$, as $\epsilon_{m}(t)$. Then as in Ref. 6

$$\frac{d\epsilon_{m}(t)}{dt} < \frac{dx_{m}(t)}{dt} - \frac{dx_{m}(t)}{dt} = [A_{m} - \mathcal{P}_{m} C_{m} W^{-1}_{e} C_{m}]\epsilon_{m}(t) + \mathcal{P}_{m} C_{m} W^{-1}_{e} C_{m} x_{m}(t) + \mathcal{P}_{m} C_{m} W^{-1}_{e} u - u_{m}$$

(60)

where the unmodeled state acts as a forcing term.

To study the entire controller/observer system, stack the modeled state, the modeled error, and the unmodeled state, and consider the dynamics of the stacked system:

From the LQG theory presented in Sec. III, $(A_{m} - B_{m} \Lambda^{-1} B_{m}^T \tilde{P})$ and $(A_{m} - \mathcal{P}_{m} C_{m} W^{-1}_{e} C_{m})$ are stable. However, from Eq. (61), the overall system may not be stable due to the unmodeled actuator influence $B_{u}$ and sensor influence $C_{u}$ matrices. Therefore, we have seen that in the LQF framework we cannot ensure overall stability unless the unmodeled parts of the system are accounted for.

There are two ways to ensure system (61) is stable. One way is to ensure $B_{u} = 0$, i.e., make sure the unmodeled dynamics are uncontrollable with respect to the actuator. The other way is to ensure $C_{u} = 0$, i.e., make sure the unmodeled dynamics are unobservable with respect to the sensor. Controllability and observability for the plane Poiseuille flow problem were introduced in Ref. 2. We now explore how we may achieve these conditions:

A. Point Actuation vs Distributed Actuation

One way to guarantee that the overall system (61) is stable is to ensure that all modes associated with unmodeled wave numbers are uncontrollable with respect to the input by making $B_{u} = 0$. In the fully developed channel flow system, this would account for the wave numbers left out of the reduced-order model. If

$$l(x) \triangleq \text{Real} \left( \sum_{n=-N}^{N} e^{inx} \right)$$

(62)

where the $n$ range corresponds to the modeled wave numbers only, then the projection of $l(x)$ onto unmodeled wave numbers is zero due to the orthogonality of Fourier components. As a result, $B_{u} = 0$ and the stability of unmodeled dynamics is retained. Note that because $l(x) \neq 0$ for all but a finite number of points in the $x$ direction, this type of scheme is a distributed actuation scheme. Therefore, by moving from a physically easier to implement point actuator to a more difficult distributed actuator, we have retained stability of the unmodeled dynamics. Physically, a distributed actuator is obtained by a large number of independently programmable actuators placed along the lower wall. If distributed actuation is infeasible or undesirable, we must look to the dual problem of sensing to gain stability.

B. Point Sensing vs Distributed Sensing

It is seen from Eq. (61) that if $B_{u} \neq 0$, stability may still be maintained if $C_{u} = 0$. This corresponds to making all unmodeled wave number dynamics unobservable with respect to the shear sensor. Placing a single shear sensor at a point along the lower channel wall results in a measurement that includes the effects of all wave numbers, both modeled and unmodeled. Clearly, $C_{u} \neq 0$, and stability is not guaranteed. This corresponds to the point forcing case in the dual problem of actuation. By using a distributed sensing scheme, however, we may form a new measurement that includes only the effects of the modeled wave numbers. This is done by projecting a distributed shear function, $z(x, y = -1, t)$, onto the modeled wave numbers. The distributed shear function, $z(x, y = -1, t)$, is physically created by measuring the shear at all points along the lower channel wall. Then a new projected shear measurement, denoted $\tilde{z}(t)$, is defined as

$$\tilde{z}(t) \triangleq \text{Real} \left( \frac{\sum_{n=-N}^{N} e^{inx} \int_{x_{l}}^{x_{r}} z(x, y = -1, t) dx}{x_{r} - x_{l}} \right)$$

(63)

where again the $n$ range corresponds to modeled wave numbers only. Note that, just as in the actuator case, we have implemented

$$\begin{bmatrix}
\frac{dx_{m}}{dt} \\
\frac{dx_{m}}{dt} \\
\frac{dx_{u}}{dt}
\end{bmatrix} =
\begin{bmatrix}
(A_{m} - B_{m} \Lambda^{-1} B_{m}^T \tilde{P}) & -B_{m} \Lambda^{-1} B_{m}^T \tilde{P} & 0 \\
0 & (A_{m} - \mathcal{P}_{m} C_{m} W^{-1}_{e} C_{m}) & \mathcal{P}_{m} C_{m} W^{-1}_{e} C_{m} \\
-B_{m} \Lambda^{-1} B_{m}^T \tilde{P} & -B_{m} \Lambda^{-1} B_{m}^T \tilde{P} & A_{u}
\end{bmatrix}
\begin{bmatrix}
x_{m} \\
x_{m} \\
u_{u}
\end{bmatrix}
+ \begin{bmatrix}
u_{m} \\
v_{u}
\end{bmatrix}$$

(61)

a more physically complicated series of sensors to achieve overall stability.

There is a subtle difference between making the channel system unmodeled dynamics unobservable as opposed to uncontrollable. By making unmodeled dynamics uncontrollable, linear stability is maintained (under appropriate conditions) because the unmodeled dynamics cannot be affected by the input. By making unmodeled dynamics unobservable, however, linear stability is also maintained (under appropriate conditions), but unmodeled dynamics may be affected by the input. These affected dynamics could produce transients that cause the linear model to become invalid.5

In terms of modeling, we need not include either unobservable or uncontrollable modes in our plant models. Therefore, distributed actuation or sensing allows models to be created using only a finite number of wave numbers. Note, however, that even a single wave number model contains an infinite number of modes shown by the infinite number of poles extending out into the left-hand $s$ plane, as shown in Fig. 2 (see also Ref. 4).

VI. Control Design Using Finite Large-Order Models

As we have seen in Sec. V, we may reduce the problem of including an infinite number of wave numbers in a reduced-order model to a problem of including a finite number of wave numbers by using distributed actuation or sensing. However, even with a model containing only a finite number of wave numbers, the problem is still infinite dimensional because of the infinite number of poles
extending into the left-hand $s$ plane for each wave number. Furthermore, we do not know the exact position of poles far into the left-hand $s$ plane due to the finite number of basis functions used in the $y$ direction. Still, these poles must be accounted for in the control design. The fact that uncertain poles appear only at higher frequencies in the bandwidth will be advantageous. It will allow a robust controller to be designed that rolls off at high frequencies.

For disturbance rejection, it can be shown (see Ref. 5) that high loop gain is preferable. On the other hand, for good output noise suppression, the loop gain should be low at all frequencies in which the noise enters. It is generally assumed that noise is most destructive at higher frequencies. As a result, control design focuses on high loop gain at low frequencies where disturbance rejection is most important and low loop gain at high frequencies where noise is more of a problem. Therefore, an ideal controller will cause loop gain to roll off at high frequencies.

In addition to noise at high frequencies, the other major problem at high frequencies is unmodeled dynamics. We have already pointed out that there are two types of unmodeled dynamics in the channel flow problem. The first type is unmodeled dynamics of unmodeled wave numbers. We accounted for these dynamics through distributed control or distributed sensing. The second type is unmodeled dynamics at high frequencies for modeled wave numbers. This type of unmodeled dynamics has yet to be considered and is common to most infinite dimensional systems. To account for these dynamics, controllers are designed that give low loop gain at the high frequencies of the open-loop controller/plant series where unmodeled dynamics exist in order not to stimulate modes at those frequencies. Roll-off has also been given a more analytic framework by considering multiplicative, unstructured uncertainty.

We consider the one-wave-number model shown in Fig. 1 with $Re = 1 \times 10^4$. Only $a_0 = 1.0$ is included in the model. All other wave numbers are uncontrollable due to the distributed input of $I(x) = \sin(x)$ as shown in Sec. V. A. A single point sensor is located at $x$. The length of the channel is $4\pi$ leading to a fundamental wave number of $a_0 = \frac{1}{2}$.

We now design an LQG controller and compare closed-loop response with that of the simple, integral controller introduced in Ref. 2. The integral control method is shown in Fig. 3, and the LQG control method is shown in Fig. 4. Two criteria will be used in comparing controllers: 1) output (shear) settling time and 2) required control energy. Control energy will be defined as

$$E_c = \sqrt{\int_0^T |u(t)|^2 \, dt} \quad (64)$$

where $T$ is a finite upper bound.

We consider two models in evaluating the resulting LQG controller: one model of order 252 (validation model) and the other model of order 140 (reduced-order model). The validation model is constructed by including all poles and zeros to the right of $s = -4$ (refer to Fig. 2). The reduced-order model includes all observable and controllable poles and zeros to the right of $s = -2$ (refer to Fig. 2). The reduced-order model was created by using the minreal function within the MATLAB$^\text{TM}$ control toolbox with the parameter value tol = 1e-3. Table 1 lists all models considered in this study. The lql and lqg2 functions of the MATLAB control toolbox were used to create an LQG controller using the reduced-order model. The $A$ matrix supplied to each of these MATLAB functions was modified to $(A + fy)$ to achieve a prescribed degree of stability as described in Secs. III and IV. The following parameters were used:

$\gamma = 0.005$, $R = 0.0013 C^{-N}$, $L = 1$, $Q_x = 10.8 B^*$, and $W_x = 1$. The $R$ matrix was chosen to minimize shear in the cost functional (46), the $Q_x$ matrix was originally chosen to recover robustness properties using loop transfer recovery techniques, and $\gamma$ was chosen by trial and error to decrease settling time without increasing control energy, and $W_x$ and $\Lambda$ were chosen using trial and error. The gain of the integral controller was chosen as $K_I = 0.07$.

Figures 5 and 6 show the shear output and blowing/suction input signal for the closed-loop system (validation model plus Table 1 Models used in LQG controller design

<table>
<thead>
<tr>
<th>Model name</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validation</td>
<td>252</td>
</tr>
<tr>
<td>Reduced-order</td>
<td>140</td>
</tr>
<tr>
<td>Low-order</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 4 LQG control loop for validation model plant and LQG controller.

Fig. 5 Shear at output of closed-loop system: ---, integral control method; ——, reduced-order LQG control method.

Fig. 6 Shear at output of closed-loop system: ---, integral control method; ——, reduced-order LQG control method.
controller) for the same initial condition (ones (252, 1) in MATLAB). Clearly, using the LQG controller, the channel system has a much shorter settling time. More significantly, this reduced settling time is accompanied by lower control energy. Indeed, for the LQG case, $E_{LQG} = 0.5809$, whereas for the integral controller case, $E_{INT} = 0.8178$. Note that, because all values are nondimensional, it is the comparison of energies that is important, not the actual numbers. Similar results were obtained for other initial conditions, as well as disturbance inputs.

In analyzing the resulting control system, consider Fig. 4. The optimal control is defined at $K = 1$ with a properly designed LQG controller. Note that many poles in the validation model are either uncontrollable or unobservable as shown by pole/zero cancellations (Fig. 2). These poles cannot be moved. We concentrate on moving only the observable/controllable poles. Figure 7 shows the root locus of the controller/estimator, designed using the reduced-order model (order 140), in series with the validation model (order 252), for gain values $K$ varying from 0 to 4. Poles of the closed-loop system achieve the goal of being to the left of $s = -0.005$ with gain $K = 1$. Consequently, settling time is reduced. Finally, Fig. 8 shows the magnitude response for the open-loop series connection of the LQG controller (using the reduced-order model) and the validation model. Note that the loop gain rolls off at higher frequencies.

VII. Control Design Using Low-Order Models

Although we achieved our goal in Sec. VI, we designed our LQG controller with a high dimensional plant model (order 140). This might lead to numerical problems if the design was attempted with a
new model that contained several wave numbers as the model would be even larger. As a result, we would like to develop a design that uses an extremely low-order model. Consider the model shown in Fig. 9 (low-order model). This model contains eight poles and seven zeros.

An LQG controller is designed using only the low-order model. The parameters for the design are the same as in Sec. VI. Figure 10 shows the closed-loop output response of the validation model (order 252) and the controller obtained from the low-order model (Fig. 9). An almost identical settling time is achieved compared with the controller using the reduced-order model (order 140). Also, the control energy is only slightly increased to $E_{\text{low-order}} = 0.6131$. Using this design, we have reduced the order of the LQG controller from 140 to 8, while maintaining performance.

VIII. Conclusion

Linear stabilization of plane, Poiseuille flow using linear quadratic Gaussian optimal control theory has been examined. The infinite dimensional nature of the problem poses challenges for finite dimensional control. Distributed actuation and/or sensing methods, as well as loop gain roll-off, can be used to address the inherent unmodeled dynamics of finite dimensional models of infinite dimensional systems. Using linear quadratic Gaussian methods, we achieved significantly higher dissipation rates, while using lower control energy, than those reported in integral compensator control schemes. We showed linear quadratic Gaussian designs that used both a high-order and an extremely low-order plant model for control synthesis. The low-order controller produced results essentially equivalent to the high-order controller. In this paper, we have examined linear quadratic Gaussian control methods. Other control approaches exist that are based on worst-case design. The methods discussed in this paper were aimed at reducing settling time and control energy. However, additional criteria such as limiting transient growth will be important in preserving the integrity of a linear model of channel flow and preventing transition of laminar channel flow to turbulent channel flow.
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A successful application of a linear controller to a two-dimensional channel flow is
presented. An optimal and robust reduced-order linear feedback controller is derived
by using multi-variable linear-quadratic-Gaussian synthesis, or, in modern term, ℋ₂
synthesis, combined with model reduction techniques. This controller based on a
reduced-model of the linearized Navier–Stokes equations is applied to suppress finite-
amplitude near-wall disturbances in a channel flow at Re = 1500. The controller
efficiently reduced near-wall disturbances obtaining a substantial drag reduction and
eventually the flow is relaminarized.

Keywords: Robust feedback flow control, model reduction, shear flows, skin-friction, drag reduction

1. INTRODUCTION

Wide attention has been given to the problem of reducing wall-shear stresses generated by near-wall
turbulence, or, in other words, to the problem of reducing drag produced by skin friction. “The skin
friction constitutes about 50%, 90%, and 100% of the total drag on commercial aircraft, underwater
vehicles, and pipelines, respectively” [1]. Consequently, important economic and environmental
benefits will spring from the successful and reliable control of near-wall turbulence.

In the recent years, boundary layer control has been attempted by several investigators with some
success [1–24]. However, controllers able to analyze distributed measurements and coordinate
distributed actuators are regarded by the fluid mechanics community as essential for achieving
better results. Tools for designing this class of controllers have been developed by the control
community over the past two decades [25, 26]. Very little has been done to exploit these tools in
connection with the control of boundary layers [27–29] because of the belief that linear controllers
are not suited for controlling a nonlinear phenomenon, like wall turbulence.

Recently, Cortelezzi and Speyer [30] used multi-input-multi-output (MIMO) linear quadratic
Gaussian (LQG) synthesis, or, in modern terms, ℋ₂ synthesis, combined with model reduction

* Corresponding author. Tel.: (310) 206-2732, Fax: (310) 206-6673, e-mail: corte@math.ucla.edu
techniques for designing an optimal and robust linear feedback controller able to suppress wall-disturbances leading to transitions in a two-dimensional laminar channel flow. The present paper shows that the controller derived by Cortezezi and Speyer, based on a reduced-model of the linearized Navier–Stokes equations, can be successfully applied to the control of skin-friction drag in a two-dimensional channel flow. This is an essential intermediate step toward the derivation and application of this class of controllers to three-dimensional boundary layers.

The intermediate step of controlling skin-friction drag in a two-dimensional channel flow will perhaps disappoint some readers because of the fundamental differences between two and three-dimensional turbulent channel flows. Turbulence is essentially a three-dimensional phenomenon. Consequently, results obtained by controlling skin-friction drag in two-dimensional cannot be readily extrapolated to the three-dimensional case. However, the derivation and testing of optimal and robust reduced-order linear feedback controllers in a two-dimensional environment has been very valuable for understanding the potentiality of MIMO LQG, $\mathcal{H}_2$, synthesis and model reduction in relation to boundary layer control problems.

In Section 2, we formulate the problem in terms of Navier–Stokes equations and we provide details about the numerical scheme used to integrate them. In Section 3, we derive the state space equations from the linearized Navier–Stokes equations. In Section 4, we reduce the order of the state space equations and derive an optimal and robust reduce-order controller by using LQG, $\mathcal{H}_2$ synthesis. In Section 5 we apply the controller to a turbulent channel flow at $Re = 1500$ and discuss its performance. Conclusions will close the article.

2. MATHEMATICAL FORMULATION

We consider the turbulent flow of an incompressible fluid in a two-dimensional periodic channel of length $Lh$ and height $2h$, see Figure 1. This problem is governed by the Navier–Stokes and continuity equations

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= - \frac{\partial p}{\partial x} + \frac{1}{Re} \Delta u, \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} &= - \frac{\partial p}{\partial y} + \frac{1}{Re} \Delta v, \\
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0
\end{align*}
\]

(1)

where $\Delta$ is the two-dimensional Laplacian. We made the problem dimensionless by using $h$ as characteristic length and $h/U_c$ as characteristic time, where $U_c$ is the velocity at the center of the channel. The Reynolds number is $Re = U_c h/\nu$.

We apply blowing and suction at the bottom wall to suppress near-wall turbulence within the bottom boundary layer. To simplify the problem the actuators are assumed uniformly distributed along the bottom wall. Near-wall turbulence within the top boundary layer is left free to evolve. The corresponding boundary conditions are

\[
\begin{align*}
u(x, \pm 1, t) &= v(x, 1, t) = 0, \\
\nu(x, -1, t) &= \nu_w(x, t).
\end{align*}
\]

(3)

The control function $\nu_w$ prescribes the amount of blowing and suction at the wall. In the next section, we will impose that the amount of fluid removed equals the amount of fluid injected.

We measure the gradient of the streamwise velocity at given points $x = x_i$ to detect and measure near-wall turbulence within the bottom

2.1. Flow geometry.
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boundary layer. In other words, we measure the first term of the wall-shear stress, \( \tau_{yw} = Re^{-1}(\partial u/\partial y + \partial v/\partial x)|_{y=\pm 1}, i.e., \)

\[
z(x_i, t) = \frac{\partial u}{\partial y}|_{y=x_i, y=\pm 1}. \tag{4}
\]

Note that the second term of the wall-shear stress is known when the actuators operate while is zero in the uncontrolled case.

Time dependent incompressible Navier-Stokes equations (1)-(3) with the appropriate initial condition are integrated numerically using a semi-implicit fractional step method. The second-order implicit Crank-Nicolson is used for the viscous terms and the nonlinear convective terms are advanced using a 3rd-order low-storage Runge-Kutta scheme.

A staggered grid is used in the computation. All spatial derivatives are discretized with a 4th-order compact finite-difference scheme. A uniform grid is used in the streamwise direction, while a nonuniform grid corresponding to Chebyshev collocation points is used in the wall-normal direction. We simulate turbulent channel flows on a computational domain of \( 4\pi \times 2 \) with a resolution of \( 512 \times 44 \). Detailed description of the numerical methods used to simulate the flow under investigation are given in Ref. [31].

3. DERIVATION OF THE STATE-SPACE EQUATIONS

In this section we outline the derivation of the state-space equations [30]. To derive the state-space equations we first linearize Eq. (1) with respect to the laminar velocity field \( U(y) = (y^2 - 1) \), see Figure 1. To identically satisfy continuity, the linearized Navier-Stokes equations are written in terms of the stream-function \( \psi \)

\[
\left( \frac{\partial}{\partial t} + U \frac{\partial}{\partial x} \right) \psi - \frac{d^2 U}{dy^2} \frac{\partial \psi}{\partial x} = \frac{1}{Re} \Delta \psi, \tag{5}
\]

and corresponding boundary conditions are

\[
\left. \frac{\partial \psi}{\partial x} \right|_{y=\pm 1} = -v_0(x, t), \quad \left. \frac{\partial \psi}{\partial y} \right|_{y=\pm 1} = 0. \tag{6}
\]

The measurement Eq. (4) becomes

\[
z(x_i, t) = \left. \frac{\partial^2 \psi}{\partial y^2} \right|_{y=\pm 1}. \tag{7}
\]

The design of a controller for the LQG \( (\mathcal{H}_2) \) problem is contingent on the definition of an optimal performance index, or cost function. A cost function should be constructed with the intent of simultaneously minimizing near-wall turbulence and the cost of the controller. It is crucial to minimize the cost of the controller because the energy available to drive the controller is limited in any engineering application. Furthermore, the system could be driven away from the region where the linear model is valid by large control action. Because of the high correlation between near-wall disturbances and wall-shear stress, we choose the following cost function:

\[
J = \lim_{\eta \to \infty} \int_t^\infty \int_0^L \left[ \left( \frac{\partial \psi}{\partial y^2} \right)^2 + \left( \frac{\partial \psi}{\partial x} \right)^2 \right] \Delta \psi dx dt. \tag{8}
\]

The integrand represents the cost of the wall-shear stress being different from zero. Moreover, the second term of the integrand implicitly accounts for the cost of implementing the control itself.

To reduce (5)-(7) to a set of first-order ordinary differential equations, we make a few transformations as shown in Ref. [30]. Taking advantage of the linearity of the problem, we assume that the stream-function \( \psi \) is the sum by two parts: a modified stream-function \( \phi \) which satisfies to the forced Eq. (5) with homogeneous boundary condition, and a function \( \chi \) which satisfies to the non-homogeneous boundary conditions forming a forcing function to (5). Subsequently, flow quan-
tities are spectrally decomposed by using circular functions in the streamwise direction and Chebyshev polynomials in the vertical direction. We expand \( \phi \) and \( \chi \) as follows:

\[
\phi(x, y, t) = \sum_{n=1}^{N} \sum_{m=0}^{M} [a_{nm}(t) \cos(\alpha_n x) + b_{nm}(t) \sin(\alpha_n x)] C_m(y), \tag{9}
\]

\[
\chi(x, y, t) = \sum_{n=1}^{N} [p_n(t) \cos(\alpha_n x) + q_n(t) \sin(\alpha_n x)] D(y), \tag{10}
\]

where \( \alpha_n = 2\pi n/L \). Functions \( C_m \) and \( D \) are combinations of Chebyshev polynomials constructed to satisfy the boundary conditions, i.e.,

\[
C_m(y = \pm 1) = \frac{dC_m}{dy} \bigg|_{y=\pm 1} = 0,
\]

\[
D(y = -1) = 1,
\]

\[
D(y = 1) = \frac{dD}{dy} \bigg|_{y=\pm 1} = 0. \tag{11}
\]

We also expand the measurement function \( z \) as follows:

\[
z(x, t) = \sum_{n=1}^{N} [c_n(t) \cos(\alpha_n x) + d_n(t) \sin(\alpha_n x)]. \tag{12}
\]

We substitute expansions (9), (10), and (12) into the evolution and measurement Eqs. (5)–(7) and use Galerkin's projection to obtain a set of ordinary differential equations. These equations are cast by matrix transformations into the following state-space equations:

\[
\frac{dx}{dt} = Ax + Bu, \quad z = Cx + Du, \tag{13}
\]

with initial condition \( x(0) = x_0 \). The vectors \( x, u, \) and \( z \) are the internal state vector, the control vector, and the measurement vector, respectively. The dynamics of the Poiseuille flow, actuators and sensors, are contained into the matrices \( A, B, \) and \( C \), respectively, while the direct coupling between sensors are actuators is contained into the matrix \( D \). Note that this coupling would be eliminated if actuators dynamics could be explicitly imposed. The cost function (8) becomes

\[
J = \lim_{T \to \infty} \int_{t}^{T} [z^T z + u^T W^T W u] dt, \tag{14}
\]

where the superscript \( T \) denotes transpose. The matrix \( W \) is generated by spectral decomposition of the last term in the cost function (8).

The main advantage of this formulation is the decoupling of the problem with respect to the wave number where all matrices in (13) and (14) are block diagonal. Consequently, the state-space system (13) is equivalent to \( N \) state-space sub-systems, one for each wave number. The state-space equations for a given wave number \( r \) are

\[
\frac{dx_r}{dt} = A_r x_r + B_r u_r, \quad z_r = C_r x_r + D_r u_r, \tag{15}
\]

with initial condition \( x_r(0) = x_{r,0} \). The structure of vectors \( x_r, u_r, z_r \) is the following: \( x_r = [a_{r,0}, \ldots, a_{r,M}, b_{r,0}, \ldots, b_{r,M}]^T, u_r = [p_r, q_r]^T, z_r = [c_r, d_r]^T \). The cost function (14) also decouples with respect to the wave number. It is the sum of \( N \) optimal performance indexes \( J_r \). The cost function for a given wave number \( r \) is defined as follows

\[
J_r = \lim_{T \to \infty} \int_{t}^{T} [z_{r}^T z_r + u_r^T W_r^T W_r u_r] dt. \tag{16}
\]

Consequently, the design of an optimal and robust controller for the system (13) with (14) has been reduced to the independent design of \( N \) optimal and robust controllers, one for each wave number, for the sub-systems (15) with (16).

The reader is referred to Ref. [30] for a detailed derivation of the state-space equations.

4. MODEL REDUCTION AND CONTROLLER DESIGN

The size of the controller is a crucial parameter in engineering applications because of the amount of
hardware and computer power necessary to compute a real-time control law. Since a controller based on the full system would have $2N(M + 1)$ states, where $N = 32$ and $M = 64$ is considered a simple case in literature, it is crucial to reduce the order of the controller. A low-order controller for the present problem can be derived in two steps [30]: First by constructing a lower order model of (15), and subsequently, by designing an optimal and robust controller for the reduced-order model.

In order to obtain a lower order model for each wave number, we transform each state-space subsystem (15) into Jordan Canonical form. This transformation decouples the modes of each subsystem, in other word it reduces the subsystem matrices to a block diagonal form. From the transformed $B_r$ and $C_r$ matrices the states that are equally well controllable and observable are determined. The matrices $A_r, B_r, C_r, D_r$ that describe the dynamics of the reduced-order internal state-space subsystem are obtained from the matrices in Jordan Canonical form by removing rows and columns corresponding to poorly controllable or observable states. Hat denotes the quantities associated with the reduced-order model.

Although a rigorous mathematical framework for the designs of disturbance attenuation (7) linear controllers is provided by the control synthesis theory in [25, 26], for this initial study LQG (7) synthesis is quite adequate. In general, the design of an optimal and robust linear feedback controller for the LQG (7) problem is divided in two parts: linear-quadratic regulator (LQR) and minimum variance estimator (Kalman–Bucy filter). The LQR design provides an optimal control law in terms of the internal state vector by minimizing a cost function. The internal state vector is essential to implement the control law but, in general, it is not a physical quantity directly measurable. The internal state vector is reconstructed from the measurement vector $z_r$ by the estimator. Since we have assumed no statistics, the power spectral densities required for the minimum variance estimator are chosen as design parameters in order to keep the eigenvalues of the estimator at the same order of magnitude as the eigenvalues of the controller. In particular, the power spectral density of the process noise is chosen so that the resulting loop transfer matrix approximates the loop transfer matrix of the LQR which has significant robustness properties [32, 33]. In this study the LQG (7) design of an optimal and robust controller for each reduced-order state space subsystem (15) can be carried out in parallel. The final result of the LQG (7) is summarized by the following equations:

$$u_r = -\hat{K}_r \tilde{x}_r,$$  \hspace{1cm} (17)

$$\frac{d\tilde{x}_r}{dt} = \tilde{A}_r \tilde{x}_r + \tilde{B}_r u_r + \tilde{L}_r [z_r - \tilde{C}_r \tilde{x}_r - D_r u_r],$$  \hspace{1cm} (18)

with initial conditions $\tilde{x}_r(0) = 0$. Equation (17) is the control law. It predicts the optimal blowing and suction at the bottom wall by processing the estimated reduced-order internal state vector $\tilde{X}_r$ with the gains matrix $\hat{K}_r$. The gains matrix $\hat{K}_r$ is obtained by minimizing the following optimal performance index:

$$J_r = \lim_{t \to -\infty} \int_{t_0}^{t} [\tilde{z}_r^T \hat{C}_r \tilde{z}_r + u_r^T W_r^T W_r u_r] dt,$$  \hspace{1cm} (19)

where $\tilde{z}_r = \tilde{C}_r \tilde{x}_r - D_r u_r$. Although Eq. (18) is the minimum variance estimator in a statistical sense, this filter is essentially an observer that reconstructs from the measurements an estimate of the reduced-order internal state vector. However, when the estimator is eventually implemented in a system where the measurements and process dynamics are corrupted by noise, the Gaussian white noise assumption will be used to develop the filter gains. The initial condition $\tilde{x}_r(0) = 0$ implies that the estimator starts with no information about $\tilde{x}_r$.

Note that the numerical integration of the estimator (18), the computation of the control law (17), and fast direct and inverse Fourier trans-
forms can be programmed in a computer routine suited for parallel computing [30]. Subsequently, this routine can be embedded in any Navier–Stokes solver for the control of simulated turbulent channel flows as shown in the next section.

5. RESULTS

We designed a controller for two-dimensional Poiseulle flow in a periodic channel of length $L = 4\pi$ at $Re = 1500$. We used a grid resolution of $N = 32$ and $M = 60$, consequently, the order of the full system is 3904. Using the model reduction technique previously described, we created 32 reduced models and derived 32 controllers of order 12, one for each state space subsystem (15). Controllers operate in parallel [30]. The combined order of the controllers for all 32 wave numbers is 384, it represents a dramatic reduction, about 90%, with respect to the order of the full system.

This controller is tested on a two-dimensional turbulent channel flow at $Re = 1500$. Since there are no unstable modes at $Re = 1500$, we use a combination of channel and wall modes to create a worse scenario initial perturbation velocity field [34]. The maximum rms value of the initial perturbation velocity field is $u_{rms} = 0.3$, i.e., 30% of the centerline velocity of the undisturbed laminar flow. We construct the initial velocity field by superimposing a perturbation velocity field onto the laminar flow. The corresponding initial vorticity field produces pockets of positive and negative vorticity distributed along the center and walls of the channel. Although the initial disturbances in the two-dimensional channel flow will eventually decay, they permit testing the capability of the controller in suppressing near-wall turbulence that can increase drag and trigger boundary layer eruptions and flow separations in turbulent boundary layers. Note that this initial condition includes nonlinear effects that are not included in the linear model and also stimulates modes that are not included in the reduced-order model, and consequently, cannot be directly controlled.

Figure 2 presents a comparison of the vorticity field in the controlled and uncontrolled cases at time $t = 2$ and 4. Figure 2 also presents the amplitude of blowing and suction applied to the bottom wall of the channel. In the uncontrolled case, at time $t = 2$, two large pockets of negative and positive vorticity can be recognized on the left along the bottom wall, while minor vortical structures populate the remaining part of the boundary layer. At time $t = 4$, the interaction of the two pockets of vorticity with the rest of the flow generates an eruption of fluid toward the center of the channel. A large negative vortex entrains some of the positive vorticity from the wall increasing the separation. A similar process takes place on a smaller scale further downstream. Flow separation also occurs at the top boundary layer; a large eruption can be recognized on the left and two smaller eruptions further downstream.

In the controlled case, at time $t = 2$, the vorticity field near the bottom wall is strongly modified by the action of the controller, see Figure 2. Pockets of high positive vorticity have been removed while pockets of high negative vorticity have been lifted away from the wall. Only low negative vorticity can be recognized within the bottom boundary layer. The plot of $v_w$ shows that the controller tends to inject fluid underneath pockets of negative vorticity while it tends to remove fluid in correspondence with pockets of positive vorticity. At time $t = 4$, the action of the controller can be more easily interpreted. The controller breaks the pockets of negative vorticity that have been lifted up into smaller vortical structure. These structures are made rolling along the bottom wall by injecting and removing fluid from the rear and the front of each vortical structure. Note that at time $t = 2$ the controller affects only the flow near to the bottom wall leaving most of the vorticity field unaffected. At time $t = 4$, however, the controller action has penetrated further toward the center of the channel because of the viscous and nonlinear effects.

Figure 3 presents a comparison of the vorticity field in the controlled and uncontrolled cases at
time $t = 12$ and $14$. Figure 3 also presents the amplitude of blowing and suction applied to the bottom wall of the channel. The uncontrolled case shows the evolution of a major eruption along the bottom wall that affects nearly half of the bottom boundary layer as well as part of the top boundary layer. In particular, the pairing process of two large negative vortical structures interacts with a pocket of positive vorticity on the bottom wall. The vortex pairing entrains parts of the positive vorticity enhancing the separation of the flow. In the controlled case almost the entire vorticity field has been strongly modified by the controller, high values of vorticity are confined to the top boundary layer. Near to the bottom wall three negative vortical structures are kept rolling by the controller action although there is no significant vorticity along the wall. As in the previous figure, the controller injects and removes fluid from the rear and the front of each vortical structure. In this figure it is easy to see that $v_w$ changes sign at the streamwise locations corresponding with the center of the vortical structures. The action of the controller has also reduced the interaction between top and bottom boundary layers resulting in an mild attenuation of the near-wall turbulence at the top wall.

Figure 4 presents a comparison of the vorticity field in the controlled and uncontrolled cases at time $t = 50$. Figure 4 also presents the amplitude of blowing and suction applied to the bottom wall of the channel. The uncontrolled case is dominated by the least stable modes, while all the other modes have been subdued by viscosity. Although the flow
is slowly relaxing toward the laminar regime, the top and bottom boundary layers are still showing sign of flow separation. In the controlled case the flow has been nearly relaminarized over the entire computational domain. Correspondingly, blowing and suction at the bottom wall is nearly zero.

Figure 5 shows the spatial and temporal evolution of the wall-shear stresses in the uncontrolled case. The wall-shear stresses present a rich structure because of the near-wall turbulence generated by the initial condition. However, viscous effects eventually reduce the amplitude of the wall-shear stresses over time; turbulence in fact cannot sustain itself in a two-dimensional channel flow at \( Re = 1500 \).

Figure 6 presents the spatial and temporal evolution of the wall-shear stresses and blowing and suction in the controlled case. The controllers reduce the initial wall-shear stresses in the first few time steps although the estimators (18) start with no information about the reduced-order internal state vector. Subsequently, the amplitude of blowing suction rises to suppress the effects of near-wall turbulence. Eventually, blowing and suction decreases as the near-wall turbulence subdues. Controlled wall-shear stresses show some waviness due to poorly controllable low wave number modes and some ripples at wave numbers higher than 32. Ripples quickly disappears after few time units, while low wave numbers waviness persists for longer time. By the end of the computation, \( t = 50 \), all the perturbations of the wall-shear stresses have been suppressed and flow has been nearly relaminarized, see Figure 4. The
wall-shear stresses have a nearly constant value 1.62. This value indicates that the average velocity profile near the bottom wall generates about 20% less drag than the parabolic profile. However, this more efficient profile will eventually relax to the parabolic profile due to the viscous effects.

Figures 2–6 indicate the successful performance of the 32 robust reduced-order linear controllers operating in parallel. It is not clear that it is necessary to control disturbances for all 32 wave numbers since disturbances correspondingly to high wave numbers are very quickly damped. Consequently there is hope for further reducing the size of the controller. Any further reduction of the size of the controller increases the potential of using the controller in engineering applications. To investigate this issue we ran the same simulation presented in Figures 2–6 with only 16 robust reduced-order controllers operating in parallel. The combined order of the controllers for 16 wave numbers is 192, a substantial reduction, 50%, with respect to the previous reduced-order controller, and about 95%, with respect to the order of the full system.

Figure 7 presents the spatial and temporal evolution of the wall-shear stresses in the controlled case when only the controllers corresponding to the 16 lowest wave numbers are operating. During the first few time steps, when the turbulence structures span over all the wave numbers, this partially controlled case presents some noticeable differences with respect to the fully controlled case (Fig. 6). The controller compensates for its inability of controlling high wave numbers by
increasing the amplitude of blowing and suction at low wave numbers. Consequently, wall-shear stresses show some spikes corresponding to high wave number near-wall turbulence. However, beside these events the wall-shear stresses retain the same trend as in the fully controlled case. At later times, \( t > 10 \), the wall-shear stresses and blowing and suction at the wall present a trend very similar to the fully controlled case. The wall-shear stresses show some low amplitude waviness at wave numbers higher than 16. Blowing and suction at the wall present a slightly higher amplitude and deformation with respect to the fully controlled case. Nevertheless, the overall effect of the 16 wave numbers controller is a dramatic reduction of the wall-shear stresses and a almost complete relaminarization of the entire flow.

Drag reduction is the dominant reason driving the effort of controlling near-wall turbulence. To estimate the performance of the controller, we compute the drag by integrating the wall-shear stresses along the bottom wall of the channel. Figure 8 compares the drag in the uncontrolled, laminar, fully controlled and partially controlled cases. The drag for the laminar case is exact and equals 2. In the uncontrolled and controlled cases the drag is initially 2 because the initial velocity field has been constructed by superimposing a zero-mean perturbation velocity field onto the laminar flow. In the uncontrolled case, the drag drops below the laminar value during the transient period. Subsequently, drag increases above the laminar value and with some fluctuation reaches its maximum value 2.46 around \( t = 25 \). In the last half
FIGURE 4 Vorticity field for the uncontrolled and controlled case and amplitude of \( r_w \) at time \( t = 50 \). (See Color Plate V at the end of this issue.)

FIGURE 5 Time evolution of the wall-shear stresses along the bottom wall of the channel in the uncontrolled case.

of the simulation the drag decreases toward the laminar value because turbulence is subdued by viscosity, since turbulence cannot sustain itself in a two-dimensional channel flow at this Reynolds number. In the fully controlled case, the drag presents some large fluctuation below the laminar value during the first few time units at the onset of the turbulent flow. The amplitude of the fluctuations reduces with time while the value of the drag stays at about half of the laminar value. In the later part of the simulation the drag slowly increases while the flow is nearly relaminarized. The drag in the partially controlled case is remarkably similar to the fully controlled case. This results substantiates the notion that it is not necessary to control all the wave numbers.
6. CONCLUSIONS

In this article we presented a successful application of robust reduced-order linear feedback control to a two-dimensional channel flow whose initial condition consist of finite-amplitude disturbances. A controller based on a reduced-model of the linearized Navier–Stokes equation, i.e., 10% of the order of the full size system, was designed by using LQG ($\tilde{\tau}_2$) synthesis. This controller was programmed in a computer routine whose input measurements are the gradients of the streamwise velocity component and whose output controls are the blowing and suction at the wall. This routine, suited for parallel computing, was embedded in a direct numerical simulation of the Navier–Stokes equations. As a case study, we applied the controller to the bottom wall of a two-dimensional turbulent periodic channel flow at $Re = 1500$. The controller drastically reduced near-wall turbulence preventing boundary layer eruptions and flow separations and eventually relaminarized
almost the entire flow. A dramatic drag reduction was obtained, up to 50% with respect to the laminar flow and up to 60% with respect to the turbulent flow. Extensions of LQG ($\mathcal{H}_2$) design and applications of $\mathcal{H}_\infty$ design [25, 26] to three-dimensional channel flows and three-dimensional Blasius boundary layers are in progress.
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Abstract
Robust reduced-order feedback control of near-wall turbulence in a channel flow is investigated. Walltranspiration is the means for suppressing near-wall disturbances. Measurements of wall-shear stress to be fed back to the controller are provided by sensors distributed along the wall of the channel. A quadratic cost function is composed of the wall-shear stress and the control effort. Linear-quadratic-Gaussian/loop-transfer-recovery synthesis, and model reduction techniques are used to derive robust feedback controllers from the linearized two-dimensional Navier-Stokes equations. Controllers' performance is first tested on a numerical simulation of infinitesimal three-dimensional disturbances in the presence of finite-amplitude two-dimensional perturbations. Controllers' performance is subsequently tested on a direct numerical simulation of a fully developed turbulent channel flow. Preliminary controllers' performance for the nonlinear flow was surprisingly good, suggesting that the linear system can be used as a basis for developing controllers for near-wall turbulence.

1 Introduction
The reduction of drag produced by skin friction, or, in other words, the reduction of wall-shear stresses generated by near-wall turbulence have received wide attention. "The skin friction constitutes about 50%, 90%, and 100% of the total drag on commercial aircraft, underwater vehicles, and pipelines, respectively"[1]. Two are the near-wall flows of interest: boundary layers that transition from laminar to turbulent regime and boundary layers that are inherently turbulent. Correspondingly, efforts of reducing skin friction fall in two broad categories: transition inhibition and turbulence suppression. References [1-3] are recent reviews summarizing achievements and open questions in boundary
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Figure 1: Controller architecture.
Boundary layer control has been attempted with some success. It is becoming widely accepted that even better results could be obtained by using controllers able to analyze distributed measurements and coordinate distributed actuators. However, very little has been done except for Refs. [4-7] to exploit the tools recently developed in the control community [8], [9]. In particular, linear-quadratic-Gaussian (LQG) design, or, in modern terms, H₂ design, combined with model reduction techniques for multi-inputs-multi-outputs (MIMO) systems has been introduced in fluid mechanics by Cortelezzi and Speyer [10].

Recently, Cortelezzi and Speyer [10] used multi-input-multi-output (MIMO) linear-quadratic-Gaussian (LQG)/loop-transfer-recovery (LTR) synthesis [11], combined with model reduction techniques for designing an optimal and robust linear feedback controller able to suppress wall-disturbances leading to transitions in a two-dimensional laminar channel flow. The present paper shows that the controller derived by Cortelezzi and Speyer, based on a reduced-model of the linearized two-dimensional Navier-Stokes equations, can be applied to the control of skin-friction drag in a fully developed three-dimensional turbulent channel flow.

In Section 2, we formulate the problem in terms of the three-dimensional Navier-Stokes equations and we provide details about the numerical scheme used to integrate them. In Section 3, we provide some motivation for the approximate structure of the controller. Furthermore, we derive the state space equations from the linearized two-dimensional Navier-Stokes equations. In Section 4, we reduce the order of the state space equations and derive a robust reduce-order controller by using LQG/LTR synthesis. In Section 5 we apply the controller based on the two-dimensional linearized Navier-Stokes equations to a three-dimensional transitional channel flow at Re = 1500 and to a fully turbulent channel flow at Re = 1700 and discuss its performance. Conclusions will close the article.

2 Mathematical Formulation

We consider the flow of an incompressible fluid in a three-dimensional periodic channel of length Lh, width Wh, and height 2h, see Figure 1. This problem is governed by the Navier-Stokes and continuity equations

\[ u_t + uu_x + uv_y + uw_z = -p_x + Re^{-1} \Delta u, \]
\[ v_t + uv_x + vu_y + vw_z = -p_y + Re^{-1} \Delta v, \]  
\[ w_t + uw_x + vw_y + uw_z = -p_z + Re^{-1} \Delta w, \]
\[ u_x + v_y + w_z = 0. \]

We made the problem dimensionless by using h as characteristic length and h/U_c as characteristic time, where U_c is the velocity at the center of the channel. The Reynolds number is Re = U_c h/ν.

We apply blowing and suction at the walls of the channel to suppress near-wall disturbances within the boundary layer. To simplify the problem the actuators are assumed continuously distributed along the walls. The corresponding boundary conditions are

\[ u(x, \pm 1, z, t) = w(x, \pm 1, z, t) = 0, \]
\[ v(x, \pm 1, z, t) = v_{\pm w}(x, z, t). \]

The control functions v_{\pm w} prescribe the amount of blowing and suction at the walls.

We measure the gradient of the streamwise velocity along the walls at given points (x_i, z_j) to detect and measure near-wall disturbances within the boundary layer. In other words, we measure

\[ z(x, z, t) = u_y |_{x=x_i, z=x_j, y=\pm 1}. \]

Time dependent incompressible Navier-Stokes equations (1)-(3) with the appropriate initial condition are integrated numerically by using a spectral code with computational domain (4π, 2, 4π/3) and a grid resolution of (32, 65, 32) in the (x, y, z) directions, respectively.

3 Derivation of the State-Space Equations

The challenge of the present study is to reduce the size of the controller. The controller based on the full system would have > 10^6 states, when the Navier-Stokes equations are written in the vertical-velocity-vertical-vorticity (v, ω_z) form, and spectrally decomposed with 32 Fourier modes in the streamwise and spanwise directions and 65 Chebyshev polynomials in the vertical direction. A controller with hundreds of thousands of states is of no interest in engineering applications because of the amount of hardware and computer power necessary to compute a real-time control law. Consequently, it is crucial to reduce the order of the controller.

Figure 1 presents the architecture of the controller tested in this study. In order to reduce the order of the controller we slice the channel with 32 xy-planes equally spaced in the z-direction. Since the gap between planes is small with respect to the spanwise dimension of the channel and there is no mean flow in the spanwise direction, we assume that the flow in a xy-plane is nearly two-dimensional. We apply the controller derived by Cortelezzi and Speyer [10] from the linearized two-dimensional Navier-Stokes equation to each plane. This controller has successfully reduced skin-friction drag generated by near-wall finite-amplitude disturbances in a two-dimensional channel flow at Re = 1500 [12].
In this section we outline the derivation of the state-space equations in a given xy-plane [10]. In Section 5 blowing and suction is applied to the bottom wall only in the case of a transitional flow while is applied to both walls in the case of a fully developed turbulent flow. Consequently, to simplify the exposition we derive the state space equations assuming that blowing and suction is applied only at the bottom wall. The application of blowing and suction to both walls is a trivial extension of this case.

We consider two-dimensional incompressible Poiseuille flow in a periodic channel of length \( L \) and height \( 2h \). The undisturbed velocity field has a parabolic profile with centerline velocity \( U_c \), see Figure 1. We linearize two-dimensional Navier-Stokes equations about the parabolic profile and we rewrite them in terms of the perturbation stream-function \( \psi \):

\[
(\partial_t + U \partial_x) \Delta \psi - U'' \psi_x = Re^{-1} \Delta \Delta \psi, \tag{5}
\]

to identically satisfy continuity.

To suppress perturbations evolving within the bottom boundary layer we apply blowing and suction at the bottom wall (see Figure 1). For simplicity we assume that the actuators are continuously distributed. Perturbations in the top boundary layer are left free to evolve. The corresponding boundary conditions are

\[
\psi|_{y = -1} = -v_w(x, t), \quad \psi|_{y = 1} = 0, \tag{6}
\]

where the control function \( v_w \) prescribes the amount of blowing and suction at the bottom wall. We impose that the mass of fluid injected equals the mass of fluid removed.

To detect and measure the near-wall disturbances, we measure the gradient of the streamwise velocity component at given points \( x = x_i \) along the bottom wall (see Figure 1)

\[
z(x_i, t) = \psi_{yy}|_{y = -1}. \tag{7}
\]

In other words, we measure the first term of the wall-shear stress, \( \tau_{yy} = Re^{-1}(\psi_{yy} - \psi_{zx})|_{y = -1} \). The second term of the wall-shear stress is zero in the uncontrolled case and is known in the controlled case.

We define an optimal performance index \( J \), or cost function, to design a controller for the LQG (\( \mathcal{H}_2 \)) problem. Since we are interested in suppressing wall-shear stress, we define

\[
J = \lim_{t \to \infty} \int_0^L \int_0^L (\psi_{yy}^2 + \psi_{zx}^2)|_{y = -1} dxdy dt. \tag{8}
\]

The integrand represents the cost of the wall-shear stress being different from zero. Moreover, the integrand implicitly accounts for the cost of implementing the control itself. There are two reasons to minimize the cost of the controller: In any engineering application the energy available to drive the controller is limited; and a large control action may drive the system away from the region where the linear model is valid.

To reduce (5)-(7) to a set of first-order ordinary differential equations, we make a few transformations. We write the stream-function as \( \psi = \phi + \chi \) to embed the actuator into the evolution equation and to make the boundary conditions homogeneous. Substituting \( \psi = \phi + \chi \) into equation (5), we obtain a forced equation for the Poiseuille flow

\[
(\partial_t + U \partial_x) \Delta \phi - U'' \phi_x = Re^{-1} \Delta \Delta \phi - (\partial_t + U \partial_x) \Delta \chi + U'' \chi_x + Re^{-1} \Delta \Delta \chi, \tag{9}
\]

with homogeneous boundary conditions \( \phi|_{y = \pm 1} = \phi|_{y = \pm 1} = 0 \). The forcing function \( \chi \) satisfies the non-homogeneous boundary conditions (6), i.e., \( \chi|_{y = -1} = -v_w(x, t), \chi|_{y = 1} = x_t \chi|_{y = -1} = 0 \). We also substitute \( \psi = \phi + \chi \) into equations (7) and (8). The measurement equation (7) becomes

\[
z(x_i, t) = (\phi_{yy} + \chi_{yy})|_{y = x_i} = 0, \tag{10}
\]

while the cost function (8) takes the following form

\[
J = \lim_{t \to \infty} \int_0^L \int_0^L [(\phi_{yy} + \chi_{yy})^2 + \chi_{xx}^2]|_{y = -1} dxdy dt. \tag{11}
\]

Subsequently, flow quantities are spectrally decomposed by using circular functions in the streamwise direction and Chebyshev polynomials in the vertical direction. We expand \( \phi \) and \( \chi \) as follows:

\[
\phi = \sum_{n=1}^{N} \sum_{m=1}^{M} [a_{nm}(t) \cos(\alpha_n x) + b_{nm}(t) \sin(\alpha_n x)]C_m(y), \tag{12}
\]

\[
\chi = \sum_{n=1}^{N} [p_n(t) \cos(\alpha_n x) + q_n(t) \sin(\alpha_n x)]D(y), \tag{13}
\]

where \( \alpha_n = 2\pi n/L \). Functions \( C_m \) and \( D \) are combinations of Chebyshev polynomials constructed to satisfy the boundary conditions, i.e., \( C_m(\pm 1) = D(1) = D'(-1) = 0 \) and \( D(-1) = 1 \). We also expand the measurement function \( z \) as follows:

\[
z = \sum_{n=1}^{N} [c_n(t) \cos(\alpha_n x) + d_n(t) \sin(\alpha_n x)]. \tag{14}
\]

Substituting expansions (12), (13) and (14) into equations (9) and (10) and using Galerkin's projection, we obtain

\[
\frac{dy}{dt} = Ax + B_1 u + B_2 \frac{du}{dt}, \quad z = Cy + D_2 u. \tag{15}
\]
To transform the above equations into standard state-space form, we define a new vector \( z = y + B_2 u \), and two new matrices \( B = B_1 + A B_2, D = D_2 + C B_2 \). Finally, we obtain the state-space equations

\[
\frac{dz}{dt} = A z + B u, \quad z = C x + D u, \quad (16)
\]

with initial condition \( z(0) = z_0 \); where \( z \) is the internal state vector, \( u \) is the control vector and \( x \) is the measurement vector. Matrices \( A, B, C \) contain the dynamics of the Poiseuille flow, actuators and sensors, respectively. Matrix \( D \) contains the coupling between sensors and actuators. The cost function (11) becomes

\[
J = \lim_{t \to \infty} \int_t^{t_f} [z^* z + u^* W^* W u] dt, \quad (17)
\]

where the superscript \( * \) denotes transpose. The matrix \( W \) is obtained by spectrally decomposing the last term in the cost function (11).

The advantage of the present formulation is that the whole problem decouples with respect to the wave number. All matrices in (16) and (17) are block diagonal. The block diagonal structure of the matrix \( A \) was first recognized in Ref. [5]. The above state-space system is consequently equivalent to \( N \) state-space sub-systems, one for each wave number. For a given wave number \( r \) the state-space equations are

\[
\frac{dx_r}{dt} = A_r x_r + B_r u_r, \quad x_r = C_r x_r + D_r u_r, \quad (18)
\]

with initial condition \( x_r(0) = x_{r0} \). Vectors \( x_r, u_r \), \( z_r \) have the following structure: \( x_r = [a_{r1}, \ldots, a_{rM}, b_{r1}, \ldots, b_{rM}]^T \), \( u_r = [p_r, q_r]^T \), \( z_r = [c_r, d_r]^T \), where \( \beta \) indicates the Fourier coefficients that have been affected by the transformation. The cost function also decouples with respect to the wave number and we obtain \( N \) optimal performance indexes. For a given wave number \( r \) the cost function is defined as follows

\[
J_r = \lim_{t \to \infty} \int_t^{t_f} [z_r^* z_r + u_r^* W^* W u_r] dt. \quad (19)
\]

Consequently, the design of a robust controller for the system (16) with (17) has been reduced to the independent design of \( N \) robust controllers, one for each wave number, for the sub-systems (18) with (19).

4 Model Reduction and Controller Design

In this section we take a further step toward model reduction. We derive a lower order two-dimensional controller in two steps: First we construct a lower order model of (18), and subsequently, we design a robust controller for the reduced-order model. To obtain a lower order model, we transform (18) into Jordan Canonical form. The matrices \( \tilde{A}_r, \tilde{B}_r, \tilde{C}_r, \tilde{D}_r \) that describe the dynamics of the reduced-order model are obtained from the matrices in Jordan Canonical form by retaining rows and columns corresponding to equally well controllable or observable states. \( \hat{H} \) denotes the quantities associated with the reduced-order model.

Although a rigorous mathematical framework for the design of disturbance attenuation (\( H_\infty \)) linear controllers is provided by the control synthesis theory in Refs. [8] and [9], for this initial study LQG (\( H_2 \)) synthesis is quite adequate. In general, the design of a robust linear feedback controller for the LQG (\( H_2 \)) problem is divided in two parts: linear-quadratic-regulator (LQR) and minimum variance estimator (Kalman-Bucy filter). The LQR design provides an optimal control law in terms of the internal state vector by minimizing a cost function. The internal state vector is essential to implement the control law but, in general, it is not a physical quantity directly measurable, but reconstructed from the measurement vector \( z_r \) by the estimator. The result of the LQG (\( H_2 \)) design of a robust controller based on the reduced-order model of (18) is summarized by the following equations:

\[
u_r = -\bar{K}_r \bar{z}_r, \quad (20)
\]

\[
\frac{d\bar{z}_r}{dt} = \tilde{A}_r \bar{z}_r + \tilde{B}_r u_r + \tilde{L}_r [z_r - \tilde{C}_r \bar{z}_r - D_r u_r], \quad (21)
\]

with initial conditions \( \bar{z}_r(0) = 0 \). Equation (20) is the control law. The gains matrix \( \bar{K}_r \) is obtained by minimizing the following optimal performance index:

\[
\bar{J}_r = \lim_{t \to \infty} \int_t^{t_f} [\bar{z}_r^* \bar{z}_r + u_r^* W_r^* W_r u_r] dt, \quad (22)
\]

where \( \bar{z}_r = \tilde{C}_r \bar{z}_r + D_r u_r \). Equation (21) is the the minimum variance estimator. The matrix \( \tilde{L}_r \) is obtained by minimizing the variance of the estimated state vector \( \bar{z}_r \) with respect to the internal state vector \( \bar{z}_r \) assuming that the reduced-model of (18) is affected by additive Gaussian white noise. Since we have assumed no statistics, the power spectral densities required for the minimum variance estimator are chosen as design parameters in order to keep the eigenvalues of the estimator at the same order of magnitude as the eigenvalues of the controller. In particular, the spectral density for process noise is chosen as \( \rho \tilde{B}_r^* \tilde{B}_r \), where the parameter \( \rho \) is increased to obtain the desired loop transfer recovery of the full state LQR problem [11]. In this study the LQG (\( H_2 \)) design of a robust controller for each reduced-order state space subsystem (18) can be carried out in parallel.

Figure 1 links with simplicity the mathematical formulation to its computational implementation by summarizing in a block diagram the control strategy described above. The controller can be programmed in a computer routine whose input is a matrix containing the gradients of the streamwise velocity component.
and whose output is a matrix containing the blowing and suction at the wall. Each column of the measurements matrix contains the gradients of the streamwise velocity component in a given xy-plane. Each column is processed in parallel by a fast Fourier transform (FFT) and converted into $u_\tau$'s. Each pair of estimator (21) and control (20) blocks is integrated in time by, for example, a third-order low-storage Runge-Kutta scheme. Parallel computation produces $u_\tau$'s. An inverse FFT converts $u_\tau$'s into the columns of the matrix containing the blowing and suction at the wall. This routine can be embedded in any Navier-Stokes solver able to handle time-dependent boundary conditions for the control of three-dimensional channel flows.

Figure 1 also provides the basic architecture for the potential implementation of the present controller in practical engineering applications. The gradients of the streamwise velocity component can be measured by micro-electro-mechanical-systems (MEMS) hot film sensors [13]. For each xy-plane, analog to digital converters (A/D) and digital signal processors (DSP) convert the measured gradients into $u_\tau$'s. Each pair of estimator (21) and control (20) blocks is replaced by a microprocessor, and a parallel computation produces $u_\tau$'s. A DSP and a digital to analog converter (D/A) produce the actuating signal in each xy-plane. Finally, MEMS technology will provide the necessary hardware to implement the actuating signal at the wall of the channel. Note that a variety of actuators can mimic small amplitude blowing and suction at the wall:

5 Results

We designed a controller for two-dimensional Poiseuille flow in a periodic channel of length $L = 4\pi$ at $Re = 1500$ [10]. We used a grid resolution of $N = 32$ and $M = 65$. A controller is applied to each xy-plane, consequently, the order of the full system is $32 \times 3904 = 124928$. Using the model reduction technique previously described, we created 32 reduced models and derived 32 controllers of order 12, one for each state space subsystem (18). Controllers operate in parallel. The combined order of the controllers for all 32 wave numbers is $32 \times 384 = 12288$, it represents a dramatic reduction, about 90%, with respect to the order of the full system.

Figure 2 shows a comparison of the time evolution of the energy of a two-dimensional finite amplitude disturbance and of a three-dimensional infinitesimal disturbance at $Re = 1500$ in the controlled and uncontrolled cases. In the uncontrolled case at this Reynolds number, two-dimensional disturbance wave-number, and initial energy level, we see the two-dimensional disturbance decaying slowly. On the other hand, the three-dimensional disturbance is seen to gain energy rapidly. Orszag and Patera [14] showed that the two-dimensional instability acts as a mediator for transfer of energy from the mean two-dimensional flow to the three-dimensional disturbances which may cause
transition to turbulence. In the controlled case we apply blowing and suction only at the bottom wall, while near-wall disturbances within the top boundary layer are left free to evolve. The attenuation of the finite-amplitude two-dimensional disturbance is dramatically increased. As a consequence, the infinitesimal three-dimensional disturbance is also stabilized and the mechanism responsible for transition to turbulence is inhibited.

Figure 3 shows a comparison of the time evolution of the averaged skin-friction drag measured at the walls in the controlled and uncontrolled cases at $Re = 1700$. In both cases, the fully developed turbulent channel flow is left free to evolve up to time $t = 25$ to ensure that the statistics are correct. In the uncontrolled case the averaged drag oscillates stochastically around a mean value of 125.8. In the controlled case blowing and suction is applied to top and bottom walls. All 64 controllers operate in parallel, 2 controllers for each x-y-plane. Only the 4 lowest wave-numbers are controlled. In this case the order of the controller is $64 \times 48 = 3072$, it represents a dramatic reduction, about 99%, with respect to the order of the full system $64 \times 3904 = 249856$. The controlled averaged drag drops as soon as the blowing and suction is applied at the wall. The drag reduction is further improved along the simulation, it oscillates around a mean value of 114.1. The averaged drag reduction is about 10%. This preliminary result is very encouraging and justifies the current efforts for deriving improved low order controllers.

6 Conclusions

In this article we presented a successful application of robust reduced-order linear feedback control based on a two-dimensional design to a three-dimensional channel flow in the transitional and fully turbulent regimes. A controller based on a reduced-model of the linearized Navier-Stokes equations, i.e. 10% of the order of the full size system, was designed by using LQG ($H_2$)/LTR synthesis. This controller was programmed in a computer routine whose input measurements are the gradients of the streamwise velocity component and whose output controls are the blowing and suction at the wall. This routine, suited for parallel computing, was embedded in a direct numerical simulation of the Navier-Stokes equations. First, we applied the controller to the bottom wall of a three-dimensional transitional periodic channel flow at $Re = 1500$. The controller attenuated dramatically the finite-amplitude two-dimensional disturbance, and consequently stabilized the three-dimensional infinitesimal disturbance and inhibited the mechanism responsible for transition to turbulence. Subsequently, we applied the controller at both wall of a fully developed channel flow at $Re = 1700$. Only the 4 lowest wave-numbers are controlled, reducing the order of the controller to about 1% of order of the full size system. Preliminary result showed a drag reduction of about 10% with respect to the uncontrolled turbulent flow. Extensions of LQG ($H_2$)/LTR design by using three-dimensional channel flow models are in progress.
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Abstract

A robust reduced-order linear feedback controller is designed and applied to turbulent channel flow for drag reduction. From the linearized two-dimensional Navier-Stokes equations a distributed robust feedback controller, which produces blowing/suction at the wall based on the measured turbulent streamwise wall-shear stress, is derived using model reduction techniques and linear-quadratic-Gaussian/loop-transfer-recovery control synthesis. The quadratic cost criterion used for synthesis is composed of the streamwise wall-shear stress, which includes the control effort of blowing/suction. This distributed two-dimensional controller developed from a linear system theory is shown to reduce the skin-friction by 10% in direct numerical simulations of a low-Reynolds number turbulent nonlinear channel flow. Spanwise shear-stress variation, not captured by the distributed two-dimensional controller, is suppressed by augmentation of a simple spanwise ad hoc control scheme. This augmented three-dimensional controller, which requires only the turbulent streamwise velocity gradient, results in further reduction in the skin-friction drag. It is shown that the input power requirement is significantly less than the power saved by reduced drag. Other turbulence characteristics affected by these controllers are also discussed.
1 Introduction

Much attention has been paid to the drag reduction in turbulent boundary layers. Skin friction drag constitutes approximately 50%, 90%, and 100% of the total drag on commercial aircraft, underwater vehicles, and pipelines, respectively.\textsuperscript{1} The decrease of skin-friction, therefore, entails a substantial saving of operational cost for commercial aircraft and submarines. Recent reviews\textsuperscript{1–3} summarize achievements and open questions in boundary layer control.

With the notion that near-wall streamwise vortices are responsible for high skin-friction in turbulent boundary layers, Choi et al.\textsuperscript{4} manipulated the near-wall turbulence by applying various wall actuations. They achieved a 20% skin-friction reduction in a turbulent channel flow by applying a wall transpiration equal and opposite to the wall-normal velocity component measured at $y^+ = 10$. This control is shown to effectively make the streamwise vortices weaker. However, it is not easily implementable since it is difficult to place sensors inside the flow field. Other attempts at weakening the near-wall streamwise vortices have been made by imposing spanwise oscillation of the wall\textsuperscript{5} and using external body force.\textsuperscript{6} These methods, however, require a large amount of input energy. Reduction in skin-friction must be accompanied with the required input energy much less than the energy saved by the reduction.

A systematic approach, not relying on physical intuition, has been tried in the past. A suboptimal control, which determines the optimal control input by minimizing the cost functional for a short time interval, was successfully applied to the stochastic Burger's equation.\textsuperscript{7} Bewley and Moin\textsuperscript{8} extended the suboptimal control to a turbulent channel flow.
This method, however, requires information about the whole flow field and excessive computation, so that it is impossible or at best extremely difficult to implement. It is necessary to develop a control scheme that utilizes easily-measurable quantities.

Lee et al.\textsuperscript{9} developed a neural network control algorithm that approximates the correlation between the wall-shear stresses and the wall actuation and then predicts the optimal wall actuation to produce the minimum value of skin-friction. They also produced a simple control scheme from this neural network control, which determines the actuation as the sum of the weighted spanwise wall-shear stress, $| \frac{\partial \tau}{\partial y} |_w$. Recently, Koumoutsakos\textsuperscript{10} reported a substantial drag reduction obtained by applying a feedback control scheme based on the measurement and manipulation of the wall vorticity flux. Furthermore, he showed that the strength of unsteady mass transpiration actuators can be derived explicitly by inverting a system of equations.

Other systematic controls\textsuperscript{11–14,17,19–20} have been developed by exploiting the tools recently developed in the control community.\textsuperscript{15–16} Joshi et al.\textsuperscript{11–13} and Bewley and Liu\textsuperscript{14} developed an integral feedback controller, a Linear Quadratic (LQ) controller, and an $H_{\infty}$ controller (worst case controller) to successfully stabilize unstable disturbances in transitional flow. In particular, Cortelezzi and Speyer\textsuperscript{17} introduced the multi-input-multi-output (MIMO) linear-quadratic-Gaussian (LQG)/loop-transfer-recovery (LTR) synthesis, combined with model reduction techniques, for designing an optimal and robust linear feedback controller. This controller successfully suppressed near-wall disturbances, thus preventing transition in two-dimensional laminar channel flows. This robust reduced-order controller\textsuperscript{19} was applied to two-dimensional nonlinear transitional flows, illustrating that the controller designed from the linear model works surprisingly well in nonlinear flows.
The purpose of the present study is to develop a realistic robust optimal controller that systematically determines the wall actuation, in the form of blowing and suction at the wall, relying only on measured streamwise velocity gradient to reduce skin-friction in a fully developed turbulent channel flow. A dynamic representation of the flow field is required for controller design. Due to the complexity and nonlinearity of the Navier-Stokes equations, it is difficult to derive model-based controllers. Therefore, the linearized Navier-Stokes equations for Poiseuille flow are used as an approximation of the flow field and form the basis of system modelling. A robust reduced-order controller has been designed based on this model and applied to linear and nonlinear transitional flows.\textsuperscript{17,19–20} Encouraged by these results, in this paper we apply this distributed two-dimensional controller to a direct numerical simulation of turbulent channel flow at a low Reynolds number. We then augment our two-dimensional distributed controller by including an ad hoc control scheme to attenuate the residual disturbances in the spanwise direction.

In Section 2, we formulate the problem in terms of the three-dimensional Navier-Stokes equations and provide details about the numerical scheme used to integrate them. In Section 3, we provide the motivation behind the approximate structure of the controller. Furthermore, we derive the state-space equations from the linearized two-dimensional Navier-Stokes equations. In Section 4, we reduce the order of the state-space equations and derive a robust reduced-order two-dimensional controller by using LQG/LTR synthesis. In Section 5, we construct and apply the distributed two-dimensional controller based on the linearized Navier-Stokes equations to a fully developed turbulent channel flow at $Re_r = 100$, where $Re_r$ is the Reynolds number based on the wall-shear velocity, $u_r$, and the half-channel height, $h$. In Section 6, this distributed two-dimensional controller augmented with a simple ad
hoc control scheme is applied to the same flow. In Section 7, we present some statistics associated with the controlled flows followed by conclusions in Section 8.

In this paper, we use \((u, v, w)\) to represent the velocity components in the streamwise \((x)\), wall-normal \((y)\), and spanwise \((z)\) directions, respectively.

## 2 Mathematical Formulation

We consider the unsteady incompressible flow in a channel with half-height \(h\) and centerline velocity \(U_c\). Non-dimensionalized by \(U_c\) and \(h\), the governing equations are given by the Navier-Stokes and continuity equations,

\[
\begin{align*}
    u_t + uu_x + v u_y + w u_z &= -p_x + Re^{-1}\Delta u, \\
    v_t + uu_x + v u_y + w v_z &= -p_y + Re^{-1}\Delta v, \\
    w_t + uu_x + v w_y + w w_z &= -p_z + Re^{-1}\Delta w, \\
    u_x + v_y + w_z &= 0,
\end{align*}
\]

(1)

where \(\Delta \equiv \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}\) and \(Re = \frac{U_c h}{\nu}\) is the Reynolds number.

We apply blowing and suction at the top and bottom walls of the channel to suppress near-wall turbulence within the boundary layer. The corresponding boundary conditions are

\[
\begin{align*}
    u(x, y = \pm 1, z, t) = w(x, y = \pm 1, z, t) &= 0, \\
    v(x, y = \pm 1, z, t) &= v_{\pm w}(x, z, t).
\end{align*}
\]

(3)

The control functions \(v_{\pm w}\) prescribe the amount of blowing and suction at the top and bottom walls.
We measure the gradient of the streamwise velocity along the walls at given points \((x_i, z_j)\) to detect near-wall disturbances within the boundary layer. In other words, we measure

\[
\frac{\partial}{\partial z} u(x_i, z_j, t) = u_y \big|_{x=x_i, y=z, y=\pm 1}.
\] (4)

Time-dependent incompressible Navier-Stokes equations (1)-(3) with the appropriate initial condition are integrated numerically by using a spectral code with a computational domain of \((4\pi, 2, \frac{4\pi}{3})\) and a grid resolution of \((32, 65, 32)\) in the \((x, y, z)\) directions. The numerical technique used in this study is essentially the same as that of Kim et al.\textsuperscript{21} except that the time advancement for the nonlinear terms is a third-order Runge-Kutta (RK3) method. The second-order accurate Crank-Nicolson (CN) method is used for the linear terms.

3 Derivation of the State-Space Equations

One of the goals in the present study is to reduce the size of the controller. The controller based on the full system would have \(> 10^5\) states when the Navier-Stokes equations are written in the wall-normal velocity and wall-normal vorticity \((v, \omega_y)\) form with 32 Fourier modes in the streamwise and spanwise directions and 65 Chebyshev modes in the wall-normal direction. A controller with hundreds of thousands of states is of no practical interest in engineering applications because of the amount of hardware and computer power necessary to compute a real-time control law. Consequently, it is crucial to reduce the order of the controller.

Figure 1 presents the architecture of the controller tested in this study. In order to reduce the order of the controller, we slice the channel with 32 \(xy\)-planes equally spaced in the \(z\)-direction. We then construct the distributed two-dimensional controller by applying
the two-dimensional controller developed from the linearized two-dimensional Navier-Stokes equation\textsuperscript{17} to each plane. The two-dimensional controller has been shown to reduce the skin-friction drag caused by finite amplitude disturbances in a two-dimensional channel flow at Re = 1500.\textsuperscript{19}

In this section we outline the derivation of the state-space equations in a given xy-plane.\textsuperscript{17,19} The wall transpiration is applied to both top and bottom walls in a fully developed turbulent channel flow. For simplicity, though, we derive the state-space equations assuming that blowing and suction is applied only at the bottom wall. The application of blowing and suction to both walls is a trivial extension.

We consider two-dimensional incompressible Poiseuille flow in a periodic channel of streamwise length, $L_x$, and channel height, $2$. The undisturbed velocity field has a parabolic profile with centerline velocity $U_c$. We linearize the two-dimensional Navier-Stokes equations about the parabolic profile and rewrite them in terms of the perturbation stream-function, $\psi$,

$$\left(\partial_t + U\partial_x\right)\Delta \psi - U''\psi_x = Re^{-1} \Delta \Delta \psi, \quad (5)$$

to eliminate the continuity equation.

To suppress perturbations evolving within the bottom boundary layer, we apply blowing and suction at the bottom wall (see Fig. 1). For simplicity, we assume that the actuators are continuously distributed. The corresponding boundary conditions are

$$\psi_x|_{y=-1} = -u_w(x, t), \quad \psi|_{y=\pm 1} = \psi|_{y=1} = 0, \quad (6)$$

where the control function $u_w$ prescribes the amount of blowing and suction at the bottom wall. We impose the wall transpiration of zero net mass-flux.
To detect the near-wall disturbances, we measure the gradient of the streamwise disturbance velocity at given points $x = x_i$ along the bottom wall (see Fig. 1)

$$z(x_i, t) = \psi_{yy}\big|_{y=-1}. \quad (7)$$

In other words, we measure the first term of the disturbance wall-shear stress, $\tau_{yz} = Re^{-1} (\psi_{yy} - \psi_{xx})\big|_{y=-1}$. The second term of the wall-shear stress is zero in the uncontrolled case and is known in the controlled case.

We define a performance index $J$, or cost criterion, to design a controller for the LQG ($\mathcal{H}_2$) problem. Since we are interested in suppressing the disturbance wall-shear stress, $\tau_{yz}$, we define

$$J = \lim_{t_i \to \infty} \int_{t_i}^{t_f} \int_0^L (\psi_{yy}^2 + \psi_{xx}^2)\big|_{y=-1} \, dx \, dt. \quad (8)$$

The integrand represents the cost of the disturbance wall-shear stress, $\tau_{yz}$, being different from zero. Moreover, the integrand implicitly accounts for the cost of implementing the control itself. There are two reasons to minimize the cost of the control. In any engineering application the energy available to drive the controller is limited, and a large control action may drive the system away from the region where the linear model is valid.

To convert Eqs. (5-7) to a set of first-order ordinary differential equations, we make a few transformations. We write the stream-function as $\psi = \phi + \chi$ to embed the actuator into the evolution equation and to make the boundary conditions homogeneous. Substituting $\psi = \phi + \chi$ into Eq. (5), we obtain a forced equation for the Poiseuille flow:

$$(\partial_t + U\partial_x)\Delta \phi - U''\phi_x = Re^{-1} \Delta \Delta \phi - (\partial_t + U\partial_x)\Delta \chi + U''\chi_x + Re^{-1} \Delta \Delta \chi, \quad (9)$$

with homogeneous boundary conditions $\phi|_{y=\pm 1} = \phi_y|_{y=\pm 1} = 0$. The forcing function $\chi$
satisfies the nonhomogeneous boundary conditions, Eq. (6), i.e., \( \chi_x|_{y=-1} = -v_w(x, t) \), \( \chi_x|_{y=1} = \chi_y|_{y=\pm 1} = 0 \). We also substitute \( \psi = \phi + \chi \) into Eqs. (7-8). The measurement equation (7) becomes

\[
z(x_i, t) = (\phi_{yy} + \chi_{zz})|_{x=x_i, y=-1}, \tag{10}
\]

while the cost criterion, Eq. (8), takes the following form

\[
\mathcal{J} = \lim_{t_f \to \infty} \int_t^{t_f} \int_0^L \left[ (\phi_{yy} + \chi_{yy})^2 + \chi_{zz}^2 \right]_{y=-1} dx dt. \tag{11}
\]

Subsequently, flow quantities are spectrally decomposed by using periodic functions in the streamwise direction and Chebyshev polynomials in the wall-normal direction. We expand \( \phi \) and \( \chi \) as

\[
\phi = \sum_{n=1}^{N} \sum_{m=0}^{M} [a_{nm}(t) \cos(\alpha_n x) + b_{nm}(t) \sin(\alpha_n x)] C_m(y), \tag{12}
\]

\[
\chi = \sum_{n=1}^{N} [p_n(t) \cos(\alpha_n x) + q_n(t) \sin(\alpha_n x)] D(y), \tag{13}
\]

where \( \alpha_n = 2\pi n/L_x \). Functions \( C_m \) and \( D(y) \) are combinations of Chebyshev polynomials constructed to satisfy the boundary conditions, i.e., \( C_m(\pm 1) = C_m'(\pm 1) = D(1) = D'(\pm 1) = 0 \) and \( D(-1) = 1 \). We also expand the measurement function \( z \) as follows:

\[
z = \sum_{n=1}^{N} [c_n(t) \cos(\alpha_n x) + d_n(t) \sin(\alpha_n x)]. \tag{14}
\]

Substituting the expansions, Eqs. (12-14), into Eqs. (9-10), and applying Galerkin projection, we obtain the system and measurement equations from Eqs. (9) and (10), respectively,

\[
\frac{dy}{dt} = Ay + B_1u + B_2 \frac{du}{dt}, \quad z = Cy + D_3u, \tag{15}
\]

where \( y = [a_{10}, ..., a_{1M}, b_{10}, ..., b_{1M}, ..., a_{N0}, ..., a_{NM}, b_{N0}, ..., b_{NM}]^T \) and \( u = [p_1, q_1, ..., p_N, q_N]^T \). Note that matrices are obtained from the orthogonality of periodic functions and Chebyshev polynomials.22
To transform the above equations into a standard state-space form, we define a new vector \( x = y + B_2 u \), and two new matrices, \( B = B_1 + A \ B_2 \) and \( D = D_3 + C \ B_2 \). Finally, we obtain the state-space equations

\[
\frac{dx}{dt} = A \ x + B \ u, \quad z = C \ x + D \ u, \tag{16}
\]

with the initial condition \( x(0) = x_0 \), where \( x \) is the internal state vector, \( u \) is the control vector, and \( z \) is the measurement vector. Matrices \( A, B, C \) contain the dynamics of the Poiseuille flow, actuators and sensors, respectively. Matrix \( D \) contains the coupling between sensors and actuators. The cost criterion, Eq. (11), becomes

\[
J = \lim_{t_f \to \infty} \int_t^{t_f} [z^T \ z + u^T \ W^T \ W \ u] \ dt, \tag{17}
\]

where the superscript \( T \) denotes a transposed quantity. The matrix \( W \) is obtained by spectrally decomposing the last term in the cost criterion, Eq. (11).

The advantage of the present formulation is that the whole problem decouples with respect to the wavenumber when Eqs. (16-17) are transformed into Fourier space in the streamwise direction. All matrices in Eqs. (16-17) are block diagonal. The block diagonal structure of the matrix \( A \) was first recognized by Joshi et al.\(^{12}\) The above state-space system is consequently equivalent to \( N \) state-space sub-systems, one for each wavenumber. For a given wavenumber, \( \alpha \), the state-space equations are

\[
\frac{dx_{\alpha}}{dt} = A_{\alpha} \ x_{\alpha} + B_{\alpha} \ u_{\alpha}, \quad z_{\alpha} = C_{\alpha} \ x_{\alpha} + D_{\alpha} \ u_{\alpha}, \tag{18}
\]

with the initial condition \( x_{\alpha}(0) = x_{\alpha 0} \). Vectors \( x_{\alpha}, u_{\alpha}, z_{\alpha} \) have the following structures:

\[
x_{\alpha} = [\tilde{a}_{\alpha 0}, ..., \tilde{a}_{\alpha M}, \tilde{b}_{\alpha 0}, ..., \tilde{b}_{\alpha M}]^T, \quad u_{\alpha} = [p_{\alpha}, q_{\alpha}]^T, \quad z_{\alpha} = [c_{\alpha}, d_{\alpha}]^T, \]

where " indicates the Fourier
coefficients that have been affected by the transformation. The cost criterion also decou-
ples with respect to the wavenumber, and we obtain N performance indexes. For a given
wavenumber, $\alpha$, the cost criterion is defined as

$$ J_\alpha = \lim_{t \to \infty} \int_t^{t'} \left[ z_\alpha^T z_\alpha + u_\alpha^T W_\alpha^{-1} W_\alpha u_\alpha \right] dt. $$

Consequently, the design of a robust two-dimensional controller for the system, Eq. (16),
with a specified cost criterion, Eq. (17), has been reduced to the independent design of N
robust single-wavenumber controllers for the sub-systems, Eq. (18), along with Eq. (19).

4 Model Reduction and Controller Design

In this section we derive a lower order two-dimensional controller in two steps.\textsuperscript{17} First, we con-
struct a lower order model of Eq. (18), and subsequently, design a robust single-wavenumber
controller for the reduced-order model. To obtain a lower order model, we transform Eq.
(18) into a Jordan canonical form. The matrices $\hat{A}_\alpha, \hat{B}_\alpha, \hat{C}_\alpha, \hat{D}_\alpha$ that describe the dynamics
of the reduced-order model are obtained from the matrices, $A_\alpha$, $B_\alpha$, $C_\alpha$, $D_\alpha$ in the Jordan
canonical form by retaining rows and columns corresponding to equally well controllable and
observable states. The hat denotes the quantities associated with the reduced-order model.

Although a rigorous mathematical framework for the design of disturbance attenuation
($\mathcal{H}_\infty$) linear controllers is provided by the control synthesis theory,\textsuperscript{15-16} for this initial study
$\mathcal{L}_QG(\mathcal{H}_2)$ synthesis is quite sufficient. In general, the design of a linear feedback controller
for the $\mathcal{L}_QG(\mathcal{H}_2)$ problem is divided into two parts: linear-quadratic-regulator (LQR) and
minimum variance estimator (Kalman-Bucy filter). The LQR design provides an optimal
control law in terms of the internal state vector by minimizing a quadratic performance
index. The internal state vector is essential to predict the optimal control input. However, it is very difficult or impossible, in general, to directly obtain this internal state vector. Therefore, it should be reconstructed from the measurement vector \( z_\alpha \) by an estimator. The result of the LQG(\( H_2 \)) design of a single-wavenumber controller based on the reduced-order model of Eq. (18) is summarized by the following equations:

\[
\mathbf{u}_\alpha = -\hat{K}_\alpha \hat{x}_\alpha, \tag{20}
\]

\[
\frac{d\hat{x}_\alpha}{dt} = \hat{A}_\alpha \hat{x}_\alpha + \hat{B}_\alpha \mathbf{u}_\alpha + \hat{L}_\alpha [\mathbf{z}_\alpha - \hat{C}_\alpha \hat{x}_\alpha - D_\alpha \mathbf{u}_\alpha], \tag{21}
\]

with initial conditions \( \hat{x}_\alpha(0) = 0 \), where \( \hat{x}_\alpha \) is the estimated reduced-order internal state vector. Equation (20) is the control law. The gains matrix \( \hat{K}_\alpha \) is obtained by minimizing the following optimal performance index:

\[
\hat{J} = \lim_{T \to \infty} \int_t^T [\hat{z}_\alpha^T \hat{z}_\alpha + \mathbf{u}_\alpha^T \mathbf{W}_\alpha \mathbf{W}_\alpha \mathbf{u}_\alpha] \, dt, \tag{22}
\]

where \( \hat{z}_\alpha = \hat{C}_\alpha \hat{x}_\alpha + D_\alpha \mathbf{u}_\alpha \) and \( \hat{x}_\alpha \) is the reduced-order internal state. Equation (21) is the minimum variance estimator. The matrix \( \hat{L}_\alpha \) is obtained by minimizing the variance of the error between the estimated reduced-order internal state and the reduced-order internal state vectors assuming that the reduced-model of Eq. (18) is affected by additive Gaussian white noise. Since we have assumed no statistics, the power spectral densities required for the minimum variance estimator are chosen as design parameters in order to keep the eigenvalues of the estimator at the same order of magnitude as the eigenvalues of the controller. In particular, the spectral density for process noise is chosen as \( \rho \hat{B}_\alpha \hat{B}_\alpha^T \), where the parameter \( \rho \) is increased to recover approximately the loop transfer matrix of the full state LQR problem.\(^{18}\) In this study the LQG(\( H_2 \)) design of robust single-wavenumber controller
for each reduced-order state-space sub-system, Eq. (18), can be carried out independently and computed in parallel.

Figure 1 links the mathematical formulation to its computational implementation by summarizing in a block diagram the control strategy described above. The two-dimensional distributed controller can be programmed in a computer routine whose input is a matrix containing the gradients of the streamwise velocity component and whose output is a matrix containing the blowing and suction at the wall. Each column of the measurement matrices contains the gradients of the streamwise velocity component in a given $xy$-plane. Each column is processed in parallel by a fast Fourier transform (FFT) and converted into $z_\alpha$'s. Each single-wavenumber controller, Eqs. (20-21), is integrated in time by, for example, a third-order low-storage Runge-Kutta scheme. The $u_\alpha$’s are computed in parallel. An inverse FFT converts $u_\alpha$’s into the columns of the matrix containing the blowing and suction at the wall. This routine can be embedded in any Navier-Stokes solver able to handle time-dependent boundary conditions for the control of three-dimensional channel flows.

Figure 1 also provides the basic architecture for the potential implementation of the present distributed two-dimensional controller in practical engineering applications. For instance, the gradients of the streamwise velocity component can be measured by micro-electro-mechanical-systems (MEMS) hot-film sensors. For each $xy$-plane, analog-to-digital converters (A/D) and digital signal processors (DSP) convert the measured gradients into $z_\alpha$’s. Each single-wavenumber controller, Eqs. (20-21), is replaced by a microprocessor, and a parallel computation produces $u_\alpha$’s. A DSP and a digital-to-analog converter (D/A) produce the actuating signal in each $xy$-plane. A variety of actuators, such as synthetic jets, micro-bubble actuators, and thermal actuators, can mimic small amplitude blowing
and suction at the wall.\textsuperscript{23}

5 Performance of a Two-dimensional Controller

We designed a distributed two-dimensional controller in two steps. First, we designed reduced-order controllers for two-dimensional Poiseuille flow in a periodic channel of streamwise length $L_x = 4\pi$ at $Re = 5000$, which has the same mean wall-shear stress as turbulent channel flow at $Re_r = 100$. Subsequently, we fine-tuned single-wavenumber reduced-order controllers in order to minimize the magnitude of the Fourier coefficients of the wall-shear stresses in turbulent channel flow at $Re_r = 100$. We used $N = 32$ and $M = 60$ in this linear model flow. Controllers operate at both top and bottom walls in parallel. If the two-dimensional controllers without model reduction were applied at each $z$-plane, then the order of the ensemble of controllers would be $64 \times 3904 = 249856$. Using the model reduction technique previously described, we designed eight single-wavenumber controllers of order 12, corresponding to the eight lowest wavenumbers. Since we use the eight lowest single-wavenumber controllers in our simulation, the combined order of the controllers is $64 \times 96 = 6144$. It represents a state-space reduction of about 97.5\%, with respect to the full-order system.

Figure 2 shows the time history of the drag in the uncontrolled and controlled flows. Drag is measured by the mean value of the wall-shear stresses averaged over each top and bottom wall. This two-dimensional control yields about a 10\% drag reduction. Choi et al.\textsuperscript{4} reported that the in-phase $u$-control measured at $y^+ = 10$ also gives a 10\% drag reduction. This in-phase streamwise velocity at the wall causes a similar effect, $\frac{du'_y}{dy}|_w \simeq 0$, which is the
to-be-minimized target of our cost criterion in our two-dimensional controller. Note that this observed drag reduction is a by-product since our controller is designed to suppress the fluctuations of the streamwise wall-shear stress, not the mean wall-shear stress. Note also the sudden drop in the drag as soon as the controller is switched on at \( t = 25 \). This transient phenomena is also observed in other studies.\(^8\text{--}^9\)

Figure 3 compares the magnitude of Fourier coefficients of the wall-shear stresses in the controlled and uncontrolled flows. The wall-shear stresses are measured at the bottom wall at a given spanwise location. Figures 3(a) and (b) show the comparisons corresponding to wavenumbers \( k_x = 0.5 \) and \( k_x = 1.0 \), respectively. Both figures show an order-of-magnitude reduction between the controlled and uncontrolled cases. The magnitude of the Fourier coefficients of wall-shear stress decreases very quickly as soon as the controller is activated at \( t = 25 \). These results indicate that our distributed two-dimensional linear robust reduced-order controller suppresses disturbance wall-shear stress surprisingly well even in a fully developed turbulent flow. The high wavenumber components of the wall-shear stress in Fig. 3(c) do not show any reduction since only the lowest eight single-wavenumber controllers (up to \( k_x = 4.0 \)) are used in the control of flow. Examinations of other spanwise locations show similar results.

Contours of the disturbance wall-shear stresses at the bottom wall in the controlled and uncontrolled flows at \( t = 30 \) are shown in Fig. 4. Contours for the uncontrolled flow show the usual elongated regions of low- and high-shear stress. Note that contours for the controlled flow show the dramatic effect of the distributed two-dimensional controller. The long streaky wall-shear stress region spans almost the entire streamwise direction, indicating that the low wavenumber components are completely suppressed, which is consistent with Fig. 3. The
remaining spanwise variations, i.e., the alternating regions of high- and low-shear stress, are due to the fact that the two-dimensional controllers distributed along the streamwise direction are operated independently from one z-plane to another.

The above results demonstrate that our distributed two-dimensional controller designed from the linear model works surprisingly well in suppressing near-wall disturbances in the fully developed turbulent flow. Reduction of fluctuating wall-shear stress led to drag reduction. However, this distributed two-dimensional controller has a limited impact on the total drag since it cannot control the spanwise variation of the wall-shear stress. In the next section an augmentation to the distributed two-dimensional controller is presented and implemented.

6 An Augmented Three-dimensional Controller

In the previous section, successful control of fully developed turbulent channel flow has been obtained by applying a distributed two-dimensional controller. However, it has been observed that this controller does not take into account the spanwise variations of fluid motion. An augmentation to the distributed two-dimensional controller that accommodates the three-dimensional characteristics of a fully developed turbulent flow is developed in this section.

A simple ad hoc control augmentation scheme is introduced in an attempt to capture the remaining spanwise variations of the controlled flow. This additional control, which generates blowing/suction to attenuate the spanwise variation of the wall-shear stress, is
given as follows:

\[ v_{ad}(z) = C \left( \frac{\partial u}{\partial y} \bigg|^{(x,z)}_{lw} - \frac{\partial u}{\partial y} \bigg|^{z}_{lw} \right), \]  

(23)

where \( \frac{\partial u}{\partial y} \bigg|^{(x,z)}_{lw} \) and \( \frac{\partial u}{\partial y} \bigg|^{z}_{lw} \) are the streamwise velocity gradients averaged over the \( xz \)-plane and the \( x \) direction, respectively, and \( C \) is a constant to be adjusted for the best performance. The subscript \( ad \) indicates the ad hoc control, and \( v_{ad} \) is a function of only \( z \). Therefore, the new control input is defined by

\[ v_w(x, z) = v_{ad} + v_{2d}, \]  

(24)

where \( v_{2d} \) is the actuation velocity generated by the distributed two-dimensional controller used in the previous section.

Using the distributed two-dimensional controller augmented with this ad hoc control scheme, the control of the fully developed turbulent flow with \( Re_r = 100 \) increased drag reduction to about 17\% as shown in Fig. 5. As before, the turbulent flow is left free to evolve without any wall actuation until \( t = 25 \). As soon as the controller is activated at \( t = 25 \), the drag drops sharply within a very small time period. The constant, \( C \), in Eq. (23) is adjusted such that the root-mean-square (rms) value of the actuation is maintained at 0.1\( u_r \), where \( u_r \) is the wall-shear velocity for the uncontrolled flow. We have found empirically that \( C \) between 0.05\( u_r \) and 0.2\( u_r \) gives similar performance. Introduction of this simple control augmentation enhances the drag reduction, indicating that more sophisticated controllers which best take into account the three-dimensionality of turbulent flow may produce even more efficient suppression of skin-friction drag.

Figure 6 presents the comparison of contours of the disturbance wall-shear stresses at the bottom wall between the ad hoc controlled flow and the uncontrolled flow at \( t = 30 \).
Compared to Fig. 4, additional effort in the spanwise direction, $v_{ad}$, removes the pronounced peak-valley variation of the wall-shear stress which is observed in the controlled flow with the distributed two-dimensional controllers (see Fig. 4(b)). Note that the high wavenumber components of the wall-shear stress are persistently sustained because of the lowest eight single-wavenumber controllers adopted in the control of flow.

7 Turbulence Statistics

Some statistics of the flow field associated with the two controllers applied in this paper were examined to investigate the effect of the controllers on turbulence. All statistical quantities were averaged over a sufficiently long interval of time as well as over the planes parallel to the wall. An overbar indicates a statistical quantity, while a prime is used for a fluctuating quantity. For simplicity, the flows controlled by the distributed two-dimensional controller only and the distributed two-dimensional controller augmented with ad hoc control scheme are called “2D-controlled” and “ad hoc-controlled” flows, respectively.

The mean velocity profiles normalized by the actual wall-shear velocities are shown in Fig. 7 for three different channel flows. These profiles show the same trend shown in Choi et al.’s drag-reduced flow: the slope of the log-law for controlled flows remains the same while the mean velocity itself is shifted upward in the log-law region.

The root-mean-square values of turbulent velocity fluctuations are shown in Fig. 8 and compared to those of the uncontrolled flow. Note that all quantities in this figure are normalized by the wall-shear velocity of the uncontrolled flow. The controllers reduce the value of turbulent intensity significantly throughout the channel. In particular, the reduction of
these quantities in the ad hoc-controlled flow is greater than that in the 2D-controlled flow. The increase in $v_{rms}$ very near the wall is due to the control input. A similar feature is also observed by Choi et al.\textsuperscript{4} and Lee et al.\textsuperscript{9} Both controllers mitigate the rms of spanwise velocity fluctuation throughout the channel compared to that in uncontrolled flow. However, the introduction of $v_{ad}$ in Eq. (23) causes this value to increase very close to the wall, which leads to the buildup of additional streamwise vorticity at the wall.

The change of the Reynolds shear stress, $-u'v'$, is plotted in Fig. 9. The total shear stress, $-u'v' + (1/Re)\partial\bar{u}/\partial y$, where $Re = u_\tau h/\nu$ and $u_\tau$ is the wall-shear velocity for the uncontrolled flow, is shown in Fig. 9(a). The straight line of this total Reynolds stress indicates that the flow has reached a statistically steady state. The total shear stress is reduced by the controllers. The Reynolds shear stress is reduced throughout the channel. Note that the reduction for the ad hoc-controlled flow is greater throughout the channel, indicating the effect of the ad hoc controller is felt by the entire flow field.

Root-mean-square values of vorticity fluctuations for the controlled flows are compared with those for the uncontrolled flow in Fig. 10. All components of vorticity fluctuations are significantly reduced throughout the channel. Very close to the wall, the increase of streamwise vorticity in the ad hoc-controlled flow is due to the streamwise vorticity built at the wall by the three-dimensional nature of the ad hoc controller. The high streamwise vorticity at the wall slows the sweeping motion of high momentum fluid induced by the streamwise vorticity away from the wall, thus resulting in a significant reduction in skin-friction. A similar feature is also observed in Lee et al.\textsuperscript{9} Note that the streamwise vorticity at the wall for the 2D-controlled flow, however, is less than that for the uncontrolled flow. The reduction of $\omega_z$ is a direct consequence of the controller, which was designed to reduce
$\partial u'/\partial y|_w$. The reduction of $\omega_y$ also indicates that our controllers weaken the strength of near-wall streaks.

Figure 11 compares the streamwise vorticity fields in the uncontrolled and controlled flows. The strength of the near-wall streamwise vorticity for the controlled flows are greatly attenuated due to the wall transpiration produced by the controllers. The distributed two-dimensional controller augmented by the ad hoc control scheme is able to diminish the strength of the streamwise vorticity more substantially than the distributed two-dimensional controller alone. This has also been observed by Lee et al.\textsuperscript{9} While Lee et al.\textsuperscript{9} suppressed the streamwise vorticity field with the physical understanding that the control based on the weighted sum of $\partial w/\partial y|_w$ can prevent the physical eruption at wall, the present distributed two-dimensional controller attenuates the streamwise vorticity strength by minimizing the streamwise disturbance wall-shear stress systematically. These results further support the notion\textsuperscript{4} that a successful attenuation of the near-wall streamwise vortices results in a significant reduction in skin-friction drag.

8 Conclusions

A reduced-order linear feedback control based on a distributed two-dimensional controller design is applied to a turbulent channel flow. A controller based on a reduced-model of the linearized Navier-Stokes equations for a laminar Poiseuille flow was designed by using LQG ($\mathcal{H}_2$)/LTR synthesis. This controller was implemented using input measurements that are the gradients of the streamwise disturbance velocity and output controls that are the blowing and suction at the wall. This procedure, suited for parallel computing, was embedded in a
direct numerical simulation of the Navier-Stokes equations.

First, we applied the distributed two-dimensional controller to both walls of a turbulent channel flow at \( Re_\tau = 100 \). Eight single-wavenumber controllers corresponding to eight lowest wavenumbers, reducing the order of the controller about 2.5% of the order of the full size system, are applied to attain a skin-friction reduction of 10% with respect to the uncontrolled turbulent flow. Next, a simple ad hoc augmented control scheme of the distributed two-dimensional controller is introduced to capture the three-dimensionality of turbulent flow. The control of fully developed turbulent flow by the distributed two-dimensional controller augmented by the ad hoc control scheme produces a 17% reduction in skin-friction drag. Motivated by this result, we are currently developing controllers to more efficiently account for the three-dimensionality of turbulent flow.

This study is carried out at low Reynolds number. Whether our controller, based on the reduced-order linear model, would work in other turbulent flows, should be drawn from real experiments or simulations at high Reynolds number. However, we expect that it should work equally well for high Reynolds number flow since our controller, derived from LQG/LTR synthesis, recovers the robustness of LQR, whose characteristics has been partially tested over the different Reynolds number flows.\(^{22}\)

The statistics of controlled and uncontrolled flows are compared. The mean velocity profile is shifted upward in the log-region, a typical characteristics of drag-reduced flow. Velocity and vorticity fluctuations as well as Reynolds shear stress are significantly reduced due to the blowing/suction generated by controller. However, major change is confined to the wall-region. Instantaneous flow fields show that the distributed two-dimensional controller attenuates and modifies the streaky structure of the boundary layer. Streaks are observed
to span the entire streamwise direction with velocity variations in the spanwise direction. These variations are substantially reduced by the augmented controller.

The three-dimensional aspect of the distributed two-dimensional controller by the augmentation of the ad hoc control further reduced the skin-friction drag. This three-dimensional controller produces secondary streamwise vorticity at the wall, which slows the sweeping motions of high-momentum fluid induced by the streamwise vorticity away from the wall. This induced retarding of the primary streamwise vorticity leads to additional drag reduction, which was also observed in Choi et al.\textsuperscript{4}

Regarding the scaling factor $C$ in Eq. (23), we found an optimal value of $C$ which yields the blowing/suction of $0.1u_r$. With this optimal $C$, the augmented controller generates wall transpiration with an rms value of about $0.12u_r$. The required power input per unit area to the system, $p_w v_w + 0.5 \rho v_w^3 \approx 0.1 \rho u_r^3$, is significantly less than the power saved from the drag reduction, $\Delta C_f/C_f \tau w U_c \approx 3.2 \rho u_r^2$, where $p_w, \rho, C_f, \tau_w$ and $U_c$ are the wall pressure, density, skin-friction coefficient, averaged wall-shear stress, and the centerline velocity, respectively.

Extensions of LQG ($H_2$)/LTR design by using three-dimensional channel flow models are in progress.\textsuperscript{24–25}
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Figure 1: Schematic representation of turbulent channel flow equipped with sensors and actuators distributed in the streamwise direction in each $z$-plane.
Figure 2: Time history of the drag for the controlled and uncontrolled flows: ———, controlled flow; ——, uncontrolled flow.
Figure 3: Time history of the magnitude of the Fourier coefficients of the wall-shear stresses measured at the bottom wall at a given spanwise location for the controlled and uncontrolled flows: —— , uncontrolled flow; ---- , controlled flow. (a) $k_x = 0.5$, (b) $k_x = 1.0$, and (c) $k_x = 6.0$. 
Figure 4: Contours of disturbance wall-shear stresses at the bottom wall at $t = 30$: (a) uncontrolled flow; (b) 2D-controlled flow. Negative contours are dashed.
Figure 5: Time history of the drag for the controlled and uncontrolled flows: ---, uncontrolled flow; ----, 2D-controlled flow; ......., ad hoc-controlled flow.
Figure 6: Contours of disturbance wall-shear stresses at the bottom wall at $t = 30$: (a) uncontrolled flow; (b) ad hoc-controlled flow. Negative contours are dashed.
Figure 7: Mean-velocity profiles: \cdots\cdots\cdots, ad hoc-controlled flow; \cdots\cdots, 2D-controlled flow; \cdots\cdots, uncontrolled flow.
Figure 8: Root-mean-square values of turbulent velocity fluctuations normalized by the wall-shear velocity, $u_\tau$ for the uncontrolled flow: ———, uncontrolled flow; ----, 2D-controlled flow; ······, ad hoc-controlled flow.
Figure 9: Comparison of Reynolds shear stress $(-\bar{u}'v')$ and total shear stress $(-\bar{u}'v' + (1/Re_\tau)\partial\bar{u}/\partial y)$ between the ad hoc controlled and uncontrolled flows: ——, uncontrolled flow; ----, 2D-controlled flow; ------, ad hoc-controlled flow. Physical coordinate (a) and wall coordinate (b).
Figure 10: Root-mean-square values of vorticity fluctuations normalized by the wall-shear velocity in wall coordinates: ———, uncontrolled flow; ----, 2D-controlled flow; ••••, ad hoc-controlled flow.
Figure 11: Comparison of streamwise vorticity contours in a $yz$-plane between controlled and uncontrolled flows: (a) uncontrolled flow; (b) 2D-controlled flow; (c) ad hoc-controlled flow. Negative contours are dashed.
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Abstract

Robust reduced-order feedback control of near wall turbulence of three dimensional Poiseuille flow in a periodic channel is investigated. Control of near-wall disturbances is achieved through wall-transpirations, and measurements of wall-shear stresses are fed back to the controller. Linear-Quadratic-Gaussian/loop-transfer-recovery synthesis and model reduction techniques are used to construct the robust feedback controllers from the linearized three dimensional Navier-Stokes equations. The quadratic cost function is composed of the total wall-shear stresses. Using Galerkin's method, the system, controller, and output are decomposed into a set of independent systems, controllers, and outputs for each pair of streamwise and spanwise wave numbers. This decomposition allows reduced-order controllers for each wave number pair to be implemented in parallel. It is assumed that the controllers and sensors will be distributed in fine enough resolution to provide the measurements and control needed. This preliminary study develops a controller for a single pair of wave numbers. The single wave number pair controller produces closed loop poles that show a more rapid decay of disturbances than the open loop system.

1 Introduction

The reduction of drag produced by skin friction, or in other words, the reduction of wall-shear stresses generated by near-wall turbulence, has received wide attention in fluids research. Two near-wall flows which contributes to drag are boundary layers that transition from laminar to turbulent regimes and boundary layers that are inherently turbulent. Thus, efforts at reducing skin friction fall into two categories: transition inhibition and turbulence suppression. References [1–3] summarize recent achievements and open questions in boundary layer control.

A systems approach to boundary layer feedback control began recently with Ref [8]. It has become widely accepted that controllers capable of using a distributed set of measurements and actuators can achieve better results. Recently, multi-input-multiple-output (MIMO) linear-quadratic-Gaussian (LQG)/loop-transfer-recovery (LTR) synthesis [4], combined with model reduction techniques, was used to design robust optimal linear feedback controllers from two-dimensional Navier-Stokes equations. These controllers are able to both suppress disturbances leading to transition and to return flows back to the laminar regime [4,5]. This paper extends that the framework developed in Ref [4] to linearized three-dimensional Navier-Stokes equations.

In Section 2, we formulate the problem in terms of the three-dimensional Navier-Stokes equations. In Section 3, we derive the state space equations from the mathematical formulations of Section 2. In Section 4, we reduce the order of the state space equations and develop a robust, reduced-order controller by using LQG synthesis. In Section 5, we apply the controller developed to a single wave number pair decomposition of a flow at \( Re = 10,000 \) and
discuss its performance. Section 6 closes the article with some conclusions.

2 Mathematical Formulation

We consider the flow of an incompressible fluid in a threedimensional periodic channel of length $L_x h$, width $L_y h$, and height $2h$ as shown in Figure 1. It has a steady Poiseuille velocity profile in the streamwise direction. The evolution of the perturbation velocities in such a flow is governed by the linearized Navier-Stokes equations:

$$
\left( \frac{\partial}{\partial t} + U \frac{\partial}{\partial x} \right) u + U' v = -\frac{\partial p}{\partial x} + \frac{1}{Re} \nabla^2 u ,
\right. \\
\left( \frac{\partial}{\partial t} + U \frac{\partial}{\partial x} \right) v = -\frac{\partial p}{\partial y} + \frac{1}{Re} \nabla^2 v ,
\right. \\
\left( \frac{\partial}{\partial t} + U \frac{\partial}{\partial x} \right) w = -\frac{\partial p}{\partial z} + \frac{1}{Re} \nabla^2 w ,
$$

and the continuity equation:

$$\
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0 ,
$$

where $u$, $v$, and $w$ are the perturbation velocities in the $x$, $y$, and $z$ directions respectively. We make the problem dimensionless by using $h$ as the characteristic length and $h/U_c$ as the characteristic time. $U_c$ represents the maximum mean flow at the center of the Poiseuille profile. The Reynolds number is $Re = U_c h / \nu$. The governing equations (1) can be reduced to two equations dependent only on the vertical components of the perturbation velocity and vorticity, $\omega_y$ (e.g. Ref [7]):

$$
\left( \frac{\partial}{\partial t} + U \frac{\partial}{\partial x} \right) \nabla^2 v - \frac{\partial^2 U}{\partial y^2} \frac{\partial v}{\partial y} = \frac{1}{Re} \nabla^2 \nabla^2 v ,
$$

$$
\left( \frac{\partial}{\partial t} + U \frac{\partial}{\partial x} \right) \omega_y - \frac{1}{Re} \nabla^2 \omega_y = -\frac{\partial U}{\partial y} \frac{\partial v}{\partial x} .
$$

Blowing and suction is applied at the bottom wall to suppress the near-wall disturbances. For simplicity, we assume that the actuators are uniformly distributed. The corresponding boundary conditions are:

$$
v|_{y=\pm 1} = \frac{\partial v}{\partial y}|_{y=\pm 1} = \omega_y|_{y=\pm 1} = 0 ,
$$

$$
v|_{y=-1} = v_w ,
$$

where the control function $v_w$ represents the amount of blowing and suction. With the linearity assumed for the problem, $v$ can be seen as the sum of two parts: a $\hat{v}$ which satisfies the homogeneous boundary conditions and a $\chi$ which satisfies the non-homogeneous boundary conditions. Thus we have that:

$$
\chi = \hat{v} + \chi ,
$$

$$
\hat{v}|_{y=\pm 1} = \frac{\partial \hat{v}}{\partial y}|_{y=\pm 1} = \omega_y|_{y=\pm 1} = \frac{\partial \chi}{\partial y}|_{y=\pm 1} = 0 ,
$$

$$
\chi|_{y=1} = 0 , \chi|_{y=-1} = v_w .
$$

Substituting the above into equations (3) and (4), $\chi$ can be seen as the input, or control function.

To determine the deviation of the boundary layer from the laminar regime, we measure the gradients of the streamwise and spanwise velocity components at points $(x_i, z_j)$ along the bottom wall. For the current study, we assume that the sensors are distributed in a way that provides an accurate measurement of the gradients. Thus, the sensor output is defined as:

$$
z_u(x_i, z_j, t) = \frac{\partial u}{\partial y}|_{z=z_j, y=-1, x=x_i} ,
$$

$$
z_w(x_i, z_j, t) = \frac{\partial w}{\partial y}|_{z=z_j, y=-1, x=x_i} .
$$

In other words, we measure the first terms of the wall-shear stresses, $\tau_{xz} = Re^{-1}(\partial u/\partial y + \partial u/\partial z)|_{y=-1}$ and $\tau_{yz} = Re^{-1}(\partial w/\partial y + \partial w/\partial z)|_{y=-1}$, respectively. Now, $u$ and $w$ need to be defined in terms of $v$ and $\omega_y$. As noted by Butler and Farrell [7]:

$$
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} \right) u = \frac{\partial \omega_y}{\partial z} - \frac{\partial^2 v}{\partial x \partial y} ,
$$

$$
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} \right) w = -\frac{\partial \omega_y}{\partial z} - \frac{\partial^2 v}{\partial x \partial y} .
$$

Once discretized as described in Section 3, we find that $u$ and $w$ can be directly defined in terms of $\hat{v}$, $\chi$, and $\omega_y$.

Finally, we define a cost function, $J$, to use in LQG synthesis. Since our objective is to suppress wall-shear stresses, we define:

$$
J = \lim_{t \to \infty} \int \int_{t_i < t < t_f} \left[ \left( \frac{\partial \hat{v}}{\partial x} \right)^2 + \left( \frac{\partial \hat{v}}{\partial z} \right)^2 \right] dx dz dt .
$$

The integrand represents the cost of the wall-shear stresses being different from zero which includes the cost of implementing the control. We have two primary reasons for restricting the controller gain: In any engineering application, there are physical limits to the control effort the actuators may be able to supply; and a large control action may drive the system away from the region where the linear model is valid.

3 Derivation of the State-Space Equations

In order to apply linear control techniques, the governing equations need to be put into state space form. Following the framework presented in Ref [8], we use complex Fourier series to discretize the relevant flow properties and then apply Galerkin's method to obtain the desired state space vectors and equations.

The two flow properties, $\hat{v}$ and $\omega_y$, and the input func-
tion, χ, are spectrally decomposed by Fourier expansions:

\[ \dot{v} = \frac{1}{2} \sum_{n,m,l} (a_{nm}(t)e^{(i\alpha_{nm}y + i\beta_{nm}z)}) \Gamma_l(y), \quad (11) \]
\[ \omega_y = \frac{1}{2} \sum_{n,m,l} (b_{nm}(t)e^{(i\alpha_{nm}y + i\beta_{nm}z)}) \Upsilon_l(y), \quad (12) \]
\[ \chi = \frac{1}{2} \sum_{n,m} (p_{nm}(t)e^{(i\alpha_{nm}y + i\beta_{nm}z)}) \Xi(y). \quad (13) \]

where the summation subscripts are defined as follows: the streamwise wave number \( n = -N/2, \ldots, -1, 1, \ldots, N/2 \), the spanwise wave number \( m = -M/2, \ldots, -1, 1, \ldots, M/2 \), and the Chebyshev polynomial index \( l = 0, \ldots, L \). For both the streamwise and spanwise expansions, the 0 wave number is omitted since it represents the mean perturbation values, which are set to zero. \( \alpha_n = \frac{2\pi n}{L_x} \) is the streamwise wave number, and \( \beta_m = \frac{2\pi m}{L_z} \) is the spanwise wave number. The \( \Gamma_l(y) \) and \( \Upsilon_l(y) \) are combinations of Chebyshev polynomials chosen to satisfy the boundary conditions: \( \Gamma_l(\pm y) = \Upsilon_l(\pm y) = 0 \). \( \Xi(y) \) is a function constructed to satisfy the boundary conditions: \( \Xi(-1) = 1 \) and \( \Xi(1) = \Xi'(\pm 1) = 0 \) of the input function.

The measurements are similarly expanded:

\[ \frac{\partial u}{\partial y} = \frac{1}{2} \sum_{n,m} (a_{nm}^u(t)e^{(i\alpha_{nm}y + i\beta_{nm}z)}) \]  
\[ \frac{\partial w}{\partial y} = \frac{1}{2} \sum_{n,m} (a_{nm}^w(t)e^{(i\alpha_{nm}y + i\beta_{nm}z)}) \]  

Consequently, the \((\partial^2/\partial x^2 + \partial^2/\partial y^2)\) operator of equations (9) becomes \((\alpha_n^2 + \beta_m^2)\). This allows for the coefficients \( a_{nm}^u(t) \) and \( a_{nm}^w(t) \) to be defined directly in terms of the coefficients \( a_{nm}(t) \), \( \beta_{nm}(t) \), and \( p_{nm}(t) \) of equations (11) - (13).

To construct the state space equations, we substitute (11) - (14) into equations (3), (4), (6), (8), and (9). Then by Galerkin’s method, the coefficients are collected into first-order dynamic system and measurement equations. Stacking both the real and imaginary parts of the coefficients as elements of the state, input, and output vectors, equations (3) and (4) can be represented as:

\[ A_1 \frac{d\tilde{u}}{dt} = A_2 \tilde{u} + B_1 \tilde{u} + B_2 \frac{d\tilde{u}}{dt}, \quad \tilde{z} = C\tilde{u} + D_3 \tilde{u}. \quad (15) \]

These equations are then transformed into standard state-space form by making some substitutions: \( \tilde{x} = \tilde{y} - A_{11}^{-1}B_2 \tilde{u} \), \( B = A_{11}^{-1}B_1 + A_2 A_{11}^{-1}B_2 \), and \( D = D_3 + C A_{11}^{-1}B_2 \). Thus, \( \tilde{x} \) becomes the internal state, \( \tilde{u} \) the control vector, and \( \tilde{z} \) the measurement vector to produce:

\[ \frac{d\tilde{x}}{dt} = A\tilde{x} + B\tilde{u}, \quad \tilde{z} = CA\tilde{x} + D\tilde{u}. \]  

with initial condition \( \tilde{x}(0) = \tilde{x}_0 \). Similarly, the cost func-

\[ J = \lim_{t_1 \rightarrow -\infty} \int_{t_1}^{t_f} \left[ \tilde{z}^T \tilde{z} + \bar{u}^T W^* W \bar{u} \right] dt, \]  

where the superscript * denotes the transpose.

Cast into state-space form, the full system decouples with respect to pairs of wave numbers \((n, m)\) where \( n = 1, \ldots, N/2 \) and \( m = -M/2, \ldots, -1, 1, \ldots, M/2 \). All the matrices in (16) and (17) are block diagonal consistent with the two dimensional block diagonal structure found in Refs [4, 5, 8]. The above system (16) is equivalent to 2NM state-space sub-systems, one for each wave number pair. For a given pair of wave numbers \( n, m \), the state space system is:

\[ \frac{d\tilde{x}_{nm}}{dt} = A\tilde{x}_{nm} + B\tilde{u}_{nm}, \]  
\[ \dot{\tilde{z}}_{nm} = C\tilde{x}_{nm} + D\tilde{u}_{nm}, \quad (18) \]

with initial condition \( \tilde{x}_{nm}(0) = \tilde{x}_{nm0} \). Vectors \( \tilde{x}_{nm}, \dot{\tilde{z}}_{nm}, \) and \( \tilde{u}_{nm} \) have the following structure: \( \tilde{x}_{nm} = [x_{nm0}, \ldots, x_{nL}^R, a_{nm0}^R, \ldots, a_{nL}^R, b_{nm0}^R, \ldots, b_{nL}^R, c_{nm0}^R, \ldots, a_{nL}^R, b_{nm0}, \ldots, b_{nL}^R, c_{nm0}, \ldots, a_{nL}^R] \), \( \dot{\tilde{z}}_{nm} = [\dot{x}_{nm0}, \ldots, \dot{x}_{nL}^R, \dot{a}_{nm0}^R, \ldots, \dot{a}_{nL}^R, \dot{b}_{nm0}^R, \ldots, \dot{b}_{nL}^R, \dot{c}_{nm0}^R, \ldots, \dot{a}_{nL}^R, \dot{b}_{nm0}, \ldots, \dot{b}_{nL}^R, \dot{c}_{nm0}, \ldots, \dot{a}_{nL}^R] \), where \( R \) and \( I \) indicate the real and imaginary values of the coefficient and \( i \) indicates that the coefficients have been modified by the matrix substitutions that produced equation (16).

The cost function also decouples into a sum of 2NM performance indices. The performance index for one wave number pair, \( n, m \), is:

\[ J = \lim_{t_1 \rightarrow -\infty} \int_{t_1}^{t_f} \left[ R \tilde{z}_{nm}^* \tilde{z}_{nm} + \bar{u}_{nm}^* W_{nm} \bar{u}_{nm} \right] dt, \]  

where \( R \) is a scalar value. Consequently, the design of a robust controller for the system (16) and (17) has been reduced to the design of 2NM independent robust controllers, one for each pair of wave numbers. In each sub-system (18) and (19), the control vector has only 2 elements and the measurement vector 4.

Taking a closer look at the \( A \) matrix of (16), we see that it can be partitioned into four blocks, each of size \((L + 1) \times (L + 1)\). Block \( A_{12} \) (upper right corner) is identicaly zero, while \( A_{11} \) produces the Orr-Sommerfeld modes and \( A_{22} \) produces the Squire modes. The Coupling operator, \( A_{21} \) has been shown to produce significant energy amplification for certain wave numbers [7].

### 4 Model Reduction and Controller Design

A challenge of this study is to reduce the size of the controller. A controller based on the full system derived from equations (3) and (4) with \( N = 32, M = 32, \) and \( L = 65 \) would have more than \( 10^8 \) states. A controller with hundreds of thousands of states is of no interest in engineering applications because of the amount of hardware and
computing power necessary for real-time control. Consequently, it is crucial to reduce the order of the controller. We derive a lower order controller in two steps. First, we construct a lower order model of (18), and then, we design a robust controller for the reduced-order model.

To lower the order of the model, we first transform the system (18) into Jordan Canonical form. We find the minimal realization of the system by eliminating all states associated with the unobservable and uncontrollable modes. The less observable and less controllable modes are then removed to obtain a reduced-order system. The matrices \( A_{nm}, B_{nm}, C_{nm}, D_{nm} \) and vector \( \tilde{x}_{nm} \) represent the reduced-order model.

Although a rigorous mathematical framework for the design of disturbance attenuation (\( H_\infty \)) linear controllers is provided by control synthesis theory in Refs [9, 10], for the current study LQG (\( H_2 \)) synthesis is adequate. The controller design is divided into two parts: linear-quadratic-regulator (LQR) and minimum variance estimator (Kalman-Bucy filter). The LQR design provides an optimal control law in terms of the internal state vector by minimizing a cost function. However, since the internal state vector is not directly measurable, it is reconstructed from the measurement vector by an estimator. The result of the LQG (\( H_2 \)) design based on the reduced-order model of the wave number pair sub-system (18) is summarized as:

\[
\ddot{u} = \ddot{K}_{nm} \tilde{z}_{nm},
\]

\[
\frac{d\tilde{z}_{nm}}{dt} = \dot{A}_{nm} \tilde{z}_{nm} + \dot{B}_{nm} \tilde{u}_{nm}
\]

\[
\dot{L}_{nm} \left[ \tilde{z}_{nm} - \tilde{C}_{nm} \tilde{x}_{nm} - D_{nm} \tilde{u}_{nm} \right],
\]

with initial conditions \( \tilde{z}_{nm}(0) = \tilde{u} \). Equation (20) is the control law. The gain matrix \( \dot{K}_{nm} \) is obtained by minimizing the performance index (19). Equation (21) is the minimum variance estimator. The matrix \( \dot{L}_{nm} \) is the Kalman Filter gain assigning some value for the power spectral densities of the process and measurement noises. Since we have assumed no statistics, the power spectral densities are chosen as design parameters in order to keep the eigenvalues of the estimator at the same order of magnitude as the eigenvalues of the controller. In particular, the spectral density for process noise is chosen as \( \rho \tilde{B}_{nm} \tilde{B}_{nm} \), where the parameter \( \rho \) is increased to obtain the desired loop transfer recovery of the full state LQR problem [6]. However, to move the eigenvalues to the left, an experimental weighting is also used [11].

Figure 1 shows how this mathematical formulation can be implemented either as a computational simulation or a mechanical system. The controller can be programmed in a computer routine whose input are matrices containing the gradients of \( u \) and \( w \) and whose output is a matrix containing the blowing and suction at the wall. The sensor matrix is processed by a two dimensional fast Fourier Transform (FFT) algorithm and converted into \( \tilde{z}_{nm} \)’s, which are inputs to the compensator. Parallel computations produces the \( \tilde{u}_{nm} \)’s, and an inverse FFT process converts the \( \tilde{u}_{nm} \) into the columns of the matrix containing the blowing and suction at the wall. This routine can be embedded in any Navier-Stokes solver able to handle time-dependent boundary conditions for the control of three-dimensional channel flows.

5 Results

We designed a controller for a single wave number pair decomposition of three-dimensional Poiseuille flow in a periodic channel of length \( L_x = 4\pi \) and width \( L_z = 4\pi/3 \) at \( Re = 10,000 \). We considered only the wave numbers \( n = 1 \) (streamwise wave number) and \( m = 1 \) (spanwise wave number) with 125 Chebyshev polynomials \( (L = 124) \). Consequently, the full system (16) and the wave number pair sub-system (18) are identical. Even so, the order of the system is \( 500 \times 500 \). Also, the system as described above produces no unstable eigenvalues. Therefore, our objective was to develop a controller that moves the least stable pole of the minimal realization to the left without making the closed loop system unstable.

Using the model reduction method described in Section 4, a reduced system containing 30 states was found. For this case, all states associated with poles with real parts less than \( -1.4 \) were eliminated because, compared to the poles near the imaginary axis, these poles decay much faster and are probably not important for the design of the controller. Additionally, several double poles from the Squire modes had to be handled manually. Single zeros lie on top of these poles which caused the automatic reduction scheme to eliminate both poles as unobservable and uncontrollable. Consequently, one of the two poles had to be added back in manually.

Although the reduced-order system was derived with methods that were not entirely systematic, the frequency response of the reduced system matches the full state (minus the resolution error) fairly well (see Figure 2). Thus,

Figure 2: Maximum singular values for full (solid) and reduced (dotted) state systems.
Figure 3: Reduced plant (diamond) & compensator (star).

the compensator was designed on this reduced-order system.

Figure 3 is the pole structure of the closed loop, reduced-order system, showing how the poles progress as the compensator gain is increased from zero to 1. Figure 4 similarly shows the pole structure of the full state system with the compensator. These figures demonstrate very clearly the effectiveness of the reduced-order controller. The controller was designed using a reduced-order system of only 30 states, which represents a dramatic decrease from the full 500 states. Even so, the controller is capable of suppressing the least stable pole of the minimal realization. Although these results are preliminary, they are very encouraging.

6 Conclusions

This article presents the successful application of reduced-order linear feedback control on a threedimensional flow. A controller based on a model reduced from 500 to 30 states was designed using LQG synthesis. Although the analysis is limited to a single wave number pair decomposition of the flow, the controller demonstrates that it can increase the decay rate of the least stable mode (Figure 4).

These are preliminary but very encouraging results. Currently, we are investigating the possibility of further reducing the state and developing controllers for several wave number pairs. Since the system is decoupled for wave number pairs, these controllers will be developed and applied in parallel, making the control of multiple wave number pairs relatively simple. Ultimately, multiwave pair controllers will be tested on fully non-linear simulations.

Figure 4: Full plant (diamond) & compensator (star).
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Abstract

We investigate the application of linear-quadratic-Gaussian (LQG) feedback control, or, in modern terms, $\mathcal{H}_2$ control, to the stabilization of the no-motion state against the onset of Rayleigh-Bénard convection in an infinite layer of Boussinesq fluid. We use two sensing and actuating methods: the planar sensor model (Tang and Bau 1993, 1994), and the shadowgraph model (Howie, 1997a). By extending the planar sensor model to the multi-sensor case, it is shown that a LQG controller is capable of stabilizing the no-motion state up to 14.5 times the critical Rayleigh number. We characterize the robustness of the controller with respect to parameter uncertainties, unmodelled dynamics. Results indicate that the LQG controller provides robust performances even at high Rayleigh numbers.
1 Introduction

When a layer of fluid at rest is heated from below, fluid motions will develop into well organized convection patterns if the temperature difference across the layer is sufficiently large (Cross and Hohenberg, 1993). For certain industrial applications, developing a temperature gradient across the fluid layer is unavoidable but at the same time preventing convective fluid motions is desirable. Some examples involving undesirable effects of convection are material processing, solidification, semiconductor melts, welding, evaporative coating and crystal growth. Our aim is to use robust modern control methodologies to inhibit the onset of convection while permitting a large thermal gradient across the layer of fluid.

The idea of stabilizing the fluid layer against the onset of cellular motions has been advanced by Tang and Bau (1993, 1994, 1998a, b) and Howle (1997a, b, c, 2000). Tang and Bau assumed that the temperature field can be measured continuously on a horizontal plane in \(x, y\) and \(t\) (see Fig. 1). The measurements are then used to control the temperature at the lower wall, in order to cancel the thermal disturbances in the fluid that drive the overturning motions. Howle (1997a) investigated a similar control problem, except in his case the measurements consist of shadowgraph images of the fluid. The shadowgraph images capture the horizontal distribution of the vertical-mean temperature. Moreover, in Howle’s model, heat-flux rather than temperature is prescribed at the lower wall. Both types of sensor and actuator models will be considered in this study using a more sophisticated form of control synthesis.

Based on proportional feedback control, the results of Tang and Bau and Howle show that both sensor models exhibit a maximal achievable stable value of Rayleigh number \(Ra\), beyond which this simple controller is ineffective for stabilization. For the planar-sensor model Tang and Bau (1993, 1994) showed that the controller can inhibit convection up to a maximum of
about 3.8 times $Ra_{c0}$ at $Pr = 7$, where $Ra_{c0} = 1707.76$ is the uncontrolled critical value. This value is $Pr$-dependent. Furthermore, the authors (Tang and Bau, 1994) considered a velocity actuator which inhibits convection up to 10 times the critical Rayleigh number. For the shadowgraph sensor model this maximum is about 3.13 times $Ra_{c0} = 1295.78$. In Section 4 the differences in performance between the two sensor models using only the thermal actuators, and the limitations of the proportional feedback control will be discussed.

The degree of stabilization can be improved significantly by using synthesis methods for multiple-input/multiple-output systems which produce dynamic compensators. However, in this study a distributed single-input/multiple-output strategy will be considered, since normal modes of different wavenumbers decouple and each normal mode can be controlled individually.

One of such synthesis methods is known as the linear-quadratic-Gaussian (LQG) control (Bryson and Ho, 1969), or, in modern terms, $H_2$ control. Other methods such as $H_{\infty}$ synthesis (Rhee and Speyer, 1991) could also be applied, but we suspect with similar results. The LQG approach allows us to consider a nominal design Rayleigh number ($Ra^*$) significantly higher than that considered in the previous studies. For values of $Ra$ sufficiently near $Ra^*$, stabilization with the LQG controller appears always to be achievable. Moreover, for $Ra^*$ below a certain threshold, the complete range of $Ra$ up to a critical value can be stabilized. In this study, we show that the system can be stabilized up to $Ra = 14.8Ra_{c0}$. In this range the first even and odd modes of convection can become unstable. However, these two modes are damped by the LQG controller. The higher modes are naturally damped within this range of $Ra$. Our aim is to ensure stability over the entire range of $Ra$ up to a maximum critical Rayleigh number, without the formation of isolated
unstable regions within this range. This requires the determination of the value of $Ra^*$ to produce this maximum critical Rayleigh number.

Unlike the proportional control method, the LQG synthesis method requires some elaboration. This synthesis method consists of two steps: (i) a reconstruction of the internal states of the plant based on the measured information, and (ii) a regulation of the plant states in order to drive the estimated perturbations to a zero level. To accomplish these two steps, the LQG controller is formed by a Kalman filter and an optimal regulator in cascade.

The LQG synthesis method has recently been used in the study of drag reduction in channel flow by Joshi et al. (1999) and by Cortelezzii and Speyer (1998) based on Joshi et al. (1997) who first introduced the system theoretic approach. Cortelezzii and Speyer (1998) presented a framework suited for practical implementations and demonstrated the performance of the design in numerical simulations. Following this framework, our investigations focus on a robust stability analysis of the closed-loop system as applied to Rayleigh-Bénard convection. Design parameters of the filter and regulator are carefully chosen to enhance the robustness of the stabilization. Several integrated design aspects are discussed.

This study intends to provide a design of controllers for future experiments. The design goal is to maximize the stability range of Rayleigh number. This implies designing controllers at the highest possible design value $Ra^*$, without causing an unstable, isolated region to form below $Ra^*$. Since the controllers are implemented at each wavenumber and only $Ra$ is being varied, one form of robustness being demonstrated is the robustness of the system with respect to variations in $Ra$ away from $Ra^*$. Another form of robustness is concerned with uncertainties in the system apart from the mismatch in $Ra$. For example, uncertainties due to nonlinearities or unmodelled dynamics. The objective of this paper is to produce a robust design based on classical relative stability measures of gain and phase.
margins that accommodates to a degree unmodelled dynamics and nonlinearities. Nonlinear simulation is required to validate the design. We will show that the gain and phase margins depends crucially on the number of sensors used. More measurements implies better knowledge about the internal states of the system. In this study we are interested in determining the minimum number of sensor planes, as well as their locations, for achieving a reasonable degree of robustness. From a theoretical point of view, the planar sensor model appears to be more effective and accurate than the shadowgraph sensor model, mainly because a multiple planar sensor configuration can be readily incorporated. As the results will show, increasing the number of sensors, i.e., the measured information about the internal states, is crucial for achieving the desirable robustness.

We now proceed to Section 2 to derive the standard state-space equations for both sensor models. In Section 3, we review the theory of the LQG optimal control synthesis. In Section 4, the results are discussed and in Section 5, we conclude the paper.

2 State-Space Formulation

In this Section, we derive the state-space equations. Following the framework presented by Cortelezzi and Speyer (1998), we start from the governing equations and subsequently transform them into a set of ordinary differential equations expressed in state space form. This procedure includes a transformation of variables, a spectral decomposition of the resulting equations and expressing these equations in the standard state-space form.

2.1 Governing Equations

We consider an infinite layer of Boussinesq fluid heated from below, which is parallel to the $xy$-plane and bounded by non-permeable walls at $z = \pm d/2$ (see Fig. 1). Our aim is to com-
pare the performance of the LQG controller with the performance of the proportional feedback control method based on two known models. Therefore, in our formulation the boundary conditions used in these two models will be preserved. For both models, the upper wall is assumed to be infinitely conductive at constant temperature $T_1^*$. For the planar sensor model (Tang and Bau, 1993,1994,1998,1998b) temperature is measured on an interior plane (see Fig.1, $T^*(z)$ denotes the basic state). These measurements are used to modify the constant lower wall temperature $T_2^*$ with the actuator temperature $\theta^*_c(x,y,t)$. For the shadowgraph sensor model (Howle, 1997a, 1997b) measurements of the vertical-mean temperature distribution are obtained in the form of a shadowgraph. These measurements are used to modify the constant heat flux $Q^*$ at the lower wall with the actuator heat flux $q^*_c(x,y,t)$. Different actuators are used to allow direct comparisons between the performances of the LQG controllers with the proportional controllers used in the original models.

We scale length, time, velocity, pressure relative to the hydrostatic pressure, and temperature, respectively, by $d$, $d^2/\kappa$, $\kappa/d$, $\rho \nu \kappa/d^2$ and $(T_2^* - T_1^*)$ or $Q^*d/K$ depending on the model chosen, where $\rho$, $\kappa$, $\nu$ and $K$ are, respectively, density, thermal diffusivity, kinematic viscosity and thermal conductivity of the fluid. The linear stability equations for the vertical perturbation velocity $w(\omega, y, z, t)$ and perturbation temperature $\theta(x, y, z, t)$ are

$$ (Pr^{-1} \partial_t - \nabla^2) \nabla^2 w = Ra \nabla \nabla \nabla \theta, \quad (1) $$

$$ (\partial_t - \nabla^2) \theta = w, \quad (2) $$

where $\nabla \nabla = \nabla^2 - \partial_{zz}$ (e.g. Chandrashekhar, 1961). The Prandtl number is $Pr = \nu/\kappa$. The Rayleigh number for the planar and shadowgraph cases are defined, respectively, as $Ra = \alpha g (T_2^* - T_1^*)d^3/\nu \kappa$ and $Ra = \alpha g Q^*d^4/K \nu \kappa$, where $\alpha$ is the coefficient of volume expansion and $g$ is the gravitational acceleration.
The boundary conditions on velocity are

\[ w(x, y, \pm 1/2, t) = \partial_z w(x, y, \pm 1/2, t) = 0. \] (3)

As for the thermal boundary conditions, the upper wall is considered isothermal so that the perturbation temperature must satisfy

\[ \theta(x, y, 1/2, t) = 0. \] (4)

Based on the planar and shadowgraph sensor models (Tang and Bau, 1993, 1994, Howle, 1997a), we apply a continuous time-dependent control temperature along the lower wall for the planar sensor case,

\[ \theta(x, y, -1/2, t) = \theta_c(x, y, t), \] (5)

while for the shadowgraph model we apply a continuous time-dependent heat flux \( q_c \) instead,

\[ \partial_z \theta(x, y, -1/2, t) = q_c(x, y, t). \] (6)

The planar sensor model measures the temperature distribution at a number \( I \) of \( xy \)-planes located at \( z = z_s^{(i)} \in [-1/2, 1/2] \), where \( i = 1, 2, \ldots, I \). The measurement equations are

\[ \theta_s^{(i)}(x, y, z) = \theta(x, y, z_s^{(i)}, z), \ i = 1, 2, \ldots, I, \] (7)

where \( z_s^{(i)} \) is the \( z \)-coordinate of the \( i \)th sensor plane. The shadowgraph model measures the average density over the whole layer, \( \rho_s \), which is expressed in terms of temperature by

\[ \rho_s(x, y, t) = \int_{-1/2}^{1/2} \nabla^2 \theta(x, y, z, t) dz, \] (8)

where \( \rho_s \) is the measurement function in density. We refer readers to Howle (1997a) for the derivations of this integral expression.
2.2 Transformation of Dependent Variables and Cost Criterion

We transform the perturbation temperature so that equations (1)-(8) have homogeneous thermal boundary conditions. The perturbation velocity remains unchanged. With the perturbation temperature as $\theta = \phi + \xi$, we obtain for both sensor models

$$ (Pr^{-1}\partial_t - \nabla^2)\nabla^2 w - Ra \nabla^2_1 \phi = Ra \nabla^2_1 \xi, \tag{9} $$

$$ (\partial_t - \nabla^2)\phi - w = -(\partial_t - \nabla^2)\xi, \tag{10} $$

subject to the boundary conditions

$$ w(x, y, \pm 1/2, t) = \partial_x w(x, y, \pm 1/2, t) = \phi(x, y, 1/2, t) = 0. \tag{11} $$

Furthermore, for the planar sensor model $\phi$ must satisfy the boundary condition

$$ \phi(x, y, -1/2, t) = 0, \tag{12} $$

while for the shadowgraph sensor model $\phi$ must satisfy the boundary condition

$$ \partial_x \phi(x, y, -1/2, t) = 0. \tag{13} $$

The forcing function $\xi$ satisfies a non-homogeneous boundary condition at the lower wall and a homogeneous boundary condition at the upper wall. For the planar case these conditions are

$$ \xi(x, y, -1/2, t) = \theta_c(x, y, t), \quad \xi(x, y, 1/2, t) = 0, \tag{14} $$

and for the shadowgraph case we have instead

$$ \partial_x \xi(x, y, -1/2, t) = q_c(x, y, t), \quad \xi(x, y, 1/2, t) = 0. \tag{15} $$

The two set of measurement equations in terms of the new variables for the planar and shadowgraph cases become

$$ \theta_s^{(i)}(x, y, t) = \phi(x, y, z_s^{(i)}(t), t) + \xi(x, y, z_s^{(i)}(t), t), \quad i = 1, 2, ..., I, \tag{16} $$
and
\[ \rho_s (x, y, t) = \int_{-1/2}^{1/2} \nabla_1^2 (\phi(x, y, z, t) + \xi(x, y, z, t)) \, dz. \] (17)

Note that the sensors could be located at discrete points in the \(x - y\) plane, but to be consistent with Tang and Bau (1993,1994) we have considered continuously distributed sensors. Furthermore, Tang and Bau's experiment (1998a) using discrete sensors and actuators show consistency with their theoretical work using continuously distributed sensors and actuators. Finally, we introduce the cost criterion. Our goal is to design a controller able to drive the measured perturbation temperature to zero, without using unnecessarily large control action hopefully resulting in little saturation of the actuators. Thus, the performance index includes weighting on the control. We consider a layer of fluid with large aspect ratios \(L_x\) and \(L_y\) with periodic boundary conditions (see Fig. 1), assuming that the influence of the lateral boundary conditions in a finite layer of fluid is negligible. The LQG controller is determined by finding the control action which minimize the cost criterion. For the planar sensor model we define the cost criterion as
\[ J = \int_t^T \left\{ \int_0^{L_x} \int_0^{L_y} \left[ \sum_{i=1}^I (\theta_i^0)^2 + \gamma \theta_i^0 \right] \, dx \, dy \right\} \, d\tau, \] (18)

and for the shadowgraph sensor model it is
\[ J = \int_t^T \left\{ \int_0^{L_x} \int_0^{L_y} \int_t^T (\rho_s^2 + \gamma q_s^2) \, dx \, dy \right\} \, d\tau. \] (19)

2.3 Modal Decomposition

A periodic boundary condition permits us to perform a Fourier decomposition in the horizontal coordinates. The vertical dependence of the flow field and thermal field is constrained by the upper and lower wall boundary conditions. The vertical dependence will be decomposed
separately in Section 2.4. **We describe an infinitesimal three-dimensional disturbance to the no-motion state.** Consequently, we have a double sum of the Fourier normal modes for the disturbances:

\[
\begin{align*}
w(x, y, z, t) &= \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \frac{1}{2} [W_{r,mn}(x, t) + i W_{i,mn}(x, t)] e^{i(mk_x z + nk_y y)} + \text{c.c.} \right\}, \\
\phi(x, y, z, t) &= \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \frac{1}{2} [\Phi_{r,mn}(x, t) + i \Phi_{i,mn}(x, t)] e^{i(mk_x z + nk_y y)} + \text{c.c.} \right\}, \\
\xi(x, y, z, t) &= \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \frac{1}{2} [\Xi_{r,mn}(x, t) + i \Xi_{i,mn}(x, t)] e^{i(mk_x z + nk_y y)} + \text{c.c.} \right\}, \\
\end{align*}
\]

(20)

where c.c. denotes the complex conjugate. The measurement and control functions are represented by

\[
\begin{align*}
\theta_s^{(j)}(x, y, t) &= \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \frac{1}{2} [\Theta_{r,mn}(t) + i \Theta_{i,mn}(t)] e^{i(mk_x z + nk_y y)} + \text{c.c.} \right\}, \quad j = 1, \ldots, I, \\
\rho_s(x, y, t) &= \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \frac{1}{2} [R_{r,mn}(t) + i R_{i,mn}(t)] e^{i(mk_x z + nk_y y)} + \text{c.c.} \right\}, \\
\theta_c(x, y, t) &= \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \frac{1}{2} [\Theta_{r,mn}(t) + i \Theta_{i,mn}(t)] e^{i(mk_x z + nk_y y)} + \text{c.c.} \right\}, \\
q_c(x, y, t) &= \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \frac{1}{2} [Q_{r,mn}(t) + i Q_{i,mn}(t)] e^{i(mk_x z + nk_y y)} + \text{c.c.} \right\},
\end{align*}
\]

(21)

where the subscripts \(r\) and \(i\) indicate real and imaginary parts, respectively. The two fundamental wavenumbers are \(k_x = 2\pi/L_x\) and \(k_y = 2\pi/L_y\). From the classical theory without control, a normal mode disturbance is unstable in the region above a neutral curve \(Ra_0(k)\) (Chandrashekhar, 1961), where \(Ra_0\) is the Rayleigh number at neutral stability in the open-loop system and \(k = \sqrt{k_x^2 + k_y^2}\) is the magnitude of the wavevector. We truncate the infinite series above to \(M \times N\) horizontal modes, which span the unstable range. Since the basic equations depend only on the horizontal Laplacian \(\nabla^2_1\), the wavenumbers appear only in even powers and can be described in terms of an internal parameter \(k(m, n)\), where

\[k(m, n) = \sqrt{m^2 k_x^2 + n^2 k_y^2}.\]

We further substitute (20) and (21) into equations (9)-(17) and separate the real and imaginary parts. It should be remarked that the linear structure
includes all patterns at the onset. Certain realizable patterns, such as rolls and hexagons, will be selected when the nonlinear and symmetry-breaking effects are included in the model. The paper is focused on the stabilization of the no-motion state. Suppression of selected convection patterns and return to the no-motion state will be addressed by applying our LQG controller to a direct numerical simulation of convection.

Since the governing equations contain only even derivatives with respect to $x$ or $y$, the real and imaginary parts of the dependent variables decouple and satisfy to the same set of equations. Furthermore, since the problem is linear, we can consider each normal mode separately. For simplicity of notation, we drop the indices of the Fourier coefficients, and define $W \equiv W_{r, mn} = W_{i, mn}$, $\Phi \equiv \Phi_{r, mn} = \Phi_{i, mn}$, $\Xi \equiv \Xi_{r, mn} = \Xi_{i, mn}$, $\Theta_c \equiv \Theta_{cr, mn} = \Theta_{ci, mn}$, $Q_c \equiv Q_{cr, mn} = Q_{ci, mn}$, $\Theta_s^{(i)} \equiv \Theta_{sr, mn}^{(i)} = \Theta_{si, mn}^{(i)}$ and $R_s \equiv R_{sr, mn} = R_{si, mn}$. The governing equations are reduced as followed:

\begin{equation}
[Pr^{-1}(\delta_z^2 - k^2)\partial_t - (\delta_z^2 - k^2) ]W + Raq^2 \Phi = -Raq^2 \Xi,
\end{equation}

\begin{equation}
[\partial_t - (\delta_z^2 - k^2)]\Phi - W = -[\partial_t - (\delta_z^2 - k^2)]\Xi.
\end{equation}

The boundary conditions are homogeneous. For the planar case we have

\begin{equation}
W(\pm 1/2, t) = \partial_z W(\pm 1/2, t) = \Phi(\pm 1/2, t) = 0,
\end{equation}

and for the shadowgraph sensor model we have instead

\begin{equation}
W(\pm 1/2, t) = \partial_z W(\pm 1/2, t) = \Phi(1/2, t) = 0, \quad \partial_z \Phi(-1/2, t) = 0.
\end{equation}

The forcing function $\Xi$ satisfies non-homogeneous boundary condition at the lower wall and homogeneous boundary condition at the upper wall. For the planar case the forcing function is given by

\begin{equation}
\Xi(-1/2, t) = \Theta_c(t), \quad \Xi(1/2, t) = 0,
\end{equation}
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and the corresponding measurement functions are

\[ \Theta^{(i)}_s(t) = \Phi(x_s^{(i)}, t) + \Xi(x_s^{(i)}, t), \quad i = 1, 2, \ldots, I. \]  

(27)

For the shadowgraph sensor model, the forcing function \( \Xi \) is

\[ \partial_t \Xi(-1/2, t) = Q_c(t), \quad \Xi(1/2, t) = 0, \]  

(28)

and the corresponding measurement function is

\[ R_s(t) = -k^2 \int_{-1/2}^{1/2} (\Phi(z, t) + \Xi(z, t)) dz. \]  

(29)

In our approach, each distinct horizontal normal mode is controlled by a separate controller. Therefore, for the implementation \( M \times N \) controllers are required. As a simple illustration for the analysis, consider an aspect ratio \( L_x/d \) and \( L_y/d \) equal to 20\( \pi \). In this case, the only wavenumbers present are the fundamental wavenumber \( k_f = 2\pi/L = 0.05 \), and its harmonics. For \( Ra \) up to 15\( Ra_{\infty} \), the wavenumbers from \( k = k_f \) to \( k = 12 \) (equal to 240\( k_f \)). These wavenumbers represent the ensemble of normal modes used to represent the convection field.

In a physical implementation of the planar sensor model, both the measurements and control action occur in physical space but the controllers operate in the Fourier space. Sensors and actuators are interfaced to the controllers by fast Fourier transforms (FFT). Figure 2(a) links with simplicity the mathematical formulation to its computational implementation by summarizing in a block diagram the control strategy described above. The controllers can be programmed in a computer routine whose inputs are the arrays containing the temperatures measured by the planar sensors and whose output is an array containing the temperatures to be applied at the bottom the wall. The temperature measurements obtained by the planar sensors are converted by a fast Fourier transform into a set of modal sensor variables. Each pair of estimator and control blocks is integrated in time. Parallel computation produces
the modal control variables. An inverse FFT converts the modal control variables into the actuating temperature at the bottom wall. This routine can be embedded in any Navier-Stokes solver able to handle time-dependent boundary conditions for the control of more realistic simulations of Rayleigh-Bénard convection.

Figure 2(a) also provides the basic architecture for the potential implementation of the present controller in an experiment and, eventually, in practical engineering applications. The temperature distribution at a given plane \((z^{(i)}) (i = 1, 2, ..., I)\) could be measured by a planar sensor constructed with an array of micro-electro-mechanical-systems (MEMS) diode sensors (see Tang and Bau, 1998a and 1998b). Analog to digital converters (A/D) and digital signal processors (DSP) would convert the measured temperatures \(z^{(i)}\) into the modal sensor variables. Each pair of estimator and control blocks would be replaced by a microprocessor, and a parallel computation produces the modal control variables. A DSP and a digital to analog converter (D/A) would produce the actuating signal. Finally, an array of MEMS heaters would provide the temperature distribution at the bottom wall (Tang and Bau, 1998a,b).

2.4 State Space Representation of Temporal Dynamics

In this subsection, we consider a numerical procedure to represent the vertical dependence of the velocity and thermal field. We consider the Galerkin approach (Gottlieb and Orszag, 1981) for the representation of the vertical dependence of the normal modes. The beam functions \(\{\varphi_m\}\) are used as the basis functions for \(W\) which has to satisfy four boundary conditions. On the other hand the sinusoidal functions \(\{\beta_m\}\) are used as basis functions for \(\Theta\) which only has to satisfy two boundary conditions. In our numerical computations, we truncate the infinite set to the first \(N_z\) terms for both \(W\) and \(\Theta\). We use the same truncation number for both
fields mainly for numerical convenience.

In general the Chebyshev polynomials have good convergence properties. However, in our application individual polynomial does not satisfy the homogeneous boundary conditions. In contrast, individual beam functions do satisfy the homogeneous boundary conditions naturally and they converge reasonably fast for our stability analysis. Also, since we have transformed the thermal boundary condition at the lower wall to a homogeneous form, our results are not affected by Gibb’s phenomenon.

The Fourier coefficients for the vertical velocity $W(z,t)$ is expanded as follows:

$$W(z,t) = \sum_{m=1}^{N_x} A_m(t) \varphi_m(z) = \sum_{m=1}^{N_x} A_m(t) \left[ \frac{\sinh(a_m z + im \pi/2)}{\sinh(a_m + im \pi/2)} - \frac{\sin(a_m z + m \pi/2)}{\sin(a_m + m \pi/2)} \right]. \quad (30)$$

Since the thermal boundary conditions for the planar sensor model and shadowgraph sensor model are different, the sinusoidal basis functions $\{\beta_m\}$ are different for the two cases. For the planar sensor model we let

$$\Phi(z,t) = \sum_{m=1}^{N_x} B_m(t) \beta_m(z) = \sum_{m=1}^{N_x} B_m(t) \sqrt{2} \sin[m \pi(z + 1/2)], \quad (31)$$

and for the shadowgraph sensor model we have instead

$$\Phi(z,t) = \sum_{m=1}^{N_x} B_m(t) \beta_m(z) = \sum_{m=1}^{N_x} B_m(t) \sqrt{2} \sin[(m - 1/2) \pi(z - 1/2)]. \quad (32)$$

A convenient choice for $\Xi$ which satisfies the appropriate boundary conditions of the planar sensor case is

$$\Xi(z,t) = (1/2 - z) \Theta_c(t), \quad (33)$$

and which satisfies the boundary conditions of the shadowgraph sensor case is

$$\Xi(z,t) = (z - 1/2) Q_c(t). \quad (34)$$
For the planar case, we now substitute (30), (31) and (33) into Eqs. (22) and (23), and perform the Galerkin projection. The following equations are obtained:

\[
Pr^{-1} \sum_{m=1}^{N_x} < \varphi_j, (\partial_z^2 - k^2)\varphi_m > A_m = \sum_{m=1}^{N_x} < \varphi_j, (\partial_z^2 - k^2)^2 \varphi_m > A_m
\]

(35)

\[-k^2 Ra \sum_{m=1}^{N_x} < \varphi_j, \beta_m > B_m - k^2 Ra < \varphi_j, (1/2 - z) > \Theta_c , \]

\[B_m = \sum_{m=1}^{N_x} < \beta_j, (\partial_z^2 - k^2) \beta_m > B_m + \sum_{m=1}^{N_x} < \beta_j, \varphi_m > A_m\]

(36)

where the index \( j \) runs from 1 to \( N_x \) and the inner product \( <\, , \, > \) denotes integration over \( z \in [-1/2, 1/2] \). The corresponding equations for the shadowgraph model can be obtained from Eqs.(35,36) by replacing \( \Theta_c \) by \( Q_c \) and \( (1/2 - z) \) by \( (z - 1/2) \). Therefore the shadowgraph model equations will not be presented explicitly.

After substituting (31) and (33) into Eq. (27), we obtain \( I \) measurement equations for the planar case,

\[
\Theta_{s}^{(i)}(t) = \sum_{m=1}^{N_x} B_m(t) \beta_m(z_s^{(i)}) + (1/2 - z_s^{(i)}) \Theta_c, \quad i = 1, 2, ..., I .
\]

(37)

For the shadowgraph case, upon substitution of Eqs. (32) and (34) into Eq. (29), we have a single measurement equation

\[
R_s(t) = \sum_{m=1}^{N_x} B_m(t) \int_{-1/2}^{1/2} (-k^2) \beta_m(z) dz + Q_c \int_{-1/2}^{1/2} (-k^2)(z - 1/2) dz .
\]

(38)

As a final step, we construct a state vector \( \mathbf{X} \) by arranging the coefficients \( A_m \) and \( B_m \) as follows

\[
\mathbf{X} \equiv [A_1, A_2, ..., A_{N_x}, B_1, B_2, ..., B_{N_x}]',
\]

(39)

where superscript \( ' \) denotes transpose. Equations (35) and (36) can be rewritten in state space form as

\[
\dot{\mathbf{X}} = \mathbf{A} \mathbf{X} + \mathbf{B}_1 \Theta_c + \mathbf{B}_2 \Theta_c ,
\]

(40)
while the measurement equation (37) can be re-written as

$$\Theta_s = CX + D_3 \Theta_c . \quad (41)$$

In order to cast the matrix equation in a standard state-space form we can either choose $\Theta_c$ or its time derivative as the control action variable. Here we define $u = \Theta_c$. The term $\dot{\Theta}_c$ can be eliminated from Eq.(40) by defining a new state vector $x = X - B_2 \Theta_c$. Upon transformation, the state-space equations can be written as

$$\dot{x} = Ax + Bu , \quad (42)$$

$$z = Cx + Du , \quad (43)$$

where $B = B_1 + AB_2$, $D = D_3 + CB_2$, $u = \Theta_c$ and $z = \Theta_s$. Matrices $A$, $B$, and $C$ contain the dynamics of the plant, actuators, and sensors, respectively. Matrix $D$ contains the direct coupling between sensors and actuators.

The cost function of each wavenumber can be minimized individually, because of the orthogonality between pairs of Fourier modes. From Eqs.(18,19), following the normal decomposition, the cost function in state-space form for wavenumber $k$ is

$$J(k) = \int_t^T (z'z + \gamma u'u) d\tau . \quad (44)$$

In Section 4, we allow $z$ to be a vector but restrict $u$ to a scalar quantity $u$.

3 Optimal Control Theory

In this section we describe the basic theory of the LQG control (Bryson and Ho, 1969), or, in modern terms, $H_2$ control. A brief review will be given in a self-contained manner to provide the necessary governing equations for the closed-loop stability analysis.
The LQG problem is formulated as a stochastic optimal control problem described by equations

\[ \dot{x} = Ax + Bu + \Gamma w, \quad (45) \]

\[ z = Cx + Du + v, \quad (46) \]

where \( \Gamma \) is an input matrix, \( w \) and \( v \) are both white noise processes with zero means and auto-correlation functions

\[ E[w(t)w'(\tau)] = W\delta(t-\tau), \quad E[v(t)v'(\tau)] = V\delta(t-\tau), \quad (47) \]

where \( E[\cdot] \) is the expectation operator averaging over all underlying random variables and \( \delta(t-\tau) \) is the delta function. Note that \( W \) and \( V \), the power spectral densities, will be chosen here as design parameters to enhance system performance. In our case \( \Gamma \) will be taken as \( B \), implying that the disturbances, in a manner similar to the control, enter the system dynamics at the wall.

The LQG controller is determined by finding the control action \( u(Z_t) \), where \( Z_t = \{z(\tau); 0 \leq \tau \leq t\} \) is the measurement history, which minimizes the cost criterion

\[ J = \lim_{T \to \infty} \frac{1}{T-t} E \left[ \int_t^T (x'Qx + 2x'Nu + u'Ru) dt \right] \quad (48) \]

subject to the stochastic dynamic system model equations (45) and (46). The division by \( (T-t) \) ensures that the cost criterion remains finite in the presence of uncertainties in the infinite-time problem \( (T \to \infty) \). Note Eq.(48) can include Eq.(44) where

\[ J = \lim_{T \to \infty} \frac{1}{T-t} E[J(k)] . \quad (49) \]

Note that even though the time interval is infinite, time response is still measured by the eigenvalues of the closed-loop system. We consider the infinite-time problem with a time-invariant dynamics system because the controller gains become constants. For \( Q \) and \( N \)
chosen to be consistent with the cost criterion Eq. (44) (see Eq. (62)), the cost criterion will remain positive definite (see Bryson and Ho (1969) for necessary and sufficient conditions for optimality with general $Q$ and $N$).

By nesting the conditional expectation with respect to $Z_t$ within the unconditional expectation of Eq. (48), i.e., $E[J(k)] = E[E[J(k)/Z_t]]$ where $E[\cdot/Z_t]$ denotes the expectation of $\cdot$ conditioned on $Z_t$, the cost criterion can be written as

$$ J = \lim_{T \to \infty} \frac{1}{T-t} E \left[ \int_t^T [\dot{x}'Q\dot{x} + 2\dot{x}'N u + u'R u + tr(P)] dt \right]. \quad (50) $$

where $\dot{x} = E[x/Z_t]$ is the conditional mean estimate of the state $x$. The term $tr(P)$ is the trace of the error variance matrix which naturally occurs as a result of taking the conditional expectation into the integrand of the cost criterion. This cost criterion is now minimized subject to the estimation equations discussed below. Note that $P$ does not depend on the control (see Eq. (53) below) and therefore, does not enter into the optimization process.

The solution to the regulator problem (Bryson and Ho, 1969) is a compensator composed of a state reconstruction process, known here as a filter (in the no noise case it is known as an observer) in cascade with a controller (see Fig. 2(b)). The state estimate (conditional mean) is called the Kalman filter, and is governed by

$$ \dot{x} = A^* \dot{x} + B^* u + K_f \nu, \quad \nu = z - \dot{x} = C^*(x - \dot{x}) + v, \quad (51) $$

where the matrices with asterisk superscripts correspond to the nominal point $(k^*, R^*)$. The Kalman gain matrix $K_f$, constructed to trade the accuracy of the new measurements against the accuracy of the state propagated from the system dynamics, is given by

$$ K_f = P C^* V^{-1}, \quad (52) $$
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where $P$ is the error variance in the statistical problem. In the infinite-time stationary formulation, the error variance $P$ is the solution to the algebraic Riccati equation (ARE),

$$A^*P + PA^{**} + \Gamma W \Gamma' - PC^{**}V^{-1}C^*P = 0 .$$  \hspace{1cm} (53)

If the system is $(A^*, C^*)$ observable and $(A^*, \Gamma)$ controllable, then $P$ is positive definite. Under these assumptions, it can be shown that the difference between the internal state $x$ and the estimated state $\hat{x}$, i.e., the error

$$e = x - \hat{x} ,$$  \hspace{1cm} (54)

goes to zero as time goes to infinity. In other words, the evolution equation

$$\dot{e} = A_f e + K_f \nu + \Gamma w ,$$  \hspace{1cm} (55)

is stable, i.e., all the eigenvalues of the matrix

$$A_f = A^* - K_f C^*$$  \hspace{1cm} (56)

have negative real part.

Minimizing the infinite-time cost function $J$, Eq.(50) subject to Eq.(51) yields the following control law,

$$u = -K_c \hat{x} ,$$  \hspace{1cm} (57)

where

$$K_c = R^{-1}(B^{**}S + N') ,$$  \hspace{1cm} (58)

and $S$ is the solution of the algebraic Riccati equation (ARE)

$$A^{**}S + SA^* + Q - (SB^* + N)R^{-1}(B^{**}S + N') = 0 .$$  \hspace{1cm} (59)

It should be remarked that the control gain matrix $K_c$ is determined from functions only of the known dynamic coefficients $(A^*, B^*)$ and weightings in the cost criterion $(Q, R)$, and
not the statistics of the input \((V, W)\). Consequently, \(K_c\) is determined from a performance index as (48), independent of the stochastic inputs. If \((A^*, B^*)\) is controllable and \((A^*, Q^{1/2})\) observable, then the loop coefficient matrix

\[
A_c = A^* - K_c B^* \quad (60)
\]

is stable. The controllable and observable conditions can be weakened to stabilizable and detectable (Kwakernaak and Sivan, 1972).

When we combine the estimator and the regulator together, the dynamic system composed of the controlled process and filter becomes

\[
\begin{pmatrix}
\dot{e} \\
\dot{x}
\end{pmatrix} =
\begin{bmatrix}
A_f & 0 \\
K_f C^* & A_c
\end{bmatrix}
\begin{pmatrix}
e \\
x
\end{pmatrix} +
\begin{pmatrix}
K_f v + \Gamma w \\
K_f v
\end{pmatrix}. \quad (61)
\]

Note that any choice of two between \(e, \dot{x}\) and \(x\) produce the same dynamics because they are algebraically related by Eq.(54). Under the above controllability and observability assumptions, \(A_f\) and \(A_c\) have only stable eigenvalues if optimal gains \(K_f\) and \(K_c\) of Eqs. (56,60) are used. Other schemes such as \(H_\infty\) could be proposed (Rhee and Speyer, 1991), but from experience these schemes seem to produce only secondary modifications in the system performance near our LQG controller.

The infinite-time stationary formulation will be used in our study. The LQG control loop is shown in the block diagram of Fig. 2(b). Note that the cost function (44) can be expressed in the standard form (48), if we let

\[
Q = C^* C^*, \quad N = C^* D^*, \quad R = (\gamma + D^* D^*). \quad (62)
\]

Since the power spectral density is not known, for simplicity of the design we consider \(V\) and \(W\) to be of the form \(V = \alpha I\) and \(W = \beta I\) where \(\alpha\) and \(\beta\) are scalar and \(I\) is a unity matrix. Only the ratio of \(\alpha\) with \(\beta\) is important.
The process noise spectral density $\beta$ and the weighting $\gamma$ in the cost function are considered design parameters. The case where $\gamma \to 0$ corresponds to unlimited control authority of the full-state feedback controller. The choice $\Gamma = B^*$ allows for loop-transfer recovery (Doyle and Stein, 1979). Loop-transfer recovery of the LQG controller to full-state feedback guarantees that robust performance occurs when the process noise goes to infinity, i.e., $\beta \to \infty$, provided there exists no nonminimal-phase zero in the plant. In our case, there are nonminimal-phase zeros, but a partial recovery is still shown to be possible (Turan et al. 1994).

As we have noted in Section 2, the analysis will be based on a single normal-mode model because the normal modes decouple. Although only one controller is needed at $(R, k^*)$, it is implemented for different $k^*$ over a range of wavenumbers. The design point is determined so that when the controller is implemented, no unstable region appears below the neutral curve. Although the plant has multiple outputs, the system can be analyzed in terms of robustness as a single-input/single-output (SISO) system by breaking the loop at the plant input (see Fig. 2(b)). We denote the output $u$ of the controller with $u_c$ and the input $u$ to the plant with $u_i$. The open-loop system of equations formed by breaking the loop at the input to the plant is

$$\dot{x}_a = A_a x_a + B_a u_i, \quad u_0 = C_a x_a + D_a u_i \quad (63)$$

where the augmented state composed of the plant and compensator in cascade is $x_a = [x', \dot{x}']'$. The coefficient matrices are given by

$$A_a = \begin{bmatrix} A & 0 \\ K_f C & (A^* - B^* K_c - K_f C^* + K_f D^* K_c) \end{bmatrix}, \quad B_a = \begin{bmatrix} B \\ K_f D \end{bmatrix}, \quad C_a = [0, -K_c], \quad D_a = 0. \quad (64)$$
The evolution equation for the closed-loop feedback system is
\[
\begin{pmatrix}
\dot{x} \\
\dot{\hat{x}}
\end{pmatrix}
=\begin{bmatrix}
A & -KBK_c \\
K_f C (A^* - K_f C^* - B^* K_c + K_f (D^* - K D) K_c)
\end{bmatrix}
\begin{pmatrix}
x \\
\dot{x}
\end{pmatrix}
\tag{65}
\]
where \(u_i = K u_0\). In the above equation, matrices with an asterisk superscript correspond to the design parameters \(k^*\) and \(Ra^*\). Note that in the particular case when the plant operates at nominal design condition, i.e., \(k = k^*, Ra = Ra^*\) and \(K = 1\), the closed-loop poles will correspond to the ensemble of eigenvalues of \(A_f\) and of \(A_c\). In other words, Eq. (65) reduces to Eq. (61) and the filter poles and regulator poles decouple. One can show this from the following transformation,
\[
\begin{pmatrix}
x \\
\dot{x}
\end{pmatrix}
=\begin{bmatrix}
I & I \\
0 & I
\end{bmatrix}
\begin{pmatrix}
e \\
\hat{x}
\end{pmatrix}
\tag{66}
\]
where \(I\) is an identity matrix.

In general, the plant does not operate at the nominal design condition. Consequently, there is a mismatch between the parameters \((k^*, Ra^*)\) used to design the controller and the operating parameters \((k, Ra)\). Our analysis uses two methods to characterize the robustness of the stabilized system: neutral curves and gain and phase margins. In the first method, we select the nominal points \((k^*, Ra^*)\) and construct the region of stability of the dynamics system (65) as \(Ra\) and \(k\) vary with \(K = 1\). The boundary of this region is where the real part of the least stable closed-loop pole of Eq. (65) becomes zero. This boundary curve in the \(k - Ra\) plane is called the neutral curve. We identify the minimum of \(Ra\) with respect to wavenumber on the neutral curve, so that the range of \(Ra\) from zero to this minimum, along with the whole range of wavenumber is stable. By robustness we mean constructing the largest range of \(Ra\) from zero up to this minimum.

The second method used to estimate robustness is the classical gain and phase margins approach. This approach allows us to characterize robustness with respect to more general
uncertainties, such as unmodelled dynamics. To obtain the gain and phase margins, we consider an error model $K = |K|e^{i\phi}$ (see Fig. 2(b)), with the plant operating at the nominal parameters $k = k^*$ and $Ra = Ra^*$. The shift of $|K|$ and $\phi$ from these nominal values ($|K| = 1$, $\phi = 0$) to where the system becomes unstable are essentially the gain and phase margins, respectively. Their values can be determined from accompanying Nyquist plots. The gain and phase margins are defined explicitly in Section 4.2.1 where these values indicate the amount of gain and phase change that the system can tolerate due to uncertainties in the system dynamics.

4 Results

In this paper, we consider the condition of $Pr = 7$ which enables us to compare our numerical results with those of Tang and Bau (1994, 1998b) and Howle (1997a). In their experiments, however, Howle (1997b, 1997c) used a high-$Pr$ fluid ($Pr \approx 200$) whereas in Tang and Bau (1998a) the $Pr$ value of their testing fluid was not given. It should be noted that while the stability properties in the uncontrolled case is independent of $Pr$, they are $Pr$ dependent in the controlled case.

Our numerical results have been obtained using $N_z = 26$ (see Section 2.4) which appears to be adequate for our stability analysis. For example, consider the closed-loop eigenvalue problem of Eq. (65) with controller design values $Ra^* = 14.8 Ra_{cr}$ and $k^* = 3.15$ and the system evaluated at $k = 5.5$ and $Ra = 14.52$ which lies on the neutral curve (see Fig. 8(d)), the norm of eigenvector (square root of the mean-square sum of entries) of the neutral eigenvalue of the coefficient matrix of Eq.(65) appears well converged. When $N_z = 26$ is increased to 52, this norm changes only by less than 0.7%.
4.1 Proportional Feedback Control

For convection in a layer of fluid bounded by rigid walls with prescribed temperatures, it is well known that the critical Rayleigh number \( Ra_{c0} = 1707.76 \) occurs at wavenumber \( k_{c0} = 3.117 \) (Chandrasekhar, 1961). Instead, when heat flux is prescribed at the lower wall, the critical value \( Ra_{c0} \approx 1295.78 \) occurs at \( k_c = 2.552 \).

In the case of proportional feedback control, the control law is \( u = -K_p z \), where \( K_p \) is a constant proportional gain. We consider the planar sensor model to illustrate the effects of feedback control upon stability, and the results are shown in Fig. 3(a). In this figure three neutral curves are shown, each curve consists of a heavy and a thin solid line, representing a monotonic mode and an oscillatory mode of convection, respectively. The oscillatory mode corresponds to a complex conjugate pair of eigenvalues. The three curves correspond to three sensor locations: \( z_s = 0 \) at the mid-plane and \( z_s = \pm 0.1 \). The offset with respect to the mid-plane is 10% of the thickness of the fluid layer and gives a substantial shift in stability properties. The unstable and stable regions are separated by a neutral curve and are identified by the letters "U" and "S", respectively. In each case the maximum \( Ra \) achievable corresponds to the crossing point, between the heavy and thin line.

For \( z_s = 0.0 \), the monotonic mode is the lowest even mode of convection since the first odd mode is unobservable. In fact, in this case the sensor plane coincides with the node of the first odd mode. As \( K_p \) increases beyond the crossing point the critical \( Ra \) decreases. With this in mind, a pole-zero map and a root locus diagram are helpful to understand the stability behavior. Figure 3(b) shows the open loop poles (\( x \)) and zeros (\( o \)) and Fig. 3(c) the corresponding root locus diagram. For a given \( Ra \), as \( K_p \) increases from zero the unstable pole moves to the left while a stable pole moves to the right. Subsequently, the two poles coalesce. After coalescence a pair of complex conjugate poles (corresponding to the oscillatory
mode) break off the real axis. The break-away point (where the coalescence occurs) moves to the right as $Ra$ increases. The crossing point in Fig. 3(a) corresponds to the coalescence at the origin in Fig. 3(c). As $Ra$ increases and keeping $K_p$ constant, the closed loop poles move to the right.

From the root locus of Fig. 3(c), the results of Fig. 3(a) can be interpreted as follows. For $Ra$ above the crossing point, the system is unstable for any gain $K_p$. For $Ra$ below the crossing point, there exists a finite range of gain $K_p$ in which the system is stable. The lower end point of the range corresponds to the minimal value of $K_p$ required in order to move the monotonic pole to left-half $s$-plane. The upper end point of the range corresponds to the maximal value of $K_p$ that can be used before the pair of complex conjugate modes become unstable.

The stability diagram for the shadowgraph sensor model can be found in Howle's paper (1997a). In this case there are no unstable complex conjugate modes. As $K_p$ increases to $\infty$, the critical $Ra$ increases monotonically to about 3.13 times $Ra_{c0}$.

4.2 LQG ($H_2$) Control

The limitation in the performance of proportional feedback control provides the motivation for developing LQG controllers. We will apply the LQG synthesis method to both planar sensor and shadowgraph sensor models. We first seek to reduce the number of design parameters in our analysis. For a given set of physical parameters we examine the closed-loop eigenvalues and observe that for a stable system the real part of the least stable eigenvalue has its largest magnitude when $\gamma \to 0$ and $\beta \to \infty$. Since the observed improvements become less significant for $\gamma < 0.1$ and $\beta > 100$, we let $\gamma = 0.1$ and $\beta = 100$. 
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4.2.1 Planar Sensor Model

(i) One-Sensor Control

The one-sensor model is especially convenient for understanding the closed-loop stability properties of the system. Once the qualitative properties of this case are understood, the performance of the controller will be improved by adding additional sensors.

Figures 4(a)-4(f) show the neutral stability diagram in the \((k, Ra)\) plane for a controller designed at the nominal values \(k^*\) and \(Ra^*\). The nominal point \((k^*, Ra^*)\) is indicated by a solid circle in the figures. The thin line and heavy line curves correspond to the neutrally stable oscillatory and monotonic modes, respectively. In Figs. 4(a)-4(b) the sensor plane is located at \(z_s = 0.15\). We use a larger sensor displacement with respect to the mid-plane than the one used for the proportional feedback control to dramatize the effect on the neutral curve. Figure 4(a) shows the neutral curves for a controller designed at nominal point \(Ra^* = 5Ra_{c0}\) and \(k^* = 5.3\). The neutral curves have two minima, and the value \(k^* = 5.3\) has been chosen to make the minima nearly the same. The controller stabilizes the system for any \(Ra < Ra^*\).

To characterize the stability of the controlled system with respect to \(Ra^*\), we re-design the controller for \(Ra^* = 6Ra_{c0}\) while maintaining \(k^*\) fixed. Figure 4(b) shows a dramatic change in the neutral curve, the banana-shaped branch moves downward giving rise to an unstable region below \(Ra^*\).

To further characterize the stability of the controlled system with respect to the location of the sensor, we move the sensor plane at \(z_s = -0.15\). We design a controller for \(k^* = 5.3\), as before, and \(Ra^* = 5Ra_{c0}\) (Fig. 4(c)) and \(Ra^* = 7Ra_{c0}\) (Fig. 4(d)). Figures 4(c)-4(d) show similar stability characteristics as those in Figs. 4(a)-4(b). However, the two branches of the neutral stability curves switch role. The left branch now represents the monotonic onset while the right branch represents the oscillatory onset.
The role switch in relation to the location of the sensor plane deserves a closer examination. We consider a smaller perturbation of the sensor location with respect to the mid-plane. Figure 4(e) shows the stability limits for three very close sensor locations. At $z_s = 0.000$ (solid lines), the neutral curve is composed of an oscillatory segment on the left and a monotonic segment on the right. At $z_s = 0.005$ (dashed-dotted lines), the monotonic segment of the neutral curve retreats rightward while the oscillatory segment predominates the range. At $z_s = -0.005$ (dashed lines), the opposite effect occurs, the oscillatory segment of the neutral curve retreats to the left. These results are consistent with the results presented in Figs. 4(a)-4(d). Since significant distortions and shifts of the stability limits have occurred within a very small perturbation of $z_s$, sensitivity to sensor location becomes an important factor for the practical implementation of the sensors. As subsequent results will show, this type of sensitivity is no longer present if three sensors are incorporated.

In order to show that the lower unstable region will become much larger with further increase of $Ra^*$, we design a controller at the nominal values $Ra^* = 10Ra_{c0}$ and $k^* = 5.3$ and place the sensor plane at $z_s = 0.15$ for an illustration. Fig. 4(f) shows a thin island of stability in the unstable region. This stable region is bounded by two neutral curves which coalesce on the right and intersect on the left. Figures 4(a)-4(f) reveal the occurrence of an unstable region at $Ra < Ra^*$ which severely restricts the achievable degree of stabilization.

The results of proportional feedback control has demonstrated the significance of the sensor location at $z_s = 0$. This location gives the maximum range of stabilization even for the LQG controller. We observe that $Ra^*$ can be raised to $10Ra_{c0}$ at properly chosen values of $k^*$ (see Figs. 5(a)-5(c)) without inducing a large lower unstable region, if the sensor is placed at the mid-plane. At this $Ra^*$, the system is stable up to the critical $Ra$ of the first odd mode ($Ra_c \approx 10.31Ra_{c0}$ and $k_c = 5.36$, see Chandrasekhar, 1961), since the first odd mode
is not stabilizable because it is unobservable. Hence, there is no reason to place $Ra^*$ above $10.31Ra_{c0}$. Below this value, however, the critical point of the neutral curve lies to the right of the nominal point if $k^*$ is sufficiently small, or to the left of the nominal point if $k^*$ is sufficiently large. For this case, we can use two nominal points to lift the overall neutral curve to coincide with the neutral curve of the first odd mode.

Consider $Ra^* = 10Ra_{c0}$, just below the $Ra_c$ of the first odd mode. We choose the two nominal $k^*$ on both sides of $k_c = 5.36$. The values at $k^* = 4$ and 6 (marked by solid circles) produce small dips in the unstable region and are reasonable to be used as nominal points. Figures 5(a)-5(c) illustrate how the stability limit is determined by the principle of superposition. The nominal point at $k^* = 4$ in Fig. 5(a) corresponds to unstable region delimited by the heavy solid lines which has a minimum $Ra \approx 8.4Ra_{c0}$. For $k < 5.9$, the stability limit corresponds to the neutral curve of the first odd mode. Similarly, in Fig. 5(b) the second nominal point at $k^* = 6$ corresponds to the an unstable region delimited by the thin and heavy solid lines which has a minimum at about $9.5Ra_{c0}$. The thin line curve corresponds to an oscillatory onset. The solid line curve coincides with a segment of the neutral curve of the odd mode. If both nominal points are used for the controllers, then the overall stability limit coincide with the neutral curve of the first odd mode upon superposition. The controllers designed at the first nominal point $k^* = 4$ operate over the band $0 < k < k_c \approx 5.36$, while the controller designed at $k^* = 6$ operates over the wavenumbers greater than $k_c$.

The result shows that the degree of stabilization is significantly higher than that achievable with the proportional control. Unfortunately, the one-sensor design is not sufficiently robust with respect to the location of the sensor plane. This problem is significant because a perfect sensor placement is not achievable in practice. To demonstrate the sensitivity, in Fig. 6(a) we consider a planar sensor at $z_{s1} = 0.01$, i.e., slightly off with respect to the mid-plane, and
re-design the controller for $Ra^* = 10Ra_{c0}$ and $k^* = 4$. Fig. 6(a) shows the presence of a thin stable region in the middle of the unstable region. This stable region is bounded from above by a neutral curve of an oscillatory mode (thin line) and below by a neutral curve of a monotonic mode (heavy solid line). The stable region exists for $k < 3$. As $k$ increases it becomes a very narrow strip which eventually terminates at $k \approx 7.1$, similar to the behavior in Fig. 4(f). For comparison the neutral curve for the $z_s = 0$ case (thin dashed line) is also included in Fig. 6(a). Comparing Fig 6(a) to Fig. 5(c), we see a dramatic difference in stability properties due to a small shift of sensor location of 0.01. Fortunately, this sensitivity can be significantly reduced by introducing a second sensor located close to the mid-plane. Figure 6(b) shows the stability diagram when a second sensor included. This case will be discussed in the next subsection.

To characterize the robustness of the controlled system with respect to plant uncertainties we compute gain and phase margins at $Ra = Ra^*$ and $k = k^*$. In all the cases considered, the open-loop system has one unstable pole so that for closed-loop stability the Nyquist locus encircles (counter-clockwise) the point $(-1,0)$ once. Because of this property, in general there exists an upper and lower value to each gain and phase margin. The upper and lower gain margins are designed to measure how much the gain $K$ can be decreased, or increased, before the system becomes unstable (Fig 2(b)). Likewise, the upper and lower phase margins are designed to measure how much the phase can be decreased, or increased, before the system becomes unstable. Accordingly, the lower and upper gain margins are defined as $20 \log_{10}(1/X_1)$ (dB) and $20 \log_{10}(X_2)$ (dB), respectively, where $X_1 (|X_1| < 1)$ and $X_2 (|X_2| > 1)$ are the smaller and larger $x$-distances of the two crossing points of the Nyquist locus with the $x$-axis. Since the angle is measured positive in counterclockwise direction, the lower phase margin is defined as $180 - \sin^{-1}(Y_1)$ degrees and the upper phase margin is defined.
as \( \sin^{-1}(Y_2) - 180 \) degrees, where \( Y_1 \) (positive) and \( Y_2 \) (negative) are, respectively, the y-coordinates of the intersecting points between the Nyquist locus and the unit circle centered at origin.

For the one-sensor model, the gain and phase margins are too small. At \( Ra = Ra^* = 10Ra_c0 \), for example, the margins are typically about 0.5 dB and 4°. In engineering applications, margins below 3 dB and 10° are often considered marginal. Therefore, we conclude that as the system is stabilized for higher values of \( Ra \), the magnitude of the gain increases, increasing the sensitivity, as indicated by the very small gain and phase margins. Sensitivity can be reduced by implementing multiple sensors, as indicated by the improved gain and phase margins (see next subsections).

(ii) Two-Sensor Control

To eliminate the lower unstable region shown in Fig. 6(a), we place two sensors on opposite sides of the mid-plane at \( z_s = \pm 0.01 \). It is crucial that both sensors are close to the mid-plane. Placement of one sensor or both away from the mid-plane will give rise to a lower unstable region.

In the two-sensor model we re-design the controller at the nominal condition used for the case shown in Fig. 6(a). The two-sensor model result is shown in Fig. 6(b), in which the same dashed curve as in Fig. 6(a) is included for comparison. We observe that the lower unstable region has disappeared. The neutral curve of the monotonic mode (heavy solid line) terminates at \( k \approx 7.3 \). Beyond this wavenumber the neutral curve of an oscillatory mode replaces the stability limit (thin solid line). If we allow \( z_s \) to tend to zero, then the solid curve in Fig. 6(b) will approach the dashed curve. The gap between the two curves indicates there is a trade-off between the large pole shifts due to the small sensor-plane offset, and the information gained
by adding one more sensor near to the mid-plane. The gain and phase margins increase by roughly 10% to 20% by adding the second sensor. However, the improvements are still too small to be considered acceptable.

Better gain and phase margins (over 100% increase) can be obtained with sensors placed further away from the mid-plane. The sensors located at about $z_s = \pm 0.25$ appear to give the best result. However, in this case a lower unstable region forms. The two-sensor model is still not suited for practical implementation. For this reason, we shall not devote more effort on analyzing this case. Instead, we proceed to the three-sensor model.

(iii) Three-Sensor Control

When three sensors are used, we can improve gain and phase margins by placing two outer sensors further away from the mid-plane without inducing any lower unstable region, provided that the remaining sensor is placed at the mid-plane. With two sensors placed significantly away from the mid-plane, it is observed that the sensor located at the mid-plane is no longer sensitive to a small offset. To determine the best sensor locations, we first observe that a lower unstable region always occurs when no sensor is placed at or very close to the mid-plane. With a mid-plane sensor in place, then by fixing one outer sensor and moving the other, it appears that the best locations are when the two outer sensors are at equal distance from the mid-plane. The best locations are determined in terms of the minimum of the real part of the least stable closed-loop pole. Hence, for our design, we let the three sensor locations be: $z_s^{(1)} = -z_s$, $z_s^{(2)} = 0$ and $z_s^{(3)} = z_s$.

In order to improve gain and phase margins, we consider the Nyquist plots for various values of $z_s$. In the subsequent results concerning the stability limit of the controlled system (see Fig. 8), a good nominal condition is found to be $k^* = 3.15$ and $Ra^* = 14.8$. For this
nominal condition, Fig. 7(a) shows the Nyquist curves for $z_s = 0.1$ (dotted), 0.2 (dashed) and 0.3 (solid). Figure 7(b) provides a magnified view of Fig. 7(a) near the point (-1,0). The case $z_s = 0.3$ presents no lower phase margin but has an upper phase margin of about 20.5°. The upper and lower gain margins are about 3.3dB and 4.4dB, respectively. These values of gain and phase margins are quite satisfactory. A slight improvement of the margins is still possible by increasing $z_s$ further, at the expense of increasing the real part of the least stable pole closer to zero, thus making the system less stable. Thus, $z_s = 0.3$ appears to be our best choice. It is desirable to see how changing the values of $k^*$ and $Ra^*$ will affect the gain and phase margins for $z_s = 0.3$. In Fig. 7(c) we compare the Nyquist curves for three different nominal conditions: $k^* = 3.15$ and $Ra^* = 14.8Ra_{c0}$ (solid), $k^* = 4.5$ and $Ra^* = 12.5Ra_{c0}$ (dashed) and $k^* = 6.5$ and $Ra^* = 15Ra_{c0}$ (dotted). This choice of nominal points is based on the subsequent analysis of the stability limit of the controlled system. As shown in the magnified view of Fig. 7(d), the upper phase margin and the upper and lower gain margins for the three nominal conditions are quite close, suggesting that these margins are not sensitive to the values of $k^*$ and $Ra^*$. However, the lower phase margin decreases rapidly as $k^*$ and $Ra^*$ increase, as shown in the dotted line. The gain and phase margins for the design case (solid) are within values used in practice.

Now, we consider the stability limit of the controlled system. In order to understand how the choice of the nominal condition $(k^*,Ra^*)$ affects stability, we present the results for each set of nominal condition in Figs. 8(a)-8(c). For each nominal point the stable region is delimited by the neutral curve. Our goal is to maximize the minimum of the neutral curve by appropriately choosing the nominal point. In Fig. 8(a) we consider $k^* = 3$ and $Ra^* = 15Ra_{c0}$. There is no unstable region to the left of this nominal point and the neutral curve to its right corresponds to an oscillatory mode. The neutral curve in Fig. 8(b) corresponds to $k^* = 4.5$
and $Ra^* = 12.5Ra_{c0}$. An unstable banana-shaped region (monotonic onset) is present on each side of the main unstable region. The minimum of the main unstable region is about $Ra \approx 14.5Ra_{c0}$. We have decreased $Ra^*$ from $15Ra_{c0}$ to $12.5Ra_{c0}$ because at $Ra^* = 15Ra_{c0}$ (not shown) the two banana-shaped unstable regions have merged generating a vast lower unstable region. However, because of the formation of an unstable region on each side, this nominal point is not desirable. Figure 8(c) shows the neutral curve for the system controlled by controllers designed at nominal condition $k^* = 6.5$ and $Ra^* = 15Ra_{c0}$. The banana-shaped region on the left of the nominal point has disappeared, but the region on the right remains.

By considering additional nominal points to the right of the first nominal point it seems that there is no significant improvement in stability. In other words, when the nominal wavenumber $k^*$ is larger than a certain value, the controllers become ineffective in stabilizing the entire region up to $Ra = Ra^*$, even though better local stabilization is always possible. Based on the results of Figs. 8(a)-8(c), it appears that nominal points to the right of the first point does not improve the situation. In fact, we have tried more cases involving different locations of the nominal points, but none seems to raise the minimum $Ra$ of the unstable region. To achieve a maximum $Ra$ for the stable range, we fine-tune the first nominal point and obtain $k^* = 3.15$ and $Ra^* = 14.8Ra_{c0}$. For this point the stability diagram is shown in Fig. 8(d). Stabilization up to $Ra \approx 14.5Ra_{c0}$ is achievable by using controllers designed at only one nominal point. The neutral curve is formed by an oscillatory mode (thin solid line) and a monotonic mode (heavy solid line). To illustrate the degree of stabilization with respect to the uncontrolled system, we include in the figure the neutral curve (dashed line) for the uncontrolled convection. Without feedback control, the region above the dashed curve is unstable to convection. Below the solid curves, however, the region is stabilized by the LQG control.
In Section 2, we described that in the practical implementation a controller is responsible for stabilizing an unstable normal mode whose wavenumber is indicated by a point on the $k$-axis in Fig. 8(d). Results suggest that we can use the design condition $k^* = 3.15$ and $Ra^* = 14.8Ra_{c0}$ for all controllers. Coincidentally, we note that the design wavenumber, $k^* \approx 3.15$, is quite close to the critical wavenumber of the uncontrolled convection, $k_{c0} \approx 3.12$.

We conclude the analysis of the planar sensor model by discussing the time response of the closed-loop system. Our design condition is at $k^* = 3.15$ and $Ra^* = 14.8Ra_{c0}$. For high operating values of $Ra$, if we turn on the controller at this design condition with no initialization of the estimator, the transient response of the controlled system induces a large actuator signal $u(t)$, which will produce actuator saturation in practical applications. Therefore, in practical applications, the operating $Ra$ value should be achieved in increments of $Ra$, so that for each increment the estimator remains initialized. For example, consider a controller operating at $k = k_{c} \approx 5.5$. Assume that we have increased the operating $Ra$ value gradually up to $Ra = 12Ra_{c0}$ so that the closed-loop system remains at the no-motion equilibrium. When approaching equilibrium, both the plant internal states and the estimator states tend to zero. As an example, we increase $Ra$ from $Ra = 12Ra_{c0}$ by an increment of $2Ra_{c0}$ to the operating value $Ra = 14Ra_{c0}$. Figure 9 shows the transient time responses for this case. In particular, Fig. 9(a) shows the temperatures measured by the planar sensors as functions of time, while Fig. 9(b) shows the control action signal $u(t)$. The initial transient disappears and the system settles to a new no-motion equilibrium. If we use a smaller increment than $2Ra_{c0}$, an even better result can be expected in terms of smaller overshoot and a faster approach to equilibrium.

It is important to consider the parameters in a physical set up to see if the LQG controller can be applied to an experiment. We note that $t$ is in the unit of diffusive time unit, $d^2/\kappa$. 
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For example, in the case of a layer of water of thickness of \( d = 0.8 \) cm, this unit is about 438 seconds. A mildly supercritical condition \( Ra \approx 1800 \) corresponds to \( \Delta T^* = 0.14^\circ C \), while for \( Ra = 14Ra_c0 \), the basic temperature difference is about \( 1.86^\circ C \). Thus, the physical quantities are reasonably easy to achieve in practice.

Comparison between the stability achievable by the proportional feedback control (Tang and Bau, 1993, 1994 as well as our Fig. 3(a)) and the LQG control is possible only from a qualitative point of view. The neutral curve structure using the LQG control law system appears to be more complex, possibly due to the additional filter modes. An additional important difference is worth noting: For proportional feedback beyond a certain value of \( Ra \), there is no stable region regardless of the gain \( K_p \). The unstable mode can be either monotonic or oscillatory. For the LQG control, the unstable regions can occur above and below the design value \( Ra^* \). A local stable region about \( Ra^* \) can always be maintained. In fact, an even higher stable value of \( Ra \) than \( 14.8Ra_c0 \) can be achieved by gradually increasing the temperature gradient across the fluid layer.

### 4.2.2 Shadowgraph Sensor Model

We now turn to the shadowgraph sensor model. The maximum \( Ra \) achievable over the stable range for the proportional feedback control is about \( 3.13Ra_c0 \). We attempt to increase the stable region using the LQG method. However, for this sensor model our results indicate a significantly weaker stabilization. We have first designed a controller for \( Ra^* \approx 10Ra_c0 \) but encountered a vast lower unstable region. The second convection mode, which is closest to the imaginary axis, is destabilized in the control process. As a result, we gradually decreased the nominal condition \( Ra^* \), down to a value of \( 5Ra_c0 \). The drop in performance in the critical
Rayleigh number with respect to the planar sensor model is probably due to the nature of the shadowgraph sensor, which only measures the averaged temperature of the fluid layer. Figure 10(a) shows the stability diagram when controllers designed at five nominal points are used. The nominal points have same $Ra^*$ while $k^*$ increases by a factor $\Delta k^* = 1$. The results show that, except for the first nominal point ($k^* = 1$), each nominal point is enclosed by a left and a right stability limit (thin line for oscillatory mode and heavy line for monotonic mode). The stable range of wavenumbers associated with each nominal point is typically small. Figure 10(a) reveals two depressed unstable regions that reach below $Ra = Ra^*$ (near $k = 2.4$ and $k = 3.4$). To demonstrate how these dips can be removed, we add two more nominal points, one is chosen at $k^* = 2.4$ and the other at $k^* = 3.3$, both with a slightly higher $Ra^* = 5.4Ra_{c0}$. The improved result is shown in Fig. 10(b), which indicates that the minimum $Ra$ of the unstable region is now above $5Ra_{c0}$.

Unlike the planar sensor model, the minimum $Ra$ of the neutral curve obtained by applying a controller designed at a single nominal point over the whole wavenumber range is not that much higher than the value obtained using proportional feedback control. There may be further improvements on the LQG controller to be made, but we will not attempt further design in this study.

5 Conclusion

We have investigated the LQG ($H_2$) controller design for two sensor models (planar sensor model and shadowgraph sensor model) studied by previous authors (Tang and Bau, 1994; Howle, 1997a) using proportional controllers. Based on our results for $Pr = 7$, we have shown that the robustness of the controlled system is improved in two aspects: (i) the controller remains stable over a larger range of the parameter $Ra$, and (ii) the robustness of
the controller accommodates to a degree unmodelled dynamics and nonlinearities, as measured by gain and phase margins on the Nyquist diagram. It should be noted that although only one controller is needed to be designed at \((k^*, Ra^*)\), this controller is implemented at each wavenumber \(k\) to span over the entire range of unstable wavenumbers.

The number of sensors plays an important role in dramatically improving the robustness of the stabilization of the system operating at large \(Ra\). Because multiple sensor planes can be easily incorporated into the planar sensor model, the performance of the planar sensor model is found to be superior to that of the shadowgraph sensor model, which only utilizes averaged temperature measurements. By using three planar sensors, it is possible to stabilize the no-motion state up to \(Ra \approx 14.5 Ra_{c0}\). The controller has 3 dB of gain margin and 20 degrees of phase margin at the design parameter values. Beyond this value of \(Ra\), stabilization in the region near to a nominal point can still be achieved, but an unstable region forms for \(Ra\) below \(Ra^*\). It should be noted that in our design procedure, we designed the controllers to span the whole range of unstable wavenumbers and at the same time demanded that the whole \(Ra\) range from zero up to 14.5\(Ra_{c0}\) be stable.

We have also shown that the transient responses incurred at the initial time can be reduced significantly by increasing \(Ra\) to its operating value in small increments. This technique allows us to initialize the estimator at each increment of \(Ra\) and consequently avoid controller saturations. Furthermore, by making incremental changes in \(Ra\) and using a controller designed to stabilize the system in a region about the design values, the value of the maximum value of \(Ra\) could be increased further, even though there will be unstable regions formed below stable regions in \(Ra\).

So far, we have assumed that the order of the controller is equal to the order of the plant. In full numerical simulations and experiments, controller designs
based on reduced-order models are more practical for implementation (see, for example, Cortezzi and Speyer, 1998, Armaou and Christofides, 2000). In our current model the actuation is assumed to be distributed continuously. In practice it will be discrete and implementation issues need to be addressed.
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Figure Captions

Fig. 1: The geometric configuration.

Fig. 2: (a) Schematic for the physical implementation of the multi-wavenumber controller; (b) Block diagram of the control loop for a single wavenumber.

Fig. 3: (a) Neutral curves for the planar sensor model using the proportional feedback control. From bottom up, the three sets correspond to \( z_s = -0.1, 0.0 \) and 0.1 (heavy and thin lines indicate monotonic and oscillatory onset, respectively). (b) Pole-zero diagram of the plant for \( k = 4.4, Ra = 3.5Ra_{c0} \) and (c) corresponding root loci for \( K_p \) varied between 0 and 2000.

Fig. 4: Stability diagrams for the planar sensor model with one sensor, using the LQG control. The nominal condition \((k^*, Ra^*)\) is denoted by a solid circle. The heavy and thin lines correspond to the monotonic and oscillatory onsets, respectively. Panels 4(a)-4(b) and 4(f) are obtained for \( z_s = 0.15 \) and Panels 4(c)-4(d) for \( z_s = -0.15 \). All 4(a)-4(e) correspond to \( Ra^* = 5Ra_{c0} \) and \( k^* = 5.3 \) but 4(f) corresponds to \( Ra^* = 10Ra_{c0} \) and same \( k^* \). Panel 4(e) shows the sensitivity about \( z_s = 0.0 \) with respect to \( z_s \). Panel 4(f) shows a vast lower unstable region developed at a sufficiently high \( Ra^* \).

Fig. 5: Stability diagrams for the planar sensor model with a single mid-plane sensor: (a) neutral curve for the nominal condition \( k^* = 4 \) and \( Ra^* = 10Ra_{c0} \); (b) neutral curve for the nominal conditions \( k^* = 6 \) and \( Ra^* = 10Ra_{c0} \); (c) the resulting neutral curve by incorporating the two sets of nominal conditions. This curve coincides with the neutral curve of the first odd mode of convection in the uncontrolled case.
Fig. 6: (a) Stability diagram for the one-sensor model with a small offset $z_s = 0.01$. Results show a vast lower unstable region below $Ra^* = 10Ra_{c0}$. The heavy (thin) solid line corresponds to a monotonic (oscillatory) onset. (b) Stability diagram for the two-sensor model, with a second sensor positioned at $z_s = -0.01$. As a result, the lower unstable region is eliminated.

Fig. 7: Nyquist plots for the three-sensor model: (a) Nyquist curves at nominal condition $k^* = 3.15$ and $Ra^* = 14.5Ra_{c0}$ and sensor locations are $z_s = 0.1$(dashed), 0.2 (dotted) and 0.30 (solid); (b) magnified view of panel (a); (c) Nyquist curves for $z_s = 0.3$ and nominal conditions with $k^* = 3.15$ and $Ra^* = 14.5Ra_{c0}$ (solid), $k^* = 4.5$ and $Ra^* = 12.5Ra_{c0}$ (dashed) and $k^* = 6.5$ and $Ra^* = 15Ra_{c0}$ (dotted); (d) magnified view of panel (c).

Fig. 8: The stability diagrams for the three-sensor model with sensor planes located at $z_s = -0.3, 0.0$ and 0.3, and nominal conditions at (a) $k^* = 3$ and $Ra^* = 15Ra_{c0}$, (b) $k^* = 4.5$ and $Ra^* = 12.5Ra_{c0}$, (c) $k^* = 6.5$ and $Ra^* = 15Ra_{c0}$. (d) $k^* = 3.15$ and $Ra^* = 14.8Ra_{c0}$ (the design conditions).

Fig. 9: The time response of (a) the three measurements and (b) the control action $u(t)$, in the three-sensor model with the nominal condition $k^* = 3.15$ and $Ra^* = 14.8Ra_{c0}$. The convection mode considered is at $Ra = 14Ra_{c0}$ and the least stable wavenumber about $k = 5.5$.

Fig. 10: (a) The stability diagram for the shadowgraph sensor model showing the stability limit corresponding to five equally spaced nominal points at $Ra^* = 5Ra_{c0}$; (b) An improved
design with two nominal points added. Stabilization for the entire range of wavenumbers up to \( Ra^* = 5Ra_{c0} \) is achievable for this improved case.
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