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A. INTRODUCTION

A.1 Description of the Research (subject, purpose, scope)

The research conducted under this research grant was directed toward advancing flow measurement techniques that could eventually be used in conjunction with mammography to evaluate breast lesions. The role of mammography as a screening tool for breast cancer is well established but is not without its problems. The specificity of mammography for breast cancer may be as low as 10% as evidenced by the number of biopsies recommended compared to the number of cancers confirmed (Moskowitz and Gartside, 1982). In more recent investigations, specificity remains low and ultrasound is now being considered as capable of providing additional diagnostic information. Therefore, of significant health care benefit would be any methods used in conjunction with mammography that could reduce the number of biopsies required while maintaining or improving survival rates. The impact on health care costs is clearly a consideration. Adler et al. (1990) estimated that more than half of the mammographic screening costs for breast cancer are the result of required biopsies or excisions due to low specificity. The complications to the patient in terms of the inconvenience, pain and anxiety associated with unnecessary biopsies are perhaps equally important.

Our research concentrated on the development of two methods that we believe will have diagnostic benefit in breast cancer and other areas where quantitative blood flow is important. Contrast interruption allows control of contrast agent flow in selected vessels. It can be used in conjunction with common ultrasound imaging methods that measure contrast agent signal levels in dynamic (bolus production) or static (continuous, selective interruption) conditions. The technique provides temporally sharp boluses (sharp leading and trailing edges) not achievable by IV administration and durations similar to that of arterial administration without catheterization. These are important attributes in the measurement of tissue perfusion by indicator-dilution techniques. More simply the technique can be used to eliminate the flow of contrast agents in selected vessels to demonstrate the vascular supply for specific tissues. This could be used for identification of vessels for occlusive therapy. Contrast decorrelation measures the motion of contrast through the ultrasound beam by examining the gradual loss of speckle coherence at a given location. The technique has the property of directly estimating a mean transit time, and at least in preliminary studies, appears to be quite angle independent. With certain modifications, the technique may directly yield perfusion in a real-time imaging application of flow in ultrasound accessible tissues.

A.2 Background of Previous Work

Doppler ultrasound has been investigated and found some utility in the detection of cancer (Burns et al., 1982; Minasian and Bamber, 1982; Boyd et al., 1983). Although the specificity has been high for cancer recognition, at 10 MHz frequencies used in these studies, the sensitivity of the technique has not and the use of other Doppler techniques have had mixed specificity and sensitivity results (Rubin et al., 1987; Adler et al., 1988; Jellins, 1988; Cosgrove et al., 1990; Adler et al., 1990). The advent of stable ultrasound contrast agents and the development of Doppler power mode imaging are clearly innovations that should improve the sensitivity of ultrasound techniques for cancer.

Abnormal accumulation of contrast during the arterial phase of contrast transit and a residual concentration of contrast agent in breast cancers has been observed with conventional angiography, but without exceptionally high specificity (Feldman et al., 1967; Kaushik et al., 1975; Sakki, 1974), with x-ray computed tomography (Chang et al., 1982) and with digital subtraction angiography (Flynn et al., 1984). Gadolinium MRI is now looking quite positive as a means of discriminating likely breast cancers and even detecting mammographically occult malignancies (Harms, et al., 1993, Heywang-Kobrunner, et al., 1992). With the advent of ultrasound contrast, such contrast studies are beginning to be performed using real-time imaging modalities which are well-suited for
dynamic contrast studies. The desired IV administration of the agent however results in dilution of the contrast and the loss of a well-resolved bolus. If such problems can be overcome, the prospect for ultrasound contrast detection of breast cancer would be greatly improved by providing a bolus with temporal resolution adequate for indicator-dilution measurements of blood flow. Doppler power imaging has also demonstrated an improved signal to noise ratio over conventional color Doppler flow imaging. Images being made in this mode seem to indicate one can expect such a modality would improve on the sensitivity of ultrasound for small vessels. Results from clinical trials on high resolution ultrasound imaging of breast has indicated its utility in the discrimination of breast cancers. Some evidence also exists that the addition of Doppler information further improves the discrimination.

Finally, work concerning angiogenesis (Weidner et al., 1991; Horak, 1992) has placed renewed emphasis on the blood flow in the region of cancerous lesions. The potential of ultrasound techniques described here to measure regional perfusion suggests that information can be derived by noninvasive means using a relatively inexpensive imaging modality.

B. DESCRIPTION OF RESEARCH PROGRESS

B.1 Publications and Related Communications

The following is a list of relevant publications during the entire project period (June 1, 1994 to December 31, 1998) which have resulted from this work.

B.1.1 Peer Reviewed Journal Articles


B.1.2 Patents:

Fowlkes JB, Carson PL, Moskalik A, Chen JF: Method and Apparatus for Composition and Display of Three-Dimensional Image from Two-Dimensional Ultrasound Scan Data,

B.1.3 Invited Presentations


Fowlkes JB Understanding the origins of nonlinear emissions from contrast agents, Invited lecture at the Symposium on Ultrasound and Microbubbles sponsored by the Japan Society of Ultrasound in Medicine, Sept. 27, 1996.


B.1.4 Book Chapters (which included topics related to this project)


B.1.5 Abstracts and Proceedings
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B.3 Ultrasonic Manipulation of Contrast Agents

Our research has been extremely successful at initially demonstrating the concept of controlling the flow of ultrasound contrast agent by the transcutaneous application of ultrasound. There has been an evolution of the concept, described below, that has taken this research to within possible clinical application. The research effort has yielded a simple yet elegant technique where the commonly used indicator-dilution techniques for perfusion measurement may be possible in the not-too-distant future.

B.4 Production of the Negative Bolus

The elimination of contrast agent flow has been accomplished in a series of experiments that are described in detail in Fowlkes et al (1998). These experiments use a waterpath standoff system and high intensity ultrasound to produce a negative bolus in an vessel. The bolus was then detected at a down stream location. The experiments were conducted as follows.

B.4.1 Methods

Experiments were performed in adult female New Zealand albino rabbits, 2.0-3.7 kg, anesthetized with xylazine (Rompun) (10 mg/kg s.c.) and ketamine (50 mg/kg i.m.). Supplemental doses of ketamine were administered i.v. through an ear vein catheter. The rabbit was placed supine on a heating pad with temperature maintained at 36.5 to 37.5 °C. A thin plastic bag supported around the opening by a 30.5-cm diameter plastic cylinder was placed over the rabbit's abdomen and inner thigh and coupled to the skin with degassed coupling gel. The tank is then filled with 35 °C degassed deionized water. The water in this coupling bath was continuously replaced by means of a pump and a drain with water from a tank equipped with a degasser (Kaiser et al., 1996) and a heating coil.

MRX115 contrast agent (ImaRx Pharmaceutical Corp., Tucson, AZ) was administered through the ear vein catheter, either as a 10 μl/kg bolus (approximately 10⁶ bubbles/kg) or diluted to 4% (vol./vol.) in saline and infused for up to 12.5 min at 0.4 ml/min using a syringe pump. This transpulmonary agent is a lipid-shelled gas bubble containing perfluoropropane.

A two element annular array (Etalon Inc. Lebanon, IN) with a 10 mm inner element diameter (5 MHz) and a concentric 67 mm outer element diameter (1.8 MHz) (both of proprietary PZT material) was used in these experiments. The endocavitary probe was a 7 MHz convex linear array and was fixed to the high-intensity transducer in order to position the focal point. A plastic pointer was temporarily placed at the focal point of the transducer so that this position could be marked on the monitor screen of the Diasonics scanner (Ivey et al., 1995). A second scanhead (40 mm, 10 MHz linear array) was placed directly against the outer thigh just above the knee. An artery was located in the outer thigh and the Doppler spectrum was recorded from it. Spectral data of 4 or 8 seconds duration were stored on an internal hard disk of the scanner for later processing. The overall experimental arrangement is diagrammed in Fig. 1 including the associated electronics. This system has been used in numerous subsequent experiments.
In one of the early animal experiments, the right thigh of the animal contained a VX2 tumor to demonstrate that the contrast interruption could be observed in a tumor model. Rabbit VX2 carcinoma is an anaplastic tumor derived from a malignant transformation of a virally induced papilloma of the domestic rabbit. The tumor grew three weeks before the ultrasound procedures described above. Doppler spectra were obtained from vessels in the tumor periphery. Gross examination was performed on the tissue at the site of contrast interruption. This revealed no obvious effects. The experiments reported herein were conducted in an ethical and humane fashion and experimental design was approved by the University of Michigan’s Committee on Use and Care of Animals in accordance with U.S. government guidelines.

B.4.2  Data analysis

Each spectrum from the Diasonics (example shown in Fig. 2A) was integrated over frequencies to give a time record of Doppler signal power which is similar to the information in power Doppler imaging (Rubin et al. 1994; 1995) (Fig. 2B). Since the pixel intensities in the Diasonics spectra are on a nonlinear scale ("compressed" data) in order to enhance the ability of a user to discriminate intensity levels, these values were linearized prior to integration.

A new technique of data analysis was developed as part of this effort. A cumulative power Doppler curve (integral over time of the power Doppler record) was generated and then fit with three connected line segments (the modeled integral of a notch or rectangular negative pulse) (Figs. 2C, 3). The program was provided with a first approximation of the function consisting of three connected line segments. The computer program was provided with the beginning and end points of the data to fit (the entire 4- or 8-second saved data set or else a smaller region around the apparent interruption of contrast was fit) as well as starting values of 5 parameters: the slopes of the 3 line segments, m_1, m_2, m_3, and the x-coordinates of the two end points of the middle line segment, p and q. These 5 parameters were adjusted by the computer to get a local least squares fit (see Figs. 2C, 3). The parameters m_1 and m_3, which represent the average Doppler power before and after the interruption respectively (Fig. 3), were allowed to take values that differed from each other. This allowed for better fits in some instances in which the average enhancement from the contrast agent changed somewhat over the recording time segment. The left-most line segment was anchored to the curve at the left end of the region to be fit, obviating the need for a y-intercept as a 6th fitting parameter.

The following quantities were defined by the five fitting parameters m_1, m_2, m_3, p, and q: The baseline is the average of m_1 and m_2. The fractional reduction in the Doppler power signal is the reduction divided by the baseline, where the reduction is the difference between m_2 and the baseline (Fig. 3). The interruption delay is the time between onset of the high intensity ultrasound pulse and p. The interruption duration is the time from p to q. The total input is the product of the amplifier pulse duration and voltage, and the total effect is the product of the fractional reduction and the interruption duration.

B.4.3  Results

Measurements in Femoral Artery

In all rabbits, ultrasound pulses of sufficient amplitude focused at the femoral artery near where it enters the thigh from the abdominal region caused transient decreases of MRX115 contrast agent enhancement in a distal artery near the lateral surface of the thigh just above the knee. These decreases were discernible in the Doppler spectra on the monitor screen of the Diasonics ultrasound scanner (Fig. 2A). Figure 2B shows the corresponding integrated Doppler power for the spectrum of Fig. 2A. In the integrated spectrum of the linearized Doppler power, the large decrease in the signal power due to the negative bolus passage is easily seen at 1-2 seconds (time is reference to the firing of the interruption burst at time =0). The integrated Doppler power has numerous spikes
due to the pulsatile nature of the arterial flow and noise. A cumulative power over time (Fig. 2C) yields a much smoother curve that facilitates quantification (see Methods). The cumulative Doppler power also shows the expected gradual increase in accumulated signal prior to the arrival of the negative bolus and a sudden change in slope as the bolus passes. Our quantitative analysis of the fitted results such as that of Fig. 2C yielded fractional reductions (defined in Methods) as large as 90%. Measurements in 2 of the rabbits indicated that the contrast agent increased the integrated power Doppler signal by roughly a factor of 10 to 20 over blood without contrast agent. Therefore further reductions beyond 90% may not have been possible because the residual signal level was probably that of blood alone, without agent, in our most effective trials.

The duration of the reduction (bolus duration) and fractional reduction of Doppler power at the downstream monitoring site generally increased with increasing duration and amplitude of the high-intensity ultrasound pulse (Figs. 4, 5, 6). There was some variability from one rabbit experiment to another in the degree of interruption and ultrasound amplitudes required as indicated in Figure 5. In Fig. 5A, the results for five of the animals are summarized for a 1-second ultrasonic burst. The fractional reduction increased with increasing acoustic output in some rabbits but not in others. In the latter case, maximal reduction was achieved by even the lowest intensities used, approximately 3 W/cm². There was considerable variability in the fractional reduction perhaps due to targeting errors of the narrow beam and the potential for not applying a uniform amplitude across the artery. The minimum I_SPPA values needed to produce an average fractional reduction of at least 0.5 for an ultrasound pulse of 0.25 s duration ranged from 2.3 and 360 W/cm² among 4 rabbits (the fifth died, apparently from administration of supplemental ketamine, after only two pulses of ultrasound had been delivered). However, as will be indicated in the discussion below, pulsed ultrasound has produced contrast interruption at considerably lower acoustic amplitudes.

There was a tendency for interruption durations to be substantially longer than burst durations, particularly when the burst durations were short (Figs. 4B, 5D). When the interruption duration was short, the delay time tended to be shorter, indicating that the algorithm was choosing point p (refer to Fig. 3) to be farther to the left in those cases, but the position of point q was not changing substantially. This was possibly an artifact of the curve fitting procedure but there also seemed to be a limit to how short an interruption could be made. The bursts used to make the interruptions in the VX2 carcinoma experiment (as short as 40 cycles, or ~ 20 μs) were very much shorter than the interruptions they produced (1 cardiac cycle, or about 0.3 s) (See below). This result is similar to those of the study by Ivey et al. [9] in which high intensity fields were used to produce cavitation bubbles for ultrasound contrast; short acoustic bursts produced contrast enhancement downstream which was at least one cardiac cycle in duration.

A trend for increasing duration of the negative bolus (interruption duration) may exist when increasing the peak negative pressure (PNP) of the applied bursts (Fig. 5B). This might be caused by a longer length of the artery being exposed to amplitudes above that necessary for bubble destruction. Holding PNP constant, the fractional reduction was only marginally greater for longer burst durations (Fig. 5C).

The delays among and within rabbit experiments did not seem to be correlated with cardiac pulse rate. The cardiac pulse rate was typically about 195 bpm, and varied substantially over the course of an experiment in only one rabbit. There was no consistent indication of contrast agent enhancement after the interruption (m_3 was not consistently greater than m_1).

Measurements in VX2 Carcinoma

Figure 6 shows the results for the demonstration of contrast interruption in the VX2 carcinoma. As indicated above ultrasound was applied to the femoral artery to control the flow of contrast agent downstream. Figure 6A is a spectral Doppler taken from the peripheral vasculature of the tumor. The spectrum shows the interruption (noted as the reduction in signal brightness) following the application of a 250 ms ultrasound burst. The bright vertical streak seen in the spectrum is caused by the interference of the interruption pulse with the imaging system. Note the
reduction of Doppler signal that appears near the center of the time record. Figure 6B shows the Doppler spectrum for a substantially shorter burst (∼40 μs). As indicated above the duration of the contrast interruption is still approximately one cardiac cycle.

B.5 Use of Low intensity Pulsed Ultrasound for Interruption

One of the most significant issues facing successful contrast manipulation in vivo was the acoustic intensity required to produce reliable interruptions. In our previous experimentation, we used acoustic fields comprised of long bursts of continuous wave (CW) ultrasound. In order to obtain substantial interruption of the contrast agent flows, the acoustic intensity required reached a level where significant bioeffects due to heating could be expected. Therefore, we concentrated on methods to reduce the acoustic intensity. The results of our initial ex vivo efforts reduced the acoustic field to a level that is within the FDA limits for diagnostic ultrasound. This is very important to the long-term clinical viability of any of the interruption techniques.

Experiments have been performed for a variety of pulse parameters and the results indicate that a wide range of values will provide interruptions in the flow of contrast agent. Figures 7 and 8 show some of the results of these experiments. In Figure 7, the duration of the contrast interruption is plotted as a function of the peak rarefractional pressure in the applied waveform. Figure 7A shows the results when a 2.0 second duration burst sequence is applied which results in approximately the same interruption duration. There is a slight trend toward longer interruptions at the higher acoustic pressures. The interruption is quite reproducible under these conditions where the error bars represent the standard error of the mean. Note also that very little dependence on PRF is seen in the almost one order of magnitude range tested. Figure 7B shows the results for a variety of burst sequence durations (0.5, 1.0, 2.0 sec). In all cases the duration of the interruption measured downstream is slightly higher than the burst sequence. However, in each case there was very little PRF or acoustic amplitude dependence over the range of values tested.

The degree to which the contrast agent was disrupted by the field did vary with some acoustic parameters. As shown in Figure 8, the amount of signal reduction (meaning the ratio of the integrated Doppler signal averaged during the bolus passage to that measure prior to the interruption) was affected by the amplitude of the acoustic field. Figure 8A shows the result for a 1.0 sec burst sequence duration where it is noted that signal reduction increases with increasing acoustic pressure. Figure 8B shows the result for a 2.0 sec burst sequence in which the reduction effect appears to saturate at the higher amplitudes. Although the rate at which pulses are being applied is the same as that for Figure 8A, the degree to which the contrast agent can be disrupted is greater as the duration of the applied field increases. This change for shorter burst sequences results from the finite time for the contrast signal amplitude to increase and decrease in response to the application and elimination of the interruption field upstream. The onset of the negative bolus is not instantaneous such that the slope of the leading and trailing edge of the bolus is dependent on the acoustic amplitude applied. When averaged over the duration of the bolus, the contributions from these edges become a greater fraction of the whole bolus for short interruptions and therefore the average signal reduction is not as great. It remains the case that higher amplitudes are desirable since these will produce sharper edges to the interruption bolus and thus greater temporal resolution for flow measurements. The fact that there is little PRF dependence would imply that the contrast agent is being disrupted by the first bursts it encounters. Therefore the PRF will probably become important as the velocity of the flow increases because the requirement will be that all bubbles flowing into the focal zone must be destroyed and the faster these move into the beam, the faster bursts must be applied.

B.6 Production of Positive Contrast Boluses

The previous results demonstrated that a pulsed multi-cycle toneburst yielded equivalent interruption efficacy as the CW high power output. With this knowledge, the negative bolus
experimental setup was modified such that a 10 or 20 cycle tone burst pulse at the resonant frequency of the interruption transducer was applied at a pulse repetition frequency (PRF) of 0.75 to 6.0 kHz. It has subsequently been determined that significantly lower amplitudes are required with pulsed ultrasound to disrupt the contrast agent. Therefore, a new in vivo applicator was developed that allowed direct coupling to the skin with imaging feedback. Figure 9 shows the interruption transducer (a single element, 19-mm diameter, planar transducer) attached to the Diasonics linear array used to target blood vessels. The benefit of this change was that a contact scanning technique could be applied directly, without the need for an external water path standoff. It should be noted that the interruption can be performed with the spectral Doppler or M-mode output of an ordinary ultrasound scanner thus eliminating the need for the additional transducer used here to provide a simple field that could be calibrated more easily.

A series of experiments were then performed in rabbits to demonstrate the system's efficacy in contrast interruption. Contrast agent (MRX 115, ImaRx Pharmaceuticals Corp., Tucson AZ) was administered through the ear vein catheter, either as a 10 μl/kg bolus (approximately 10^6 bubbles/kg) using a Hamilton syringe or diluted into 10 ml of saline and infused at 1 ml/min using a syringe pump (Model 22, Harvard Apparatus South Natick, MA). Ultrasound was applied to either the femoral artery or the aorta while monitoring the vasculature downstream. In the case of the aorta, the Doppler information (power mode, color flow, and pulsed Doppler) was recorded in the renal cortex. The system has performed well in these trials, producing short periods of interruption (0.5-2.0 sec) for sharp negative boluses in the femoral artery and aorta. More recently extended interruptions in the aorta have been applied that were sufficiently long to allow contrast agent to clear the kidney, and when the sound field was turned off momentarily, a bolus of contrast was released. Figure 10 are power Doppler images of the kidney taken during the continuous interruption in the aorta (left) and at the peak of the signal due to the release of a contrast bolus. The signal increase is as much as 30 dB using this fundamental (non-harmonic) imaging mode.

Spectral Doppler data recorded during the bolus passage reveals the temporal duration of the bolus. Figure 11 shows the total Doppler power (left) and cumulative power (right) as functions of time during the passage. The Doppler spectrum was integrated over to give a time record of Doppler signal power which is similar to the information in power Doppler imaging (Rubin et al., 1994; 1995) (Fig. 11 left). Note the rapid rise and fall of signal power over a two-second interval, which corresponds to the duration of time the interruption field was turned off. The cumulative power Doppler curve (integral over time of the power Doppler record) (Fig. 11 right) was generated and then fit with three connected line segments (the modeled integral of a rectangular positive pulse). The program was provided with a first approximation of the function consisting of three connected line segments and could then provide automated estimates of the fractional increase in the Doppler power signal and the bolus duration. The pulsatility of the largely arterial signal is smoothed considerably over time.

**B.7 CONCLUSIONS- Contrast Interruptions**

The efforts on contrast interruption have demonstrated that the technique can be applied in vivo to control the flow of IV injected ultrasound contrast agents to produce high temporal resolution boluses. The acoustic fields applied are within the acceptable range for diagnostic ultrasound as currently regulated by the FDA. Therefore, the techniques should be applicable to the evaluation of blood flow in the breast as in the detection of cancer. In addition, the ability of the method to select specific vessels and "turn off" the flow of agent would allow the determination of supply vessels for selected site. This might be useful in therapeutic applications where information on blood supply is important.


B.8 Decorrelation Techniques and Combination Blood Flow Measurements

B.8.1 Applications in the detection of flow

B.8.1.1 Measurements using integrated power Doppler

Initial theoretical studies on this subject using a stochastic model of speckle in blood (Adler et al., 1995), and modeling the fluctuation of the speckle intensity using the fluctuation-dissipation theorem, demonstrated a simple exponential relationship of the decorrelation rate for a first approximation. This would extrapolate directly to a mean transit time defined by the time constant of the exponential fall off. Our initial implementations of the monitor of flow by decorrelation were in flow tubes with non-pulsatile flow and blood simulating fluids (Chen et al., 1996a) and relied on the fluctuations of Doppler power generated by the motion of blood through the ultrasound beam and the resulting Doppler “speckle”. We have been able to show that the decorrelation rate depends on the location in the flow stream from which the measurements were taken. The flow decorrelated more rapidly in the center of the stream than near the walls thus correlating with flow velocity. We also were able to compensate somewhat for sampling size and hence sampling rate limitations in these flow tube experiments. There will be an unmeasurably high decorrelation rate when the displacement distance associated with the mean transit time of interest for the most rapid sampling is on the order of or greater than the dimensions of the pixel or sampling site at which the measurement is being made. One can easily compensate for this by effectively increasing the dimensions of the pixels in the image by summing across pixels in the orientation of interest. We were able to show this effect by successively increasing the number of pixels included in the decorrelation calculation. As one increases the number of pixels along the flow direction, the decorrelation rate successively decreased. This is exactly what one would expect, since the rate of decorrelation is normalized by the zero lag value. Hence it is always a percentage and this percentage depends of the initial value, which depends on the size sampled. Thus, one needs to know what the pixel size is to obtain an accurate flow velocity. However, if this is known, it is possible to accurately estimate almost any decorrelation rate. We showed this exact result in a flow phantom by comparing the decorrelation estimated velocity with that of spectral Doppler. By knowing the dimensions of the sample volume and the angle of the sampling site to the flow stream, we were able to obtain a very high correlation between a Doppler detected velocity and a decorrelation measured velocities from 0 to 20 mm/sec (slope = 0.91, \( R^2 = 0.98 \)).

We measured the decorrelation of the fluctuations of the integrated Doppler power in spectral Doppler sampling as scatterers moved through the sample volume. These were slow flows, but they corresponded to the limits of the flow rates that could be detected given the limits of the sample volume size available. Interestingly, this was about 50 times faster than the fastest decorrelation rate that we could measure using fluctuations in Doppler power using power Doppler. This shows why extending the sampling site is necessary for fast flows. However, speeds of 1 mm/sec which are well within the range for perfusion appear measurable using spectral Doppler. Further, given very rapid gray scale imaging rates, it suggested that it might be possible to estimate very slow decorrelation flow rates in gray scale.

By lengthening the sample volume in the direction of flow, it is possible to map the flow profile. At a mean velocity of about 5 mm/sec with sampling at near normal incidence, the profiles generated by decorrelation are very similar to those obtained with color Doppler. In this circumstance, we used an ultrasound bubble contrast agent, MRX 115. It required approximately 3 lags for the center of the flow stream to decorrelate, again due to the effective lengthening of the sample volume by summing pixels along the direction of flow. These were sampled at frame rates of 43 Hz. It is now possible to sample at frame rates of on the order of 150 Hz in gray scale. Hence, we could decrease the length of the sample by a factor of 4 or estimate velocities on the order of 1 mm/sec, which corresponds to capillary perfusion rates, using the same sampling dimensions.
B.8.2 Use of B-mode imaging and contrast agent

The development of the decorrelation techniques for detecting blood flow initially relied on the detection of a Doppler shift from the moving blood. However, it is known that the slowest flow of the capillary bed will not be detected in current Doppler imaging due to the limited frequency resolution and soft tissue motion. The decorrelation techniques being investigated are not restricted to measurement of Doppler signals and these results are summarized by Rubin et al. (1999). We have experimented with the use of contrast agent to provide the motion necessary for detection of blood flow in b-mode imaging. Using the protocol for infusion of contrast agent described above, a series of b-mode images of the rabbit kidney were obtained in the cine loop and processed to detect motion associated with the bubbles. The images were divided into 5X5 pixel ROIs and regional processed for the decorrelation in the same manner as for the image based registration described previously. The pixels contained in the ROIs in each image are converted to a 1D vector and the process repeated for each image. Each of these vectors are then combined in a 2-D vector. These data are then subsampled to determine how many of the image ROIs will be used to compute the decorrelation of each ROI. The group of image ROIs is then analyzed to compute the correlation between successive ROIs in time, i.e. ROI#1 correlation to ROI#2, ROI#2 to ROI#3, etc. for a one step correlation value at each image location. This is referred to as the first time lag correlation. The process is repeated for two, three, etc. step correlations. Figure 12 shows the results of that process as first applied in an animal study. Fig. 12A shows the appearance of the contrast agent in the kidney in a single b-mode image. Note that the concentration of the agent for this experiment provided little b-mode enhancement although higher concentrations will. By taking the inverse of the correlation of the first time lag Fig. 12B was produced. Note the appearance of the major vessels in the kidney and the initial appearance of the renal cortex. Fig. 12C is the result of the third lag and now the renal cortex signal has increased significantly as sufficient time has elapsed for decorrelation of the signal from the slower moving blood. Finally Fig. 12D combines the information of all three images where static tissues are coded blue, faster flows in yellow and the slower in red (Not reproduced in color here). This technique is currently being developed further and ex vivo confirmation is planned to determine the limitation of the technique.

Figure 13 shows the results for flow tube experiments which compared the flow as measured with standard Doppler and decorrelation from b-mode images using contrast. The flow profile across the tube was generated by averaging the decorrelation values along the length of the tube, reducing the 2D image to a 1D profile (Fig. 13a). The profile was also estimated from the frequency shift image (Fig. 13b) for comparison. Note that the amount of decorrelation increases with successive lags although the proportion to the time difference between lags in somewhat incorrect, e.g. the peak velocity has decorrelation values of 30, 75, and 105 instead of the expected 30, 60, and 90

<table>
<thead>
<tr>
<th>Rabbit</th>
<th>Cortex (sec)</th>
<th>Central Vessels (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.083</td>
<td>.020</td>
</tr>
<tr>
<td>2</td>
<td>.123</td>
<td>.020</td>
</tr>
<tr>
<td>3</td>
<td>.027</td>
<td>.020</td>
</tr>
<tr>
<td>4</td>
<td>.023</td>
<td>.017</td>
</tr>
<tr>
<td>5</td>
<td>.033</td>
<td>.020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rabbit</th>
<th>Mean</th>
<th>MaxDev</th>
<th>Percent MaxDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.77</td>
<td>0.06</td>
<td>8%</td>
</tr>
<tr>
<td>2</td>
<td>0.77</td>
<td>0.14</td>
<td>18%</td>
</tr>
<tr>
<td>3</td>
<td>0.35</td>
<td>0.12</td>
<td>40%</td>
</tr>
<tr>
<td>4</td>
<td>0.32</td>
<td>0.1</td>
<td>31%</td>
</tr>
<tr>
<td>5</td>
<td>0.43</td>
<td>0.17</td>
<td>40%</td>
</tr>
</tbody>
</table>
assuming the first value of 30 is absolute. This is probably due to increased dephasing in the central voxels as the velocity increases (see below). Note the overall appearance of the parabolic flow profile in both cases. Slow flows with mean velocity as low as 0.48 cm/sec were detected (No effort to determine the slowest detectable flow).

It is possible that the rate of decorrelation could be heavily influenced by bubble destruction, random/Brownian motion in the flow stream, or radiation force from the ultrasound transducer. We scanned a flow tube with standard outputs within FDA limits. Temporal decorrelations of the flow tube with the pump off required 14 lags for the center of the flow tube to decorrelate. This is approximately 3-4 times slower than with the pump on at the very low rate studied. This differential suggests that true flow should be resolvable using decorrelation.

We scanned six rabbits using these techniques. The rabbits were anesthetized with Ketamine and Rompun or more recently with isoflurane. After shaving the rabbit’s flank, a linear array transducer, typically 9 MHz, was positioned over either the right or left kidney depending on access and fixed in place with a mechanical holding device. MRX 115 was injected into an ear vein, and images of the kidney with contrast agent in it were stored in a cine loop at 30 Hz. Decorrelation images were generated. The decorrelation times of the central/hilar vessels and the renal cortex were compared (Table 1). The times displayed are the 50% correlation times, i.e. the higher the time, the slower the transit time. The difference between the cortex and the central vessels is significant at p<0.05 (two tailed t-test).

In addition, in order to evaluate the angle independence of decorrelation, we used the rabbit kidney as a flow model. The cortical blood flow in the kidney is well known to be normal to the renal capsule. Thus, when using a linear array scan head, the kidney acts a directional flow phantom with angles from zero to 2π. With the scanhead along the spinal muscles of the back, the flow in the mid-pole of the kidney would be at zero degrees, while the upper and lower poles are at ±π/2. The Doppler profile across the kidney should approximate a parabola with the highest frequency shifts in the mid-pole and zeros at the upper and lower poles. For comparison with decorrelation, we segmented out the cortex of the kidney using morphological operators. Then the sections of the cortex were segmented into pixel-wide columns defined perpendicular to the face of the scanhead. The mean first lag decorrelation rates in these columns was then measured along with the maximum deviation from the mean for the last five rabbits. These are displayed as residual first lag correlations, the higher correlation the slower the decorrelation rate (Table 2).

Figure 14 shows the residual first lag correlation in each column across the kidney. The decorrelation could be taken to be 1-correlation, and hence again, the higher the correlation value, the slower the decorrelation. Note that the maximum deviation is relatively small, particularly when compared to what would be expected with Doppler. For example, at 60°, one would expect a 50% deviation with Doppler from the peak frequency shift on the average; < 40% was detected with decorrelation.

Soft tissue motion will cause speckle to decorrelate. Advantages of decorrelation flow measurements are that one can make the measurements using continuous infusions of contrast agent, and by changing the sample size, it is possible to focus in on any given perfusion rate. For example, a very small sample volume will permit slowly moving material to decorrelate relatively rapidly, which in the limit could be much faster or certainly on the order of any limiting soft tissue motion. Thus, one would like to be certain that there is no significant soft tissue motion during a breath hold. In this regard, we scanned the liver and kidney of a normal volunteer with a heart rate of 60 beats per minute during breath holding. If soft tissue motion was not a factor, the speckle in the imaged tissue should never decorrelate. Within the limits of this measurement, this is true. It should be noted that since the decorrelation sample size can be controlled, the length of time of the breath hold could be very short, on the order of a few heartbeats. This should be tolerable for even relatively sick patients.
B.9 Applications in image-based registration (IBaR) for 3D ultrasound

One of the significant advances initiated by this research was the use of the decorrelation idea in another area that impacts the future of how 3D ultrasound. As was indicated in our original proposal, this work was being performed in conjunction with that of Dr. Paul Carson on 3D breast imaging. Even though 3D imaging was not a specific part of this grant, the idea was to utilize the same data acquisition system so comparison could be made between techniques. In the course of conversations concerning the difficulties associated with breast scanning, it was suggested that the elimination of encoding hardware used to track the position of the scanhead during 3D scanning would be desirable and helpful in terms of examining images acquired from a variety of scanners. It was suggested that one might be able to use the decorrelation of signal in the elevational direction to determine the separation between slices which were obtained using a manual scan. The following is a description of the progress made in this area. This work led to a patent application in the US and several other countries. Unknown to us a diagnostic ultrasound manufacturer also filed a patent slightly after ours but which subsequently issued first in the US. International patent rights were retained by the University of Michigan as our filing date was the earliest. At least two ultrasound manufacturers are now using some form of image-based registration for 3D ultrasound.

The approach being taken by most ultrasound companies is to build a (usually hand-held) motorized scan head specifically for 3-D imaging. This approach has a disadvantage of high cost, low reliability and limitation on the number of scan heads available for 3-D. Often coupling paths are employed with their inherent attenuation and reverberation problems. Also, the scan rate for optimal color flow imaging is a complex function of all the Doppler time constants, frame rate and the particular vascular signal levels. In regular imaging with a given scan head, the operator or observing radiologist might want to capture in 3-D images observed with a particular scanner using an arcing or linear sweep. If relative 3-D image position can be obtained by processing the series of images or data used to produce the images, a great new flexibility and efficiency will be achieved. Major 3-D capabilities will only be required on a central workstation that can record a single series of images and display them in their proper position in a stacked slice 3-D display. The radiologist, technologist at the scanner, or other trained observer will view the slices sequentially in their proper position on the display. They will select the most appropriate 2, 3 or 4-D display method and views to demonstrate the noted information in the most informative way for surgeons and other referring physicians or to obtain the desired quantitative measurements.

Correlation techniques have been used extensively to estimate tissue motion in applications such as blood flow (Adler, Rubin et al. 1995) and imaging tissue elastic properties (Adler, Rubin et al. 1990; Ophir, Cespedes et al. 1991; Chen, Jenkins et al. 1992; O'Donnell, Skovoroda et al. 1994). Some commercial ultrasound systems now use correlative algorithms for their color flow imaging rather than various forms of Doppler processing. We use correlation to perform the opposite task namely assume the tissue to be stationary and track the movement of the transducer. Trahey et al. (1986) used correlation of speckle to determine the amount of lateral translation of a phased array required to achieve statistically independent information for speckle reduction by image compounding. Their experimental results show correlation curves as a function of translation distance which are smoothly varying, suggesting that measuring the rate of decorrelation and knowing the point spread function for the aperture, one can use the same speckle statistics to estimate the actual transducer motion. The correlation techniques which we have developed provide the mechanism for slice positioning and involve the adaptation of some software already developed.

In order to test the concept of image-based slice positioning, images of a rather inhomogeneous contrast detail phantom were made. In all cases the images were post-processing in a modular code under the AVS software package of Advanced Visualization Systems. A full description of the mathematical process is given by Chen et al. (1996). Images were collected from an ultrasound scanner and read into the workstation memory. The RGB images are then processed to select one channel for B-mode and then the 3-D data set is sliced and a single 2-D plane displayed to select regions of interest (ROIs) to be processed for determining the slice separation. The pixels
contained in the ROI in each image are converted to a 1D vector and the process repeated for each image. Each of these vectors are then combined in a 2-D vector. These data are then subsampled to determine the how many of the image ROIs will be used to compute the position of each image. The group of image ROIs is then analyzed to compute the correlation between successive ROIs, i.e. ROI#1 correlation to ROI#2, ROI#2 to ROI#3, etc. for a one step correlation value. The process is repeated for two, three, etc. step correlations. For the hand-scanned images, ROIs from groups of ten images were used to determine the slice separation for the center two slices, e.g., to position image 6 with respect to 5 use information from images 0-9, for image 7 after 6 use image 1-10, etc. This does assume a piece-wise smooth motion for the scanhead, which should be achievable and is necessary for any good continuous power mode imaging. In each case, the correlation curve was fit using a least squares approach to the Gaussian function giving the relationship between step size, point spread function and correlation value. This information is then used to position the images appropriately in space for further display.

Two sets of images were obtained in the initial trial. A measured correlation curve was first determined for mechanical stepping with the breast scanner using a 3.5 MHz curved linear array. Using several regions of interest at the same depth range and a least squares method for a Gaussian curve-fitting, the step size was estimated for several regions of interest to be $\delta y = 0.17 \pm 0.02$ mm, compared to the actual step size used of 0.175 mm. In this case the decorrelation curve was measured across a number of images where it could be assumed that the step size was constant for the mechanical stepping. A hand scan was then performed where images at 32 fps were stored in a 120 frame cine loop. Results given in Fig. 15 show that the appearance of the echogenic cone is not very different for this short scan when using either an equal slice separation assuming uniform hand scanning rate or that calculated using the image decorrelation rate. However, the lower graphs illustrate the decorrelation does track smoothly the nonuniform motion of the slow, hand scanning currently used for 3-D power mode imaging. Black stripes in the subtraction image correspond to zeros in the integral displacement error of the uniform stepping as plotted in the graph on the right.

These techniques can be used to correct positioning errors for hand-scanned image acquisitions in the breast. This could have an important impact in the research being performed here since regional perfusion measurements will rely on know the position of the scanhead when combining Doppler power and velocity information together as an estimate of perfusion. The image-based slice positioning techniques will allow more examinations to be performed in some of the more interesting cases, i.e. the smaller dense breast which is a particular difficulty in mammography. As a demonstration of the use in the breast, experiments similar to those in the phantom were performed. Results are presented in Figure 16. In this case, the breast was scanned using a motorized positioning system for 3D ultrasound. The scanhead was translated in the elevational direction across a plastic membrane in an immobilization system similar to that used in mammography for stabilizing the breast against motion. In the upper portion of the figure are two curves. The thinner of these two refers to the results of processing the series of images using strictly the methods described above. However, it is possible for the breast to move during the procedure so an additional measurement was made. For each pair of adjacent images, the images were shifted in the axial and lateral directions to maximize the correlation. The result of the measurement is presented as the curve at the bottom of the figure. With this information, the positions of each image was adjusted and the IBaR processed repeated and the results presented as the thicker of the upper curves. Note the reduction of the variation in the slice variation. The overall results were as follows:

In Breast: Calculated $0.22 \pm 0.03$ mm

Actual 0.20 mm spacing based on motorized positioning

After Lat/Ax Correct. 0.20 $\pm 0.02$ mm
Actually, one can expect that there was indeed motion during this process so the slice positioning determined by both the in-plane correlation procedure and the decorrelation measurement may actually be more accurate than relying on the assumption of no motion and mechanical positioning. This technique has been tested further under other funding and some of the results are contained in Tuthill et al. (1998).

B.10 CONCLUSIONS-Decorrelation

The decorrelation methods developed under this research have indicated potential for monitoring both blood flow and the position of images for 3D ultrasound. Each of these have important implications for breast imaging. Flow variations are expected to exist within and around tumors in the breast. The decorrelation of contrast agent flow may provide more information than that found with Doppler and quantitative flow measures not possible due to angle dependences. In combination with a fractional blood volume measurement (Rubin et al., 1995), this method may approach a perfusion measurement that is highly desirable. The elimination of position encoding hardware in 3D ultrasound will provide the opportunity for simple hand scanning to produce a more complete picture of the breast structure.
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D. FIGURE CAPTIONS

Figure 1. Diagram of the experimental set-up for contrast interruption experiments.

Figure 2. Sample of a single interruption as it appears in the femoral artery downstream from the site where the acoustic interruption is applied: A) Doppler spectrum image from Diasonics scanner. The white arrow indicates the location where the negative bolus appears. Note the reduced brightness at this location. B) The same data presented in A but integrated over frequency at each time point. There is a considerable reduction in the integrated Doppler power as the bolus passes at the 1 second point (1 second after the interruption field was applied upstream). C) Time integration of the data in B (cumulative integrated power Doppler) with 3-line-segment fit (see text and Fig. 3) showing a reduced slope for the region in which the negative bolus passes.

Figure 3. Diagram indicating how the integrated power Doppler was analyzed to quantify the interruption of contrast agent enhancement. A) An interruption in integrated power Doppler as in Fig. 2B idealized to a rectangular notch. Parameters $m_1$, $m_2$ and $m_3$ are the average Doppler power before, during and after the interruption respectively. B) The integral over time of the function in A is a 3-line-segment function that was used to fit integrals over time of interruptions in integrated Doppler power.

Figure 4. Effect of peak negative pressure and duration on downstream interruption of contrast agent. Fractional reduction (A) and interruption duration (B) taken from data from one rabbit (Rabbit 5). Each bar indicates the average of 1-5 trials.

Figure 5. Data from 5 rabbits showing the effect of peak negative pressure, with burst duration fixed at 1 s (A, B), and the effect of burst duration, with peak negative pressure fixed at approximately 2.5 MPa (C, D). Each point is an average of 2-6 trials. Error bars are standard deviations multiplied by the Gurland-Tripathi correction factors for small n.

Figure 6. Spectral Doppler waveforms taken from the experiment on VX2 carcinoma in rabbit thigh. The femoral artery was targeted upstream of the tumor and the spectral Doppler recorded in peripheral vessels of the tumor. A) The negative bolus appearing as a reduced Doppler signal (indicated by the arrow on the right) is the result of a 250 ms ultrasonic burst. Note the delay in the negative bolus arrival following ultrasonic burst (electrical interference resulting from the burst is indicated by the left arrow). B) Similar negative bolus produced by an ultrasonic burst of only ~40 μs.

Figure 7. Duration of the contrast interruption as a function of the acoustic pressure for a variety of PRFs. (A) For the case of 2.0 sec duration of burst sequence applied upstream. Error bars represent the standard error (B) For the cases of 2.0, 1.0, 0.5 sec duration.

Figure 8. Reduction in Doppler power during bolus passage as a function of the acoustic pressure for a variety of PRFs. (A) For the case of 1.0 sec duration of burst sequence applied upstream. (B) For the cases of 2.0 sec duration.
Figure 9. Apparatus for targeting and application of the interruption field using contact scanning.

Figure 10. Power mode Doppler of the kidney during contrast interruption (left) and at the peak signal following bolus release (right). Reproduced in gray-scale here.

Figure 11. Total Doppler power (left) and cumulative Doppler (right) as a function of time during the passage of a contrast bolus in kidney. The line representing the measured data (right) is jagged due to the pulsatility of the arterial supply.

Figure 12. Images of a rabbit's kidney during contrast administration. A) Normal B-mode image of the kidney. Note the relative absence of contrast signal in the low concentration conditions. The image is relatively dark to demonstrate the lack of contrast agent effect. B) Lag 1 image of decorrelation where gray scale is displayed from dark to light with increasing decorrelation. Note the appearance of the larger kidney vessels and the beginning appearance of the renal cortex. C) Lag 3 image of decorrelation. The renal cortex has decorrelated further at this later point. D) Composite image where the original B-mode (A) is displayed in blue, Lag 1 (B) is green, and Lag 3 (C) is red. This figure is not reproduced in color here.

Figure 13. a) Profile of decorrelation rate averaged along the length of the flow tube. Note the appearance of the parabolic flow profile to the flow with the fastest decorrelation occurring in the middle of the tube (approximately the position of pixel 80). The amount of decorrelation is also increasing for successive lags. Decorrelation is defined here as (1 - C^2). b) Doppler shift profile averaged across the tube for comparison with Fig. 3a.

Figure 14. Correlation as a function of position across the kidney. Note the small deviation in value despite the wide range of flow angles interpreted.

Figure 15 - Left to right top images: 1) C-scan, longitudinal view of a cone object from a hand-scanned, 3.5 MHz, curved linear array assuming equal step size; 2) The same view with actual step size as estimated by the speckle decorrelation; 3) The subtraction between these two views (expanded horizontally). For comparison, image 1 was scaled to the same lateral size as image 2. The left graph below shows the step size change with step number as calculated from the decorrelation, while the right graph shows the integrated displacement change with step number.

Figure 16. Results of slice positioning using the IBaR method as applied in the breast. See text for a description of the method.
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