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Coherent Frequency-Domain THz Spectroscopy: Systems and Applications
Invited Paper

THz spectroscopy of the atmosphere

Herbert M. Pickett
Jet Propulsion Laboratory, California Institute of Technology,
Mail Stop 183-701, Pasadena, CA 91109

ABSTRACT
THz spectroscopy of the atmosphere has been driven by the need to make remote sensing measurements of OH. While the THz region can be used for sensitive detection on many atmospheric molecules, the THz region is the best region for measuring the diurnal behavior of stratospheric OH by remote sensing. The infrared region near 3 μm suffers from chemiluminescence and from spectral contamination due to water. The ultraviolet region near 300 nm requires solar illumination. The three techniques for OH emission measurements in the THz region include Fourier Transform interferometry, Fabry-Perot interferometry, and heterodyne radiometry. The first two use cryogenic direct detectors while the last technique uses a local oscillator and a mixer to down convert the THz signal to GHz frequencies. All techniques have been used to measure stratospheric OH from balloon platforms. OH results from the Fabry-Perot based FILOS instrument will be given. Heterodyne measurement of OH at 2.5 THz has been selected to be a component of the Microwave Limb Sounder on the Earth Observing System CHEM-1 polar satellite. The design of this instrument will be described. A balloon-based prototype heterodyne 2.5 THz radiometer had its first flight on 24 May 1998. Results from this flight will be presented.

Keywords: THz, atmosphere, stratosphere, heterodyne

1. INTRODUCTION
Stratospheric ozone depletion is controlled by four families of catalytic cycles. In the middle stratosphere (28-35 km), the NO / NO₂ pair dominates ozone depletion in the natural atmosphere. When anthropogenic chlorofluorocarbons are present, the Cl / ClO pair also contributes significantly to ozone depletion in the middle stratosphere. In the region of 40-60 km, the OH / HO₂ pair dominates ozone depletion, while above this altitude the H / OH pair is the dominant contributor. Recently, it has been recognized that heterogeneous chemistry on aerosols plays an important role in reducing the concentration of nitrogen radical and in increasing the amount of nitric acid. Both effects of aerosols can make the OH / HO₂ pair dominant below ~28 km. While NO₂ has been measured from space in the infrared and ultraviolet and ClO has been measured from space at millimeter wavelengths, stratospheric OH has not been measured from space at altitudes below 50 km.

1.1 Measurement techniques
THz spectroscopy of the atmosphere has been driven by the need to make remote sensing measurements of OH. While the THz region can be used for sensitive detection on many atmospheric molecules, the THz region is the best region for measuring the diurnal behavior of stratospheric OH by remote sensing. The OH measurement in the infrared region near 3 μm suffers from chemiluminescence and from spectral contamination due to water. The ultraviolet region near 300 nm requires solar illumination and suffers from absorption by atmospheric ozone. The three techniques for OH emission measurements in the THz region include Fourier transform spectrometers (FTS), Fabry-Perot interferometry, and heterodyne radiometry. The first two use cryogenic direct detectors while the last technique uses a local oscillator and a mixer to down convert the THz signal to GHz frequencies.

All three techniques have been used to measure stratospheric OH from balloon platforms. FTS instruments have been developed by Harvard Smithsonian Astrophysical Observatory¹ and by a collaboration of IROE (Firenze, Italy) and NASA Langley Research Center.² Both instruments are quite large and have high data rates, but have shown excellent capability for sensitive measurements of a number of stratospheric molecules in addition to OH. The JPL Far Infrared Limb Observing Spectrometer (FILOS) is an example of a Fabry-Perot based instrument.³ It is much smaller, has a low data rate, and is designed specifically to measure OH. Heterodyne measurement of OH at 2.5 THz has been selected to be a component of the Microwave Limb Sounder on the Earth Observing System CHEM-1 polar satellite. Further details are given below. A balloon-based prototype heterodyne 2.5 THz radiometer (BOH) had its first flight on 24 May 1998, and flew jointly with FILOS. Preliminary results from this flight are given below.

¹ Correspondence: hmp@spec.jpl.nasa.gov; Telephone: 818 354 6861; Fax: 818 393 5065
The FILOS instrument has been part of a total of 14 balloon flights. The modest requirements of FILOS have allowed it to fly with either of the FTS instruments as well as the new BOH instrument. In effect, the FILOS instrument can serve as a transfer standard between different instruments that could not otherwise be compared. A detailed discussion of the results of these comparison flights will be part of a future paper, but initial comparisons show excellent agreement between FILOS and the FTS derived profiles of OH. An earlier paper has shown that the FILOS-measured OH profiles and diurnal behavior are consistent with simple photochemical models the utilize measured ozone and water profiles.

2. EOS MLS 2.5 THz OH CHANNEL

Heterodyne measurement of OH at 2.5 THz has been selected to be a key component of the Microwave Limb Sounder on the Earth Observing System CHEM-1 polar satellite. The requirements of this channel are to obtain monthly global maps with 5° latitude resolution and 3 km height resolution from 18 to 60 km. Projected sensitivity for high altitude (45-60 km) OH will allow daily maps, but more integration is required to obtain maps down to 18 km. It is not practical to look lower than 18 km because the water and dry air continua attenuate the OH signal for tangent heights below this altitude. As can be seen from Figure 1, OH has a very strong gradient in volume mixing ratio, dropping below the parts-per-trillion level at 20 km. The projected sensitivity is also shown based on a $T_{op}=30,000$ K (SSB) using two OH polarizations. This sensitivity is possible in part because of the limb sounding geometry and in part because the line shape is resolved.

![Measurement Precision](image)

**Figure 1: EOS-MLS OH Sensitivity**
The steep gradient of concentration means that extremely accurate pointing information is required. In fact, to obtain the sensitivity needed for the monthly maps pointing accuracy of 100 m is needed. Fortunately, nature placed an oxygen emission line within 8 GHz of the OH lines, and this emission line will be used to register the scan on the atmosphere. Temperature profiles will be measured by the lower frequency channels and will be used to calculate radiance of the THz oxygen line with respect to scan angle. Comparison of the offset between calculation and observation then establishes to pointing offset.

At first, the OH radiometer was to share the main 1600 x 800 cm main antenna, but the high frequency drove antenna requirements. In addition, the THz channel imposed constraints on system test and calibration because the THz channel performance can only be adequately measured in a vacuum, while the other four radiometers can be tested in air. The THz channel has a separate antenna and scanning system as shown in Figure 2. However, it still shares the same filter bank and data system. The antenna is a 22.8 cm offset Gregorian telescope with a 26.4 x 37.3 cm elliptical scanning mirror in front of the telescope. The scan mirror can be directed toward the limb, to a cold view above the atmosphere, or at an ambient temperature load.

EOS MLS

![EOS MLS Modules](image)

Figure 2: EOS-MLS Modules

The radiometer consists of a laser local oscillator, a quasi-optical diplexer, and two mixers that are oriented to receive horizontal and vertical polarizations from the atmosphere. The atmospheric radiance is not expected to be significantly polarized and the two mixer signals are only used to improve the S/N and provide some redundancy. The local oscillator is a methanol laser pumped by a CO₂ laser. The laser is being provided by DeMaria Electro Optics Systems. It will have 20 mW output power for 120 W input at 28 V. Currently we are pursuing two mixer approaches. The first is a whisker-contacted
waveguide mixer being developed by Rutherford Appleton Lab and the second is a membrane-supported planar waveguide mixer developed at the Jet Propulsion Lab.

3. FIRST BALLOON HETERODYNE OH MEASUREMENTS
A balloon-based prototype heterodyne 2.5 THz radiometer had its first flight on 24 May 1998 from Ft. Sumner, NM. The purpose of this balloon instrument is to provide early real-world use of selected components that will be used on the flight instruments, to obtain early views of stratospheric OH using the frequencies and techniques that will be used in flight, and to gain operational experience with a balloon instrument that can be used for sub-orbital validation after launch. The balloon instrument included a JPL waveguide mixer, a prototype laser LO, and a brassboard filter bank. The second LO frequencies were nearly the same at specified for EOS MLS except that a correction for the 56 MHz spacecraft Doppler shift was not included. The mixer, laser LO, and the filter bank worked well during the flight, but a coolant pump failed causing the thermal control to be much worse than desired. Fortunately, for a period of 40 min midway through the flight, the thermal drift was small enough to lock the laser and take data. Results for this flight are given in Figure 3. The solid line is the calculated OH emission after fitting the limb scans to the data. The fitted profile of OH is quite similar to values previously obtained from Ft. Sumner.

Balloon OH
obs = 36.9 km, tan = 31.3 km

![Figure 3: OH Stratospheric Emission from Balloon](image)

4. CONCLUSIONS AND FUTURE PROSPECTS
Heterodyne techniques in the Terahertz region will provide significant improvement in our capability to measure OH in the stratosphere. Our balloon instrument has demonstrated the basic capability for such measurements. We plan to fly the balloon instrument again in September 1999 so that the sensitivity can be verified. We also plan to fly FILOS on the same payload so that the OH measured by the two techniques can be compared. Of course, the real insight into stratospheric OH chemistry will come in 2002 when EOS-MLS is launched. The design lifetime of all the CHEM-1 instruments is 5 years, and we expect that a great deal will be learned about the stratosphere and upper troposphere during that observational period.
Present improvements in THz mixer and local oscillator technology will enable improved sensitivity for OH and will extend heterodyne techniques to other molecules in the stratosphere. With a frequency-agile high-sensitivity THz heterodyne receiver, instruments could be developed for space that can respond quickly to changing needs in atmospheric chemistry while retaining superb detection capabilities.
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The photomixer transceiver

S. Verghese, K. A. McIntosh, S. Calawa, W. F. Dinatale, E. K. Duerr, and L. H. Mahoney
Lincoln Laboratory, Massachusetts Institute of Technology, Lexington, MA 02420-9108, USA

ABSTRACT

Two low-temperature-grown GaAs photomixers were used to construct a transmit-and-receive module that is frequency agile over the band 25 GHz to 2 THz, or 6.3 octaves. The photomixer transmitter emits the THz difference frequency of two detuned diode lasers. The photomixer receiver then linearly detects the THz wave by homodyne down conversion. The concept was demonstrated using microwave and quasioptical photomixers. Compared to time-domain photoconductive sampling, the photomixer transceiver offers improved frequency resolution, spectral brightness, system size, and cost.

Keywords: photomixers, gallium arsenide, submillimeter waves

1. INTRODUCTION

Continuous spectral coverage of the wavelength band 30-1000 μm is usually achieved with black-body sources and Fourier-transform spectrometers (FTS). Measurements that require coherent, constant-wave (cw) illumination typically rely on microwave tubes, molecular-gas lasers, or harmonic up conversion of fundamental sources. A tunable coherent solid-state source would enable high-resolution molecular spectroscopy to be performed with much simpler instrumentation than is currently available. Also, recent advances in terahertz receivers based on superconducting bolometers have created a compelling need for a tunable local oscillator (LO) with output power > 1 μW from roughly 0.5 – 3 THz.1–3

Photomixers are compact, all-solid-state sources that use a pair of single-frequency tunable diode lasers to generate a THz difference frequency by photoconductive mixing in low-temperature-grown (LTG) GaAs.4,5 Typical output power levels range from 1 to 0.1 μW from 1 to 2 THz, respectively. At MIT Lincoln Laboratory, photomixers are being optimized for use with cryogenic terahertz receivers. Recently, a demonstration of a 630-GHz photomixer LO coupled to a superconductor-insulator-superconductor receiver resulted in a double-sideband noise temperature of 331 K.6 A schematic diagram of this experiment is shown in Fig. 1a. At other institutions, photomixers are being used as sources to perform high-resolution (~ 1 MHz) transmission spectroscopy of molecular gases. Figure 1b shows a typical arrangement in which the output of a photomixer passes through a gas cell and is then detected by a liquid-helium-cooled bolometer. Such configurations using photomixers have been used to measure fine structure in the rotational spectra of molecules such as sulfur dioxide7 (SO2) and acetonyl8 (CH3CN).

In the time domain, photoconductive sampling has been used by many groups for terahertz spectroscopy in free space and on transmission lines. These systems consist of two fast photoconductive switches that are excited by a mode-locked laser and are coupled to each other via antennas or transmission line. Until recently, there had not been a demonstration of photoconductive sampling for detection of cw THz waves using photomixers. This paper describes a photomixer transceiver that performs photoconductive sampling in the frequency domain. For spectroscopy applications that require narrow linewidth (< 1 MHz), this technique can offer significant improvement in frequency resolution and spectral brightness over time-domain sampling. Furthermore, the system is coherent, widely tunable, and can be compact—using inexpensive laser diodes that are fiber coupled to the photomixer-transmitter and receiver chips.
2. MICROWAVE EXPERIMENT

Figure 2a is a diagram of the experimental setup that was used to test the concept at microwave frequencies. The combined light (λ ≈ 850 nm) from a pair of distributed-Bragg-reflector laser diodes is split in half and fiber coupled to each photomixer. Each LTG-GaAs photomixer comprises a 20 × 20-μm active region with 0.2-μm-wide interdigitated electrodes with gap spacings of 0.6 μm for the transmitter and of 0.4 μm for the receiver. The photomixers used epitaxial layers of LTG GaAs grown by molecular-beam epitaxy on GaAs substrates and had photocarrier lifetimes of 0.2-0.3 ps.9 The transmitter is dc biased through a broadband bias tee and therefore develops an ac current across the electrodes when the photocconductance is modulated at the difference (beat) frequency of the two laser beams. Some of the resulting microwave power is launched onto a coplanar waveguide which transitions into a 50-Ω coaxial line that is connected in similar fashion to the receiver, which is unbiased. At the receiver end, the optical beating periodically raises the photocconductance such that a small amount of unipolar current flows out through the bias tee and into the dc current amplifier. This action is equivalent to homodyne detection of the rf electric field. Figure 2b(i) shows that the homodyne signal scales approximately linearly with the dc-bias voltage—or incident electric field—while the transmitted power 2b(iii) measured with a spectrum analyzer scales quadratically in voltage.

In contrast to a photoconductive switch driven with a pulsed laser, the photomixer rf impedance is relatively high during cw illumination \( Z_i = V_i/I_i \approx 10 - 30 \text{ kΩ} \). Here \( V_i \) is the dc voltage across the transmitter that generates a dc photocurrent \( I_i \) when illuminated by two lasers. In the limit of mismatched impedances, the dc current measured at the receiver is proportional to the transmitted rf voltage.10 The phase of the rf voltage is measured by dithering the difference in path length of the two arms with a short delay line. Then, the receiver is a linear detector of the transmitted wave in the same sense that time-domain sampling performs a linear detection of the transmitted voltage pulse. Contrast this with the power measured by a direct detector (such as in a scalar spectrum analyzer). In that case, the measured signal is proportional to the magnitude squared of the transmitted voltage and all phase information is lost. The symbols in Fig. 2b result from a calculation of the homodyne-detected signal using as input parameters the transmitter bias voltage and the dc photoconductances of the transmitter and receiver. Agreement between theory and measurement is close, in part because there are no free-space beams and associated coupling losses.11

3. SUBMILLIMETER-WAVE EXPERIMENT

Two antenna-coupled photomixers were used to test a quasioptical version of the photomixer transceiver (Fig. 3a) at terahertz frequencies. Such an implementation, for example, could be used for measuring the transmission of trace
gases through an air column. Planar log-spiral antennas were patterned in Ti/Au films by optical lithography on the LTG-GaAs surface. Electron-beam lithography was used to define an 8 x 8-μm active area with 0.2-μm-wide electrodes at the drive point of the antenna. The electrodes were separated by 0.8-μm gaps for the transmitter chip and by 1.5-μm gaps for the receiver. The photomixers were mounted on silicon-hyperhemisphere lenses so that they opposed each other, separated by 6 cm. The emitted radiation from two tunable cw Ti:sapphire lasers was combined with a beam splitter. Half of the combined beam passed through a variable delay line and was coupled into a fiber that was pigtailed to the receiver. The other half passed through a chopper before entering a fiber that was coupled to the transmitter. Each photomixer was pumped by approximately 35 mW of optical power and the transmitter was dc biased at 15 V resulting in a dc photocurrent of 300 μA.

Figure 3b shows the homodyne signal amplitude as a function of frequency. The signal is relatively flat to 600 GHz and then rolls off until it is detectable with a signal-to-noise ratio of ~3 at 2 THz. With higher-power photomixers optimized for high-frequency operation, this upper frequency should extend beyond 2 THz. At low frequencies (< 1 THz), the ratio of the signal to the background noise was high and the measurement was dominated by multiplicative noise from the lasers. Residual intensity noise on the laser was a few percent, caused by the fluctuations on the Ar pump laser. The current source driving the diode lasers used for the microwave experiment described above contributes relative intensity noise < 10^{-4} in a 200-kHz noise bandwidth. A second noise contribution arises from frequency jitter of the lasers. Since this system is highly coherent, standing waves are always present. Standing waves provide a mechanism for converting frequency jitter to amplitude noise on the detected homodyne signal. Most of these effects could be mitigated by using Gaussian reimaging optics and stabilized lasers.
Figure 3. (a) Schematic of the quasioptical implementation. Two cw Ti:sapphire lasers were used since their tuning range exceeded that of the available diode lasers. A pair of tunable diode lasers was used previously (unpublished) with this setup. (b) Homodyne signal plotted versus the difference frequency between the two lasers. Between the microwave and quasioptical systems, the photomixer transceivers covered over three orders of magnitude in frequency.

4. PHASE-SENSITIVE TRANSMISSION MEASUREMENT

An important capability of the photomixer transceiver is the measurement of amplitude and phase of the transmitted electric field. This allows measurement of the real and imaginary components of the linear response of a medium (e.g. \( \varepsilon_1 + i\varepsilon_2 \)) or of a device (e.g. complex S-parameters). A transmission measurement through an inductive-mesh filter\textsuperscript{13} was performed to demonstrate this capability. Figure 4 shows the amplitude and phase of the electric-field transmission coefficient \( |\tau(\omega)| \exp\left(\phi(\omega)\right) \) as a function of detuning frequency between the two lasers. The amplitude \( |\tau(\omega)| \) was determined by dithering the offset in zero-path difference and obtaining the ratio of the fringe amplitudes with the sample in and out of the beam. The inset in Figure 4a shows the fringe pattern with the mesh in the beam (i) and out of the beam (ii). The phase \( \phi = \omega(d_1 - d_2)/c \) was determined by measuring the change in path between zeroes in the fringe pattern. For high frequencies, where noise is an issue, these quantities are better estimated by Fourier transforming the fringe patterns to extract phase and amplitude values.

An approximate theory for a two-dimensional inductive mesh was derived by Lee et al.\textsuperscript{14} The theory assumes a transmission-line model in which the incident wave experiences a normalized shunt admittance of value \( 2Y \). Then, the complex transmittance for the electric field is simply \( \tau(\omega) = 1/(1 + Y(\omega)) \). The expression for \( Y \) was phenomenologically developed from numerical simulations

\[
Y(\omega) = (-j)(\beta - \frac{1}{\beta}) \left[ \frac{a}{c} + \frac{1}{2} \left( \frac{a_1}{\beta} \right)^2 \right] \ln \csc\left( \frac{a_1}{2\beta} \right) .
\]

where \( \beta = (1 - 0.41\delta/a)/(a/\lambda) \), \( \delta = (a - c)/2 \), \( a = 318 \ \mu m \) is the pitch of the mesh, and \( a - c = 25 \ \mu m \) is the width of the wires that form the mesh.\textsuperscript{13} The solid lines in Fig. 4a and 4b show curves that were calculated using equation
Figure 4. (a) Measured transmission coefficient for the propagating electric field incident on a wire-grid mesh. The solid line shows a theoretical calculation of the transmission. (Inset) Measured fringe pattern at 100 GHz for the mesh in (i) and out (ii) of the beam. (b) Measured phase delay incurred by the wave from propagating through the mesh. The solid line is calculated.

(1) The general trends in the calculated curves are reproduced by the transceiver measurements. The signal-to-noise ratio in these data was high and the values were reproducible. The scatter between points was systematic and presumably resulted from standing waves in the present quasi-optical system.

5. DISCUSSION

It is instructive to compare some of the features of the photomixer transceiver to more established techniques for terahertz spectroscopy.

Fourier-transform infrared (FTIR) spectrometers are often used for infrared analysis of gases with resolving power $\lambda/\delta\lambda \approx 10^4$ or higher. For the far-infrared and submillimeter bands, an equivalent resolving power demands long travel for the scanning mirror. For example, resolving a 1-THz feature with 100-MHz resolution ($\lambda/\delta\lambda \sim 10^6$) requires a mirror travel of 1.5 m. For a typical spectrometer designed for high resolving power, the maximum available power in this band is $2 \times 10^{-11}$ W.\textsuperscript{15} Such low power requires a liquid-helium-cooled detector. This is in contrast to $\sim 10^{-6}$ W available from a photomixer in a band that is less than 1 MHz wide. Already, researchers have used photomixers with bolometers to perform gas spectroscopy with resolution ($\lambda/\delta\lambda \sim 10^5$) that would require $> 100$ m of mirror travel in a FTIR spectrometer.\textsuperscript{7,8} The photomixer transceiver should offer an equivalent capability, but with the size and cost advantages of a compact, room-temperature system.

In time-domain sampling, a train of wide-bandwidth pulses with low duty cycle ($\sim 10^{-4}$) carries the THz radiation. The peak pulse power is relatively high and the receiver switch acts like an ultrafast boxcar integrator with high signal-to-noise ratio. However, the power available in a 1-MHz band is reduced by a factor as large as the duty cycle (typically $\sim 10^{-4}$) compared to that available in an equivalent photomixing experiment.\textsuperscript{16} Furthermore, without continuous tuning of the laser cavity length, the minimum frequency resolution is the free spectral range of the laser
cavity (typically ~ 80 MHz for mode-locked Ti:sapphire lasers). In frequency-domain sampling with photomixers, it is the homodyne action of the receiver that restricts the noise bandwidth in the same fashion as for a lock-in amplifier. Hence, there is a tremendous reduction in noise bandwidth compared to using a direct detector such as a bolometer and the photomixer receiver does not need cooling to enhance its sensitivity.

6. CONCLUSIONS AND FUTURE WORK

In summary, a technique has been demonstrated at microwave (0.1–26.5 GHz) and submillimeter-wave frequencies (25 GHz–2 THz) for photoconductive sampling in the frequency domain using photomixers and cw lasers. With more optimized photomixers, the upper frequency range is expected to exceed 3 THz.

Many of the applications that have been suggested for time-domain systems (e.g., T-ray imaging and other linear spectroscopy) could in principle be performed with the photomixer transceiver. The system described in this paper is being upgraded to use higher efficiency photomixers with resonant antennas. The laser system will be improved by using diode seed lasers that drive a semiconductor optical amplifier. If there were interest in THz point-to-point communications in space, such a system could be studied using the photomixer transceiver by encoding sideband information on the THz carrier either by bias modulation of the photomixer or by phase-modulation of the optical pump lasers. The extreme frequency agility of the photomixer transceiver makes it interesting to study aggressive frequency-hopping schemes for low-probability-of-intercept communications.
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12. The signal-to-noise ratio was estimated by chopping (1.5 kHz) the optical beam coupled to the transmitter and monitoring the rms fluctuation in the signal on a lock-in amplifier with a 300-ms postdetection bandwidth.
13. Electroformed wire mesh, 80 copper lines/inch, 0.00098-inch wire width. Buckbee-Mears, St. Paul, MN 55101.
15. See for example, the Magna series of FTIR spectrometer from Nicolet Corporation, 5225 Verona Road, Madison, WI 53711. Assumptions for the maximum power estimate are: Glow-bar color temperature 1473 K, unity emissivity, lossless spectrometer, optical throughput (etendu) 0.005 sr-cm$^2$, resolution bandwidth 100 MHz.

16. The spectral-brightness factor is the duty cycle ($10^{-4}$) if time-domain and frequency-domain sampling are performed with identical antennas of a given radiation resistance that is impedance-matched to the photoconductor resistance during illumination. In practical systems, an impedance match is difficult to accomplish with cw photomixing, and the realizable advantage for photomixing in spectral brightness will be closer to $\sim 10^2$.
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ABSTRACT

We developed a tunable, cavity-locked diode laser source at 850 nm for difference-frequency generation of coherent THz-waves. The difference frequency is synthesized by three fiber-coupled external-cavity diode lasers, where two of the lasers are locked to adjacent modes of an ultra-stable Fabry-Perot cavity and the third laser is offset-phase-locked to the second cavity-locked laser using a tunable microwave oscillator. The first cavity-locked laser and the offset-locked laser produces the difference frequency, whose value is precisely determined by sum of integer multiple of free spectral range of the Fabry-Perot cavity and the offset frequency. The difference-frequency signal is amplified to 500 mW by the master oscillator power amplifier (MOPA) technique, simultaneous two-frequency injection-seeding with a single semiconductor optical amplifier. Here we demonstrate the difference-frequency generation of THz waves with the low-temperature-grown GaAs photomixers and its application to high-resolution spectroscopy of simple molecules. An absolute frequency calibration was carried out with an accuracy of ~10^-7 using CO lines in the THz region.

Keywords: terahertz, source, photomixing, diode laser, stabilization, calibration

1. INTRODUCTION

Terahertz (THz) or far-infrared frequency region lies in the gap between near-optical frequency where solid-state lasers are available and microwave frequency where electronic sources exist, and the coherent technology in this region is still in research phase. Development of the THz coherent source technology will lead to opening up a frontier in optical science. THz frequencies are suitable for study of low energy light-matter interactions, such as phonon interactions in solids, rotational transitions in molecules, vibration-rotation-tunneling behavior in weakly bound clusters, and electronic fine structure in atoms. Spectroscopic observation and coherent control of these physical processes by the THz field are attractive subjects in fundamental physics, and these fundamentals are applicable to broad area in science and engineering, such as astronomy, remote sensing, and bio-medical sciences. In most of such THz applications, the frequency accuracy and tunability rather than the source power are critical to obtain meaningful results. For example, the local oscillator source for THz heterodyne receiver for astronomy require small source power (<1 mW) but narrow line and wide tunability that it should be able to detect molecular lines from nearby interstellar clouds with the linewidth of <10^-5 and to search for the highly redshifted lines from distant galaxies.

On the motivation described above, various type of THz sources, such as solid and molecular gas lasers, backward-wave oscillator, free-electron lasers, harmonic up-conversion from microwave sources, have been developed. Most of these sources can provide high power radiation but, until now, suffered from poor frequency tunability or pulsed oscillation. Difference-frequency generation (DFG), frequency down-conversion from optical sources, has been known as a promising technique to develop highly tunable coherent source in the THz region. Optical heterodyne mixing (photomixing) in ultrafast photoconductor (photomixer) is an attractive down-conversion method at ~1-2 THz range because of relatively high conversion efficiency compared with the DFG with nonlinear optical materials.2,3 Diode-laser-based systems have many advantages of compactness, low power consumption, and long lifetime.4,5 These properties are important to build instruments not only for satellite remote sensing and space telescope but also for laboratory spectroscopy. Although some laboratory spectroscopic studies with such THz sources have been done by several authors,6-8 the frequency accuracy of the THz wave has not been sufficient for high-resolution spectroscopy and heterodyne local oscillator applications.
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In this paper we present a method for synthesizing difference frequency with the precision necessary for the advanced spectroscopic applications. A precise difference frequency is synthesized by three external-cavity diode lasers, where two of the lasers are locked to adjacent modes of an ultra-stable Fabry-Perot cavity and the third laser is offset-phase-locked to the second cavity-locked laser using a tunable microwave oscillator. The first cavity-locked laser and the offset-locked laser produces the difference frequency, whose value is precisely determined by sum of integer multiple of free spectral range of the cavity and the offset frequency. The concept of this difference-frequency synthesis is demonstrated with constructing a diode laser system at 850 nm and generating THz wave with LTG-GaAs photomixers. The difference-frequency signal (two-frequency laser output) is amplified by the master oscillator power amplifier (MOPA) technique, simultaneous two-frequency injection-seeding with a single semiconductor optical amplifier at 850 nm, to provide sufficient power to generate THz waves efficiently by photomixing in photoconductors or nonlinear materials.

2. LASER SYSTEM DESIGN AND PERFORMANCE

2.1. Master laser system

The master oscillator for the MOPA system to synthesize a precise difference frequency consists of three external-cavity diode lasers as is depicted in Fig. 1. Each laser assembly consists of an SDL5722 852 nm, 150 mW, distributed Bragg-reflector (DBR) diode laser, a collimating lens, an external cavity comprised of a 4% partial reflector mounted on a piezoelectric transducer (PZT), a 60-dB isolator, an anamorphic prism pair to circularize the laser beam, and a focusing lens to fiber couple the beam. The partial reflector and the DBR laser chip constitute an external-cavity. The laser frequency is continuously tunable within ~5 GHz by changing the cavity length with the PZT voltage, and coarse frequency tuning spanned ~700 GHz is available by changing the laser temperature. Alignment of the laser assembly is maintained by a compact aluminum rail structure. All the optical components to control and stabilize laser frequencies are implemented in polarization-maintaining (PM) single-mode fiber as is shown in Fig. 1. The fiber optics offer flexibility, compactness, insensitivity to vibration, ease of optical alignment, and eye protection. The optical fiber also serves as a spatial filter, allowing two different laser frequencies to be combined with nearly perfect spatial mode overlap. The latter is critical in the Fabry-Perot cavity alignment, in achieving equal amplification in the final MOPA amplifier, and in efficient photomixer operation. The fiber output of the #1 and #3 lasers, depicted as P1 and P3, are combined together with a 3-dB directional coupler and used for the photomixing. Unfortunately, the total maximum power of the dual-frequency output from the final 3-dB fiber coupler was limited to approximately 30 mW mainly due to insertion loss of optical radiation to the fiber and coupling loss at the fiber connectors.

![Fig. 1: Schematic diagram of the master laser system that synthesize a precise difference frequency.](image-url)
The #1 and #2 lasers are cross-polarized and locked to different longitudinal modes of an ultra-low-expansion (ULE) Fabry-Perot (FP) cavity by the Pound-Drever-Hall (PDH) method. The ULE cavity material has a thermal expansion coefficient at room temperature of $\alpha = \text{2} \times 10^{-10} \, ^\circ\text{C}^{-1}$, which is comparable to the stability of a quartz reference oscillator in conventional microwave sources. For the PDH method FM sidebands are generated on the two cavity-locked lasers with electro-optic phase modulators (EOM) operating at 80 MHz and 120 MHz. To verify coupling to the fundamental longitudinal cavity mode, the transmitted beam profile was monitored by a CCD-camera. The difference frequency between the two cavity-locked lasers is discretely tunable in steps of the cavity free spectral range (FSR). The phase of the beam reflected from the cavity is compared to the modulation frequency in a frequency multiplier. When the laser frequency is within the modulation frequency of the cavity resonance, the output of the frequency multiplier provides a DC frequency dispersion which crosses zero at the cavity resonance. Fig. 2 shows the dispersion curve at the mixer output obtained by sweeping the laser frequency through the cavity resonance. The central linear portion of the dispersion curve centered at the cavity is used to generate an error signal voltage, which is fed back to the PZT of the external laser cavity with a simple servo electronic circuit consisting of an integrator and an amplifier. The linear part of frequency discriminator shown in Fig. 2 is $\text{4 MHz}$, in accordance with the FSR of the cavity of 3 GHz and its finesse of 750. In the present laser system, the loop bandwidth of the PZT control circuit was limited to 3 kHz to avoid acoustic resonances in the support structure of the partial reflector with the PZT.

The third laser (#3) is locked to a beat note signal between the #2 and #3 lasers detected by a 6 GHz bandwidth photodetector and compared to tunable frequency generated by a microwave synthesizer. In order to implement a phase-lock with the same electronics as the cavity-lock, the signal was split with one arm sent through a delay line, and the resulting phase shift between the two signals was used to generate the error signal for the PZT of the #3 laser. The offset frequency is measured precisely by a microwave counter locked to a high precision reference, making any drifts or offsets in the phase lock scheme irrelevant to the system calibration. The offset frequency can be continuously tuned over 5 GHz by stepping the synthesizer frequency and tracking the PZT voltage. The maximum sweep rate of $\text{100 MHz/s}$ is limited by the feedback loop bandwidth. The difference frequency between the #1 and #3 is determined by the sum of integral multiples of the FSR (3 GHz) of the reference cavity and the microwave offset frequency. The accuracy of the difference frequency is determined by the accuracy of the FSR measurement along with any DC offset in the electrical portions of the lock loops. The microwave offset frequency is locked to a high accuracy ($\text{10^{-12}}$) reference source and measured by a counter locked to the same reference in order to correct in real time any electrical offset in that lock loop.

In the laboratory environment there are relatively large temperature changes and the resulting changes of temperature equilibrium in the external cavity and laser themselves. The PZT voltage generally compensates for these drifts, but they were occasionally large enough to exceed the PZT error signal limit. The drift could be dramatically reduced by putting the laser rails on a temperature-controlled base plate. Once this was done, all-day-long cavity-locks of the laser have been routinely achieved without adjusting the temperature of the laser itself.
The overall system performance was assessed by observing a beat note between the #1 and #3 lasers with a 25 GHz bandwidth photodetector and a spectrum analyzer. The upper curve in Fig. 3 represents a 12 GHz beat spectrum for a 1-s integration time and a spectral resolution of 100 kHz. The FWHM spectral power bandwidth is approximately 800 kHz. The short-term linewidth of each laser is determined entirely by the optical feedback from the external cavity because the 3 kHz bandwidth of the lock loop circuit is much less than the laser linewidth.

2.2. Two-frequency MOPA operation

The two-frequency output of the master laser system was injection-seeded to an optical amplifier. The two-frequency MOPA operation has the advantages of high power output and guarantees excellent spatial overlap of the two frequency beams, which is essential for efficient optical-heterodyne conversion.

The amplifier part of the MOPA system is shown in Fig. 4. A single traveling-wave 850 nm semiconductor tapered optical amplifier, which was the central component of a commercial external-cavity single-mode laser (SDL8630), was used. The fiber output from the master laser system was collimated, passed through a 60-dB optical isolator, and sent to a half-wave plate for fine adjustment of the polarization. The circular beam was transformed into an elliptical shape by an anamorphic prism pair in order to match its spatial mode to the amplifier 1×3 μm input facet. The master laser beam is injected into the optical amplifier chip. The amplified output beam is spatially filtered and collimated to a 3 mm diameter Gaussian beam by a telescope.

The amplifier was operated under highly saturated conditions at an injection laser power of 10 mW. The output power was relatively insensitive to both the injection power and frequencies and constant within 5% over the entire range of the difference frequency (<1.3 THz). The amplifier used in the present system was a component of a commercial external-cavity single-mode laser, and one of the amplifier chip facets was anti-reflection coated but the other facet was not. Small variations in the output power with a period of ~15 GHz caused by the amplifier chip mode were observed.

Another desirable MOPA property for photomixing is that the gain for the two injected frequencies is nearly equal to each other. As expected, the output power ratio between the two frequency components was close to unity over a wide range of difference frequencies, specifically from ~10 GHz to ~1.3 THz. The small variations caused by the chip mode structure in the power ratio were also observed. Unbalanced amplification between the two frequencies occurred only at difference frequencies lower than 10 GHz. This behavior can be interpreted as arising from the interaction of the two frequency components driven by the refractive index change induced by the carrier density modulation at the difference frequency. Therefore, the lower frequency limit of the well-balanced two-frequency amplification is determined by the carrier lifetime of the amplifier. As shown in Fig. 3, the spectrum of beat signal between the amplified two frequency components was identical to that of the master laser as long as the difference frequency was greater than 10 GHz.

3. SPECTROSCOPY APPLICATIONS

As described above, the two-frequency laser system allows DFG of THz-waves in ultra-fast photoconductors or other nonlinear optical media. Here, we demonstrate the performance of the laser system with high resolution rotational spectroscopy of the simple molecules acetonitrile (CH₃CN) and carbon monoxide (CO). Due to the lack of spectral analysis techniques in the THz region, spectroscopic measurements provide one of the best diagnosis of frequency and spectral purity.

![Fig. 4: Schematic diagram of the optical amplifier and spectroscopy setup.](image-url)
Fig. 5: The frequency dependence of the output power generated by the THz photomixer. The solid line represents the theoretical roll-off behavior with the slope of 12 dB/oct.

3.1. THz-wave generation

The LTG-GaAs photomixer used in the present experiment was grown on a semi-insulating GaAs substrate, and a planar log-spiral antenna with 0.2-μm interdigitated electrodes and 1.8-μm gaps in a 8 × 8 μm active area was etched on the wafer. The photomixer was mounted on the flat surface of a hyper-hemispherical lens made of high-resistivity silicon. Most of the generated radiation is emitted into free space through the photomixer substrate and the silicon lens. A DC bias voltage of 20 V was applied to the electrodes by a constant current supply set at 0.5 mA for a pump laser power of 30 mW. Under these conditions, the photomixer provided a maximum output power of ~0.1 μW at 1 THz, while the 3 dB bandwidth of the generated THz-waves was approximately 700 GHz, as is shown in Fig. 5. The spectral bandwidth and the frequency roll-off behavior is roughly consistent with the carrier lifetime of the LTG-GaAs of τ~200-300 fs and the photomixer RC time constant, where $R = 72 \Omega$ is the radiation impedance and $C = 0.5 \text{ fF}$ is the electrode capacitance. The output power can be improved by increase of the pump laser power, but the laser power was kept well below the safe level (<50 mW) to prevent the photomixer from thermal damage.

3.2. Spectroscopy

The experimental setup used for spectroscopy is shown Fig. 4. The two-frequency output from the MOPA was appropriately attenuated (~30 mW) and focused onto the photomixer. The THz output beam was collimated with a combination of the silicon hyper-hemispherical lens and a Teflon lens and passed through an 8 cm long 1 inch diameter gas cell fitted with polyethylene windows. The beam transmitted through the cell was weakly focused with a Teflon lens and fed into a 4.2 K InSb hot-electron bolometer or a 1.6 K composite Si bolometer. The tone-burst modulation method was used to obtain absorption spectra of molecules. The advantage of the tone-burst method for THz spectroscopy as compared to traditional FM modulation is that sensitive detection with slow detectors such as silicon composite bolometers can be achieved. The injection current of the #1 cavity-locked laser was modulated with a 2 MHz tone, above the cavity-lock loop bandwidth, at a 10 kHz burst rate. A lock-in amplifier, detecting at 10 kHz, was used to demodulate the detector signal generating the traditional second derivative of molecular absorption features.
Fig. 6: The second-derivative absorption spectrum of CH$_3$CN $J = 16 \rightarrow 17$ rotational transitions near 312 GHz. The spectrum for ordinary $^{12}$CH$_3^{12}$CN. The inset is expanded view of the $K = 0$-2 lines.

Fig. 6 presents the absorption spectrum of the CH$_3$CN $J_K = 16_K \rightarrow 17_K$ rotational transitions near 312 GHz. The spectrum was taken with a sweep rate of 2 MHz/sec, and is plotted as a function of the microwave offset frequency. The data was recorded at 7 sample/sec with a lock-in amplifier. The spectrum shows the well known $K$-structure of a symmetric-top, with $K$ components from $K = 0$-11 assigned in the spectrum. As seen in the inset of Fig. 8(a), the $K = 0$, 1 lines, which are separated by ~6 MHz, are clearly resolved. The gas pressure was 60 mTorr, and the observed line widths are consistent with a convolution of pressure broadened linewidths and the instrument response. The minimum detectable absorption of this system is estimated to be $\sim 10^{-5}$, and is detector-noise-limited. The result indicates that the spectral purity, frequency control, and the output power of this system is sufficient for the laboratory spectroscopic study of molecules at THz frequencies.

3.2. Frequency calibration

For further spectroscopic measurements such as the search for unknown molecular lines and for use in astronomical observations, absolute frequency calibration of the difference frequency is necessary. Since the accuracy of the difference frequency is defined by the reference FP-cavity, the calibration must include a precise measurement of the FSR of the cavity. In principle, the difference frequency can be determined to within $\sim 10^{-10}$ $\text{C}^{-1}$, the temperature-fluctuation-limited accuracy, according to the thermal expansion coefficient of the ULE material. Well known molecular lines in the THz region, such as the rotational transitions of carbon monoxide (CO), are suitable for accurate calibration, since the frequencies of these THz molecular transitions correspond to ~300 times the FSR and can be easily measured to within an accuracy of $10^{-7}$. A number of measurements and the careful use of statistics should allow the accuracy of $10^{-8}$.

Pure rotational transitions of CO were measured using the same configuration as the acetonitrile measurements, except that a composite silicon bolometer was used in these measurements. According to the conventional model for the diatomic
$^{12}$C$^{16}$O molecule, the rotational transition lines should appear at frequencies of $v = (W_{J+1} - W_J) / \hbar$, and $W_J / \hbar = BJ(J+1) - D(J+1)^2 + HJ^3(J+1)^3$, where $B = 57,635.9666 \text{ MHz}$, $D = 0.1835053 \text{ MHz}$, $H = 1.731 \times 10^{-7} \text{ MHz}$, $\hbar$ is Planck constant, and $J$ is an integer. Absorption measurements for CO lines with $J = 1-10$ over the range of 230 GHz to 1267 GHz were carried out by measuring the microwave offset frequency, $\nu_{\text{offset}}$, and counting the number of cavity orders between the two cavity-locked lasers. The line position was determined by fitting a parabola to the center of the 2nd derivative line profile. The cavity FSR for each CO line is simply calculated by dividing $v - \nu_{\text{offset}}$ by the cavity order difference, because the DC offset of the difference frequency caused by the DC offset voltage of the lock loop circuit was statistically insignificant. From this data set, the average of the FSR value for all CO line measurements was determined to be $2,996,757.48 \pm 0.10 \text{ kHz}$. Fig. 7 shows the deviation of the FSR values from their average as a function of the cavity order difference. Even if the scatter of the data around the average value is a real frequency dispersion of the cavity, the frequency dependence of the FSR over a $1.3 \text{ THz}$ span is constant within 1 kHz. In this approach, the frequency accuracy is limited by our ability to determine the center of the line profiles, which in turn depends on the instrumental resolution and the signal-to-noise ratio of the spectrum. The calibration accuracy can therefore be improved by increasing the source power and/or improving the detector sensitivity.

4. FUTURE DIRECTION

The photomixer used in the experiments reported here provided a maximum output power of approximately $0.1 \mu\text{W}$ at 1 THz for a pump laser power of 30 mW. A straightforward extrapolation of the quadratic dependence of the THz-wave power on the laser power leads to the prediction that some 10 $\mu\text{W}$ of power should be obtainable using the present laser system, whose maximum 850 nm power is 500 mW. However, the maximum pump laser power is currently limited to approximately 50 mW by thermal damage threshold of the photomixer. To solve this thermal problem, photomixers with distributed electrode structures and higher thermal conductivity substrates are being developed. We have recently designed and operated an optical/THz velocity-matched traveling-wave photomixer that can handle 1-W level pump laser power. These photomixers can be driven at the full output of the high-power laser system reported here, and will ultimately produce power levels over 1 $\mu\text{W}$ at 1 THz.

The three laser difference-frequency generation and control method presented here is quite general and could be extended to a large number of different lasers. The absolute calibration method is also quite general and can be widely employed. This
frequency control technique is especially important in the >1-2 THz region, where comparison to a harmonically up-converted frequency reference may be difficult or impossible. The use of a MOPA as a two-frequency amplifier should facilitate the use of this control method with the next generation of photomixers based on nonlinear optical media such as LiNO3, GaP, GaAs, and quantum-well materials. At optical source frequencies DFG using nonlinear optical materials might be more efficient than electro-optical down-conversion with photoconductors, because the efficiency of the nonlinear optical DFG has a $v^4$ dependence in the long wavelength limit.16 Further development of nonlinear optical materials and novel devices with large $\chi^2$ at diode laser frequencies are expected in the near future, making precision difference frequency generation essential for their use as THz sources.
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ABSTRACT

The mesoscopic structure of water has long been a subject of discussion. We postulate that, on the mesoscopic scale, liquid water forms nm-size ice-like crystals and that this structure is responsible for absorption in the THz-frequency range. However, until the recent development of THz-time domain spectroscopy (THz-TDS), it was difficult to determine the optical constants in this frequency range with a good signal-to-noise ratio and hence to study the absorption properties of water.

Here we report on the optical properties of water in the frequency range 0.05-1.4 THz and discuss the mesoscopic structure of water. We use THz-TDS based on photoconductive dipole antennas gated by a 150 femtosecond laser pulses to generate and detect the THz-frequency pulses.

A new theoretical approach is also presented which we use to explain the absorption behavior in the measured THz frequency range. In this theory, molecular plasma oscillations of H$_2$O$_2$' complexes, that are distinctly separate from the H$_2$O$_3^-$ complexes which form an underlying crystalline lattice, are assumed to be responsible for absorption in the THz-frequency range. This model provides good agreement to our data.

Keywords: THz spectroscopy, polar liquids, water clusters, plasmon oscillations

1. INTRODUCTION

The mesoscopic structure of polar liquids is still an extremely controversial topic$^{1-6}$. In order to analyze this structure, methods used for the study of solids like X-ray diffraction$^7$ and neutron scattering have been applied, although polar liquids have no crystalline structure. Nevertheless in polar liquids, the nearest neighbors of a single molecule do arrange themselves in a manner similar to the ordering which occurs in ice, its crystalline form. Hence, polar liquids exhibit a crystal-like short range ordering, but no long range ordering.

The absorption spectrum of liquid water in the mid-infrared portion exhibits resonances associated with intramolecular vibrations such as the bending mode of the 104° bond angle at 1650 cm$^{-1}$ and the O-H bond stretching mode at 3400 cm$^{-1}$. Collective intermolecular oscillations occur between neighboring water molecules when hydrogen bonding or Van der Waals interactions exist to provide an attraction. These oscillations, involving many molecules, are phonon-like and therefore lower in frequency than the intramolecular vibrations. For water the broad featureless absorption in the far-infrared, i.e. in the frequency range between 0.1 and several THz is attributed to this intermolecular motion. Hence this part of the electromagnetic spectrum most closely reflects the mesoscopic structure of liquids$^5$. 
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Due to the lack of bright sources and efficient detectors, experimental access to the THz region has remained a difficult task until recently. The optoelectronic generation of coherent, pulsed THz radiation has opened up the possibility for routine spectroscopic measurements with a very good signal to noise ratio. Although several substances have been investigated lately using this method, many remain to be explored.

In this paper we present our experimental data on water using THz time-domain spectroscopy and compare our data to a new ab-initio theory. Unlike the Debye theory, which is often used to describe the absorption process in the far-infrared and involves fit parameters that are often difficult to attribute to a physical process, our presented theory does not have any fit parameters.

Our experimental setup is depicted in Fig 1. It uses photoconductive dipole antennas and has a useful bandwidth between 0.05 and 1.4 THz. The THz radiation is focused to form an intermediate focus. For details on this kind of setup see e.g. see ref. 12. A liquid sample cell with variable path length and high-density polyethylene (HDPE) windows is introduced at the focus of the THz beam. This window material offers excellent transparency for frequencies below 2 THz and is chemically inert. The thickness of the liquid layer between the windows is varied, and THz time-domain waveforms transmitted through the sample cell are measured for each thickness.

![Experimental setup for THz time-domain studies.](image)

2. EXPERIMENTAL RESULTS

Fig. 2 shows some THz transients which have been measured after propagating through the liquid cell containing water films of three different thicknesses. The waveform measured for a thin film of thickness \( x \) serves as a reference. By comparing it to others which are obtained for thicknesses of \( x+100 \mu m \) and \( x+200 \mu m \), \( \alpha(\omega) \) - the frequency-dependent absorption coefficient of water - can be derived. This data is presented after the ensuing theoretical discussion.
3. THEORETICAL TREATMENT

In our theory, we propose that polar liquids with strong hydrogen bonds form crystal-like clusters on a mesoscopic scale, several nanometers in length. These can be regarded as behaving similar to ionic crystals with strongly fluctuating potentials. Within these clusters there is a continuous formation and dissolution of charged complexes\textsuperscript{11}. The idea of mesoscopic water clusters is supported by recent x-ray studies on water and ice\textsuperscript{3}, and is consistent with the description of Hayd and co-workers\textsuperscript{14} which has been very successful in describing the mid-infrared continuum absorption observed in acid solutions.

We propose that the water clusters of $\text{H}_2\text{O}_2^+$ and $\text{H}_3\text{O}_2^-$ are responsible for absorption in the THz frequency range. These "ions" are a short lived species, but are not due to dissociation of water molecules. The formation of these ions is independent of pH value. The $\text{H}_2\text{O}_2^+$ and $\text{H}_3\text{O}_2^-$ ions are illustrated in Fig. 3.

Fig. 2: THz waveforms obtained for liquid films of different thicknesses.

Fig. 3: Four water molecules (left side) combine to form the "ion species" $\text{H}_2\text{O}_2^+$ and $\text{H}_3\text{O}_2^-$ (right side).
The main idea of our theory is that the negatively charged $\text{H}_3\text{O}^-$ ion groupings collectively oscillate with $k=0$ (i.e. with a very long wavelength) in a $\text{H}_3\text{O}^-$ lattice which can be described as a damped harmonic oscillator. The THz radiation field can only couple to the negatively charged $\text{H}_3\text{O}^-$ ion groupings since the positively charged $\text{H}_2\text{O}^+$ is strongly bound in the lattice. The optical properties may therefore be described in close analogy with the overdamped phonon-polariton, a well-known classical model used to describe the dielectric properties of ionic crystals.

The frequency dependent dielectric function can therefore simply be written as:

$$\varepsilon(\omega) = \varepsilon_0 \frac{\omega_L^2 - \omega^2 + id\omega}{\omega_T^2 - \omega^2 + id\omega}.$$  \hspace{1cm} (1)

where $\omega_0$ is the plasma frequency of the $\text{H}_3\text{O}^-$ ion groupings and $\omega_T = 0$ since liquids cannot support shear forces. Given this $\varepsilon(\omega)$, we can derive the absorption coefficient:

$$\alpha(\omega) = \frac{\sqrt{2}\omega_L}{c} \left( \frac{\varepsilon_0}{d} \right)^{1/2}$$  \hspace{1cm} (2)

where $\varepsilon_0 = 1.78$, and $d = 37.6$ THz is the damping constant which can be derived by quantum electrodynamics (QED) calculations\textsuperscript{15}.

Equation (2) predicts that the absorption is proportional to the frequency $\omega_L$ of the collective oscillation, which we calculate classically:

$$\omega_L = \sqrt{\frac{q^2 N_{\text{H}_3\text{O}^-}}{\varepsilon_0 \varepsilon_\infty M_{\text{H}_3\text{O}^-}}} = 3.46 \text{ THz.}$$  \hspace{1cm} (3)

where $N_{\text{H}_3\text{O}^-}$ is the density of and $M_{\text{H}_3\text{O}^-}$ is the mass of $\text{H}_3\text{O}^-$ ions, respectively. All parameters in equation 2 are therefore fixed; there are no variables which need to be determined with a fit. The absorption spectrum for water and our theoretical prediction are shown in Fig. 4. As expected for a liquid in the THz frequency range, the spectrum exhibits no strong resonances.
The good agreement between theory and experiment also holds for heavy water (not shown here). The details of our theory will be published elsewhere.

In this paper we have presented our measurements on water and compared it with a ab-initio theory for polar liquids. The theoretical predictions well represent the absorption behavior in the far-infrared frequency range. This indicates that on a mesoscopic scale water is comprised of clusters similar to ice.
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ABSTRACT

THz time-domain spectroscopy is a powerful and fast technique for measuring the complex dielectric constant of materials over a wide range of frequencies. This technique can be applied to the characterization of anisotropic materials only if the polarization of the THz beam impinging on the sample is perfectly known. In this paper, we show that the polarization of the THz beam radiated by a standard THz antenna, composed of a photoconductive switch and an extended hemispherical lens, is frequency dependent. We experimentally observe that the polarization of the THz field is linear but its direction varies over more than 10 degrees in the 100 GHz – 1 THz range. This variation can be attributed to a slight misalignment of the antenna (lens and/or laser beam positions). Using a thick slide of a highly anisotropic material (LiNbO₃) acting as a polarization temporal separator, the incident THz pulse is divided into two pulses with orthogonal linear polarizations. By temporal windowing, we keep only one of the two linear polarizations, and thus free ourselves from the response of emitting antenna in terms of polarization. Then, a precise characterization of any anisotropic sample along one of its optical axis becomes possible.
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1. INTRODUCTION

THz time-domain spectroscopy experiment is the most convenient technique to determine the optical constants (refractive index and absorption coefficient) of materials in the THz frequency range. Most of these materials are isotropic and can be characterized with unpolarized beams. On the contrary, the study of anisotropic crystals requires linearly polarized beams, which can be directly generated by the emitter or obtained with a polarizer. In the far infrared range, the usual polarizers, such as wire grid polarizers, are bandwidth limited as compared to the wide range of frequencies reachable in THz time-domain spectroscopy. However, it is generally assumed that THz beams, generated by photoswitches in typical THz time-domain experiments, are well polarized because of the dipolar behavior of the photoswitch. The THz electrical field is oriented in the direction of the dipole (vertical on Fig. 1), i.e. perpendicular to the metallic lines constituting the photoswitch. This assumption is valid if the photoswitch, the associated optical system (hemispherical lens and parabolic mirror) and the laser excitation show a axial symmetry. This requires a perfect alignment of the whole experiment, which is not entirely verified in practice. Therefore, the polarization state of the THz beam must be verified experimentally.

We show in this article that the polarization of the THz beam is strongly influenced by the lens position and its direction can vary versus the frequency. We first demonstrate in section 2 that a highly anisotropic material can act as a very large frequency bandwidth polarizer for a radiated electromagnetic pulse. Such a polarizer is used to determine the polarization of the THz beam in section 3. Experimental results are given in section 4 where we show that the polarization is frequency dependent. The causes of this dependency are studied in section 5, i.e. the influences of the laser spot position on the photoswitch and the misalignment of the lens, the latter resulting to be highly influential on the polarization behavior of the THz beam.
2. HIGH BANDWIDTH POLARIZER

In the millimeter wave domain, wire grid polarizers are commonly used to make linear an unknown polarization. The periodicity of the metallic wires is linked to the wave frequency and therefore such a tool can not be efficient over a wide range of frequencies. Moreover, because of the very short wavelengths of THz waves (about 100 μm), the fabrication of such a polarizer is tricky.\(^5\)

In the time-domain, an anisotropic sample, such as an uniaxial crystal with the optical axis lying in the sample faces, acts as time separator of polarization. Indeed, the polarization state of the incident pulse is split along the two optical axes of the anisotropic material. Any of these two components propagates with a group velocity linked to the ordinary or extraordinary refractive index of the material. After the crystal, two pulses with orthogonal polarizations are separated by a time delay proportional to the optical path difference (see Fig. 2). Thus, due to the time windowing capabilities of temporal experiments, only one of the two polarization components can be kept. The resulting field is then linearly polarized and its orientation parallel to one of the optical axis of the sample. Of course, it implies that the time delay between the two outgoing pulses is at least equal to the THz pulse duration (~ 6 ps). For this purpose, a good crystal must present a high value of the optical path difference for orthogonal light polarizations. To keep the pulse duration unchanged, this optical path difference must be frequency independent. Moreover, the dynamic range of measurement is preserved if the losses (absorption and Fresnel reflections) are weak: thus low absorption and low refractive index crystals are required.

Fig. 2. Temporal splitting of two THz pulses with orthogonal polarizations: principle and measure with a 1.1 mm-thick LiNbO\(_3\) crystal.
We chose a 1.1 mm-thick LiNbO$_3$ crystal because of the very high difference between its ordinary and extraordinary refractive indices ($\Delta n \approx 1.6$ between 100 GHz and 1 THz) in spite of its pronounced absorption at high frequency ($\sim 30$ cm$^{-1}$ at 1 THz). Fig. 2 shows the two outgoing pulses propagating along the slow (ordinary) and the fast axes (extraordinary) of the crystal. We have chosen the smallest thickness allowing a complete separation of the two pulses in order to minimize signal losses. The two curves of Fig. 2 have been obtained for two orthogonal orientations of the LiNbO$_3$ crystal with respect to the incident THz field. For that purpose, the LiNbO$_3$ plate has been rotated to minimize the magnitude of the pulse propagating following the second optical axis of the crystal. A precise and careful rotation of the LiNbO$_3$ plate does not permit to cancel this residual pulse (see arrows on Fig. 2), whose relative magnitude is about 2 percent if compared to the one obtained with an orthogonal orientation. This result suggests that the THz beam is not linearly polarized.

3. METHOD FOR DETERMINING THE THz FIELD POLARIZATION

THz pulses spectra covers a very high frequency bandwidth from few tens of GHz up to several THz, so one has to consider the polarization state of each frequency component. We propose a very simple method to determine the actual polarization of each frequency component of the THz pulses. To simplify, let us consider a linear polarization of the $\omega$ angular frequency component oriented with an angle $\theta(\omega)$ with respect to the laboratory coordinates system (horizontal corresponds to the orientation $\theta = 0^\circ$). The general case (elliptical polarization) can be easily deducted from the present case and will be discussed subsequently in section 4.2. To keep out of the detector response in terms of polarization, a high bandwidth polarizer (analyzer), as described in previous section, is placed in front of the receiving antenna. A second polarizer is then used to characterize the polarization state of the wave radiated by the transmitting antenna. Considering two identical polarizers, the measured temporal signal exhibits three pulses (see Fig. 3):

- The first one propagates along the fast optical axis of each of the two polarizers,
- The last one propagates along the slow optical axis of each of the two polarizers,
- The middle one is composed of two pulses respectively propagating along the slow and fast optical axis of the first polarizer, and along the fast and slow optical axis of the second polarizer.

![Fig. 3. Determination principle of the THz field polarization.](image)

Let us consider the first pulse incoming onto the receiving antenna. The magnitude of its $\omega$ angular frequency component $E(\omega)$ is directly proportional to:

$$|\cos(\psi - \theta) \cdot \cos(\alpha - \psi)|$$  \hspace{1cm} (1)

where $\psi$ and $\alpha$ represent respectively the orientation of the analyzer and polarizer fast axes with respect to the laboratory coordinates system. We take the numerical Fourier transform of this first THz pulse and we analyze its magnitude versus the angle $\psi$. As $\psi$ and $\alpha$ are known, matching the experimental curve with relation (1) leads to the polarization direction $\theta(\omega)$ for each frequency component of the spectrum.
4. EVIDENCE OF FREQUENCY DEPENDENT THz FIELD POLARIZATION

4.1. Experimental setup

The experimental setup is depicted in Fig. 4. The transmitting and receiving antennae are identical; they are composed of a LT-GaAs micron-sized photoswitch (gap size: 6 x 40 μm²) imbedded in a coplanar transmission line. The antennae are optoelectronically driven by 120 fs pulses (~7 mW average optical power on each photoswitch) from a self mode-locked Ti:Sa laser. An extended 10 mm-radius hemispherical high resistivity silicon lens is used to collimate the THz beam.

![Experimental setup diagram](image)

Fig. 4. Experimental setup.

Two identical 1.1 mm-thick LiNbO₃ crystals are positioned in the THz beam and used as temporal polarization separators. The two LiNbO₃ crystals are mounted on rotation stages with 1 degree orientation accuracy.

4.2. Determination of the THz field polarization for a given frequency

We measure the first THz pulse transmitted through the two LiNbO₃ samples (polarizer and analyzer) for different orientations of the polarizer (ψ' = 0 → 190°) and for two orientations of the analyzer (α = 0° and 45°). The spectral component of the THz field magnitude at 344 GHz is represented on Fig. 5 (in dots) as well as two theoretical fits (continuous lines) calculated with relation (1).

![THz field magnitude graph](image)

Fig. 5. THz pulse magnitude (at 344 GHz) versus analyzer orientation for two different polarizer orientations (dots represent the experimental measurements and the continuous line the theoretical model).

Let us notice that the two fits are established using only three adjustable parameters: one scaling factor for each value of α, and the polarization direction θ. Theory exactly match experimental results, and leads to the actual polarization orientation
\[ \theta = 77.9 \pm 0.8^\circ \] at the frequency \( f = 344 \) GHz. The criterion used to evaluate the uncertainty on \( \theta \) is twice the mean of the square difference between the magnitude of theoretical and experimental values.

In the case of an emitted wave with an elliptical polarization, the minimum of the THz field magnitude curve (see Fig. 5) is not null. The more the polarization tends towards a circular polarization, the more the relative value of this minimum increases. From our experimental results, the evaluated eccentricity \( e \) of the polarization state is greater than 0.995 \( (e = 0 \) corresponds to a circular polarization while \( e = 1 \) corresponds to a linear polarization). We have obtained similar minimum eccentricity values for all the other frequency components. Therefore, this THz beam may not be perfectly linearly polarized \( (e > 0.995) \), but its eccentricity remains sufficiently large to consider that the hypothesis of a linear polarization still holds.

4.3. Variation of the polarization orientation versus frequency

From the method presented above, we extract the polarization orientation of the THz field for every frequency of the THz pulse spectrum. Fig. 6 shows that the polarization orientation of the THz field varies with frequency over more than 10 degrees. This variation cannot be attributed to experimental uncertainties. This phenomenon could be attributed to the asymmetry of the experimental setup. Actually, a transmitting antenna, with a perfect axial symmetry, radiates a linearly polarized beam. Any asymmetry of the setup could be due to a misalignment of the different elements of the transmitting antenna (laser spot + photoswitch + lens).

![Graph showing polarization orientation vs frequency](image)

Fig. 6. Polarization orientation of the THz wave versus frequency in the laboratory coordinates system.

5. LENS POSITIONING INFLUENCE ON THE POLARIZATION DIRECTION

We have studied the relative influences of the different parameters which are involved in the transmitting antenna misalignment, i.e. the laser beam position onto the photoswitch and the lens position with respect to the gap position. Fig. 7 shows the polarization orientation versus frequency for three different laser spot positions on the photoswitch. The distance between the two extreme positions of the laser spot (positions 1 and 3) is shorter than 40-microns gap length. Let us notice that the laser spot diameter is about 25 \( \mu \)m. For sake of clarity, error bars have been represented just for one of the three curves. Taking the experimental uncertainties into account, the effect of the laser spot position is very weak and cannot explain the great variation of the polarization orientation as observed in Fig. 6.
Let us consider the influence of the lens position. The variation of the polarization orientation versus frequency has been studied for four positions of the lens situated at the corners of a 350 μm x 350 μm square (see Fig. 8). One can notice that the relative displacement of the lens, as compared to its diameter, is only of about 2%. Even with such a small misalignment, the influence on the polarization orientation is noticeable. For example, for frequencies between 600 and 700 GHz, the polarization orientation for two different lens positions (1 and 2), separated by 350 μm, varies over 40 degrees! Moreover, the frequency behavior of the polarization orientation highly depends on the lens position.

The spectra associated to the THz pulses, recorded for the four lens positions, are represented in Fig. 9. For clarity, the four spectra have been artificially shifted. Let us notice that the rapid variation of the polarization orientation with frequency (for positions 3 and 4) is correlated with punctual depressions (see arrows on Fig. 9) in the associated spectra. This correlation suggests that interference effects could be at the origin of the observed phenomena. However, a nice shape spectrum (smooth with low decrease versus frequency) does not guarantee a frequency independent THz field polarization (see position 1 on Fig. 8 and 9).
6. ANISOTROPIC MATERIALS CHARACTERIZATION

In order to study the influence of the THz beam polarization on anisotropic materials characterization, we have characterized a 1.1 mm-thick LiNbO$_3$ crystal$^{1,8}$ with and without using a polarizer. The optical constants of the sample, obtained without the polarizer but with a temporal windowing excluding the residual pulses (see Fig. 2), are shown on Fig. 10. We have obtained the same optical constants with the polarizer. However, because of a noticeable attenuation of the signal (absorption and Fresnel reflections) due to the polarizer, these optical constants present more noise and are extracted on a reduced frequency range (150-1050 GHz).

\[
\begin{align*}
n(\omega) &\equiv 1 - \frac{c}{\omega l} \rho(\omega) \\
\alpha(\omega) &\equiv -\frac{2}{l} \ln \left( \frac{(n+1)^2}{4n} \rho(\omega) \right)
\end{align*}
\]

Fig. 10. Ordinary and extraordinary optical constants of LiNbO$_3$.

Therefore, it seems that there is no difference between the two methods in the case of optically thick samples. Let us give a look to a simple model for moderately absorbent and optically thick materials. In this case, the optical constants of the sample are given by$^9$:

\[
\begin{align*}
n(\omega) &\equiv 1 - \frac{c}{\omega l} \rho(\omega) \\
\alpha(\omega) &\equiv -\frac{2}{l} \ln \left( \frac{(n+1)^2}{4n} \rho(\omega) \right)
\end{align*}
\]
where $\rho(\omega)$ and $\varphi(\omega)$ represent respectively the modulus and phase of the complex transmission coefficient of the sample of thickness $l$. In the two cases, the THz signal propagating with the other refractive index is cancelled, either by the polarizer or the temporal windowing. The phase $\varphi(\omega)$ only depends on the refractive index (ordinary or extraordinary) that has been imposed by the temporal windowing. Thus, only the modulus of the complex transmission coefficient of the sample is affected by the polarization variation of the THz beam. Consequently, any variation of the polarization orientation with frequency will only modify the value of the absorption coefficient. The induced error on the absorption coefficient is given by:

$$\Delta \alpha(\omega) \approx \frac{2}{l} \cdot \frac{\Delta \rho(\omega)}{\rho(\omega)} = \frac{2}{l} \cdot (1 - \cos \Omega(\omega))$$

(4)

where $\Omega(\omega)$ is the angle between the fast axis of the sample and the electric field polarization at angular frequency $\omega$. Moreover, this error is always positive, consequently the absorption coefficient is overestimated. As shown in section 5, $\Omega(\omega)$ varies over a maximum 20 degrees-range. For the 1.1 mm-thick LiNbO₃ sample, the maximum induced error is $\Delta \alpha \approx (2/\pi) \cdot (1 - \cos \Omega(\omega)) \approx 1 \text{ cm}^{-1}$ which is within the same range of magnitude as the experimental resolution. On the other hand, for lightly absorbent samples, such an error may be significant, indeed important.

For thin samples, the problem is more complex because temporal windowing is no more possible. Thus, the phase of the complex transmission coefficient is also affected by the polarization of the THz beam. In that case, the use of a polarizer is necessary.

7. CONCLUSION

We have shown that an anisotropic material acts as a time separator of polarization, and then it can be used as a very large frequency bandwidth polarizer. We have presented a simple method to determine the polarization of the THz field emitted by standard antennae (Hertzian dipole-like antenna linked to an extended hemispherical lens) used in THz time-domain spectroscopy. We have demonstrated that the THz field polarization is frequency dependent. Moreover, this dependency is mainly due to the lens positioning. For a given frequency and two lens positions separated by only 2% of the lens diameter, the THz field polarization orientation can vary over more than 40 degrees. For the same lens position, the polarization orientation may vary over a 20 degrees-frequency range. Unfortunately, there is no evident correlation between the frequency polarization dependency and the spectrum of the associated THz pulses. Therefore, anisotropic material characterization requires a great care if no polarizer is used.
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ABSTRACT

THz time-domain spectroscopy is a powerful and fast technique for measuring the optical constants of materials over a wide frequency range. In this paper, we analyze the weight of the different error terms on the optical constants determination. The different sources of noise are taken into account in a phenomenological way and the noise power can be expressed as a second order polynomial function of the complex transmission coefficient modulus $\rho$ of the sample under test. Then, for given experimental conditions, the accuracy on the optical constants determination depends on $\rho$. In the case of optically thick samples, the echoes of the THz pulse, caused by multiple reflections into the sample, are temporally well separated and can be time-windowed. For each echo, $\rho$ can be measured and it depends on the echo number. We demonstrate that the precision on the optical constants is greatly enhanced using the $p^{th}$ echo, the value of $\rho$ depending on the material refractive index and absorption. Moreover, as the coefficients of the polynomial function can be easily experimentally evaluated, quantitative information on the sources of noise is deduced.
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1. INTRODUCTION

Terahertz time-domain spectroscopy (THz-TDS) is now studied for more than ten years\(^1\). It has proved to be a powerful technique for characterizing the optical constants of materials in the GHz-THz frequency range. Numerous materials have been studied: semiconductors and dielectrics\(^2\), superconductors\(^3\), liquids\(^4\), anisotropic crystals\(^5\), organic materials\(^6\), thin films\(^7\), etc. Its main advantages over classical far-infrared methods\(^8\) are the very large frequency bandwidth and the rapidity of the measurements, which originates in the ultimate sensitivity of the coherent detection\(^9\). In addition, the measurements are performed in the time-domain, allowing time-resolved experiments\(^10,11\).

We are interested in the precision of the optical constants extracted from THz-TDS measurements. This precision is limited by systematic and random errors.

Systematic errors originate in the lack of knowledge of the sample geometry (thickness, parallelism and homogeneity), parasitic reflections of the THz beam and in the validity of the extraction procedure. Usually, a precision of 1 % or even better can be achieved on the knowledge of the sample thickness. This gives a similar precision on the index of refraction. Moreover, we have proposed\(^1\)\(^2\) a new method for an accurate determination of the sample thickness from THz time-domain experimental data, leading to an improved determination of the optical constants. We have shown that the thickness inaccuracy leads to the main systematic error on the determination of the optical constants, and that it could be lowered down to a few tenths of percent.

In this paper, we are looking at the influence of random errors, i.e. the influence of noise. We will use a phenomenological analysis, in which the noise is deduced from a large set of measurements. We will not look at the physical origin of the noise, as already studied by van Exter and Grischkowsky\(^9\). Nevertheless, our approach leads to a better knowledge of the different sources of noise in the THz-TDS experiments. For materials with a low absorption, we propose to determine the optical constants from the different temporal echoes observed in the recorded signal. This method allows us to check the validity of our formalism, but also to reduce the incertitude due to the noise.
2. PRINCIPLE OF THE THz TIME-DOMAIN SPECTROSCOPY

In general, the determination of optical constants in THz-TDS follows the typical procedure:

- A short laser pulse is transformed into an electrical pulse through different techniques, such as photoswitching using semiconductor or superconductor circuits, optical rectification and surface generation at semiconductor surfaces. An antenna radiates the electrical pulse in the free space. The frequency width of its spectrum is inversely proportional to its time duration.
- A THz radiation is focused onto a detector and its temporal shape is sampled with a delayed part of the laser pulse. The signal, in either photoconductive or electro-optic samplings, is proportional to the field of the THz radiation (and not to its intensity).
- A numerical Fourier transform allows us to derive the frequency spectrum of the signal. By putting a sample in between the antennae, one is able to determine its complex transmission coefficient in the frequency domain. The resolution of an inverse electromagnetic problem leads to the knowledge of both the refractive index and the absorption of the sample material.

3. THEORY

Let us examine the mathematical basis of the extraction procedure. We consider a sample of material, which is a homogeneous slide of thickness \( l \), with two flat and parallel faces. We suppose that the THz beam is a plane wave at the sample location impinging at normal incidence.

3.1. Theoretical expression of the complex transmission coefficient and the optical constants

Let us write the spectral component \( E_i(\omega) \) at angular frequency \( \omega \) of the electrical field of the THz beam transmitted through the sample:

\[
E_i(\omega) = E_i(\omega) t(\omega) \otimes \varphi(\omega, l) \otimes \sum_{p=0}^{\infty} \left[ r(\omega) \varphi^*(\omega, l) \right]^p \frac{1}{FP(\omega)}
\]  

where \( E_i(\omega) \) is the incident field and \( \tilde{n} = n - jk \) is the complex refractive index of the material. \( r(\omega) = \frac{(\tilde{n}(\omega) - 1)^2}{(\tilde{n}(\omega) + 1)^2} \) and \( t(\omega) = \frac{4\tilde{n}(\omega)}{(\tilde{n}(\omega) + 1)^2} \) are respectively the reflection and transmission coefficients (taking into account both faces of the sample), \( \varphi(\omega, l) = \exp \left( -j \tilde{n}(\omega) \frac{\omega l}{c} \right) \) is the coefficient of propagation in the sample. In relation (1), the backward and forward reflections in the sample (Fabry-Pérot effect) are represented by the summation \( FP(\omega) \).

In the time-domain, the corresponding quantities are given by the inverse Fourier transform of relation (1). One gets:

\[
E_i(t) = E_i(t) \otimes t(t) \otimes \varphi(t, l) \otimes \sum_{p=0}^{\infty} \frac{r(\omega) \otimes \cdots \otimes r(\omega) \otimes \varphi(t, l) \otimes \cdots \otimes \varphi(t, l)}{2p} \]  

where the convolution product is represented by \( \otimes \), and any function \( f(t) \) is the inverse Fourier transform of \( f(\omega) \). Each term of the summation in relation (2) corresponds to a temporal echo of the directly transmitted signal \( (p = 0) \).

If the temporal echoes are enough separated to allow time-windowing, i.e. if the recorded signal drops to zero between two successive echoes, the extraction of material parameters can be done from a single echo \( p \).
Therefore, it is possible to use a simplified form of relation (2):

\[
E_i(t) = E_i(\omega) \otimes t(t) \otimes r(l) \otimes \cdots \otimes r(t) \otimes \varphi(t, l) \otimes \cdots \otimes \varphi(t, l) \tag{3}
\]

which, in the frequency domain, leads to:

\[
E_i(\omega) = E_i(\omega) t(\omega) r^p(\omega) \varphi^{2p+1}(\omega, l) = E_i(\omega) \frac{4n(\omega)}{[n(\omega)+1]^2} \left( \frac{\varphi(\omega)-1}{\varphi(\omega)+1} \right)^{2p} \exp \left( -j(2p+1)\alpha(\omega) \frac{\omega l}{c} \right) \tag{4}
\]

from which we derive the complex transmission coefficient \( T_p(\omega) \) of the sample for the echo \( p \):

\[
T_p(\omega) = \frac{E_i(\omega) \text{ with sample}}{E_i(\omega) \text{ without sample}} = \frac{4n(\omega)(n(\omega)-1)^{2p}}{(n(\omega)+1)^{2p+2}} \exp \left( -j \left( [2p+1]n(\omega)-1 \right) \frac{\omega l}{c} \right) \tag{5}
\]

Its modulus \( \rho_p(\omega) \) and its argument \( \varphi_p(\omega) \) are:

\[
\rho_p(\omega) = \frac{4\sqrt{n^2 + \kappa^2} \left[ n(\omega)-1 \right]^2 + \kappa^2}{[(n+1)^2 + \kappa^2]^{p+1}} \exp \left( -(2p+1)\alpha(\omega) \frac{\omega l}{c} \right) \tag{6}
\]

\[
\varphi_p(\omega) = -\left( [2p+1]n(\omega)-1 \right) \frac{\omega l}{c} - 2p \arctan \left( \frac{2\kappa}{n^2 + \kappa^2-1} \right) - \arctan \left( \frac{\kappa}{n(n+1) + \kappa^2} \right) \tag{7}
\]

For low to moderate absorbing materials, \( \kappa << n \). Therefore, we obtain the following simplified expressions:

\[
\rho_p(\omega) \equiv \frac{4n(n-1)^{2p}}{(n+1)^{2p+2}} \exp \left( - \left( p + \frac{1}{2} \right) \alpha(\omega) l \right) \tag{8}
\]

\[
\varphi_p(\omega) \equiv -\left( [2p+1]n-1 \right) \frac{\omega l}{c} \tag{9}
\]

where \( \alpha(\omega) = \frac{2\omega}{c} \cdot \kappa(\omega) \) is the energy absorption coefficient. The refractive index and the absorption of the material are derived from these relations (8) and (9):

\[
n(\omega) \equiv \frac{1 - \frac{c}{\alpha(\omega)} \varphi_p(\omega)}{2p+1} \tag{10}
\]

\[
\alpha(\omega) \equiv -\frac{1}{(p+1/2)^2} \ln \left( \frac{(n+1)^{2p+2}}{4n(n-1)^{2p}} \rho_p(\omega) \right) \tag{11}
\]

### 3.2. Precision on the extracted optical constants (refractive index and absorption coefficient)

The complex refractive index of the sample is determined, from the experimental data \( \rho_p(\omega) \) and \( \varphi_p(\omega) \), using relations (10) and (11). Here, we are interested in the uncertainties arising from noise, i.e. from random phenomena. The errors \( \Delta n \) and \( \Delta \alpha \) are deduced by differentiating (10) and (11) versus \( \rho_p(\omega) \) and \( \varphi_p(\omega) \):

\[
\Delta n(\omega) \equiv \frac{c}{(2p+1)\alpha(\omega)} \Delta \varphi_p(\omega) \tag{12}
\]
\[ \Delta \alpha (\omega) \equiv \frac{1}{(p+1/2)l} \left[ \frac{n-1}{n(n+1) - \frac{4p}{n^2 - 1}} \Delta n(\omega) + \frac{\Delta p_{p}(\omega)}{p_{p}(\omega)} \right] \]  

The errors \( \Delta p_{p}(\omega) \) and \( \Delta \phi_{p}(\omega) \) are obtained from the experimental complex transmission coefficient \( T_{p}^{\text{exp}}(\omega) \) and its noise. Let us write \( T_{p}^{\text{exp}}(\omega) \) as the summation of its average value and noise:

\[ T_{p}^{\text{exp}}(\omega) = T_{p}(\omega) + T_{p}^{N}(\omega) = p_{p}(\omega) \exp \left( j \phi_{p}(\omega) \right) + p_{p}^{N}(\omega) \exp \left( j \phi_{p}^{N}(\omega) \right) \]  

(14)

where, as previously, \( p_{p}(\omega) \) and \( \phi_{p}(\omega) \) represent respectively the modulus and phase of \( T_{p}(\omega) \), and the superscript \( N \) indicates noise. Considering a noise level much lower than the signal, we can easily derive from (14) the modulus \( p_{p}^{\text{exp}}(\omega) \) and the phase \( \phi_{p}^{\text{exp}}(\omega) \) of \( T_{p}^{\text{exp}}(\omega) \):

\[ p_{p}^{\text{exp}}(\omega) \equiv p_{p}(\omega) + p_{p}^{N}(\omega) \cdot \cos(\phi_{p}(\omega) - \phi_{p}^{N}(\omega)) \]  

(15)

\[ \tan(\phi_{p}^{\text{exp}}(\omega)) = \frac{p_{p}(\omega) \cdot \sin(\phi_{p}(\omega)) + p_{p}^{N}(\omega) \cdot \sin(\phi_{p}^{N}(\omega))}{p_{p}(\omega) \cdot \cos(\phi_{p}(\omega)) + p_{p}^{N}(\omega) \cdot \cos(\phi_{p}^{N}(\omega))} \]  

(16)

The noise contribution appears mostly in the modulus of the temporal signal, because the relative uncertainty on the phase is negligible (usually, it is proportional to the spatial step of the optical delay line). Therefore, from (15) and (16), we deduce the standard deviation of both modulus and phase of \( T_{p}^{\text{exp}}(\omega) \):

\[ \sigma_{r,p}(\omega) \equiv \Delta p_{p}(\omega) \equiv \frac{p_{p}^{N}(\omega)}{\sqrt{2}} \]  

(17)

\[ \sigma_{\phi,p}(\omega) \equiv \Delta \phi_{p}(\omega) = \sqrt{\arctan \left( \frac{\sin(\phi_{p}(\omega) - \phi_{p}^{N}(\omega))}{p_{p}(\omega) \cdot \cos(\phi_{p}(\omega) - \phi_{p}^{N}(\omega))} \right)} \equiv \frac{p_{p}^{N}(\omega)}{\sqrt{2} \cdot p_{p}(\omega)} = \frac{\Delta p_{p}(\omega)}{p_{p}(\omega)} \]  

(18)

where \( \langle \chi \rangle \) denotes the statistical mean value of \( \chi \). The term \( \Delta p_{p}(\omega) \) is the experimental uncertainty which is easily obtained by calculating the standard deviation of a set of several experimental data \( p_{p}^{\text{exp}}(\omega) \). Using relations (12) and (13), we get:

\[ \Delta n(\omega) \equiv \frac{c}{(2p+1)\alpha l} \cdot \frac{\Delta p_{p}(\omega)}{p_{p}(\omega)} \]  

(19)

\[ \Delta \alpha(\omega) \equiv 2 \left[ \frac{\omega}{c} + \frac{(n-1)^2 - 4pn}{n(n^2 - 1)} \right] \cdot \frac{1}{(2p+1)l} \cdot \Delta n(\omega) \]  

(20)

As the uncertainties on the optical constants \( n \) and \( \alpha \) depend on the echo number \( p \), it exists optimal values of \( p \) for which the uncertainties \( \Delta \alpha \) and \( \Delta n \) are minimized. Unfortunately, these optimal values should be deduced numerically because no analytical expression can be derived from (19) and (20).

### 3.3. Standard deviation of the complex transmission coefficient modulus

In order to determine the experimental complex transmission coefficient of the sample, two measurements are performed in the time-domain: the first without sample ("reference" signal), and the second with the sample placed in the setup ("sample" signal). Both signals are noisy and thus we write them respectively as \( R(t) + R^{N}(t) \) and \( S_{p}(t) + S_{p}^{N}(t) \), where \( R(t) \) and \( S_{p}(t) \) are the signals without noise (actually the mean value), while \( R^{N}(t) \) and \( S_{p}^{N}(t) \) are the noise contributions. Both
signals are Fourier transformed, and the experimental complex transmission coefficient \( T_{p}^{\text{exp}}(\omega) \) corresponds to the sample signal divided by the reference signal:

\[
T_{p}^{\text{exp}}(\omega) = \frac{S_{p}(\omega) + S_{p}^{N}(\omega)}{R(\omega) + R^{N}(\omega)} \tag{21}
\]

The noise contribution is much smaller than the mean values of signals; therefore we can expand relation (21) into series:

\[
T_{p}^{\text{exp}}(\omega) = \frac{S_{p}(\omega)}{R(\omega)} \cdot \frac{1 + \frac{S_{p}^{N}(\omega)}{S_{p}(\omega)}}{1 + \frac{R^{N}(\omega)}{R(\omega)}} \equiv T_{p}(\omega) + \frac{S_{p}^{N}(\omega) - R^{N}(\omega) \cdot T_{p}(\omega)}{R(\omega)} \tag{22}
\]

where \( T_{p}(\omega) = \frac{S_{p}(\omega)}{R(\omega)} \) is the complex transmission coefficient without noise contribution, i.e. corresponding to the theoretical one. Thus, \( T_{p}^{\text{exp}}(\omega) \) exhibits a mean value term \( T_{p}(\omega) = \rho_{p}(\omega) \exp(i \varphi_{p}(\omega)) \) and a noise term \( \frac{S_{p}^{N}(\omega) - R^{N}(\omega) \cdot T_{p}(\omega)}{R(\omega)} = \rho_{p}^{N}(\omega) \exp(i \varphi_{p}^{N}(\omega)) \). The root mean square (rms) value of this noise (in modulus) is then given by:

\[
\sigma_{\rho_{p}}(\omega) = \Delta \rho_{p}(\omega) = \sqrt{\sigma_{p}^{2}(\omega) + \sigma_{p}^{2}(\omega) \cdot \rho_{p}(\omega)^{2}} \tag{23}
\]

\( \sigma_{\rho}(\omega) \) and \( \sigma_{s_{p}}(\omega) \) are the rms noise values (in modulus) for the reference and the sample signals respectively.

Any signal recorded in a THz-TDS experiment encounters three types of noise. The first one is the noise \( \sigma_{s}(\omega) \) of the emitting antenna, which is transmitted from the emitter to the detector (thus it is multiplied by \( \rho(\omega) \)). The second noise \( \sigma_{s_{p}}(\omega) = \sqrt{2(\gamma_{e} \cdot \Delta \nu)^{2}} \) corresponds to the shot noise in the detector; its square is proportional to the average recorded current \( \langle I \rangle \) (directly proportional to \( R(\omega) \) or \( S_{p}(\omega) \)) and to the detection bandwidth \( \Delta \nu \). The third contribution \( \sigma_{d}(\omega) \) gathers all the other noises that are signal-independent (Johnson noise, amplification noise, thermal noise, dark current contribution...). Thus, we can write the noise power value of any recorded signal as:

\[
\sigma^{2}(\omega) = \sigma_{s_{p}}^{2}(\omega) + \eta \cdot [R(\omega) \text{ or } S_{p}(\omega)] + \sigma_{s}^{2}(\omega) \cdot \rho_{p}(\omega) \tag{24}
\]

with \( \eta \) being the scaling factor between the square of the shot noise and the reference or sample signals. From (23) and (24), having \( \rho(\omega) = 1 \) in (24) for the reference signal, we obtain:

\[
\Delta \rho_{p}^{2}(\omega) = A \cdot \rho_{p}^{2}(\omega) + B \cdot \rho_{p}(\omega) + C \quad \text{with} \quad \begin{cases} A = \frac{\sigma_{p}^{2}(\omega) + \eta R(\omega)}{R(\omega)} \cdot 2 \sigma_{p}^{2}(\omega) \cdot |R(\omega)|^{2} \\ B = \eta |R(\omega)| \\ C = \sigma_{p}^{2}(\omega) \cdot |R(\omega)|^{2} \end{cases} \tag{25}
\]

Therefore, it appears that the complex refractive index can be calculated from the experimental data using relations (10) and (11); the noise-limited precision is given by (19) and (20) and it depends on \( \Delta \rho_{p}(\omega) \), which is related to the sample transmission coefficient by (25). As, in relation (25), some parameters are unknown, \( \Delta \rho_{p}(\omega) \) must be obtained by taking
the standard deviation of several data recorded with the same sample. Moreover, fitting the experimental value with relation (25) will allow us to get more information on the different noise contributions in the THz-TDS experiment.

4. EXPERIMENTAL RESULTS

4.1. Setup and experimental procedure

Our setup has been already described elsewhere\textsuperscript{7,16}. It consists of similar transmitting and receiving antennae, made of a LT-grown GaAs photoswitch associated to a silicon extended hemispherical lens. The distance between both antennae is $\sim$20 cm. The photoswitch gap is 6 $\mu$m wide. The antennae are excited by a pulsed Ti:Sa laser at $\lambda = 800$ nm with 82-MHz repetition rate. The laser beam average power is 7 mW and the pulse duration is about 120 fs on the antennae. The emitting antenna is biased with a 9-V battery. The detected current is amplified and transformed into a voltage by a current-voltage converter, and then it is read using a lock-in amplifier. Most of the data presented here are recorded with a lock-in time constant of 300 ms. In order to determine the noise of the different signals, each temporal signal is recorded 12 times in similar experimental conditions. Then each signal is Fourier transformed, and the average value as well as the root mean square in the frequency domain are deduced from the 12 records.

4.2. Experimental results: uncertainties on the optical constants

We used a 480 $\mu$m-thick wafer of n-type doped silicon (resistivity $\sim$ 30 $\Omega$.cm) in order to check the validity of the expressions obtained above. Fig. 1 shows a typical temporal signal transmitted by the sample together with the reference signal (recorded without the sample). The transmitted signal exhibits five pulses: the first one (echo 0) corresponds to the directly transmitted pulse, while the other ones (echoes 1 to 4) have encountered back and forth reflections in the wafer. Let us notice that the signal drops to zero between two consecutive pulses. Therefore, we can time-window the recorded data and extract the silicon parameters from each time-windowed signal, as explained above.

![Fig. 1. Temporal curves recorded without (reference) and with a 480 $\mu$m-thick silicon wafer.](image)

The modulus $\rho_p$ of the complex transmission coefficient, calculated from the temporal curves of Fig. 1, is plotted on Fig. 2 versus frequency for $p = 0$ up to 4, together with its standard deviation derived from 12 records. We have only drawn the data for which the modulus $\rho_p$ is much greater than its standard deviation. The useful frequency bandwidth decreases strongly with the echo number $p$ because the signal to noise ratio (SNR) decreases as well. We observe that, for a given frequency, the ratio $\Delta\rho_p/\rho_p$ increases with $p$. 

43
Fig. 2. Modulus of the transmission coefficient versus frequency of a 480 μm-thick silicon wafer for the different echoes (the standard deviation is represented by the grey area).

To check the validity of relations (19) and (20) we have plotted on Fig. 3 the standard deviation of the optical constants of silicon obtained from 12 measurements together with the uncertainties calculated using relations (19) and (20). For sake of clarity, only the data for the echoes 0 and 2 are represented. A good agreement between theory and experience is observed. Similar results are obtained for the other values of $p$.

Fig. 3. Uncertainties on the optical constants of silicon. The curves are calculated with relations (19) and (20) using $\Delta\rho_p(\omega)$ extracted from Fig. 2, while the dots correspond to the standard deviation of 12 measurements.

The uncertainties only due to random errors (noise) are very low. In the 100-1500 GHz frequency range, the uncertainty on the refractive index is lower than 1 %. Moreover one observes that the uncertainty is much smaller for echo 2 than for echo 0. For echo 2, the relative uncertainty on the refractive index is better than 1 % in the 200-800 GHz frequency range! The dependency of the uncertainty with the echo number will be discussed at the end of the paper.

4.3. Experimental results: study of noise

From relation (25), we will now determine the relative weights of the different noise contributions for our THz-TDS experiment. From the experimental curves shown in Fig. 2, we can plot $\Delta\rho_p$ versus $\rho_p$ for each frequency. For example, Fig. 4 shows these experimental data for $f = 250$ GHz. The fit of these data using relation (25) leads to the values of the
noise parameters $A$, $B$ and $C$. $A$ is very well defined because it is extracted from the asymptote for the high values of $\rho_p$. $C$ is derived from the asymptote for low $\rho_p$ values, and therefore its determination is less precise. Finally, the worst known value is $B$, as it modifies only the bend of the theoretical curve.

Fig. 4. $\Delta \rho_p$ versus $\rho_p$: experimental data (dots) and the fit (solid curve) together with its two asymptotes (straight lines) for $f = 250$ GHz.

Such a procedure has been repeated for all the frequencies from 100 GHz up to 550 GHz. Thus we obtained the dispersion of the values of $A$, $B$ and $C$, which is plotted on Fig. 5. As mentioned above, $A$ is known with a very good precision, while we are only able to determine the order of magnitude of $B$. $A$ is respectively two and four orders of magnitude larger than $B$ and $C$. Therefore, as $A = B + C + 2\sigma_f^2(\omega) / |R(\omega)|^2$, we deduce that the emitter noise $\sigma_f(\omega)$ is dominating all the other noise contributions. For the frequency range 100-550 GHz, $A$ is almost constant and equal to about $10^3$ from which we obtain the relative emitter noise $\sigma_f(\omega) / |R(\omega)| = 2.24 \pm 0.07 \%$. This implies that the emitter noise is directly proportional to the THz pulse magnitude. Moreover, this relative noise of 2% is comparable to the relative long-term intensity noise of our Ti:Sa laser: indeed, the reference and the sample signals are recorded within a delay of several minutes. Therefore, the major noise contribution in this THz-TDS experiment can be attributed to the laser noise.

Fig. 5. Dependency of the noise parameters with the frequency.
The solid line is proportional to $1 / |R^2(\omega)|$; it has been shifted downwards to bring to the fore the general frequency behavior of $C$. 
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The general shape of $C$ versus frequency looks like the curve $1/\sqrt{|R^2(\omega)|}$ which is drawn as a solid line on Fig. 5. Therefore the detector noise $\sigma_d(\omega)$, which is given by $\sigma_d(\omega) = \sqrt{C R(\omega)}$, is a white noise over the 100-550 GHz frequency range. The detector noise, equal to $\sigma_e(\omega) \sqrt{2C/A}$, reaches only a few percent of the emitter noise $\sigma_e(\omega)$.

4.4. Experimental results: accuracy enhancement on the optical constants determination

As we know the noise parameters $A$, $B$ and $C$ for our experimental setup, we are able to calculate $\Delta p_\rho$ and $\rho_\omega$ versus $n$ and $\alpha$ for any value of $p$. Thus, we can determine the optimal value of $p$ which minimizes the uncertainties $\Delta n$ and $\Delta \alpha$. For this purpose, we compute the zero of the respective derivatives of $\Delta n$ and $\Delta \alpha$ (relations (19) and (20)) with respect to $p$. Fig. 6 represents the optimal value of $p$ versus $n$ and $\alpha l$ where $l$ is the sample thickness. We have also numerically calculate the relative gain on uncertainties when the optimal echo is considered instead of the directly transmitted THz pulse.

![Graph showing optimal echo number $p$ versus $n$ and $\alpha l$ and gain on uncertainties taking into account the optimal echo instead of echo 0.](image)

The integer values of $p$ correspond to an actual THz pulse echo: they are represented by contour lines. The $p=0$ contour line merges in the $n = 1$ straight line. For weak absorption materials (small values of $\alpha l$), using a high $p$ number echo improves the data extraction if $n$ is large. On the contrary, strongly absorbing materials are obviously better studied using the directly transmitted THz pulse ($p = 0$). For silicon, $n = 3.4$ in the sub-millimeter wavelength range and the optimal $p$ number lies between 2 and 3 for rather high resistivity (low absorption) samples, as experimentally reported in paragraph 4.2. In this case, the inaccuracy is reduced by a factor 4.

We experimentally find again these results on Fig. 7. The uncertainties on refractive index and absorption, both calculated from relations (19) and (20) and evaluated from the standard deviation of 12 measurements, are represented versus the echo number $p$ and for the frequency $f = 400$ GHz. Indeed, we notice that the optimal echo number lies between 2 and 3 and leads to a ~ 4 times less inaccuracy on the optical constants as previously predicted. On the other hand, there is a very good agreement between the experimental data and the theoretical model. A similar agreement is obtained for other frequencies. For the calculation of the theoretical curves of Fig. 6 and 7 we have respectively taken the values $10^3$, $10^5$ and $10^7$ for the noise parameters $A$, $B$ and $C$. 
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5. CONCLUSION

Our study of noise and uncertainty in THz time-domain spectroscopy leads to two main results:

- The noise in this experiment originates mainly from the emitter. It is proportional to the THz signal and it remains limited to a few percents of the signal magnitude. The detector noise is a white noise and it corresponds to only a few percent of the emitter noise for the reference signal.

- The uncertainty on the optical constants can be well reduced when the data are extracted from the optimal echo. In many cases, the optimal echo is not the directly transmitted THz pulse, as frequently used in THz-TDS experiment. For highly resistive silicon, the uncertainty on $n$, due to noise, has been lowered down to 1 %. At this level, systematic errors (sample thickness, plane wave approximation, THz pulse parasitic reflections, ...) become the main source of inaccuracy.
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ABSTRACT

When a biased semiconductor is excited by femtosecond laser pulses, it generates terahertz radiation. The rapid change in the transport photocurrent, due to the ultrafast excitation of the carrier by laser pulses and biased electric fields, generates terahertz electromagnetic pulses. The change in the photocurrent arises from two processes: acceleration of the photogenerated carriers under an electric field, and a rapid change in carrier density. These two processes contribute to the generation of the terahertz radiation. Our calculations show that the main part of the terahertz radiation results from the ultrafast change of the carrier density. We consider the terahertz radiation from biased photoconductive antennas pumped by femtosecond laser pulses. The calculations are based on the Drude-Lorentz theory of the carrier transport in semiconductors. Our calculation model includes the interaction between electrons and holes, trapping of carriers in mid-gap states, scattering of carriers, and dynamical space-charge effects. Our calculations show that the local electric field will oscillate and induce electromagnetic radiation at high carrier generation density.

1. INTRODUCTION

Since the first observation of the terahertz (THz) radiation in photoconductive antennas excited by ultrafast laser pulses, substantial efforts have been made both in trying to understand the mechanisms responsible for the THz generation, and in developing applications of the radiation in THz time-domain spectroscopies. The generation of the THz radiation has been achieved by various techniques such as ultrafast switching of photoconductive antennas, rapid screening of surface fields via photoexcitation of a dense electron hole plasma in semiconductors, rectification of optical pulses in crystals, carrier tunneling in coupled double-quantum well structures, and coherent excitation of polar optical phonons. Of these different methods, photoconductive antennas have proven to be the most efficient source of the THz radiation with respect to both the intensity and spectral bandwidth of the THz field. By now, many experimental and theoretical studies have been done on THz radiation in semiconductors. In semiconductors, two processes are known to contribute to the emission of the THz radiation in semiconductors. The first is the instantaneous polarization that arises during optical excitation when electron-hole pairs are generated in the electric field region of semiconductors as in, for example, the depletion or surface field. The second process results from the transport of the photoexcited carrier in the electric field region.

In this paper, we present detailed calculations of the carrier dynamics and THz radiation in biased semiconductors. When a biased semiconductor is pumped by an ultrafast laser pulse, the rapid change in transport photocurrent will give rise to THz radiation. The change in photocurrent \( J (J = evn, \text{ where } e \text{ is the charge of the carriers, } v \text{ the speed of the carriers, } n \text{ the carrier density}) \), arises from two processes: the acceleration of the photogenerated carrier under the electric field, \( en\partial v/\partial t \), and the rapid change of the carrier density, \( ev\partial n/\partial t \). Therefore, the THz radiation from a biased semiconductor can be divided into two parts according to its origin: one part is due to the carrier acceleration, and another part is due to the change in the carrier density. The calculations are based on the Drude-Lorentz theory of carrier transports in semiconductors. In the calculation model, we consider the THz radiation from biased photoconductive antennas pumped by femtosecond laser pulses. The model includes interaction between electrons and holes, trapping of carriers in mid-gap states, scattering of carriers, and dynamical space-charge effects. The antenna effects are not included in the calculations. The calculation results show that the THz radiation due to the ultrafast carrier density change is more prominent than the THz radiation due to the acceleration of the carrier. This result indicates that when the density of the moving carrier changes somehow, for examples, by laser pumping,
trapping in defect levels, or recombination, the charged carrier will emit electromagnetic radiation even if there is no field and consequently no acceleration. The intensity of the THz radiation resulting from carrier density change is much larger than that of the THz radiation resulting from carrier acceleration at moderate carrier generation density. The calculation also shows that there will be oscillations of local electric fields and resultant electromagnetic radiation at high carrier generation density. A photoconductive antenna is also often used as a detector of the THz pulse. In this case, the response characteristics of the detector will considerably reshape the waveform of the THz pulse emitted by the emitter. An accurate understanding of this reshaping process is necessary for the analysis of the detected THz signal in THz time-domain spectroscopies.

This paper is organized as follows. Section 2 contains a description of the calculation model, including the basic equations for the carrier dynamics and THz radiation of electrons and holes. In Sect. 3, we discuss the THz radiation and carrier dynamics. The THz radiation due to the carrier acceleration and carrier density change, dynamical screening of the bias electric field, and a brief discussion of the THz detection by a photoconductive antenna are given in this section. A summary is given in Sect. 4.

2. MODEL OF CALCULATIONS

The model we develop is for a low-temperature-grown GaAs (LT-GaAs) photoconductor. This material has attracted much interest in ultrafast photonic applications because of its short carrier lifetime, reasonably good mobility and high breakdown field.\(^\text{17}\) The carrier lifetime can be reduced to picoseconds or even subpicoseconds in an annealed low-temperature-grown material.\(^\text{18}\) Because the free-carrier trapping time in mid-gap states is much shorter than the recombination time between the electron and hole, the lifetime of the carrier is mostly determined by the carrier trapping time. In the following calculations, we will treat the carrier trapping time as being equivalent to the free carrier lifetime, and the same carrier trapping time are assumed for the electron and hole. In addition, for the sake of simplicity, the nonlinear absorption of LT-GaAs\(^\text{18}\) is neglected. These simplifications have little influence on the conclusions of this paper.

In the calculation of the carrier transport and THz radiation in a biased semiconductor, we use a simple one-dimensional Drude-Lorentz model. When a biased semiconductor is pumped by a laser pulse with photon energies greater than the band gap of the semiconductor, electrons and holes are created in the conduction band and valence band, respectively. In LT-GaAs, the carrier pumped by ultrashort laser pulse will be trapped in the mid-gap states with a time constant of the carrier trapping time. The time dependence of the carrier density is given by the following equation:

\[
\frac{dn}{dt} = - \frac{n}{\tau_c} + G, \tag{1}
\]

where \(n\) is the density of the carrier, \(G\) is the generation rate of the carrier by the laser pulse, and \(\tau_c\) is the carrier trapping time. The generated carriers will be accelerated in the bias electric field. The acceleration of the electron(hole) in the electric field is given by

\[
\frac{dv_{e,h}}{dt} = - \frac{v_{e,h}}{\tau_r} + \frac{q_{e,h}}{m_{e,h}} E, \tag{2}
\]

where \(v_{e,h}\) is the average velocity of the carrier, \(q_{e,h}\) is the charge of an electron(hole), \(m_{e,h}\) is the effective mass of the electron(hole), \(\tau_r\) is the momentum relaxation time, and \(E\) is the local electric field. The subscripts \(e\) and \(h\) represent the electron and hole, respectively. The local electric field \(E\) is smaller than the applied bias electric field, \(E_b\), due to the screening effects of the space charges,

\[
E = E_b - \frac{P}{\alpha \epsilon}, \tag{3}
\]

where \(P\) is the polarization induced by the spatial separation of the electron and hole, \(\epsilon\) is the dielectric constant of the substrate, and \(\alpha\) is the geometrical factor of the photoconductive material. The geometrical factor \(\alpha\) is equal to three for an isotropic dielectric material. It is noted that both the free carrier and trapped carrier contribute to the screening of the electric field. The time dependence of the polarization \(P\) can be written as

\[
\frac{dP}{dt} = - \frac{P}{\tau_r} + J, \tag{4}
\]
Figure 1. (a) Waveforms of photocurrents and (b) their time derivatives as a function of time at trapping times \( \tau_c \) of 0.1, 0.5, 1.0, 2.0, and 5 ps. The waveform of the THz pulse is the same as that of the time derivative of the photocurrent. The time derivative of the photocurrent is shifted on the vertical axis for clarity.

where \( \tau_r \) is the recombination time between the electron and hole. In Eq. 4, \( J \) is the density of the current contributed by the electron and hole,

\[
J = e n v_h - e n v_e,
\]

where \( e \) is the charge of a proton. The change of the current will lead to electromagnetic radiation according to Maxwell equations. In a simple Hertzian dipole theory, the far-field of the radiation \( E_{THz} \) is given by

\[
E_{THz} \propto \frac{\partial J}{\partial t}
\]

To simplify the following discussions, we introduce a relative speed \( v \) between the electron and hole,

\[
v = v_h - v_e.
\]

Then the electric field of the radiation can be expressed as

\[
E_{THz} \propto e v \frac{\partial n}{\partial t} + e n \frac{\partial v}{\partial t}.
\]

The first term in the right hand side of Eq. (8) represents the electromagnetic radiation due to the carrier density change, and the second term represents the electromagnetic radiation that is proportional to the acceleration of the carrier under the electric field.

3. RESULTS AND DISCUSSIONS

In the numerical calculations, we use the effective masses for the electron and hole of \( m_e = 0.067 m_0 \) and \( m_h = 0.37 m_0 \), respectively. The momentum relaxation time \( \tau_v \) is taken as 30 fs for both the electron and hole. The carrier generation
Figure 2. (a) Waveforms of the THz pulse proportional to the acceleration of the carrier, $\gamma \alpha /dt$ and (b) carrier density change, $\gamma n /dt$ at trapping times $\tau_c$ of 0.1, 0.5, 1.0, 2.0, and 5.0 ps. The magnitude of the THz radiation originating from the acceleration of the carrier is much smaller than the THz radiation due to the carrier density change. The THz radiation that is proportional to the carrier density change is shifted vertically for clarity.

rate $G(t)$ is assumed to be a Gaussian function of time $t$, $n_0 \exp(-t^2/\delta t^2)$, where the pulse width $\delta t$ equals to the half width of the excitation laser pulse at $\varepsilon^{-1}$ intensity. The full wave half maximum of the laser pulse equals to $2\sqrt{\ln(2)}\delta t$. $n_0$ represents the carrier generation density at $t = 0$ ps. The present calculations use a laser pulse width $\delta t$ of 80 fs unless specified. In semiconductors, both electrons and holes will contribute to the THz radiation. Our calculation shows that the THz radiation is inversely proportional to the mass of the carrier. In GaAs, the effective mass of a hole is approximately 5 times the effective mass of an electron. So, the contribution of the hole to the THz radiation is expected to be much smaller than that of the electron. However, the role of the hole cannot be neglected in the calculations, because the interaction between the electron and hole plays a major role in the screening of the electric field. Furthermore, when the interaction between the electron and hole is comparable to the local electric field, an oscillation of the electric field and resultant electromagnetic radiation will appear. This phenomenon will be discussed latter in detail.

Figure 1 shows the calculation results of the time-dependent photocurrent and their derivatives with respect to the time. The carrier recombination time $\tau_c$ is taken as 10 ps. The other values of the carrier recombination time $\tau_c$ longer than 10 ps give similar results. The time-dependent photocurrents at carrier trapping times $\tau_c$ of 0.1, 0.5, 1.0, 2.0, and 5.0 ps are shown in Fig. 1(a). Figure 1(b) shows the time derivatives of the photocurrents shown in Fig. 1(a). The waveform of the THz radiation is the same as that of the time derivative of the transient photocurrent. In Fig. 1(b), the positive peak of the THz radiation arises from the steep rising edge of the photocurrent, and the negative peak arises from the falling edge of the photocurrent. The negative peak is always smaller than the positive peak because of the finite lifetime of the carrier. As a result, the amplitude and spectral bandwidth of the THz radiation is primarily determined by the rising edge of the photocurrent. In Fig. 1, the electromagnetic radiation is mostly limited to a time scale of 2 ~ 3 ps, and the waveform does not change significantly with the change in carrier trapping time, $\tau_c$. This cannot be accounted for by assuming that the main part of the electromagnetic radiation is proportional to the acceleration of the carrier. The excited carriers will be accelerated all the time as long as the local
Figure 3. (a) Local electric field and (b) THz radiation at carrier generation densities \(n_0\) of \(10^{18}\), \(10^{19}\), \(10^{20}\), and \(10^{21}\) cm\(^{-3}\). The carrier trapping time is 0.5 ps. The other parameters are the same as in Fig. 1. For the sake of clarity, the local electric field at carrier generation density of \(10^{21}\) cm\(^{-3}\) is shifted 5 kV/cm lower than its original value. The THz radiation is rescaled and shifted on the vertical axis.

The electric field and the carrier density do not equal to zero. So, the waveform of the electromagnetic field proportional to the acceleration of the carrier will strongly depend on the carrier trapping times as shown in Fig. 2(a). The waveform of the THz radiation proportional to the carrier acceleration should be similar to the carrier decay curve. This fact contradicts to the reported experimental results,\(^{10}\) and is also far from the waveform of the THz radiation shown in Fig. 1(b). Figure 2(b) shows the waveform of the THz radiation proportional to the carrier density change, \(vdn/dt\). In fact, the amplitude of the THz radiation originating from the carrier density change is much larger than that of the THz radiation that is proportional to the acceleration of the carrier. The time scale of the THz radiation originating from the carrier density change does not change much as the carrier trapping time increases. In contrast to the primary positive peak of the THz radiation proportional to the carrier density change, there is only one weak negative peak for the THz radiation proportional to the acceleration of the carrier shown in Fig. 2(b). Rodrigues et al.\(^{11}\) calculated the THz radiation in biased GaAs photoconductors by considering transient velocity effects. Their calculation results are similar to our calculation results for the THz radiation proportional to the carrier acceleration shown in Fig. 2(a).

Next, we will discuss the dynamical screening of the electric field by excited electrons and holes. Figure 3 shows the local electric field and THz radiation at carrier generation densities \(n_0\) of \(10^{18}\), \(10^{19}\), \(10^{20}\), and \(10^{21}\) cm\(^{-3}\). The calculation results show that the electric field is screened in less than 1 ps, as shown in Fig. 3(a). The screening of the electric field is contributed by free carriers as well as trapped carriers. The electric field recovers after the recombination of the electron and hole. For the recombination time is much longer than the time scale of the THz pulse, the recovery process has little effects on the carrier dynamics and THz radiation. Figure 3(a) also shows that at relatively high carrier generation density, the local electric field will oscillate. This effect can be explained by the attraction between the electron and hole and the screening of the electric field. The electron and the hole will be initially accelerated in opposite directions in the local electric field because of their opposite charges. This will induce a polarization, which will act as a restoring force for the motions of the electron and hole. As a result, when
Figure 4. (a) Waveforms of the THz radiation and (b) the corresponding Fourier transformed spectra at pulse widths of the pumping laser δt of 30, 80, and 150 fs. The carrier trapping time for emitter is 0.5 ps, and the carrier generation density is $10^{18} \text{ cm}^{-3}$. The other parameters are the same as in Fig. 1. The THz radiation in (a) is shifted on the vertical axis for clarity.

the carrier density is high enough, the electric field may be screened to a comparable magnitude of the restoring force between the electron and hole. In this case, the electron and hole will form an oscillator, and the oscillation of the electron and hole will induce an oscillating electric field, as shown in Fig. 3(a) at carrier generation density of $10^{21} \text{ cm}^{-3}$. Figure 3(b) shows the waveforms of the THz pulse at various carrier generation densities $n_0$ of $10^{18}$, $10^{19}$, $10^{20}$, and $10^{21} \text{ cm}^{-3}$. As the carrier generation density increases, the amplitude of the THz pulse increases and tends to oscillate. The condition of the oscillation of the electric field and related THz pulse is also affected by other parameters, e.g., carrier trapping time and momentum relaxation time. A detailed discussion will be given in a future paper.

Figure 4 shows the waveforms of the THz pulse for laser pulse widths δt of 30, 80, and 150 fs. Figure 4(a) shows that the THz pulse widens as the excitation laser pulse width increases. The spectral bandwidth of the THz radiation also changes considerably as the width of the laser pulse changes. The change of the momentum relaxation time $\tau$, also influences on the THz radiation. The amplitude of the THz radiation increases as the momentum relaxation time increases. This result can be understood as follows: The saturation velocity of the carrier increases as the momentum relaxation time increases. The increase of the velocity of the carrier will increase the THz radiation that is proportional to the change of the carrier density, $vdn/dt$.

Finally, we will compare the detected THz signal by a photoconductive antenna with the waveform of the THz radiation emitted from another photoconductive antenna. Here, we consider a photoconductive antenna with a gap width of 5 μm, and a total electrode length of 40 μm. The width of the electrode is 5μm. The THz beam is assumed to be a Gaussian function in the lateral direction of the THz beam. We also assume that all of the wavelength components of the THz beam are focused on the antenna in their diffraction limits, respectively. The detector cannot accept equal fraction of all of the wavelength components of the THz radiation. The short-wavelength components are more tightly focused on the antenna and are more accepted by the antenna than the long-wavelength part of the
Figure 5. (a) Waveforms of the THz radiation from an emitter and the THz signal detected by another photoconductive antenna for carrier trapping times $\tau_c$ of 0.1, 0.5, and 1.0 ps. The carrier trapping time for the emitter is 0.5 ps, and the carrier generation density is $10^{14}$ cm$^{-2}$. The other parameters for the emitter and detector are the same as in Fig. 1. (b) Fourier transformed spectra of the THz pulse and THz signal shown in (a). The THz radiation and its FFT amplitude are rescaled and shifted on the vertical axis.

THz radiation. Since the THz pulse from a photoconductive antenna covers a range of frequency from zero to several THz, an antenna with a finite active region is not able to accept all parts of the radiation. As a result, the detector of a photoconductive antenna acts as a filter, which tends to sense more radiation in the short-wavelength side. When a photoconductive antenna is used as a detector, the electric field of the THz radiation will act as a dynamic bias field that drives the photocurrent in the detector, which is pumped by time-delayed laser pulses in order to create photocarriers. The photocurrent $J_d$ from the detector, which refer to as a THz signal, can be written as:

$$J_d(\tau) \propto \int_{-\infty}^{\infty} E_d(t) n(t - \tau) dt,$$

where $E_d(t)$ is the electric field entering to the antenna gap of the detector, and $n(t)$ is the carrier density, which is obtained by solving Eq. (1). Figure 5 shows the THz radiation and respective Fourier transformed spectra from the emitter and the photocurrent from the detector for various carrier trapping times of the detector. The filtering effect of the detector and the finite lifetime of the photocarrier cause the THz signal to be considerably distorted from the waveform of the THz radiation of the emitter, as shown in Fig. 5(a). Figure 5(b) shows that the Fourier transformed spectra of the THz signal also deviate from the original spectra of the THz radiation. These deviations of the THz waveform should be taken into account in THz time-domain spectroscopies.

4. SUMMARY

With the classical Drude-Lorentz theory, we calculated the carrier dynamics and THz radiation in biased semiconductors. The calculation results show that the THz radiation is mostly due to the fast change of the carrier density. The contribution of the carrier acceleration to the THz radiation is smaller than the contribution of the carrier
density change. The electric field is screened by photogenerated carriers in the subpicosecond time scale. At high carrier generation densities, the local electric field may oscillate and emit THz radiation. In experiments, when a photoconductive antenna is used as a detector of the THz radiation, the waveform of the detected THz signal may be considerably distorted by the detector.
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ABSTRACT

Tunable Antenna-Coupled Intersubband Terahertz (TACIT) detectors use semiconductor quantum well heterostructures to offer tunable detection of light at few-Terahertz frequencies. TACIT detectors have been predicted to have background-limited sensitivity for a 300 K blackbody background when operating in either a bolometric or non-bolometric mode. The speed of detection is expected to be 1 ns to less than 10 ps depending on the operating electron temperature and device dimensions. A planar metal antenna couples the incident Terahertz radiation from free space to the quantum well heterostructure. Electrons in the quantum well absorb the radiation, exciting them from the first to the second energy subband. The absorption frequency of the intersubband transition can be tuned by applying a voltage across the device. The quantum well heterostructure is designed so that the subbands have different electron mobilities. Absorption changes the relative number of electrons in each subband, and the effective mobility of the device changes. A current is applied to the active area of the quantum well, and the change in effective mobility is detected as a change in the in-plane resistance of the device. TACIT detectors are being fabricated. Modeling and experimental progress will be discussed.

Keywords: TACIT, Terahertz detector, submillimeter wave detector, quantum well device

1. INTRODUCTION

Terahertz (THz) frequencies are being used in applications ranging from deep space observation to chemical substance identification to materials characterization. Applications in the THz frequency range have historically not been as common as applications in nearby frequency ranges due to a relative lack of THz technology. Technologies for THz detectors, sources, and other enabling devices are rapidly improving. The array of THz applications will broaden as these new technologies enter the market.

In particular, there have historically not been many choices for direct detectors that are fast and sensitive and that operate between 1 and 5 THz. The potential of quantum well-based detectors in the range of 1-5 THz has not been realized. Composite bolometers and Ga:Ge photoconductors are currently the most sensitive THz detectors for low-background astrophysical applications. The response times of these devices is 1 ps at best, typically much longer. Superconducting hot-electron bolometers can have time constants of order 10 ps but are less sensitive. Both superconducting hot-electron bolometers and composite bolometers absorb radiation over a very broad band of frequencies.

We propose a tunable antenna-coupled intersubband Terahertz (TACIT) detector. Based on modeling presented in this paper and a previous paper, we expect it to be more sensitive than superconducting hot-electron bolometers and to have a response time variable from 1 ns to 10 ps. The TACIT detector is narrowband, absorbing Terahertz radiation only in a small band of frequencies which can be tuned by applying small DC voltages.

In the next section, semiconductor quantum well heterostructures and their energy subbands are described. The THz light is absorbed in an intersubband transition. The basic operation mechanism of the detector is explained. Section 3 presents an overview of the device structure and the fabrication processes used to make it. Tunability in operation is discussed. Then Section 4 outlines the modeling of the TACIT detector and its expected performance. TACIT detectors are predicted to have 300 K background-limited sensitivity with a time constant around 1 ns. The experiment sources for the model parameters will be discussed. TACIT detectors are currently being fabricated.
2. BACKGROUND - DETECTING MECHANISM

In the electronic structure of semiconductor materials, there is an energy gap between the valence band and the conduction band. Different materials have their valence and conduction bands at different electric potentials relative to the vacuum level. By epitaxially growing layers of different semiconductors on top of each other, heterostructures with electric potentials that vary with position along the growth direction can be created. One common such structure is a square quantum well, which is formed by sandwiching a thin layer of one material between two layers of another material with a higher conduction band edge. The electrons in the conduction band fall into the resulting potential well, and if the well is deep enough, they can get trapped in bound states of the square well. The electrons are then confined along the growth direction and form a two-dimensional electron gas. The energy of an electron in a quantum well can be broken up into two parts, the energy of the bound state in the growth direction, and the energy of unconfined motion in the two perpendicular directions.

\[ E = E_z + \frac{k_x^2}{2m^*} + \frac{k_y^2}{2m^*} \]

The electrons in a bound state of the quantum well can have any momentum vector \( k \), and so there is a subband of energy levels for each bound state.

TACIT detectors can be patterned from a variety of quantum well heterostructures. Our samples are grown in the Molecular Beam Epitaxy (MBE) facilities at UCSB. The precise control of epitaxial layer growth possible through MBE allows clean interfaces between materials to be grown, and so gives the ability to truly tailor heterostructures. One such heterostructure currently being used is shown in Fig. 1. The TACIT detector heterostructure shown in Fig. 1 has a quantum well channel for the active region, and another quantum well for a back gate. The wells are filled by electrons from the silicon delta-doping layers. The doping levels and spacings are chosen such that the channel well only has electrons in the ground subband prior to illumination. The back gate quantum well is also designed such that electrons only occupy the ground subband.

Electrons in a quantum well can absorb THz light in any polarization, but the mechanisms of absorbing light polarized perpendicular to and in the plane of the quantum well are different. Electrons are freely accelerated by oscillating electric fields in the plane of the quantum well. This process results in the heating of the electron gas in the quantum well. Electrons cannot be accelerated in the same way by oscillating electric fields perpendicular to the plane of the quantum well, for the electrons are confined in that direction. Instead, an electron can absorb a photon whose energy corresponds to the dressed energy difference between the ground and first excited subband. The electron is then said to have undergone an intersubband transition. Intersubband transitions between other pairs of subbands can also occur, subject to quantum mechanical selection rules. For a square quantum well, these transitions will occur at significantly higher frequencies since the energy difference between successive subbands increases for higher subbands. The TACIT detectors described in this paper operate by an intersubband transition from the ground subband to the first excited subband, and the other transitions can be ignored. This intersubband absorption is a resonant process and can have a narrow full-width-at-half-maximum (FWHM) linewidth, such as that shown in Fig. 2. The linewidth of a typical intersubband absorption is a few wavenumbers, or 100-200 GHz. Thus
in comparison to the tunable center frequency of order 1 THz, the detector is narrowband. The absorption is wide enough that TACIT detectors could be used for mixers, but is less broad than for many of the superconducting hot electron bolometers. This narrower absorption could improve the signal to noise ratio of applications whose desired signal is only a discreet frequency but which would pick up noise at all frequencies the detector can sense.

Each subband is a separate electrical path, which can be considered independently. Electrical current can only be conducted through a subband if there are electrons in that subband. Thus, the total current flowing in the plane of the quantum well will be the sum of the currents flowing in each of the occupied subbands in the quantum well, and the unoccupied subbands will not contribute. The total resistance of a section of the quantum well can be computed by adding inversely the parallel resistances of the occupied subbands.

The total resistance of a section of a quantum well with two subbands occupied can be written

$$R_{tot} = G \rho = G \left( \frac{1}{N_0 \epsilon \mu_0} + \frac{1}{N_1 \epsilon \mu_1} \right),$$

where $G$ is a geometric factor, and $N_0$ and $N_1$ are the number of electrons in the ground and excited subbands, $N_{T, total} = N_0 + N_1$. In TACIT detectors, the total number of electrons in the quantum well, $N_{T, total}$, does not change during operation. The amount of THz light absorbed is dependent on the total number of electrons in the well, but is independent of the electrical properties of the subbands. Even when the subbands are electrically insulating, intersubband absorption can still be cleanly observed. In Fourier transform infrared spectroscopy (FTIR) measurements on quantum well heterostructures, an intersubband absorption peak was evident even when the electron density in the channel quantum well had been decreased to a level such that the only electrons left in the well were stuck in isolated puddles and could not be drawn out through the electrical contacts.\(^2\)

The quantum well heterostructure designed for TACIT detectors has a channel quantum well whose subbands are engineered to have different electron mobilities. Many different mechanisms could be used to give the two subbands different mobilities. One of two mechanisms that are being pursued is to use the spatial distributions of the electrons' wavefunctions in the quantum well to alter their scattering profiles. The other mechanism is to use a low enough sheet density of electrons in the quantum well such that the electrons in the ground subband are localized near potential minima or impurity traps. In both cases, the current effort involves making the ground subband mobility, $\mu_0$, less than the excited state mobility, $\mu_1$. In the absence of illumination, all the electrons are in the ground subband, and the device has a high resistance. If the subband mobility ratio, $\mu_1/\mu_0$, is large, then when electrons absorb the THz light, raising them to the excited subband, they can effectively short out transport in the lower subband. The detector would thus have a sharply dropping resistance when just a small fraction of the channel electrons are raised to the excited subband. It is also possible to make the ground subband mobility higher than the excited subband mobility ($\mu_1/\mu_0 < 1$), but the resulting changes in resistance would be harder to measure.

The first mechanism for differentiating the subband mobilities takes advantage of the different spatial distributions of the two subband wavefunctions. For the heterostructure shown in Fig. 1, a spike of electrically-compensated

\*\*Figure 2. Attenuation measured as a function of frequency for the heterostructure shown in Fig. 1

\*\*Figure 3. The frequency of peak absorption can be tuned by applying a bias voltage across the detector heterostructure.
impurities could be grown in the center of the channel quantum well. Ionized impurities are used to give a larger scattering cross section than neutral ions. Two types of impurity dopants are used so that the resultant spike is electrically neutral, and should not change the quantum well potential. The ground subband is symmetric in the well, and has its maximum in the center of the well, where the impurity spike is, so the electrons in the ground subband should scatter strongly from the impurities. The first excited subband wavefunction is antisymmetric in the well, and has a node in the center of the well. The electrons in the excited subband should spend most of their time away from the impurity spike, and so should scatter far less. In this manner, the electrons in the excited subband have a much higher mobility than the electrons in the ground subband. This mechanism has been studied analytically by Hai and Studart.\(^3\)

The second mechanism for differentiating the subband mobilities is a transition from localized electron states to non-localized states. If enough electrons are drained out of the quantum well, the remaining electrons in the ground subband can get trapped in ‘puddles’ in valleys of the potential energy. These valleys are due to fluctuations in the size of the well or due to ionized donor atoms in the delta-doping layers outside the quantum well. The electrons are said to be localized when they are trapped in such puddles and cannot travel freely from one puddle to another. They can only travel by gaining sufficient energy to hop over the potential energy barrier between puddles. Operating at a few Kelvin, there is not much thermal energy available to the electrons and these hops are infrequent. In this regime, the sample is electrically insulating. If the electron sheet density in the channel quantum well is around a few times \(1 \times 10^{10}\) cm\(^{-2}\), then the ground subband is comprised of localized electron states, but the energy of the bottom of the first excited subband is above the potential fluctuations. The excited subband then has non-localized electron states and can freely carry current.

Conduction in the ground subband would be through hopping from one localized puddle to the next, and could be made very low by decreasing the electron density or lowering the temperature. When electrons absorb Terahertz light and are excited to the first excited subband, these electrons would be promoted to non-localized states, and would transport current without hopping. In this manner, the first excited subband would have a much larger mobility than the ground subband. Finkelson et al\(^4\) have measured the mobility of electrons undergoing a similar transition from an insulating state to a metallic state in quantum well structures like those being used for TACIT detectors.

The quantum well heterostructure shown in Fig. 1 was designed to be able to use both mechanisms to make the electron mobilities of the ground and first excited subband very different. In the calculations of the expected TACIT detector performance presented in Section 4, both the impurity spike and localization mechanisms are considered together.

### 3. DEVICE FABRICATION AND OPERATION

A schematic of a TACIT detector is shown in Fig. 4. The TACIT detector is made from the GaAs/AlGaAs square quantum well heterostructure shown in Fig. 1. A planar metal broadband antenna couples the Terahertz radiation from free space to the active region of the detector, with the electric field polarized perpendicular to the plane of the quantum wells. Electrons in the channel quantum well absorb the radiation in an intersubband transition. The percentage of electrons in each subband changes which in turn changes the resistance of the active area. A current is sourced through metal ohmic source and drain contacts, and the change in resistance is measured as a change in voltage across the device. The two antenna leaves also serve as a front and a back gate, which are used to apply a DC voltage bias across the active region. The front antenna leaf makes a Schottky contact for the front gate, and the back antenna leaf is connected to the back gate quantum well through an ohmic contact.

From the bare heterostructure wafer, the device shown in Fig. 4 is fabricated. Starting with a piece of the heterostructure, a two-layer mesa structure is formed by successive lithography and etching. The taller mesa will be the active area of the device and is not etched at all. The lower mesa has the back gate quantum well still intact, but the channel quantum well etched away. Outside of the device, both quantum well layers were etched away for electrical isolation between devices. Then patterned metal is deposited and annealed to form ohmic source and drain contacts to the channel quantum well and an ohmic contact to the back gate well. A ramp of photoresist is formed on one side of the tall mesa, to allow the next layer of patterned metal to be deposited and reach the top of the tall mesa without a break. This last layer of metal forms the antenna and the leads out from the contacts. Once the detector is fabricated, it will be mounted on the back of a silicon lens.

In operation, bias voltages are applied between the front and back gate contacts to tune the absorption frequency, and between the gates and the channel quantum well to tune the sheet density of electrons in the channel quantum
Figure 4. Three-dimensional view of a TACIT detector. Current is applied through the source and drain contacts. The leads to the source and drain contacts, and the front antenna leaf are deposited on top of a photoresist ramp (diagonal striped) from the wafer surface to the top of the mesa. Ohmic contacts (dotted) electrically connect the back gate antenna leaf with the back gate quantum well, and connect the source and drain contacts to the channel quantum well.

well. The intersubband absorption frequency can be tuned by applying a bias voltage between the front and back gate contacts of the device. The bias voltage tilts the quantum wells and changes the subband energy spacing. In this manner, the frequency of maximum absorption for one heterostructure could be changed by a factor of 1.6 with a bias voltage of order 1V, as shown in Fig. 3. Other structures are tunable over different ranges, such as 1.2-4.2 THz demonstrated by Hopkins et. al. in a logarithmic well. Tuning the absorption frequency is simple and can be done while the detector is operating. TACIT detectors could then be used for a wide array of applications, including, in certain situations, to record spectra without the use of a bulky spectrometer.

Additionally, the electron density in the channel quantum well can be tuned by applying a DC voltage to the source and drain contacts to the channel relative to the front and back gates. By raising the relative potential energy of the channel quantum well with respect to the gates, electrons can be driven out of the quantum well into the gates. In this manner the sheet density of electrons in the quantum well can be tuned to give the largest difference in electron mobilities between the first two subbands. This tunability also could be used to fine-tune the impedance of the device to match the antenna. Independent control of the front gate, back gate, and channel DC voltages allow simultaneous tuning of the intersubband absorption frequency and electron sheet density.

4. DEVICE PERFORMANCE

The relevant characteristics of an incoherent detector are the sensitivity, speed, and frequency response. These characteristics can be expressed in terms of the noise equivalent power (NEP), response time, and the corner frequency $f_c$ respectively. These characteristics will be modeled for a TACIT detector operating in a non-bolometric mode. Modeling of a TACIT detector operating in a bolometric mode has been reported previously.

In order to model the detector speed and sensitivity, we make several assumptions about the system. The detector will generally be operated at a low bias power so all the electrons are assumed to be in the ground state in the absence of illumination. We also assume that the electrons in the ground subband can be described by a thermal distribution with an electron temperature $T_e$. The system is assumed to have an energy relaxation time $T_{ph}$. We consider coupling the incident light to the antenna and coupling from the antenna to the device. We do not, however, include effects associated with coupling the detector to an outside sample mount or electronic circuit, such as heat diffusion or amplifier noise.

The noise equivalent power (NEP) is the root mean square amplitude of sinusoidally modulated radiation power incident on the detector required to produce a unity signal to noise ratio ($S/N = 1$) in a 1 Hz bandwidth. The NEP can be expressed as the ratio of the rms noise voltage, $V_n$ (in V/Hz$^{1/2}$), to the responsivity, $\mathcal{R}$ (in V/W). The
responsivity, $\mathcal{R}$, is the change in output voltage per unit incident power. A constant current is sourced to the device, and the change in voltage comes from variations in the source-drain resistance, $R_{SD}$.

$$\mathcal{R} = \frac{dV}{dP_{inc}} = \eta_F \eta_A \eta_D I_{SD} \frac{dR_{SD}}{dP_{obs}}.$$  \hspace{1cm} (2)

$\eta_F$ is the coupling efficiency from free space to the antenna, and $\eta_A$ is the coupling efficiency from the antenna to the active area of the device. $I_{SD}$ and $R_{SD}$ are the applied source-drain current and the source-drain resistance respectively. $P_{obs}$ is the signal power that is absorbed in the detector active region.

The device resistance changes as electrons absorb the Terahertz radiation, raising them from the ground subband to the excited subband. In the absence of inter-valley scattering, conduction in the two subbands can be considered to occur independently and in parallel. The effective resistance of the active area is then the resistances of the two subbands added in parallel. Resistance is inversely proportional to mobility, so an effective mobility is useful,

$$\mu_{eff} \equiv \frac{N_0}{N_{Total}} \mu_0 + \frac{N_1}{N_{Total}} \mu_1.$$ \hspace{1cm} (3)

The total number of electrons in the channel quantum well does not change in operation, but how many are in each subband does. The differentiation in the responsivity expression, Eq. (2) can be carried through to variations in the effective mobility with incident light.

$$\mathcal{R} = \eta_F \eta_A \eta_D I_{SD} \mathcal{G}_{SD} \frac{d\mu_{eff}}{dP_{obs}}$$
$$= \eta_F \eta_A \eta_D I_{SD} \mathcal{G}_{SD} \frac{1}{\epsilon N_{Total}} \frac{d(1/\mu_{eff})}{dP_{obs}}$$
$$= \eta_F \eta_A \eta_D I_{SD} R_{SD} \left( \frac{-1}{\mu_{eff}} \frac{d\mu_{eff}}{dP_{obs}} \right)$$ \hspace{1cm} (4)

with $\mathcal{G}_{SD}$ being a geometric factor of the dimensions of the source-drain region.

A photon has a certain probability of being absorbed by an electron in the ground subband. With a sufficiently low incident power, the number of electrons will be much larger than the number of photons arriving in the intersubband relaxation time. Assuming all electrons are initially in the ground subband, the number of electrons in the excited state will then be simply the number of photons at the resonance frequency, $f_0$, arriving in the detector within the intersubband relaxation time, $T_{ph}$.

$$N_1 = \frac{P_{obs} T_{ph}}{\hbar f_0}.$$  

An electron in the excited subband has several ways of relaxing back to the ground subband. The excited electron can spontaneously emit a photon, or it can undergo stimulated emission. We assume, however, the detector will be looking at weak signals, so the photon density will be small, and the rate of stimulated emission will be negligible compared to other relaxation mechanisms. An excited electron can also release energy and momentum by emitting a phonon. If the electron has sufficient energy to emit a longitudinal-optical (LO) phonon, 36 meV in GaAs, it will rapidly do so, for LO phonons are strongly coupled to the electrons. A few picoseconds is a typical relaxation time constant for LO phonon emission in GaAs/AlGaAs quantum well heterostructures. If the excited electron does not have enough energy to emit a longitudinal-optical phonon, it can still emit an acoustical phonon. These acoustical phonons have no minimum energy, and are less strongly coupled to the electrons than LO phonons. For greatest sensitivity, the TACIT detector is operated such that the electrons excited to the upper subband cannot emit a LO phonon, and so have a longer lifetime in the excited state. The intersubband relaxation time constant has been measured for samples similar to the heterostructures being used for TACIT detectors.\footnote{The time constant $T_{ph} = 1 \text{ ns}$ for an electron temperature $T_e = 10 \text{ K}$, where the electrons effectively cannot emit LO phonons. For an electron temperature $T_e = 50 \text{ K}$, $T_{ph} < 10 \text{ ps}$. At $T_e = 50 \text{ K}$, the electrons still have an average energy far below the LO phonon energy, but the tail of the electrons' Fermi energy distribution is large enough that a small fraction of the excited electrons can emit an LO phonon. Energy relaxation by emission of a LO phonon is significantly faster than by acoustic phonons, so that even if only a small fraction of electrons have sufficient energy, emission of LO phonons becomes the dominant energy relaxation mechanism. The intersubband relaxation time, $T_{ph}$, includes all...}
these phonon mechanisms. Another way for the excited electrons to deposit their energy out of the detector active area is to diffuse out into the source and drain contacts. However, in the current design, the device dimensions are larger than the mean electron diffusion length, so electron-phonon processes will dominate intersubband relaxation.

Under constant bias voltages, the total number of electrons in the channel quantum well is constant and \( N_{Total} = N_0 + N_1 \), so the population change of the excited subband is simply negative that of the population change of the ground subband,

\[
\frac{d\mu_s f}{dP_{obs}} = \frac{1}{N_{Total}} \left( \mu_0 \frac{dN_0}{dP_{obs}} + \mu_1 \frac{dN_1}{dP_{obs}} \right)
= \frac{1}{N_{Total} A_{SD}} \left( \mu_0 \frac{T_{ph}}{h f_0} + \mu_1 \frac{T_{ph}}{h f_0} \right)
= \frac{T_{ph} (\mu_1 - \mu_0)}{h f_0 N_{Total} A_{SD}}.
\]  

(5)

The responsivity is proportional to the change in effective mobility with varying signal power, which is in turn proportional to the changes in the relative subband populations. Combining Eqs. (4) and (5), the responsivity for low signal powers can be expressed,

\[
\mathcal{R} = -\eta_{FA} \eta_{AD} I_{SD} R_{SD} \frac{(\mu_1 - \mu_0)}{\mu_0} \frac{T_{ph}}{h f_0 N_s A_{SD}}.
\]  

(6)

where \( N_{Total} = N_S \) is the sheet density of electrons in the channel quantum well. The responsivity is proportional to the ratio of the difference between subband mobilities to the ground subband mobility. It is also inversely proportional to the active region area and resonance frequency.

This expression of the responsivity also includes the two antenna coupling factors, \( \eta_{FA} \) from free space to the antenna, and \( \eta_{AD} \) from the antenna to the active region of the device. Using a transmission line model, \( \eta_{AD} \) is the fraction of the power delivered through the transmission line to the active region of the device. On resonance, with \( f = f_o \), the detector active region can be modeled as a resistance in parallel with a parasitic capacitance. This resistance is not the source-drain resistance of the device, but rather is the resistance sensed by the radiation-induced Terahertz voltages between the front and back antenna leaves.

\[
R_{L} = \frac{d}{A_{SD} \sigma_{3-D}} = \frac{2 \pi c m^* d^2 \text{FWHM}}{e^2 A_{SD} N_s f_{osc}},
\]

where \( d \) is the distance between the gates and the channel quantum well and \( A_{SD} \) is the area of the active region. FWHM is the full width at half maximum of the intersubband absorption peak (in cm\(^{-1}\)). \( m^* \) is the conduction band effective mass of the electrons, \( N_s \) is the sheet density of electrons in the channel well, and \( f_{osc} \) oscillation strength of the transition between the ground and first excited subbands. This expression is for a low signal power regime, where there are no saturation effects. When this resistance `perpendicular' to the plane of the quantum wells is matched to the antenna impedance, \( R_{ant} = 71 \Omega \) for our log-periodic antenna, \( \eta_{AD} \) simplifies to,

\[
\eta_{AD} = \frac{1}{1 + (f/f_c)^2},
\]

with a corner frequency,

\[
f_c = \frac{1}{\pi R_1 C} = \frac{e^2}{2 \pi^2 c m^* e \text{FWHM}} N_s f_{osc}.
\]

The corner frequency, along with the intersubband absorption lineshape and tunable resonance frequency, specify the spectral characteristics of a TACIT detector.

Having now an expression for the responsivity, the expected noise equivalent power for a TACIT detector can be computed. Considering Johnson noise, generation-recombination noise, and fluctuations in the thermal background, the detector's NEP can be written,

\[
\text{NEP}^2 = \frac{4 K_B T_e R_{SD}}{R^2} + \frac{4 e I_{SD} R_{SD}^2}{(1 + (2 \pi f_{ph}^2))^2 R^2} + \left( \frac{h f_c}{e \text{FWHM}} \frac{\exp \frac{h f_c}{K_B T_e}}{\left[ \frac{h f_c}{K_B T_e} \right] - 1} \right)^2 \frac{1}{e \text{FWHM}}.
\]  

(7)
Table 1. Parameters used in calculating TACIT detector operating characteristics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$f = 1.0$ THz</th>
<th>$f = 1.8$ THz</th>
<th>$f = 5.0$ THz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Responsivity [V/W]</td>
<td>$-2.6 \times 10^7$</td>
<td>$-1.2 \times 10^7$</td>
<td>$1.9 \times 10^6$</td>
</tr>
<tr>
<td>NEP, 300 K bkgnd [W/Hz$^{1/2}$]</td>
<td>$1.3 \times 10^{-16}$</td>
<td>$1.2 \times 10^{-16}$</td>
<td>$1.0 \times 10^{-15}$</td>
</tr>
<tr>
<td>NEP, 77 K bkgnd [W/Hz$^{1/2}$]</td>
<td>$2.7 \times 10^{-16}$</td>
<td>$2.1 \times 10^{-16}$</td>
<td>$4.4 \times 10^{-16}$</td>
</tr>
<tr>
<td>NEP, 10 K bkgnd [W/Hz$^{1/2}$]</td>
<td>$3.1 \times 10^{-17}$</td>
<td>$6.6 \times 10^{-17}$</td>
<td>$4.4 \times 10^{-16}$</td>
</tr>
</tbody>
</table>

Table 2. Expected responsivities and noise equivalent powers for a TACIT detector operating at 1.0 THz, 1.8 THz, and 5.0 THz, with thermal background noise from a 300 K, 77 K, and 10 K blackbody source. Entries in bold type indicate background-limited sensitivity.

To estimate the performance possible for a TACIT detector using the subband-dependent mobility mechanism, device parameters were taken from the heterostructure design, device processing considerations, and, where applicable, from related experiments. Several factors constrain the choice of parameters. The primary constraints are to match the impedance of the detector active region to that of the antenna, and to consider signal and bias Joule-heating powers to yield an electron temperature that is consistent with the desired subband relaxation time constant.

The first constraint relates the active area $A_{SD}$, gate to channel distance $d$, and the sheet density of electrons in the channel quantum well $N_s$. The corner frequency also involves the separation $d$ and electron sheet density, and this frequency should ideally be much larger than the operation frequencies of interest. The responsivity is inversely proportional to the device active area, $A_{SD}$, as shown in Eq. (6), so to get the highest sensitivity, minimizing the area should be balanced against the frequency and impedance-matching criteria. The second constraint limits the total power that can be considered for a given intersubband relaxation time constant, $T_{ph}$. The total power absorbed, both signal power and bias Joule heating power, $I_{2p}^2 R_{SD}$, absorbed within the relaxation time will heat the electrons above the semiconductor lattice temperature, $T_L$,

$$(P_{Signal} + I_{2p}^2 R_{SD}) T_{ph} = C_v(T_e) (T_e - T_L)$$

where $C_v(T_e)$ is the specific heat of the electrons. The resulting electron temperature must be consistent with the relaxation time used to calculate it.

The parameters used to estimate the performance of a TACIT detector are given in Table 1. The parameters are design characteristics, with the ratio of subband mobilities, $\mu_1/\mu_0$, and the coupling constant $\eta_{FA}$ taken from the literature. These parameters are all feasible to achieve. The responsivities and noise equivalent powers for such a TACIT detector under various conditions is summarized in Table 2. With these experimentally-feasible parameters, a TACIT detector operating at its resonant absorption frequency of 1.8 THz is expected to have 77 K-background-limited sensitivity and 300 K-limited performance for frequencies to and beyond 5 THz with a intersubband relaxation time constant of 1 ns.

5. CONCLUSION

Intersubband transitions in quantum wells are a unique system for making detectors for the 1-5 THz frequency range. TACIT detectors are narrowband, with an absorption peak linewidth FWHM of 100-200 GHz, measured for similar heterostructures, and are tunable by applying a moderate bias voltage. Using quantum well heterostructures designed to give a large subband mobility ratio, absorbing a low signal power is expected to dramatically change the effective
mobility of the device active region. This change in mobility is measured as a change in source-drain resistance of the detector. A parallel-current-path model is used to calculate the expected performance of the TACIT detectors. With a set of experimentally-feasible device parameters, TACIT detectors are expected to have background-limited sensitivity for a 300 K background, and at some frequencies, for even a 77 K background. The intrinsic speed of TACIT detectors is predicted to be limited only by the intersubband relaxation time, which is variable, and is in the range of 1 ns to less than 10 ps. This expected performance compares favorably to other detector technologies.
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ABSTRACT

The fabrication of 3-D helical antennas, designed for the low THz frequency range, will allow for the efficient transmission and reception of circularly polarized radiation. This paper presents a novel method of fabricating helical antennas, singular and arrayed, for the low THz (0.1THz to 2.7THz) frequency range. The THz antenna structures are fabricated by using Laser Chemical Vapor Deposition (LCVD) to form fibers that can be grown into complex three-dimensional structures directly on semiconductor substrates. By focusing the laser through a diffractive optic, arrays of antennas can be fabricated at the same time. THz radiation detection devices can be realized by combining the LCVD antennas with MEMS micro-bolometers that convert received THz radiation into a change in resistance. Arrays of these antenna-bolometer pairs can be fabricated on the same substrate to realize a THz imaging device.

Keywords: THz, helical antenna, MEMS, far-infrared

1. INTRODUCTION

Micro-machined planar and whisker antennas have been used in research of the low THz frequency range for some time. But in order to fully utilize the THz frequency range, new micro-machining techniques are required to realize functional components that can operate in this frequency range. A low-cost method for successfully fabricating arrays of true 3-D helical antennas for this frequency range could greatly increase the usefulness of this frequency range, due to increased antenna gain and the ability to generate circular polarized radiation patterns. Laser Chemical Vapor Deposition, (LCVD) is one micro-machining technique that can be used to fabricate complex 3-D structures, including THz helical antennas.

The LCVD process can be used to fabricate complex 3-D structures on the surface of a substrate. When combined with well-established micro-machining processes, such as gold electroplating and substrate anisotropic etching, dipole and helical antennas, singular or arrayed, can be fabricated on-chip to operate at frequencies ranging from 100GHz to over 2THz.

2. CVD PROCESS FOR FABRICATING FIBER STRUCTURES

An outstanding application of Laser Chemical Vapor Deposition (LCVD) is in the formation of structures with extremely small diameters. The use of high pressures is essential because it results in large convective heat transfer rates that limit the hot zone where CVD occurs to the diffraction limited laser beam focal spot.

The time required for reactant molecules to diffuse through the thermal boundary layer that surrounds the laser heated end of the 10µm diameter structure is approximately 10^6 seconds when the ambient gas pressure is 1 bar. Homogeneous gas phase reactions do not occur under these conditions, even for highly unstable gases such as ethylene, acetylene, silane, germane,
and others. Thus, high reactant pressures and high deposition temperatures may be used and very high rates of deposition are possible.

The formation of fibers by LCVD is illustrated in Figure 1. A cw laser beam is focussed onto a substrate, with intensity sufficient to achieve high temperature and initiate the deposition process. Reduced laser power may be required as the fiber begins to grow, since heat loss from the laser-heated region decreases as the fiber grows away from the substrate. The temperature gradient near the fiber tip is very large so that a constant fiber tip temperature and growth rate are achieved when the fiber length becomes a few times greater than its diameter. The point of deposition remains in the laser beam as the substrate is withdrawn.

The upper limit on pressure for LCVD is inversely proportional to the diameter of the heated object. Gas phase reactions are minimal or do not occur if the product of pressure and structure diameter is less than about 100μm bar. LCVD fiber synthesis at rates up to 1000μm/s have been achieved.

Linear LCVD at a constant rate requires only a constant laser power, reactor pressure and fiber pulling rate, and location of the deposition point in the region where the laser beam is converging to its focal point. If the pulling rate is too small, the fiber tip will grow into a region where the laser beam diameter is larger and the intensity is smaller, resulting in a reduced fiber tip temperature and a growth rate that matches the fiber pulling rate. Similarly, the fiber tip will be pulled closer to the focal point and will grow faster to match a pulling rate that is too large. This intrinsic control mechanism leads to very reproducible and constant fiber growth conditions, and to the synthesis of materials with uniform properties.

The situation changes when spiral structures are formed, as illustrated in Figure 2. Here we assume that the structure is rotated about its axis, and translated along the axis at rates that yield the required spiral dimensions. On the left side of the figure, the pulling direction that results from the rotation is coincident with the laser beam axis only if the line between the point of growth and rotation is perpendicular to the beam direction. Process control is required to keep the point of deposition in the laser beam as the spiral is laser rotated. Precise control of the growth conditions is required to achieve this condition, and can be achieved by feedback control of either the laser power or rotation rate while sensing the growth point. Manual control of circular spiral growth is difficult because small variations in the growth rate cannot be avoided. For example, the natural convection rate increases as the growth point moves further from the substrate, resulting in an increased

![Figure 1. LCVD Fiber Growth.](image-url)
chemical transport rate and, other conditions remaining constant, advance of the growth point to a location further from the laser focal point as shown on the right side of Figure 2. The radial distance from the rotation axis is thereby increased, causing the heated region to move off the laser beam axis. Since the motion induced by rotation is from a region of greater laser intensity to one of smaller laser intensity, the feedback is negative and the process terminates.

Figures 3 and 4 illustrate the approach used in the present work. Square spirals were created by forming each turn of the spiral from four straight segments with 90° rotation between segment growth. This approach also allowed arrays of spiral antennas to be readily grown as shown in the figure.

As previously mentioned, laser power adjustments may be required to initiate and maintain growth from a substrate. Heat loss by conduction into the substrate can require a much larger incident laser power to initiate the growth than to maintain the one-dimensional heat conduction from the tip of a growing fiber. In practice, start-up is easily achieved from a paper substrate, whose surface has a thin graphite layer (pencil lead) to promote absorption of the incident laser power. The procedure is to pull the substrate through the region where the focused laser beam is converging to the focal spot. The paper is heated and decomposed to a carbonaceous material that serves as a low conductivity substrate to initiate LCVD. As the focal point is approached, the carbonized paper surface achieves a temperature sufficient to initiate LCVD; a fiber is formed and quickly achieves steady-state growth at the same rate at which it is pulled.

LCVD structures were formed on steel, silicon, and paper substrates. No changes in the laser beam power were required between start-up and steady-state LCVD with the paper substrates. Start up power requirements were reduced on the steel substrates by using very thin (25μm thick) steel strip substrates. On silicon, the laser power requirements for start-up were reduced at short posts etched into the silicon wafer surface. Nevertheless, some uncontrolled deposition occurred during start-up on both steel and silicon. The procedure used was to observe the process and shutter the laser beam as soon as a deposit began to form. The laser intensity was then reduced and well controlled growth was obtained at the reduced laser power. Figure 5 illustrates start-up on the three substrates and shows the larger-diameter deposit formed during start-up on steel. For silicon, this effect would be avoided if the post length were approximately 4 times its diameter, but shorter posts were used in the present work, and some uncontrolled deposition occurred during start-up on the silicon posts.

The LCVD microstructure reactor is a small cube-shaped chamber mounted on a hand-tightened pivot so that a laser beam may enter through its top window for growth of fibers normal to the plane of the enclosed substrate, or through a front-wall window for growth of fibers nearly parallel to the plane of the substrate. All four walls and the top of the reactor are fitted with 1/4" thick glass windows for the entering laser beam, for camera and visual observations, and for illumination.

A microstepping motor is bolted to the base of the reactor, and its 1/4" diameter shaft protrudes through an O-ring-sealed hole up into the center of the reactor. A simple fixture is attached to the end of the stepper motor shaft to enable shock-free mounting and dismounting of LCVD microstructures. Typically, structures are grown by the LCVD process upon planar substrates whose surface is perpendicular to the axis of the stepper motor shaft.
The pivoting reactor and its attached stepper motor are positioned in space by a three-axis microstepping motor system, which is bolted to the surface of a large damped-mount optical table. The LCVD laser and all optics are rigidly mounted on the same table.

Thus, the system consists of four axes that were computer controlled and operated during the growth of microstructures: the orthogonal X, Y, and Z axes, and the rotary θ axis carrying the workpiece within the reactor. The rotary pivot, whose axis is perpendicular to the θ axis formed a fifth axis that could be manually adjusted to set a fixed angle of incidence of the laser beam relative to the substrate surface on which the structures were formed.

All stepper motors are controlled by an interactive program allowing for precise positioning and display of positions and motor velocities. Future enhancements can incorporate laser power control, gas flow rate control and gas pressure control. For this phase of the project though, software was kept simple while various experimental microstructures were built. The core routines controlling the stepper motors were written to anticipate more complete automation as patterns of microstructure growth become more refined and experience leads to best methods of automation.

The software is written in LabView, a graphical icon-based language that is well suited for rapid prototyping of laboratory data acquisition and machine control systems. This software system runs on ordinary desktop computers.

3. SILICON SUBSTRATE MICRO-MACHINING

Due to the high thermal conductivity of silicon, 148 W/mK, it would be difficult to grow carbon structures on a flat silicon wafer because the heat from the laser would quickly dissipate into the wafer through three-dimensional heat transfer. Therefore, a solution to this problem is to fabricate silicon posts on the silicon wafer to grow the antenna structures on. When the LCVD laser illuminates the tip of the post, heat flow is basically restricted to one-dimensional conductive heat transfer through the post itself, until the heat reaches the wafer. This results in the tip of the post being heated to the required temperature for the carbon fiber to grow.

The silicon posts were designed to be 10μm in diameter and 40μm tall. An array of 225 posts, 15 by 15, was designed to be centered in a die, 0.25in by 0.25in. The posts were spaced 300μm apart, for an array designed for a frequency of 1THz. A three inch diameter, 0.5mm silicon wafer was used to produce 64 die, patterned in an 8 by 8 array. 100μm wide and 10μm high scribe lines were fabricated on the periphery of the dice to aid in dicing the wafer. They formed a checkerboard pattern across the 3in wafer.

A mask was fabricated to pattern the wafer. The 2.5in mask pattern was ten times larger that the desired wafer pattern. So a 10:1 GCA stepper was used to reduce the mask image to the desired size. The stepper pattern was replicated 64 times on the wafer to generate the pattern for the 8 by 8 array. The wafer was then developed and cleaned.

The bulk micro-machining technique, reactive ion etching, was then used to anisotropically etch away the exposed silicon around the posts and scribe lines to fabricate the desired structure. A mixture of SF₆ and O₂ was used to etch the silicon, where the ratio determined the etch rate. The mixture used resulted in an etch rate of approximately 4200Å per minute. Therefore it took approximately 95 minutes to etch 40μm into the wafer. After etching, the remaining photoresist was removed and the processed wafer was diced into 0.25in squares.

Several runs were performed while varying the SF₆ and O₂ ratios to obtain suitable etching characteristics, specifically, to limit horizontal etching (undercutting) to an acceptable level. The best run resulted in 42μm tall posts that were approximately 6μm wide at their peaks. This wafer was then diced and used to grow antennas.
4. HELICAL THZ ANTENNA DESIGN

A helix antenna can be pictured as a conductor coiled around an imaginary cylinder as shown in the Figure 6. The conductor can be coiled in the clockwise or counterclockwise direction. The pitch angle, $\alpha$, provides a measure of how tightly the helix is wound. For a given circumference, smaller values of $\alpha$ imply closer turn spacing.

The operation of a helical antenna can be described in terms of transmission and radiation modes. Transmission modes describe how an electromagnetic wave propagates along the helix. At low frequencies, where the wavelength is much longer than the helix circumference, regions of positive and negative charge in the current distribution are separated by many turns. Because of this separation, the electric field becomes directed mainly along the axis of the helix. At frequencies where the wavelength approaches the length of the helix circumference, higher order transmission occurs.

The radiation field pattern depends on the radiation modes excited. There are mainly two modes; the normal mode and the axial mode. The axial mode antenna is the most widely used mode. Actually, the axial mode helical antenna is the most widely used circularly polarized antenna, either in space or on the ground. For the axial mode to occur the frequency of operation must be such that the helix circumference is within the range $0.75 \lambda$ and $1.33 \lambda$. The axial mode is characterized by a symmetric main lobe directed along the axis of the helix. On the other hand, for the normal mode the maximum field strength occurs in the direction perpendicular (normal) to the helix axis. The radiation resistance in this case is very low and hence the normal mode helix is not a very effective antenna. For this effort, only the axial mode helical antenna is considered.
Figure 4. LCVD of Spiral Structures.

Figure 5. Start-up of LCVD on Various Substrates.
D= diameter of helix
C=circumference of helix=πD
\[ \tan \alpha = \frac{s}{C} = \frac{s'}{\pi D} \]
\[ L = \sqrt{S^2 + C^2} \quad \text{length of turn} \]
α=pitch angle
N=number of turns
d=diameter of helix wire

Figure 6. Helical Antenna Geometry.

The input impedance of the axial mode antenna is mostly resistive and is given by\textsuperscript{15,16,17}:
\[ R = 140 \left( \frac{C}{\lambda} \right) \quad \text{Ohms.} \]

This is an empirical formula used for calculating the impedance of a helical antenna. It does not take into account the effect of skin depth, but since no closed-form solution exists, it is a reasonable approximation. It is this impedance that can be used for matching purposes with a waveguide or bolometer. More specifically, the dimensions of the helix at 1THz (\( \lambda \approx 300\mu \text{m} \)) are:

C=341.307µm
s=81.3µm
d=15µm
N=5 turns. This number is chosen to determine if a practical antenna can be fabricated (i.e. larger than 3 turns).

α= 13 degrees

5. LCVD FABRICATED ANTENNA STRUCTURES

Using the fabrication process described above, a number of antenna structures were fabricated on a variety of substrate materials. Two SEM photographs typical of the structures fabricated, are presented.

Figure 7 shows a SEM photograph of a 5-turn rectilinear helical antenna structure would around a center post. The spiral diameter was 200µm, the pitch angle was 13°, the loop height was 185µm, and the “wire” diameter was ca. 18µm. Assuming that the useful frequency range of operation for the axial antenna mode is derived from the antenna circumference equaling 0.75 λ to 1.33 λ, then the antenna would have a frequency range of 0.36THz to 0.63THz. The antenna stands approximately 1mm tall, normal to the substrate surface. Although the structure could have been fabricated as a true helix, the rectilinear version demonstrates the fabrication principal.

Figure 8 shows a SEM photograph of a 5x5 array of antenna structures. Some of the antennas are dipoles and some are rectilinear helixes. The antennas are approximately 300µm apart. The array of dipoles was fabricated first. Rectilinear spirals, with diameters ranging from 160µm to 1.1mm, were then formed on selected posts. This experiment demonstrated that arrays of antenna structures could be fabricated on the same substrate. It also demonstrated that arrays could be fabricated with a variety of different antenna designs.
Figure 7. SEM Photograph of a Rectilinear 3-D Helical Antenna Structure Designed for Approximately 0.5THz.
Figure 8. SEM Photograph of an Array of Various Antenna Structures.
Figure 9. SEM Photograph of an Antenna-Like Structure Consisting of 40μm Square Spirals Around a Center Post.

Figure 9 shows a SEM photograph of a single square spiral formed around a central post that was located within 5μm of the substrate rotation axis. The separation between opposite sides of the spiral was 40μm and the turn height was 24μm. The pitch angle was approximately 9°. The small dimensions of this spiral and its location at the substrate rotation axis resulted
in minimal positioning adjustments between the growth segments. In fact, it was only necessary to rotate the substrate by 90°, change the Z-axis position by 6 μm between segments, and make occasional changes of a few μm in the X-axis position while forming the spiral. Thirty turns of the spiral were formed, with occasional viewing of the growth process, and no changes in the operating protocols from those calculated by design. This experiment demonstrated that spirals could be fabricated with diameters as small as 40 μm, which could be used to fabricate a helical antenna with an operational frequency range of 1.79 THz to 3.17 THz.

6. CONCLUSION

Spiral microstructures were formed with diameters ranging from 40 μm to approximately 1.1 mm, which demonstrates the feasibility of LCVD fabrication of helical antennas for operation in the frequency range from 100 GHz to 2.7 THz. The antenna structures were fabricated on a number of substrate material: steel, paper and semiconductor grade silicon. Dipole and helical structures were demonstrated both as singular structures and in arrays. Several applications can be realized by combining these antenna structures with other THz MEMS devices, such as THz waveguides, and with devices such as bolometers and diode harmonic mixers.

One application is a high frequency spectrum analyzer. Arrays of antennas, dipole or helical, could be fabricated on the same substrate to monitor frequencies from 100 GHz to over 2 THz. Each antenna would have a calibrated bolometer matched to its impedance. The output voltages would represent the signal levels present at discrete frequency bands. Another application would be a high-resolution scanner chip operating in the far-infrared (FIR) frequency band. Arrays of micro helical antennas would be used, possible with FIR optical lenses, to produce such a camera.
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ABSTRACT

Superconductive hot-electron bolometer (HEB) mixers have been built and tested in the frequency range from 1.1 THz to 2.5 THz. The mixer device employs diffusion as a cooling mechanism for hot electrons. The double sideband receiver noise temperature was measured to be $T_{n} = 2750$ K at 2.5 THz; and mixer IF bandwidths as high as 9 GHz are achieved for 0.1 $\mu$m long devices. The local oscillator (LO) power dissipated in the HEB microbridge was in the range 20-100 nW. Further reductions in LO power and mixer noise can be potentially achieved by using Al microbridges. The advantages and parameters of such devices are evaluated. A distributed-temperature model has been developed to properly describe the operation of the diffusion-cooled HEB mixer. The HEB mixer is a primary candidate for ground based, airborne and spaceborne heterodyne instruments at THz frequencies.

Keywords: submillimeter, heterodyne, mixer, hot electron bolometer, terahertz, superconductor, far infrared.

1. INTRODUCTION

Low noise heterodyne receivers are needed for astrophysical and earth remote-sensing observations at frequencies between about 100 GHz and 3000 GHz. SIS quasiparticle mixers provide low-noise up to about the superconductive energy gap frequency, $f_{g} = 750$ GHz for Nb, but are unlikely to work well much above 1 THz. Receivers based on Schottky mixers have been used above 1 THz, but the noise temperature is high and the mixer requires large local oscillator (LO) power ($\geq 1$ mW). A superconducting hot-electron bolometer (HEB) mixer has attracted significant attention in recent years as an alternative to address the THz-regime applications. The performance of the HEB mixer is dependent mainly in its thermal properties and not on the frequecny of operation. It is expected to operate up to at least several 10's of THz. Theory predicts the HEB mixer noise temperature due to the intrinsic thermal-fluctuation noise mechanisms to be very low, so it would be most likely quantum limited at THz frequencies. Also the required LO power is independent of frequency and can be very low (less than 100 nW of absorbed power for a Nb diffusion-cooled device) for appropriate choice of transition temperature $T_{c}$ and film sheet resistance. Two different approaches have been pursued to develop a practical HEB mixer. The first device approach employs an ultrathin ($\leq 30$ Å) NbN film where, due to the fast phonon escape, the mixer 3-dB IF signal bandwidth, $f_{3dB}$, is determined by the combination of the intrinsic electron-phonon interaction time, $\tau_{e-p}$, and the phonon escape time, $\tau_{p}$, to be $f_{3dB} = 3-5$ GHz. The other major approach, which we describe in this paper, utilizes thicker ($\geq 100$ Å) low-resistivity, high quality Nb films, in which out-diffusion of electrons to normal metal contacts serves as the dominant electron cooling mechanism. For submicron Nb device lengths, useful IF signal bandwidths up to 9 GHz are possible. HEB receivers are planned for use on the NASA Stratospheric Observatory for Infrared Astronomy (SOFIA) and the ESA Far Infrared and Submillimeter Space Telescope (FIRST).

---

* Electronic mail: william.r.mcgrath@pl.nasa.gov
2. EXPERIMENTAL DESIGN

We have successfully developed and tested quasioptical diffusion-cooled HEB mixers at 1.1 THz and 2.5 THz in heterodyne receivers. Record sensitivity and IF bandwidth were obtained demonstrating the advantages of diffusion-cooled HEB mixers at THz frequencies. These results are described here (see recent publications, references 5 and 6, for additional details).

The bolometer devices used in these experiments consist of a 0.30 μm long by 0.15 μm wide microbridge made of a 12 nm thick sputtered-deposited Nb film. The length of the bridge was defined by the gap between the 150 nm thick gold contact pads using a unique self-aligned fabrication process. The surrounding mixer embedding circuit and planar antenna are fabricated from 300 nm thick gold. This process gives automatic alignment of the Nb to the gold to provide dependable electrical and thermal contact. Fig. 1 shows an SEM photo of a completed device. This fabrication process produces excellent device parameters: critical temperatures Tc in the range 4.5 K to 6.5 K, transition width ≤ 0.3 K; and sheet resistance 10-80 Ω/sq. The critical current density at 4.2 K was as high as 1.5×10^7 A/cm².

Two different quasioptical mixer designs were developed. For 1.1 THz, the mixer consisted of double-dipole antenna with coplanar strip transmission lines located at the focus of a quartz hyperhemispherical lens. The mixer embedding circuit for 2.5 THz employed a twin-slot antenna with coplanar waveguide transmission lines located at the second focus of an elliptical silicon lens (see Fig. 2). The receiver test system employed either a backward wave oscillator operating at 1105 GHz as a local oscillator (LO) source, or a CO2-pumped methanol-FIR laser to generate LO power at 2522 GHz. A vacuum box containing two blackbody loads with similar emissivities was used for Y-factor measurements of the receiver noise temperature (see Fig. 3). The box is connected to the LHe vacuum cryostat, allowing operation without a pressure window in the signal path. The box and cryostat are evacuated to remove the effect of atmospheric absorption which is significant above 1 THz. Thus accurate measurements of receiver noise are possible without any corrections applied. The 1.1 THz receiver used a cooled HEMT IF amplifier centered at 1.5 GHz, and the 2.5 THz receiver used a similar amplifier centered at 2.1 GHz.

3. IF BANDWIDTH

Outdiffusion of hot electrons as the cooling mechanism in our bolometers implies that the thermal relaxation time τT should vary as L^2 (where L is the microbridge length) for devices shorter than about 0.5 μm. The thermal response time can be calculated from the expression: τT = L^2/(π²D), where D is the thermal diffusivity of the film. Thus the 3-dB IF bandwidth f3db = 1/(2πτT) should vary as L^2.

The IF bandwidth of several devices varying in length between 0.3 μm and 0.1 μm was measured in mixing experiments at frequencies = 500-600 GHz. As shown in Fig. 4, the bandwidth did indeed vary as L^2. The largest 3-dB bandwidth was 9 GHz for a 0.1 μm long device (the 0.08 μm device had a bandwidth over 15 GHz and could not be accurately measured with our present setup). The LO power absorbed was about 35 nW, and the receiver noise temperature was = 500 K. This is the largest bandwidth with low noise ever measured at submillimeter-wave frequencies for a bolometer mixer.
Earlier measurements also demonstrated the \( L^{-2} \) dependence, but at much lower frequencies: 4-20GHz\(^8\).

We have also recently confirmed that the IF signal bandwidth of the diffusion-cooled HEB mixer agrees with the frequency dependence of the IF impedance\(^9\). Measurements of the IF impedance were made within a 0.05 - 4 GHz frequency range. It has been demonstrated experimentally for phonon-cooled Nb\(^{10,11}\) and NbN\(^{12}\) devices that the HEB impedance changes from a high differential resistance value at low frequencies to a lower ohmic resistance \( R \) at high frequencies. The crossover occurs at the frequencies related to the intrinsic electron temperature relaxation time, \( \tau_T \). Thus, a measurement of the HEB impedance versus frequency allows \( \tau_T \) to be determined. The mixer bandwidth, \( f_{3dB} \), is then given by:

\[
f_{3dB} = \frac{\tau_T}{1 + C \frac{R - R_L}{R + R_L}},
\]

where \( R_L \) is the IF load (50 \( \Omega \)), and \( C \) is the self-heating parameter.

For these measurements, a 0.3 \( \mu \text{m} \) long device with small contact pads was mounted in a gap in the center conductor of a microstrip transmission line fabricated on 0.5 mm thick Durogard\(^\text{TM} \) with dielectric constant 10.2. The transmission line test fixture was placed in a LHe dewar and connected through semirigid cables to an HP8510 network analyzer to measure the \( S_{11} \) parameter (this approach does not have the shortcomings of \( S_{11} \) measurements. See reference 9 for details of this technique). The rf power level for testing was greatly attenuated to avoid any influence of the test signal on the device resistive state. Calibrations were done with the HEB device in the superconductive state (\( Z = 0 \)) and normal state (\( Z = R \)). This allowed the HEB IF impedance to be de-embedded from the microstrip test fixture\(^5\). According to theory\(^5\) the HEB impedance is given by

\[
Z(\omega) = R \frac{1 + C}{1 - C} \frac{1 + j\omega \tau_T}{1 + j\omega},
\]

Large values of the parameter \( C \) are required in order to observe a pronounced frequency dependence of the impedance. Equivalently, the device has to be biased to the operating point with a large differential resistance. In the experiment this was accomplished by heating the device to a temperature above 4.2 K. Figure 5 shows the \( Z(\omega) \) dependence (both real and imaginary parts) along with the fitted curves from the equation (2) above. The associated mixer bandwidth is found to be \( f_{3dB} = 1.4 \) GHz. This quantity is in good agreement with our results discussed above and previously reported bandwidth measurements\(^8\).
4. NOISE PERFORMANCE

The mixer antenna frequency response was measured using a Fourier Transform Spectrometer (FTS). For this measurement, the HEB device operating temperature was set to a value near $T_c$, and the bias voltage was adjusted to obtain a large direct-detection response in the bolometer. The detector response was corrected for the calculated frequency dependence of the beamsplitter in the spectrometer. The remaining frequency dependence is dominated by the antenna response. For the double-dipole antenna the center frequency is about 980 GHz and the rf bandwidth is 730 GHz. For the twin slot antenna, the center frequency is about 1900 GHz and the 3-dB bandwidth is approximately 1.1 THz. These results agree with the expected performance for double-dipoles and twin-slots and demonstrate that these antennas function well up to 2.5 THz.

Y-factor measurements give a noise temperature of 1670 K DSB for the 1.1 THz receiver. To estimate the mixer noise, only the simplest and best measured corrections were made. Removing the IF amplifier noise of 6.3 K leaves a remaining noise temperature of $\approx 1230$ K, and if the small off-resonant antenna loss of $\approx 0.63$ dB is taken into account (the antenna center frequency is 980 GHz, while the LO was set to 1104 GHz), an upper limit of 1060 K is arrived at for the mixer noise (this "mixer noise" includes the beamsplitter loss which contributes at least another 0.5 dB. Removing this loss would imply a mixer noise of $\approx 950$ K). For the 2.5 THz receiver, a best noise temperature of 2500-3000 K was obtained for an IF near 1.4 GHz. Again, if we remove the IF system noise and correct for the off-resonant antenna (center frequency is 1900 GHz as mentioned above) of 1.5 dB, an upper limit of about 900 K is obtained for the mixer at 2522 GHz. The LO power absorbed in this device was about 80 nW, and the total mixer LO requirement is estimated to be 420 nW (this accounts for the $\approx 7.2$ dB of optical and embedding circuit losses, estimated from the FTS measurements). These results at 2.5 THz are 5-times lower noise and 10$^{6}$-times lower LO power than competing technologies. Fig. 6 summarizes these results along with our previous measurements at 530 GHz$^2$ and demonstrates that the HEB mixer noise is nearly independent of frequency over a range of at least 2 THz. Figure 7 shows a comparison of these results with those of competing technologies. Clearly the HEB receivers provide the best choice for THz operation.

Straightforward improvements in antenna design, device impedance match, and use of anti-reflection coatings should result in at least a factor 2 improvement in receiver noise. Thus receiver noise temperature less than about 1000 K should be possible up to 3 THz using Nb devices.

The HEB mixer fixed-tuned rf bandwidths of $\approx 50\%$, discussed above, are many times larger than SIS mixers since the rf impedance of the HEB device is almost purely resistive up to frequencies over 100 THz$^2$. The HEB thus provides a broadband resistive match to the broadband planar antennas (using spiral antennas, mixer bandwidths of several octaves should be possible. However, saturation by background radiation will become important in such broadband detectors). To take advantage of such large instantaneous rf bandwidths, a broadband tunable LO source is needed. A *photomixer* LO is a promising candidate technology, and would allow for the possibility of an ultra-broadband heterodyne receiver.
5. ADVANTAGES OF MATERIALS WITH LOWER CRITICAL TEMPERATURE FOR HEB MIXERS

Although the LO requirement for HEB mixers is lower than any competing device technology, there are nonetheless no tunable solid state sources available to pump HEB mixers at frequencies above about 1.0 - 1.5 THz. An IF bandwidth of ~4 GHz is sufficient for many practical spectroscopy applications, however the unavailability of tunable THz LO sources may require much larger bandwidth for an HEB mixer. This is because a CO₂-pumped FIR laser may be the only option for an LO, and most often the available laser emission lines are many GHz separated from the particular spectral line of interest.

LO source technology is not as well developed as mixer technology and this puts further demands for improvement of HEB mixers in terms of decreasing the LO power requirements and increasing the IF bandwidth. Also, since theoretically the HEB mixers can achieve quantum limited noise performance, it is of practical interest to find a way to achieve this limiting performance. In general, there is always a tradeoff between mixer characteristics when one attempts to optimize a particular characteristic of the mixer. The relationships between the mixer characteristics depend on the cooling mechanism dominant in the HEB device. A proper choice of the device material can create a more optimal combination of mixer parameters. In this section, we briefly evaluate several superconducting materials with the goal of achieving optimal mixer performance and show what limitations are set by the cooling mechanism. A more detailed discussion is given in reference 20.

The diffusion cooling regime can be achieved in most materials as long as the device is made sufficiently short. It is simpler to observe however with a diffusion constant \( D \geq 1 \text{ cm}^2/\text{s} \). For smaller diffusivities, the device length needs to be less than 0.1 \( \mu \text{m} \) in order to provide a practical (ie: > 1 GHz) IF bandwidth. Such short device sizes are difficult to fabricate. Fortunately, there is a variety of materials where large diffusivities can be readily obtained. As seen in Fig. 8, Nb, NbC, and Al all have \( D \geq 1 \text{ cm}^2/\text{s} \).

For \( D = 10 \text{ cm}^2/\text{s} \) (a typical value for aluminum) and \( L = 0.1 \mu \text{m} \), the calculated diffusion time is \( t \approx 1 \text{ ps} \) which corresponds to an effective mixer bandwidth of 160 GHz. Even taking into account the difference between the theory and experiment, a bandwidth of several tens GHz should be possible.

A large range of diffusion constants gives flexibility in adjusting the mixer resistance to a desirable value. Indeed, if one tries to increase the bandwidth by using a very clean film, it may happen that the resistivity will be so low that the mixer device will be mismatched with the planar antenna impedance. Such a situation is more likely in Nb which has a higher density of electron states \( N_e (\rho = N_e T) \) than Al and NbC where the density of states is three times lower than in Nb (see Fig. 8). Therefore one can use cleaner films (= larger bandwidth) of these materials, while maintaining at the same time a suitable resistance for matching to rf embedding circuits.

Niobium nitride is the only material which has a short enough electron-phonon time and, therefore, is useful for fabrication of phonon-cooled HEB mixers. There is indirect evidence that the intrinsic bandwidth set by the electron-phonon relaxation time at the critical temperature of 8-9 K is \( \sim 10 \text{ GHz} \). The corresponding relaxation time \( \tau_p = 1.3 \text{ ps} \) is very short. However, even for the thinnest NbN films used in the recent experiments, the phonon escape time was 40 ps, i.e. phonons do not remove the thermal energy from the film instantly but rather exchange it with electrons. As a result, the relaxation slows down and the actual bandwidth is smaller than that implied by \( \tau_p \), i.e. 4 GHz instead of 10 GHz (see more details in reference 20). This situation can be adequately described by introduction of both electron and phonon temperatures different from the temperature of substrate. Any further
increase of bandwidth in NbN seems to be problematic because: (a) it is hardly possible to fabricate even thinner (<3 nm) high quality NbN films; and (b) electron diffusion still does not play a role in the relaxation since $D = 0.2 \text{ cm}^2/\text{s}$.

According to theory, the best HEB mixer performance takes place when the thermal fluctuation noise dominates over the Johnson noise. This is the case of strong self-heating in the mixer device which is possible if the device has a sharp superconducting transition and large critical current density. Under these circumstances assuming that the device operates at temperature $T < T_c$, the single-sideband (SSB) mixer noise temperature, $T_m$, is given by the following expression:

$$T_m = (n+2)T_c$$  \hspace{1cm} (3)

where $n$ is the exponent in the temperature dependence of the electron temperature relaxation time. For phonon-cooled devices it is an electron-phonon time: $n = 1.6$ for NbN, $n = 2$ for Nb, $n = 3$ for NbC. For diffusion cooled devices $n = 0$. The limits given by Eq. 3 are shown in Fig 9 (horizontal lines). One can see that the theoretical limit for Al is many times lower than that for NbN. The theory does not consider any quantum phenomena though the quantum noise limit will be important at THz frequencies. A simplistic empirical correction can be made by adding one quantum contribution, $\hbar/\kappa_n$, to the limit of Eq. 3. As a result the difference in $T_m$ between Al and NbN HEB mixer becomes smaller but is still significant.

The theoretical values of required LO power are given in Fig. 10. A further reduction of the local oscillator power might be achieved in a phonon-cooled mixer by reduction of the volume. However, in the case of NbN, the large resistivity of the material requires devices with a geometry of 1/10-of-a-square to ensure a reasonable impedance-match of the device resistance to a planar antenna. Therefore, the NbN device of Fig. 10 with the dimensions 0.15 (length) x 1.5 (width) x 0.003 (thickness) $\mu$m$^3$ is close to the optimum. In the case of diffusion-cooled mixers, one has a choice of materials with lower values of critical temperature. For $T < T_c$, $P_{LO} \approx T_c^2$, and one can see that Al with its low $T_c (\sim 1.6 \text{ K})$ requires very low LO power compared to other materials. The bandwidth does not suffer however since it is temperature independent, in contrast to that in phonon-cooled devices.

As can been seen from the above considerations, for a phonon-cooled HEB mixer, the IF bandwidth depends on the electron-phonon interaction time which is temperature dependent. Since a material with a relatively high $T_c$ such as NbN is required, a wide bandwidth means higher noise temperature and higher LO power. Thus these mixer characteristics must be traded against each other to optimize the performance for this type of mixer. For a diffusion cooled HEB mixer, the IF bandwidth is independent of temperature. Relatively lower $T_p$ materials, such as Al, can be chosen to reduce mixer noise and LO power requirements without sacrificing IF bandwidth. This type of mixer thus provides more flexibility in optimization for a particular application.

6. MIXER THEORY

Analysis of superconducting hot-electron bolometer mixer performance has usually been done using lumped model approximations that are adaptations of the theory developed for semiconductor devices. The device is represented by a heat capacitance that is connected to a thermal bath via a heat conductance. This model does not accurately analyze diffusion-cooled bolometers where the electron gas has a non-uniform temperature distribution along the length of the device. We have previously developed a finite-difference time-domain simulation that models this temperature distribution. This simulation resulted in a calculated conversion efficiency within 2 dB and a calculated device roll-off frequency within 25% of experimental values measured at 530 GHz. The simulation took into account electrothermal feedback. The calculation used a measured resistance-versus-temperature (RT) curve, but did not otherwise take into account any effects particular to superconductors, such as the coherence length. Another approach is described in reference 29, where the temperature profile is included in the model, and the film resistivity is assumed to change abruptly from zero to the normal state resistivity where the local temperature equals the critical temperature of the film. This "hot-spot" model thus does not account for the effect of
the width of the resistive transition in the device. Our model accounts for both the hot-spot and transition-edge contributions to the mixer performance.

We are now developing a frequency-domain model for a diffusion-cooled HEB that has two advantages compared to our time-domain simulation (see reference 30 for a more detailed discussion of this model). The first is that no easy general rule exists for choosing the time-step that is used in the time-domain formulation, and as a result it must be chosen small enough to result in rather lengthy calculations. The second advantage is that we expect that it will be easier to include a representation of thermal fluctuation noise in the frequency domain. We are currently working on adding the noise analysis to this model. A potential drawback is that this frequency-domain model is inherently linear, so that mixer saturation effects cannot be accurately modeled.

The temperature distribution in the diffusion-cooled hot-electron bolometer is determined by the DC and high-frequency (RF) heating, and by internal heat conduction that is proportional to the temperature in accordance with the Wiedemann-Franz law. The one-dimensional differential equation for the steady-state temperature field in the bolometer in general has no closed-form solution. Therefore, a numerical model is used here, in which the device is discretized into a finite number of segments, each with its own temperature, resistance, heat conductance and heat capacitance; see Fig.11. This discretization is a mathematical tool only, and the segment size does not by itself represent any physical size parameter in the device, such as the coherence length $\xi$, or the electron-electron thermalization length. The large-signal temperature profile inside the device is calculated using an iterative finite difference method. Each device bias point is represented by the temperature of the central segment, and the temperatures of the other segments are calculated using a heat flow equation with the high-frequency RF heating and the heating due to the DC current in each and every element taken into account. The RF heating is assumed to be uniform throughout the device, and the RF resistance of the device is assumed to be equal to the DC normal resistance. The DC resistance of each segment is calculated using the local segment temperature and a predefined resistance-versus-temperature (RT) curve. This means that the sometimes very non-uniform distribution of DC power dissipation is included in the model. The temperature of the end element is compared to the ambient temperature, and the DC current in the simulation is then adjusted repeatedly until the two agree. Each point on the device current-voltage (IV) curve is thus uniquely represented by the device center temperature at a fixed LO power level.

It is assumed that the LO and signal frequencies sufficiently exceed the device response time, and even the superconducting gap frequency, so that the effect of the signal can be seen as a time-dependent modulation of the uniform RF heating at the intermediate (IF) frequency. It is also assumed that this modulation is so small, that all resulting effects on physical parameters can be seen as linear perturbations of those parameters (the small-signal limit). Because of the linearity, frequency domain matrix expressions can be used to describe the heat dissipation within each element, as well as the heat flow between adjacent elements. In this matrix formulation, it is also easy to include self-heating due to the mismatch between the bolometer and the IF embedding circuit. The temperature dependent heat capacity of each segment, as well as the Wiedemann-Franz heat conductance between adjacent elements, are calculated from the temperatures given by the large signal model. LO-pumped IV-curves and mixer conversion efficiency can be readily calculated using this approach. The mathematical details are given in reference 30. A future publication will discuss this model with the effects of thermal-fluctuation noise included.

7. SUMMARY

HEB mixers are proving to be the best competitive choice for heterodyne detection at THz frequencies. Excellent performance of diffusion-cooled Nb HEB receivers has been demonstrated at 1.1 THz and 2.5 THz with noise temperatures of 1670K and 2750K respectively. The mixer noise performance is shown to be independent of frequency from 0.5 THz to 2.5 THz. The absorbed LO power is 80 nW or less. The ultra-wide rf bandwidths (up to 1 THz) of these HEB mixers
combined with a broadband photomixer LO would allow for the first time the possibility of a single-channel heterodyne receiver with 700 to 1000 GHz of readily-tunable frequency range. The further development of HEB mixers made from low-Tc materials, such as Al, can demonstrate quantum limited noise performance, with \( = 10 \mu W \) of required LO power dissipated in the device. These properties are particularly desirable for space-based submillimeter astronomy missions. A better understanding of how to optimize the performance of diffusion-cooled HEB mixers should be possible once a distributed-temperature theoretical model including noise is developed.
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ABSTRACT

Sideband generation is a method for producing tunable sources in the far infrared frequency range by mixing a tunable microwave source with a fixed laser source to produce tunable sidebands. A 36 element array of planar Schottky diodes was used to mix the output of a CO₂ pumped laser at 1.6 THz with a 1-20 GHz microwave source to generate 5.9 μW of DSB power for a conversion efficiency of 28 dB. The array produces sidebands by modulating the amplitude of the laser with a low duty cycle and no matching network which is not the optimal condition. For unmatched conditions a 180° phase modulation by a square wave with a 50% duty cycle will provide 4 dB SSB conversion efficiency. This can be implemented by resonating an inductor with a varactor to obtain a short circuit and then modulating away from resonance for an open circuit. A proof of principle demonstration was implemented in waveguide at 80 GHz which resulted in 9 dB conversion efficiency for sinusoidal phase modulation and about 3 GHz bandwidth. This technique will be attempted at 1.6 THz in waveguide.

Keywords: Sideband generation, laser, submillimeter-wave, quasi-optics, Schottky diodes, array, mixer

1. INTRODUCTION

Over the past several years, instrumentation needs in the remote sensing and radio astronomy communities have steadily increased the demand for local oscillator sources operating at submillimeter wavelengths. Compact radar range measurements need these sources to produce signature data by using small scaled models. Tunable sources of submillimeter-wave radiation are rare. Far infrared lasers operate at discrete lines with no more than 200 MHZ of tunability, and the output of solid state sources drops off significantly as they approach 1 THz. Sideband generation can be used to obtain a tunable submillimeter-wave source by mixing a tunable microwave source with the output from a far infrared laser. Generation of tunable sidebands using a whisker-contacted Schottky diode in a corner cube mount has been demonstrated to produce 10.5 μW of output power at a drive frequency of 1.6 THz. Comparable results were obtained by using a planar array of Schottky diodes on a quartz substrate to produce 5.9 μW double sideband power for a conversion efficiency of 28 dB. A quasi-optical array of planar Schottky diodes allows a convenient blend of optical and microwave technology appropriate for mixing submillimeter-wave and microwave frequencies with greater power handling capabilities. The array can handle more input power if it is available, but the conversion efficiency is still relatively low. This paper considers using a Schottky varactor as a phase shifter to generate sidebands with better efficiencies. For unmatched conditions a 180 degree phase modulation by a square wave with a 50% duty cycle will provide 4 dB single sideband conversion efficiency. This can be implemented by resonating an inductor with a varactor to obtain a short circuit and then modulating away from resonance for an open circuit. The devices can be placed across a rectangular waveguide to resonate with the post inductance or integrated in a quasi-optical array. A proof of principle was implemented in a waveguide at 80 GHz which resulted in 9 dB conversion efficiency with a bandwidth of about 3 GHz.

2. PLANAR SCHOTTKY DIODE ARRAY

Sidebands are generated in a corner cube mount by using a dihedral reflector to collect the laser's radiation and mixing with a microwave frequency in a Schottky barrier junction. The sidebands can either be separated from the central carrier for use as a local oscillator or measured by re-mixing with the same laser or a different laser. The output power is relatively low because of the power limitations of one diode and poor conversion efficiency (~30 dB). The power handling capabilities were improved by combining several devices together in a quasi-optical array. A bowtie array fabricated at the University of Virginia contained 36 planar Schottky diodes placed at the feedpoint as shown in figure 1 with a detail of the unit cell shown in figure 2. Microwave radiation is applied through the coplanar transition which is widened to accommodate an SMA connector. The laser power is
incident normal to the array and a mirror is placed behind the array for impedance tuning. Figure 3 shows a block diagram of the measurement setup. One laser was used to pump both the sideband generator and the detector. The Mach-Zehnder diplexer was used to couple half of the laser power to the sideband generator and half to the corner cube detector, while coupling all the generated sidebands to the corner cube. The laser signal and sidebands were re-mixed in the corner cube detector reproducing the microwave frequencies which were then measured on a spectrum analyzer (HP 8565B). The microwaves modulate the laser by tuning the impedance of the array from a resistive load to an open circuit. The mirror acts as a back short and provides the impedance tuning. The Gaussian spreading of the laser beam from the array to the mirror diminishes the mirror's effect. As the mirror is moved away from the array, the sideband power peaks and dips every 180° (laser's half wavelength) with the maximums shrinking and the minimums growing. The peak power as a function of mirror position is shown in figure 4. Antenna patterns were taken by placing the array in a gimble mount directly in front of the laser and measuring the video response as a function of angle as shown in figure 5. The spike at 45° is suspected to be radiation from the coplanar transition. The planar array produced 5.9 μW of double sideband power (28 dB conversion loss) at 1.8 GHz. The array, biased at 2.8 V and 7 mA, only has a 20 mV video response to the laser power compared to several volts for the microwave signal. This demonstrates the large signal nature of the microwave source and the small signal nature of the laser power. The array is capable of handling much more input laser power than
a single device and could provide more output power by using a more powerful laser. The system was designed to produce sidebands in the reflected power analogous to the technique used with corner cubes. However, unlike corner cube sideband generators, power can transmit through the array. An array designed for transmissive sideband generation, analogous to a mechanical chopper, would simplify the system. Such an array could be placed at the output of the laser and directly modulate the laser beam without the need for beam splitters. Though the array has better power handling capabilities the conversion efficiency is still poor. A matching network would improve efficiency, but is difficult to implement in a quasi-optical system. A varactor used to resonate with an inductor and modulated off and on resonance can provide a better waveform for sideband generation in the absence of a matching network.

3. VARACTOR SIDEBAND GENERATION

3.1. Theory

Schottky diodes used as resistive mixers for sideband generation have produced submillimeter-wave tunable sources, but with relatively low power due to poor conversion efficiencies (~30 dB). A varactor used as a phase shifter may have better efficiency. A mixer with no series resistance and a full range matching network performs better with a lower conductance duty cycle. However, with no matching network, 50% is the optimum duty cycle. In far infrared quasi-optical systems it is difficult to adequately control the embedding impedances, and with a resistive mixer it is impossible to obtain a 50% duty cycle because of the excessively large currents in the diode for half the time. An ideal varactor sideband generator would allow a 50% duty

Figure 6: Cross section of waveguide illustrating sideband generation using a varactor.
cycle without drawing any power. A varactor can be used to resonate with an inductor to obtain a short circuit. If this series circuit is shunted to a transmission line, and a low frequency square wave modulates the varactor's capacitance on and off, the high frequency carrier will transmit for half the cycle and reflect for the other half thus producing sidebands similar to using a chopper. A chopper placed in front of a laser will produce an output that contains sidebands with a frequency separation equal to the frequency of the chopper. The conversion efficiency can be determined by examining the harmonic content of the square wave modulated waveform. The resultant signal is expressed as the product of the modulating square wave and a cosine wave representing the high frequency source.

\[ s(t) = g(t)A \cos(\omega_0 t) \]

The square wave can be represented as an infinite sum of sine waves where \( T/T_0 \) represents the duty cycle.

\[ g(t) = \frac{T}{T_0} + \sum_{n=1}^{\infty} 2 \frac{T}{T_0} \sin c\left(n \frac{T}{T_0}\right) \cos(n \omega_0 t) \]

The resultant signal then becomes,

\[ s(t) = A \frac{T}{T_0} \cos(\omega_0 t) + \sum_{n=1}^{\infty} A \frac{T}{T_0} \sin c\left(n \frac{T}{T_0}\right) [\cos((n \omega_0 + \omega_0)t) + \cos((n \omega_0 - \omega_0)t)] \]

Using normalized wave impedances, the power in the incident wave and the sidebands are respectively,

\[ P_{\text{inc}} = \frac{A^2}{2} \quad P_{\text{sb}} = \frac{A^2}{2\pi^2} \sin^2\left(\pi \frac{T}{T_0}\right) \]

The sideband power is maximized for \( T/T_0 = 0.5 \), to give \( P_{\text{sb}} = A^2/2\pi^2 \). The conversion efficiency is then,

\[ L = \frac{P_{\text{sb}}}{P_{\text{inc}}} = \frac{1}{\pi^2} = -9.94 \text{ dB} \]

This corresponds to amplitude modulation with a square wave signal that transitions from 0 to +1. The same technique can be applied to other waveforms. A conversion efficiency of 4 dB can be obtained with a modulating square wave signal that transitions from +1 to -1 resulting in 180° phase modulation. Another 2 dB loss will result for a sine wave as the modulating signal instead of a square wave. This phase modulation can be implemented by having the resonant circuit terminate a transmission line. A low frequency signal can modulate the capacitance of a varactor to change the terminating impedance of a transmission line from an open to a short. The phase of the reflection coefficient of the high frequency carrier wave then cycles between 0° and 180°. In summary, a

Figure 7: Varactor diode suspended in WR-10 waveguide by 0.7 mil gold wire.
square wave modulation with 50% duty cycle and no matching network will produce sidebands with a minimum conversion efficiency of 4 dB.

There are several other benefits to a varactor sideband generator. First, power is not coupled into the junction as in a resistive mixer. Ideally, all power is reflected with the phase of the reflection coefficient changing with the modulating frequency. When trying to match power into a device, if the impedance is off by 50% the performance would be noticeably affected. However, if the input impedance is off by 50% while implementing a short or open the effect would be negligible. Second, the parasitics limit the impedance modulation, but little effort needs to be given to tune them out, since they can be absorbed in the overall circuit resonance. The effect of the series resistance associated with the epitaxial layer can be reduced by having the circuit resonate as a short circuit during full depletion. Finally the depletion width of the varactor does not need to vary at high frequencies.
3.2. Proof of Principle

A planar Schottky varactor suspended in a waveguide demonstrated the proof of principle by producing sidebands around 80 GHz with 9 dB conversion efficiency, 10 μW of output power, and about 3 GHz of bandwidth. The conversion efficiency dropped to 12 dB as the output power was increased to 2 mW. An illustration of the cross section of the waveguide block is shown in figure 6. WR-10 waveguide was used to support the 80 GHz carrier wave, and a microwave source was used to modulate a varactor suspended across the waveguide. A microstrip lowpass filter allows access for the microwave frequencies from an SMA connector while preventing loss at 80 GHz. An indium plug behind the diode in the waveguide behaves as a backshort. Along with preventing radiation from leaking out the back it provides impedance tuning which gives good results for many different values of series inductance. The varactor was suspended across the waveguide by 0.7 mil gold wires as shown in figure 7. The microstrip lowpass filter shown in the picture consists of a series of six radial stub pairs to provide a short circuit at the waveguide walls. The varactor was mounted in the waveguide by first bonding it to a brass shim with G-wax. The shim was then held in place with black-wax while the wires were bonded to the diode. Acetone was used to remove the G-wax and TCA was used to dissolve the black wax in order to remove the shim to leave the diode suspended across the waveguide channel. The system shown in figure 8 is a reflection type phase shifter. A Gunn Oscillator provided the 80 GHz carrier. A directional coupler was used to separate out the reflected wave to measure the sidebands with a pre-mixer (HP 11970 W) and a
spectrum analyzer (HP 8562 A). The incident power was measured by using a waveguide switch to direct the incident carrier wave to a power meter (HP 437B). The conversion efficiency was determined by first measuring the sideband power on the spectrum analyzer and then reflecting the carrier wave with the waveguide switch to determine the available power. The conversion efficiency versus modulation frequency is shown in figure 9 for a carrier frequency of 80 GHz. The sideband power can be exchanged between the upper and lower sideband by changing the position of the backshort. The bandwidth shown for 80 GHz has the backshort position optimized for the lower sideband. For the same backshort position the bandwidth of the upper sideband increases with decreasing frequency as shown in figure 10 and figure 11 for a carrier frequency of 79 GHz and 76.7 GHz respectively. The conversion efficiency versus the center carrier frequency for a fixed modulation frequency is shown in figure 12. The simulations use an over simplified shunt Thévenin model which was developed from data generated by an HP 8510 network analyzer at a single frequency of 80 GHz. The model is not strictly valid for other carrier frequencies though the simulation results shown in figure 12 show reasonable agreement. S11 was measured with the diode reverse biased at 0 V and 10 V for equal increments of the backshort. The diode was modeled based on its measured C-V curve, and the post inductance and capacitance were determined from the network analyzer data. The comparison of the measured and simulated results used for modeling are shown on the Smith chart in figure 13. Since the backshort was varied in equal increments the density of the points along the circumference of the circle help determine the model as well as the position and size of the circles. S11 at 80 GHz as a function of bias is shown in figure 14. This Smith chart representation demonstrates the phase shifting capability of the circuit. The largest phase shift works the best, and for a given phase shift the results will be worse if the arc is closer to the center.

4. SUMMARY

A microwave source was used to vary the capacitance of a planar Schottky varactor to modulate the phase of a millimeter-wave carrier, producing tunable sidebands in WR-10 waveguide. The conversion efficiency was 9 dB over a bandwidth of about 3 GHz. The bandwidth percentage of the center carrier would correspond to about 60 GHz of bandwidth at 1.6 THz. The difficulty in scaling this technique to higher frequencies is in obtaining an open circuit. The models developed for the 80 GHz simulations shown above were scaled and used with a model of a UVA2T14 diode. The diode was used to resonate with the backshort as an open circuit. The performance varied sharply with backshort position peaking at 14 dB conversion efficiency. This technique uses high frequency diodes in a unique way, so a new varactor design specifically for sideband generation may improve performance.
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ABSTRACT

The technique of terahertz imaging has created potential application in science, industry and medicine. In this article, we describe an all-optical THz imaging system based on the optically rectified THz generation and electro-optic sampling detection. A novel polarization modulation technique introduced in this imaging system has improved the dynamics range. The optimal working position for the electro-optic sampling geometry using the nearly zero optical bias point has been found. The theoretical analyses behind the above techniques are also included. As examples, the THz images of mammographic phantom and the watermarks of several common currencies are presented to demonstrate the possible applications of this THz imaging system.

Keywords: THz imaging, electro-optic sampling, optical rectification, THz beam

1. INTRODUCTION

It has been found that the terahertz region of the electromagnetic spectrum is critically important in the spectroscopy of condensed matter system, gas phase analysis, and vibronic spectroscopy of polar liquids. This has become particularly evident after the development of time-domain terahertz spectroscopy (THz-TDS), which is based on optoelectronic generation and detection of sub-picosecond electrical pulse with ultrashort laser pulses and provides numerous advantages over the tradition FIR technique. The most recently developed scanning terahertz imaging system, based on THz-TDS, has shown its capability of producing chemical contrast images, such as the water content distribution of biological samples and the doping profile of semiconductor wafers [1,2]. The THz emitter and receiver used in the above system are photoconductive dipole antennas.

In the past several years, many researches have been done on the generation of terahertz radiation by optical rectification from the nonlinear crystals such as ZnTe[3,4,5]. The ZnTe can also be used for electro-optic (EO) sampling of terahertz radiation through the Pockels effect, this EO sampling technique has led to great improvement in the detection bandwidth[6,7]. This paper describes a terahertz image system based on the optically rectified terahertz generation and electro-optic sampling detection technique. We introduce the concept of polarization modulation and the technique to find the optimal working position for the EO sampling geometry using the nearly zero optical bias point. They are particularly important for the improvement of dynamic range of the imaging system. The paper also explores potential applications of THz beams.

2. ALL-OPTICAL TERAHERTZ IMAGING SYSTEM

Fig. 1(a) schematically illustrates the all optical THz imaging system. THz beam is generated in ZnTe via optical rectification. The laser source is a commercial Ti:sapphire oscillator and regenerative amplifier (Coherent Mira and Rega) producing 250 fs pulses at 830 nm with a repetition rate of 250 kHz and an average power of 600mW. The pump optical beam (500mW) going through an EO modulator and is focused by an f = 12.5 cm lens onto a 2-mm thick <110> ZnTe THz emitter. The EO modulator here can change the polarization of pump beam periodically with the modulation frequency. Such a polarization modulation in the pump beam can thus increase the dynamic range of the imaging system, which is basically due to the dependence of the THz radiation from nonlinear crystal on the polarization of pump beam. A aplanatic hyperhemispherical silicon lens is attached to the back of ZnTe emitter to increase the coupling efficiency of THz from ZnTe to free space and the quality of THz beam for the following optics. The first two paraboloidal mirrors are used to focus the THz beam to the sample to be imaged. The last two are used to collect and focus the transmitted THz beam to the ZnTe sensor. A geometry of crossed polarization detection is used. The compensator is introduced to choose the optimum work position. The sample to be imaged is mounted on a 2D-translation stage with minimum resolution 1 μm in horizontal and vertical directions. The typical temporal THz waveform detected by this system is shown in Fig. 1(b). A fourier transformation of this waveform reveals its spectrum with peak position about 0.9 THz, as shown in Fig. 1(c).
The optical rectification is a second order nonlinear process, the optically rectified THz generation from ZnTe crystal strongly depends on the crystal orientation. According to the dipole approximation, in the far field, the THz electromagnetic radiation field is proportional to the second time derivative of the optically induced dielectric polarization. If we define a laboratory coordinate system \((x, y, z)\) with \(x\) opposite to the direction of optical propagation, \(y\) parallel to the optical table and \(z\) perpendicular to the optical table, for the normal incidence and the linearly polarized optical pump beam with polarization direction along \(y\), the THz radiation from \((1,1,0)\) ZnTe crystal can be expressed as

\[
\vec{E}_{THz} = P = d_{14} E^2 (0, -3\sin^2 \theta \cos \theta, \sin^2 \theta - 2 \sin \theta \cos^2 \theta)
\]

where, \(\theta\) is the angle between the \(y\) axis and the crystallographic \(<0,0,1>\) direction, \(d_{14}\) is the nonvanishing second-order nonlinear optical coefficient, and \(E\) is the amplitude of electric field of the pump beam.

Fig. 2 shows the plots of \(P_x\), \(P_z\) and \(\text{abs} (\vec{P})\) versus azimuthal angle \(\theta\), which has been experimentally verified [8,9]. It can be noticed that there are four extreme values of \(P_y\), and the four corresponding \(\theta\) also give the maximum \(\text{abs} (\vec{P})\) or the
total amplitude of the generated THz electric field. For the optimum orientation of (1,1,0) ZnTe sensor (namely, its < 0,0,1 > direction is parallel to \( z \) axis of the laboratory coordinate system, and both the polarization of THz beam and probe beam are parallel to its < 1,−1,0 > direction), the maximum detected THz signal can be achieved when one rotates the ZnTe emitter to let the polarization of pump beam be parallel to the < 1,−1,1 > direction of it, which also corresponds to the first extreme value of \( \theta = 55^0 \).

Similarly, if the orientation of (1,1,0) ZnTe emitter is fixed with respect to the laboratory coordinate system, the THz radiation will also depend on the polarization direction of pump optical beam. In this case, we generally have

\[
P_y = d_{14}E^2[-3\cos^2 \varphi (\cos \theta \sin^2 \theta)+\sin^2 \varphi (2\sin^2 \theta \cos \theta - \cos^3 \theta)]
\]

\[
P_z = d_{14}E^2[\cos^3 \varphi \sin \theta (\sin^3 \theta - 2\cos^2 \theta) + 3\sin^2 \varphi \sin \theta \cos^2 \theta]
\]

where, the pump polarization angle \( \varphi \) is defined as the angle between the polarization direction of pump optical beam and the \( y \) direction of the laboratory coordinate system. When the ZnTe emitter is rotated to have \( \theta = 55^0 \), the dependence of THz radiation on \( \varphi \) can be decided by simply letting \( \theta = 55^0 \) in the above equations. The polarization of THz radiation is always linear and its polarization direction generally depends on \( \varphi \) as what we can see from the above equations. But, the (1,1,0) ZnTe sensor at its optimum orientation for the EO sampling will only respond to the \( y \) component of THz radiation, which is parallel to the < 1,−1,0 > direction of the sensor. The reason is that the \( z \) component of THz radiation will not induce any phase retardation in the (1,1,0) ZnTe sensor. We can therefore experimentally verify the dependence of \( P_y \) on \( \varphi \). Fig. 3 shows the plots of calculated \( P_y \) (curve) and the measured THz signal (dot) versus the pump polarization angle \( \varphi \).

![Fig. 2. Theoretical curves of the dependence of the THz electric filed on the crystal orientation angle \( \theta \).](image)

![Fig. 3. The dependence of normalized \( P_y \) and the measured THz signal on the angle \( \varphi \).](image)

From the curve in Fig. 3, we notice that the measured THz signal will change its sign when the polarization of pump optical beam rotate \( 90^0 \) from the \( y \) direction of the laboratory coordinate system. Such a phenomenon suggests that it is possible to realize a polarization modulation in our all optical imaging system to improve the system dynamics range. An electro-optic modulator introduced in front of the ZnTe emitter alternatively changes the polarization direction of the pump beam \( 90^0 \) at the modulation frequency. The measured THz signal can thus increase 30% compared with the conventional amplitude modulation done by a mechanic chopper. The improvement of peak THz signal is clearly shown in Fig. 4. The advantage of this technique is that we can fully utilize the total laser power, which can not be realized with the use of a mechanic chopper. It should also be noticed that the measured peak THz signal will increase 100% for the (1,1,1) ZnTe emitter by this technique.
2.2 THE OPTIMUM WORKING POSITION

In the imaging system, we used the crossed polarizer electro-optic detection geometry to detect terahertz radiation transmitted the sample. The extinction ratio of the polarizer used in the system is better than $5 \times 10^5$. But, once the sensor crystal (a 4-mm thick (110) ZnTe) was inserted between the two crossed polarizers for the EO sampling, the transmitted light after the second polarizer increased, and the extinction ratio dropped from $5 \times 10^5$ to 300, which is due to the strain-induced birefringence and the scattering from the ZnTe crystal.

With the help of the compensator (shown in Fig. 1), the transmitted background light intensity induced by the ZnTe crystal can be reduced dramatically. This indicates that the background light is mainly produced by the residue strain-induced birefringence of ZnTe crystal. However, the compensator can not eliminate the background light completely, which suggests that the scattering light induced by ZnTe crystal has a random polarization. This scattering light also contributes to the background light. Considering the contribution from both the strain-induced birefringence and the scattering effects, the transmitted probe light in the geometry can be described by a modified equation

$$I = I_0 \left[ \eta + \sin^2 \left( \Gamma_0 + \Gamma \right) \right]$$  \hspace{1cm} (1)

where $I_0$ is the input light intensity, $\eta$ the contribution by the scattering, $\Gamma_0$ the optical bias induced by the residue birefringence of the ZnTe crystal and the intrinsic birefringence of compensator, and $\Gamma$ the birefringence contribution induced by THz electric field. Note that Equation (1) is slightly different from the common notation [10]. We add $\eta$ to include the scattering contribution, and the optical phase terms $\Gamma_0$, $\Gamma$ are half as their counterparts in Reference 5. We define the modulation depth as:

$$\gamma \equiv \frac{I_{\Gamma=0} - I_{\Gamma=0}}{I_{\Gamma=0} + I_{\Gamma=0}}$$  \hspace{1cm} (2)

In the crossed polarizer electro-optic detection geometry, because the ZnTe crystal has no intrinsic birefringence except a small residue birefringence, we can reasonably assume $|\Gamma_0|<<1$, and the THz electric field is much smaller than the half wave field, namely $|\Gamma|<<1$, we can therefore rewrite the Equation (1) as

$$I \approx I_0 \left[ \eta + \left( \Gamma_0 + \Gamma \right)^2 \right]$$  \hspace{1cm} (3)
The background light intensity $I_b$ measured by a photodiode connected to a current meter, and the signal $I_s$ measured by a photodiode connected to a lock-in amplifier are given by the Equation (4) and (5), respectively

$$I_s = I_0 \left( \frac{\eta + \Gamma_0^2}{\eta + \Gamma_0} \right)$$  \hspace{1cm} (4)

$$I_s = I_0 \left( \frac{2\Gamma_0}{\Gamma + \Gamma_0} \right)$$  \hspace{1cm} (5)

From Equation (4), we also see the transmitted light will reach its minimum $I_{b_{\text{min}}}$, when THz beam is off ($\Gamma = 0$) and the compensator is adjusted to make $\Gamma_0 = 0$ (It can be judged by the measured THz waveform, since, according to Equation (5), the measured signal is not proportional to $\Gamma$ but to $\Gamma^2$ when $\Gamma_0 = 0$). The scattering parameter $\eta = I_{b_{\text{min}}}/I_0 = 5.2 \times 10^{-4}$ was estimated from the above measurement.

With Equations (4) and (5), the modulation depth can be further expressed as

$$\gamma = \frac{I_{\Gamma=0} - I_{\Gamma=\infty}}{I_{\Gamma=\infty}} = \frac{I_s}{I + I_b} = \frac{2\Gamma_0 \Gamma + \Gamma^2}{2\eta + \Gamma_0^2 + (\Gamma_0 + \Gamma)^2}$$  \hspace{1cm} (6)

Fig. 5 shows the plots of measured modulation depth $\gamma$ (solid point) and the calculated $\gamma$ (solid line) versus $\Gamma_0$. Excellent agreement between the measured and calculated results is achieved. The changing of $\Gamma_0$ was done by rotating the compensator. The estimation of $\Gamma_0$ was done by $\Gamma_0 = \sqrt{I_b/I_0}$ based on Equation (4) and the assumption that the contribution of the scattering to the background light is much smaller than that from the residue birefringence. The $\Gamma$ was decided by the modulation depth measured in balance electro-optic detection geometry. Since the modulation depth $\gamma = \Gamma$ in that geometry. We estimated $\Gamma = 3.3 \times 10^{-3}$.

The dynamic range of our imaging system is defined as the ratio of peak THz signal and noise floor. It is approximately proportional to the modulation depth. The reason is that the modulation depth $\gamma = I_s/2I_b$ and the noise is proportional to the background light intensity $I_b$. We can notice that there is a maximum modulation depth (and thus largest dynamic range) in Fig. 5, which is defined as the optimal working position. The THz waveform at the optimal working point A is shown in Fig. 6. The dynamic range is better than 50,000:1, and the modulation depth is about 8%.

![Fig. 5](image1.png)  \hspace{1cm} ![Fig. 6](image2.png)

Fig. 5 Measured (open dots) and calculated (curve) modulation depth versus optical bias $\Gamma_0$.

Fig. 6 Measured temporal THz waveform with the optical bias $\Gamma_0$ at point A in Fig. 5.
Theoretically, the optimal working point can be obtained by setting the derivative of $\gamma$ over $\Gamma_0$ to zero. Usually $\Gamma^2 \ll 4\eta$ (measured $\Gamma = 3.3 \times 10^{-3}$ and $\eta = 5.2 \times 10^{-4}$), so the maximum modulation depth or dynamic range can be reached at the optimal optical bias

$$\Gamma_0'' = \frac{-\Gamma}{2} \pm \sqrt{\left(\frac{\Gamma}{2}\right)^2 + \eta} \approx \pm \sqrt{\eta}$$

(7)

and the maximum of modulation depth is

$$\gamma_{\text{max}} \approx \frac{\Gamma}{2\sqrt{\eta}}$$

(8)

The transmitted background light at this optimal optical bias is given by

$$I_b \approx 2\eta I_0$$

(9)

The importance of the above analysis is that it actually indicates a practical procedure to find the optimal working position. One can first adjust the compensator to get the minimum background light intensity and then adjust the compensator to make the background light intensity twice as its minimum, one thus achieves the optimal working position which offers the largest modulation depth or dynamic range.

### 2.4 RESULTS AND DISCUSSION

In this all optical THz imaging system, we obtained the THz images of a mammographic phantom (Fig. 7). All the images shown here are the direct experimental results without any image processing treatment. The original diameter of the nylon fiber and $\text{Al}_2\text{O}_3$ speck is 0.54 mm, 0.4 mm, 0.32 and 0.24 mm, respectively. The thickness of the mass is 0.5 mm and 0.25 mm, respectively. The mammographic phantom is originally designed to test the performance of a mammographic system by a quantitative evaluation of the system’s ability to image small structures similar to those found clinically. Objects within the phantom simulate calcifications, fibrous calcifications in ducts, and tumor or mass. The detection of these small structures is important in the early detection of breast cancer. The results clearly show the image ability of this all-optical THz imaging system.

The principle behind the formation of the above THz image is pretty simple. Fig. 8 and Fig. 9 are shown as an example to demonstrate it. We first moved the sample (Mass #2 in the phantom) to let the THz beam hit its horizontal center, then moved the sample vertically from the bottom of the scanning range to the top of it with step size 100$\mu$m, each temporal THz waveform shown in Fig. 8 was obtained by scanning the time delay at each step of vertical translation of the sample. The shift of the peak position in the THz waveform is clearly shown in the figure, which is due to the phase change of THz pulse induced by the sample. So, if the timing of the delay line is set at zero (indicated by a line in Fig. 8), the detected THz signal at this timing will definitely change as the sample moved by the 2D translation stage. An imaging showing the different intensity of the THz signal at zero timing is thus formed.

We also obtained THz images of the watermarks on several common currencies. Fig. 10 shows two temporal THz waveforms obtained from a Germany Mark. First waveform was measured when the THz beam passed through the watermark. The middle one was obtained form the THz beam passing through the bill but not through the watermark. The waveforms show small time delay (0.067 ps), which is basically due to the phase shift of the terahertz pulse induced by the different refractive indices of these two parts of the currency. The subtraction of these two waveforms is shown as the bottom one. During the whole scanning process, the timing of the optical delay line is set at the peak position of it. The above results also show that the image system is sensitive to the temporal shifts as small as 67 fs. Such a good sensitivity stems from the phase-sensitive nature of the measurement. The way we set the timing can give the highest image contrast. The results also
indicate that image showing changes in either refractive index or thickness with high accuracy can be easily done in such a THz image system.

Fig. 7. Direct THz images of mammographic phantom.

Fig. 8. THz waveforms showing the change of waveform as sample moves vertically with a step size 100 μm.

Fig. 9. THz imaging of Mass #2 in the mammographic phantom.
Fig. 10. Temporal THz waveforms when THz beam is focused on watermark and off watermark. The difference is also shown.

Fig. 11. THz images of the watermark of several common currencies (a) 100 USA Dollar (b) 100 Chinese Yuan (c) 20 British Pound (d) 50 Singapore Dollar (e) 100 Germany Mark (f) 10,000 Korea Won.
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ABSTRACT

Since terahertz electric fields can couple strongly to quantum well intersubband transitions we expect interband optical properties of a semiconductor heterostructure to change resonantly under a THz driving field. By driving the excitonic intersubband resonance of an asymmetric quantum well with intense THz electric fields from a free electron laser, we modulate the transmission of a near-infrared (NIR) laser beam at terahertz frequencies. This process manifests itself as the emission of optical sidebands on the NIR probe. In previous THz electro-optical studies in semiconductors, only even sidebands of frequency $\omega_{\text{sideband}} = \omega_{\text{NIR}} + 2n\omega_{\text{THz}}$ had been observed. By breaking inversion symmetry we are able to generate a comb of even and odd sidebands. The sidebands obey both THz and near-infrared polarization selection rules and are enhanced when the NIR energy is resonant with a peak in the excitonic density of states. The ability to generate THz optical sidebands of all orders is important for the future application of THz EO effects in nonlinear spectroscopy and in ultrafast optical phase and amplitude modulation.

Keywords: terahertz, electro-optic, exciton, nonlinear spectroscopy

1. INTRODUCTION

Recent two-color experiments involving an intraband THz pump beam and an interband near-infrared (NIR) probe beam have generated strong optical sidebands in undoped square quantum well structures. These emission lines appear at frequencies $\omega_{\text{sideband}} = \omega_{\text{NIR}} + 2n\omega_{\text{THz}}$, where $\omega_{\text{NIR}}$ (\$\omega_{\text{THz}}$) is the frequency of the NIR (THz) beam and $n$ is an integer. However, no odd sidebands $\omega_{\text{sideband}} = \omega_{\text{NIR}} + (2n + 1)\omega_{\text{THz}}$ have been observed, because in those studies the THz electric fields were polarized parallel to the quantum well plane, where intraband potentials are centro-symmetric.

The ability to generate THz optical sidebands of all orders is important for the future application of THz EO effects in nonlinear spectroscopy and in ultrafast optical phase and amplitude modulation. We have generated even and odd sidebands by breaking inversion symmetry in an asymmetric double quantum well structure and driving the intersubband resonance with THz electric fields polarized in the growth direction. The sideband generation is resonantly enhanced when $\omega_{\text{NIR}}$ lies on a peak in the excitonic density of states.
2. SAMPLE AND EXPERIMENT

The sample was grown by molecular-beam epitaxy on a semi-insulating GaAs substrate. It consists of an undoped asymmetric double quantum well (ADQW) consisting of 25 Å and 85 Å GaAs quantum wells separated by a 23 Å Al$_{0.3}$Ga$_{0.7}$As barrier. The two lowest lying electron (heavy-hole) subbands are calculated to be tunnel-split by 12 meV (3 meV). Below the quantum well is a distributed Bragg reflector (DBR) consisting of a 24-period superlattice of 663 Å AlAs and 583 Å Al$_{0.3}$Ga$_{0.7}$As. Figure 1 shows the band diagram of the structure.

![Band diagram](image)

Figure 1. Band diagram. $E_m$ correspond to the mth electron subband of the quantum well. $H_n$ (L$n$) label the heavy- (light-) hole subbands. Exciton states $E_mH_n$ are formed by pairing the mth electron state $E_m$ with the nth hole state $H_n$. 
Figure 2 illustrates the experimental setup. Our THz source was the UCSB Free-Electron Laser, which provide several kilowatts of tunable THz radiation from 0.3 THz - 4.5 THz in ≈ 2 μs pulses at 1 Hz. We focused the THz radiation onto the cleaved edge of the sample kept at ≈ 12K. The THz beam propagated perpendicular to the growth direction. Simultaneously, ≈ 5 mW of NIR radiation from a tunable cw Ti:sapphire laser was focused to the same spot at the edge of the sample. The NIR beam propagated parallel to the growth direction through the active ADQW region, reflected off the DBR at near-normal incidence, and returned through the ADQW region to be collected by a bundle of 18 50 μm multimode optical fibers. We dispersed the collected light with a 0.85 m Raman double-monochromator and detected with a cooled GaAs PMT.

3. RESULTS

Figure 3 shows a typical sideband emission spectrum where \( \omega_{mL} = 2.5 \) THz. The sharp emission lines are separated from the fundamental by exactly +1 \( \omega_{mL} \) and +2 \( \omega_{mL} \). The NIR intensity was ≈ 250 W/cm², and the THz intensity was ≈ 1 MW/cm².

We studied the strength of the sideband as a function of NIR excitation energy. In Figure 4 we show results for \( \omega_{mL} = 3 \) THz. Superimposed on the figure is the photoluminescence (PL) and photoluminescence excitation spectrum (PLE). Note that peaks in the sideband generation appear when the \( \omega_{nL} \) is resonant with a the E1H1 exciton peak in the density of states.

We examined the power dependence of the sideband generation process. The intensity of the 1ω sideband varied linearly with THz intensity. The linear dependence of the sideband intensity on NIR power saturated as illustrated in Figure 4.
Figure 2. Typical sideband emission spectrum. Here, $\omega_{\text{THz}} = 2.5 \text{ THz}$ and $\omega_{\text{NIR}} = 12560 \text{ cm}^{-1}$.

Figure 3. Top trace: $1\omega$ sideband intensity vs. $\omega_{\text{NIR}}$ for $\omega_{\text{THz}} = 3.4 \text{ THz}$. Bottom traces: photoluminescence (PL) and photoluminescence excitation (PLE) spectra of the same sample. The sideband is resonantly enhanced by the excitation. Note a peak in the sideband intensity below the bandgap.
Figure 4. NIR power dependence of sideband intensity. Here, $\omega_{\text{NIR}} = 12620\, \text{cm}^{-1}$ and $\omega_{\text{THz}} = 3.4\, \text{THz}$.

We studied in detail the polarization selection rules for the sideband generation process. The sidebands were detectable only when the THz field was polarized parallel to the growth direction, and disappeared when the THz field was polarized in the plane of the quantum well. This is consistent with a process in which the THz field couples the dipole moment of an intersubband transition.

The emitted sideband always had the same linear and circular polarization state as the incident NIR beam. In addition, we observed sidebands even if the NIR energy was below the bandgap (see Figure 3), so the process does not require the presence of any photogenerated carriers.

4. CONCLUSION

We have designed and grown a sample, whose combination of an asymmetric double quantum well with a distributed bragg reflector allows us to resonantly modulate a NIR probe beam at THz frequencies. Similar samples will form the basis of an integrated electro-optic device currently under fabrication where the terahertz radiation is coupled with an antennae and the NIR mode is coupled with optical fiber. This will allow us to explore the possibilities of ultrahigh frequency optical modulation as well as probe the physics of semiconductor structures driven far from equilibrium at terahertz frequencies.
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Abstract
We discuss the Cross-Reststrahlen band phasematching technique for narrow-band three-wave interactions. In GaP, assuming a maximum practical crystal length of 100 millimeters, the calculations predict that with a source wavelength of 0.965 micrometers, a tuning range of greater than 50 GHz is possible around the perfectly phasematched 3.0 THz center frequency. When GaP is pumped with a source wavelength of 1.000 micrometers, the coherence length is at least 100 mm for a frequency range of greater than 600 GHz around the perfectly phasematched 630 GHz center frequency.

High Resistivity GaP is available in cylindrical boules that are larger than 50 millimeters in diameter and 75 millimeters in length. GaP has a bandgap cutoff wavelength in the Visible at 0.55 micrometers and a simple phonon absorption spectrum with a single fundamental absorption at approximately 27 micrometers (11 THz), which indicates a potential for high transmission in both the NIR and FIR. Any remaining FIR absorption can be attributed to free electron absorption and two phonon absorption processes. In this paper, we report new measurements of GaP regarding FIR absorption, optical damage threshold and optical quality. These measurements indicate that undoped, high-resistivity GaP single crystal can be used to generate THz waves.
1.0 Introduction
The far-infrared band of the electromagnetic spectrum, which spans the frequencies 0.3 to 10 TeraHertz (1 millimeter to 30 micrometers), is one of the last spectral regions without a powerful, solid-state narrow-band source. Powerful, solid-state, narrow-band terahertz frequency sources would make possible compact terahertz communications systems, and high-resolution heterodyne spectrometers operating in the far-infrared, where many important molecular species have very distinct and identifiable absorption features.

In our studies, difference frequency generation (DFG) is being used in undoped, high-resistivity GaP to generate a tunable, narrow-band, FIR idler wave using near-infrared (NIR) pump and signal sources\(^1\)\(^2\). We believe that this approach towards terahertz source generation offers potentially higher oscillation frequencies and/or output powers when contrasted with other approaches towards terahertz source generation, such as those using Gunn oscillator/Varactor combinations, using intersubband lasers, or mixing near-IR lasers in various other media\(^3\). Ultimately, we are seeking to generate 1 mW of terahertz power, sufficient for a local oscillator in a heterodyne receiver system. This goal, together with the limitations imposed by quantum mechanics, forces the requirement that the DFG device be designed as a high-power device in the NIR.

Initially, a working model of the three-wave, nonlinear interaction is presented which predicts the generated power and frequency of the terahertz wave as a function of the incident power and frequency of the pump and signal waves and the optical properties of the nonlinear crystal. Here, we also discuss the Cross-Reststrahlen band phasematching technique as it applies to narrow-band, three-wave interactions. Following the model, materials analysis results are presented which provide measured values for the optical properties of the GaP crystal to be used as the nonlinear element in our DFG experiments. Optical layouts are given of pulsed and cw terahertz source systems.

2.0 Theory
2.1 Cross-Reststrahlen-band Dispersion-Compensated Phasematching
In the following analysis we are considering a three-wave, nonlinear interaction involving a pump wave at frequency \(\omega_1\), a signal wave at frequency \(\omega_2\) and an idler wave at frequency \(\omega_3\). The pump and signal waves are incident upon a nonlinear crystal of length \(L\) and \(\omega_1 > \omega_2 >> \omega_3\).

The energy conservation law for this interaction is well known and is given by

\[
h\omega_1 - h\omega_2 = h\omega_3 \quad \text{or} \quad \frac{1}{\lambda_1} - \frac{1}{\lambda_2} = \frac{1}{\lambda_3} \quad (1)
\]

The momentum conservation law is also well known and is given as,

\[
hk_1 - hk_2 = hk_3 \quad \text{or} \quad \frac{n_1}{\lambda_1} - \frac{n_2}{\lambda_2} = \frac{n_3}{\lambda_3} \quad (2)
\]

where \(n_i\) is the refractive index at the wavelength \(\lambda_i\). The three-wave, nonlinear interaction is perfectly phasematched when equations (1) and (2) are solved simultaneously.

From (2), we define the phase mismatch, \(\Delta k\), which we ultimately wish to set equal to zero.

\[
\Delta k = 2\pi \left( \frac{n_1 - n_2 - n_3}{\lambda_1 - \lambda_2 - \lambda_3} \right) \quad (3)
\]

For the case of difference frequency generation in which \(\lambda_1 \approx \lambda_2 << \lambda_3\), we can make a substitution corresponding to a first order Taylor series approximation of the dispersion in the region of \(n_1\) and \(n_2\).

\[
n_2 = n_1 + (\lambda_2 - \lambda_1) \frac{\Delta n}{\Delta \lambda} = n_1 + (\lambda_2 - \lambda_1) \frac{n_2 - n_1}{\lambda_2 - \lambda_1} \quad (4)
\]

Substituting (4) back into (3), we get for the phase mismatch,
\[ \Delta k = 2\pi \left( \frac{n_1}{\lambda_1} - \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) \left( \frac{n_2 - n_1}{\lambda_2} \right) \left( \frac{n_3 - n_2}{\lambda_3} \right) \]

\[ = 2\pi \left( \frac{n_1}{\lambda_1} - \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) \left( \frac{n_2 - n_1}{\lambda_2} \right) \left( \frac{n_3 - n_2}{\lambda_3} \right) \]

\[ = 2\pi \left[ \left( \frac{n_1}{\lambda_1} - \frac{1}{\lambda_1} \right) \left( \frac{n_2 - n_1}{\lambda_2} \right) \left( \frac{n_3 - n_2}{\lambda_3} \right) \right] \]

(5)

Combining (5) with (2), we find that the phase mismatch is

\[ \Delta k = \frac{2\pi}{\lambda_3} \left( n_1 - \lambda_1 \left( \frac{n_2 - n_1}{\lambda_2} - n_1 \right) \right) = \frac{2\pi}{\lambda_3} \left( n_1 + \frac{\lambda_1}{\lambda_2} (n_1 - n_2) - n_3 \right) \]

(6)

We examine (6) using our knowledge of the crystal's dispersion characteristics. For practical reasons, we are considering only regions of the nonlinear crystal that are weakly absorbing. In addition, the generated idler frequency \( \omega_3 \) is lower than the crystal's fundamental Reststrahlen frequency, while the pump and signal frequencies, \( \omega_1 \) and \( \omega_2 \), are much higher and on the other side of the Reststrahlen band. Therefore, we know that across the Reststrahlen band, the dispersion is positive between the pump and idler waves, i.e.,

\[ n_1 < n_2 ; \quad (\lambda_1 << \lambda_2) \]

(7)

We also know that above the Reststrahlen band, the dispersion is negative between the pump and signal waves, i.e.,

\[ \frac{n_2 - n_1}{\lambda_2 - \lambda_1} < 0 ; \quad (\lambda_1 < \lambda_2) \]

(8)

From equations (6) - (8), it is evident that for the case of a DFG interaction using a pump, signal, and idler wavelength of \( \lambda_1 \), \( \lambda_2 \), and \( \lambda_3 \), respectively, and using the Cross-Reststrahlen band phasematching technique,

\[ n_2 < n_1 < n_3 ; \quad (\lambda_1 < \lambda_2 << \lambda_3) \]

so that it is possible for the dispersion across the Reststrahlen band to balance the dispersion between the pump and signal frequencies. The phasematching condition is

\[ n_1 + \frac{\lambda_1}{\lambda_2} (n_1 - n_2) = n_3 \]

(9)

Or equivalently,

\[ \frac{n_1 - n_2}{n_1 - n_2} = \frac{\lambda_1}{\lambda_2} \]

(10)

The physical description of this is most evident by inspection of the last step of equation (5). We know that in vacuum,

\[ \frac{1}{\lambda_1} - \frac{1}{\lambda_2} = \frac{1}{\lambda_3} \]

(11)
where $\lambda_b$ represents the vacuum wavelength of the beatnote envelope between the pump and signal waves of wavelengths $\lambda_1$ and $\lambda_2$. From (5), the beatnote envelope "wave" sees an effective refractive index equal to

$$n_b = n_1 - \lambda_1 \frac{(n_2 - n_3)}{(\lambda_2 - \lambda_1)} = n_1 + \frac{\lambda_b}{\lambda_2} (n_1 - n_3)$$  \hspace{1cm} (12)

Therefore, the phase mismatch for the three-wave nonlinear interaction can be represented by

$$\Delta k = 2\pi \left( \frac{n_1 - \lambda_1}{\lambda_2 - \lambda_1} \left( \frac{\lambda_2}{\lambda_1} - 1 \right) - \frac{n_3}{\lambda_3} \right)$$

$$= 2\pi \left( \frac{n_1 + \lambda_b}{\lambda_2} (n_1 - n_3) \right)$$

$$= 2\pi \left( \frac{n_b}{\lambda_b} \right)$$  \hspace{1cm} (13)

The interaction is perfectly phasematched when the beatnote wave and idler wave see the same impedance within the nonlinear crystal, and therefore travel with the same velocity through the crystal.

The coherence length, $l_c = \pi / \Delta k$, is obtained by substituting from (6) and is plotted in Figure 1 below for several different near-infrared pump wavelengths.

$$l_c = \frac{\lambda_2}{2 \left( \frac{n_3}{\lambda_3} + \frac{\lambda_b}{\lambda_2} (n_1 - n_3) \right)}$$  \hspace{1cm} (14)

The refractive indices of the GaP crystal were calculated using a Sellmeier equation of the form below and whose coefficients are listed in Table 1. The coefficients were obtained by fitting measured refractive index data valid in the near-infrared and far-infrared regions — on both sides of the Reststrahlen band — to the Sellmeier equation. It may be noted that the infrared absorption peak obtained by curve-fitting the refractive index data corresponds very well with the measured absorption peak.

$$n^2(\lambda) = A + \frac{B \lambda^2}{\lambda^2 - C} + \frac{D \lambda^2}{\lambda^2 - E}.$$  \hspace{1cm} (15)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaP</td>
<td>2.81479</td>
<td>6.27677</td>
<td>0.09116</td>
<td>2.05549</td>
</tr>
</tbody>
</table>

Table 1. Sellmeier Coefficients of GaP.
Figure 1
Coherence Length versus Idler Wavelength in GaP
The pump wavelengths were (a) 0.965 micrometers, (b) 0.985 micrometers and (c) 1.000 micrometers.
2.2 Difference Frequency Generation

For DFG, we can use an analysis similar to that of the optical parametric amplifier in which the pump is not depleted, and where we instead concentrate our effort on the newly generated idler wave rather than the amplified signal wave. For a phasematched interaction, the intensities of the signal and idler waves after traversing the crystal of length $L$ are given by,

\[
I_2 = I_{20} \cosh^2 (\Gamma L) \\
I_3 = I_{20} \sinh^2 (\Gamma L)
\]  

(16)

We have defined the gain $\Gamma$ as,

\[
\Gamma^2 = \frac{8\pi^2 d_{\text{eff}}^2}{ce_0 n_i n_s \lambda_2 \lambda_3 I_{10}}
\]

(17)

where,

- $c$ is the speed of light
- $\varepsilon_0$ is the permittivity of free space
- $d_{\text{eff}}$ is the effective nonlinear coefficient $d_{\text{eff}} = d_{14} = 37$ pm/V
- $n_i$ is the refractive index of the nonlinear crystal at $\omega_1$
- $\lambda_i$ is the free-space wavelength corresponding to $\omega_i$
- $I_{10}$ is the pump intensity incident on the nonlinear crystal, and
- $I_{20}$ is the signal intensity incident on the nonlinear crystal

For $\Gamma L \ll 1$, equation (16) can be approximated by,

\[
I_2 = I_{20} \cosh^2 (\Gamma L) \Rightarrow I_{20} (1 + \Gamma^2 L^2) \\
I_3 = I_{20} \sinh^2 (\Gamma L) \Rightarrow I_{20} \Gamma^2 L^2
\]

(18)

The gain factor was calculated for several incident pump intensities for a pump wavelength of 1.000 micrometers and is plotted in Figure 2 below.

![Gain Coefficient](image)

Figure 2.
Gain Coefficient for DFG in GaP using a pump wavelength of 1.000 micrometers.
3.0 GaP Optical Properties
A nonlinear crystal operating under high NIR pump power conditions in a DFG interaction involving both the NIR and FIR bands must have the following material properties, in order of importance:

- High Transmission at All Interaction Wavelengths (NIR, FIR)
- High Damage Threshold
- High Optical Quality
- Large Nonlinear Susceptibility, \( (\chi_{\text{eff}} > 1 \text{ pm/V}) \)
- Large Size, \( (h, w, l > 10 \text{ mm}) \)
- Small Spatial Walkoff
- Wide Angular Acceptance Bandwidth
- Noncritical Phasematching
- Wide Spectral Acceptance Bandwidth

GaP is a cubic, III-V semiconductor crystal with a large nonlinear susceptibility \( (\chi_{\text{eff}} = 37 \text{ pm/V}) \). The band gap of GaP is in the Visible part of the spectrum \( (\alpha_{\text{vis}} = 0.55 \text{ micrometers}) \). Therefore, a GaP crystal with good optical quality will have a high transmission in the NIR. GaP is available in cylindrical boules that are larger than 50 millimeters in diameter and 75 millimeters in length. Because GaP is isotropic, GaP has zero spatial walkoff and will enjoy all of the benefits of noncritical phasematching.

In this paper, we report new measurements of the FIR transmission, damage threshold and optical quality of undoped, high-resistivity GaP single crystal that add further evidence that GaP can be used to generate THz waves. To the author's knowledge, these measurements are the first ever published for such ultra-high purity single crystal GaP.

3.1 Transmission
GaP crystal of good optical quality has very good transmission in the NIR. Almost all of the GaP samples from all of the various sources that were tested throughout the course of this project showed very good NIR transmission \( (\alpha < 0.01 \text{ cm}^{-1}) \). The overwhelming distinction between the different samples of GaP was with respect to their FIR transmission properties.

In a FTS transmission spectra taken at low resolution (i.e., no fringes), the transmission is given by,

\[
T = \frac{(1-R)^2 \cdot e^{-\alpha L}}{1-R^2 e^{-2\alpha L}} \tag{19}
\]

where \( \alpha \) is the absorption per unit length of the crystal, \( L \) is the length of the crystal, and \( R \) is the normal incidence reflection coefficient. \( R \) is related to the real refractive index \( n \) by,

\[
R = \frac{(n-1)^2}{(n+1)^2} \tag{20}
\]

By multiplying both sides of (19) by the factor \( \exp(2\alpha L)(1-R^2 \exp(-2\alpha L)) \), expanding, and using the quadratic formula with respect to the quantity \( \exp(\alpha L) \), we can solve for the absorption coefficient to obtain,

\[
\alpha = \frac{1}{L} \ln \left[ \frac{(1-R)^2 + \sqrt{(1-R)^4 + 4R^2 T^2}}{2T} \right] \tag{21}
\]

Given the FIR refractive index data for GaP from the Sellmeier equation above, we can calculate \( \alpha \) using a single FIR transmission spectra and equation (21). The absorption coefficients for two different samples of high resistivity GaP were calculated and are plotted in Figure 3. The samples were taken from opposite
ends of the same GaP boule. As is evident, the larger the resistivity of the GaP, the better the FIR transmission. This indicates the degree to which absorption by free carriers contributes to the total absorption in the FIR band, especially at the longer wavelengths.

Only Indium was found to form an Ohmic contact with the GaP crystal. We measured the resistivity of the GaP to be greater than $10^{12}$ Ohm-cm in the samples of GaP in which superior FIR transmission was measured. Samples of GaP obtained from various other sources all showed moderate resistivity on the order of $10^9$ Ohm-cm or less and did not transmit enough in the FIR for measurement purposes.

![GaP FIR Absorption Coefficient](image)

**Figure 3. GaP FIR Absorption**

### 3.2 Damage Threshold

Optical damage experiments were carried out on GaP using a continuous-wave CO$_2$ laser operating at 10 micrometers and also using two different pulsed Nd:YAG lasers operating at 1 micrometer. One Nd:YAG laser was a single frequency laser with a 3ns-pulse width, while the other was not single frequency and had a pulse width that could vary from 10 to 50 nanoseconds. All lasers had Gaussian beam profiles, though some profiles were superior to others. In all of the damage threshold calculations, the central peak intensity was taken to be twice as large as the average intensity read by the power meter. The crystal samples were all finely polished with very parallel faces, and in fact were the same samples whose spectra appear above.

The crystal did not damage when subjected to the CO$_2$ laser, even at maximum power using the shortest focal length lens. Damage with the Nd:YAG lasers always occurred initially on the front face. In addition, in the tests with the 3ns single-frequency Nd:YAG laser, the damage pattern appeared as a fringe pattern similar in form to the beam exiting the crystal sample (i.e., the etalon effect), even though the incident beam had a $\text{TEM}_{00}$ spatial mode. GaP is a high index material, therefore, it can act as a cavity with a Finesse of $f\sim2$. For this reason, we believe the tests with the 3ns single frequency Nd:YAG laser underestimate the real damage threshold by a factor of two. The results are summarized in Table 2 below.
<table>
<thead>
<tr>
<th>Pulse width</th>
<th>Energy</th>
<th>Peak Power</th>
<th>Beam Diameter (cm)</th>
<th>Damage Threshold (MW/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 ns</td>
<td>6 mJ</td>
<td>2 MW</td>
<td>0.6</td>
<td>14.1</td>
</tr>
<tr>
<td>10 ns</td>
<td>25 mJ</td>
<td>2.5 MW</td>
<td>0.6</td>
<td>17.7</td>
</tr>
<tr>
<td>50 ns</td>
<td>30 mJ</td>
<td>1 MW</td>
<td>0.6</td>
<td>7.1</td>
</tr>
<tr>
<td>CO₂</td>
<td>--</td>
<td>20 W</td>
<td>0.007</td>
<td>&gt;1</td>
</tr>
</tbody>
</table>

1. Value is suspected low
2. Crystal not damaged

Table 2. Optical damage thresholds for various lasers and laser pulse widths.

### 3.3 Optical Quality

To the naked eye, the GaP samples had little visible defects or scattering centers. However, further testing revealed that it was not ideal. We placed the GaP between crossed polarizers designed for use with Nd:YAG and illuminated the sample with a Nd:YAG laser whose beam had been blown up to a 15 mm diameter. If the GaP were a perfect single crystal, then the two crossed polarizers would continue to block all of the light from being transmitted. Any light that does get through indicates a region of the GaP that has a slight birefringence, thus indicating a region of internal strain. Although the strain is clearly visible, measurements of the extinction ratio of the crossed polarizer system with and without the GaP in place showed that the extinction dropped from 5000:1 to 100:1 so that although improvements could be made, the crystal is close to strain-free. Some typical strain pictures are shown in the figures below.

![Strain in GaP](image1)

![Strain in GaP](image2)

Figure 4. Strain in GaP.

### 4.0 Discussion

Using the Cross-Reststrahlen band phasematching technique, in order to generate a specific idler wave frequency, the phasematching pump wave frequency is selected and the signal wave is detuned appropriately. In GaP, the calculations predict perfect phasematching using pump wavelengths of 0.965 to 1.000 micrometers to generate idler wavelengths of 100 to 500 micrometers, or equivalently, idler wave frequencies of 3.0 to 0.6 THz. In addition, assuming a maximum practical crystal length of 100 millimeters, the calculations predict a very large tuning range for a given pump wavelength.

As can be seen in the figures, when GaP is pumped with a source wavelength of 0.965 micrometers, a tuning range of greater than +/- 25 GHz is possible around the perfectly phasematched 3.0 THz center frequency. When GaP is pumped with a source wavelength of 1.000 micrometers, the coherence length is at least 100 mm for a frequency range of greater than +/- 300 GHz around the perfectly phasematched 630 GHz center frequency. Similarly, in GaAs, perfect phasematching is predicted when using pump wavelengths of 1.345 - 1.395 micrometers to generate idler wave frequencies from 2.5 - 0.9 THz, with tuning ranges of 50 GHz to 1.0 THz, respectively.
The presence of loss at the idler wavelength gives the interaction a non-zero threshold. We compare the calculated gain coefficient to the absorption loss, remembering to compare $\Gamma$ to $\alpha/2$, so that both relate to the electric field, and not the intensity.

![Gain Coefficient vs Absorption (cm^-1)](image)

**Figure 5**

*Gain Coefficient vs Absorption loss in GaP ($\lambda_1 = 1.000$ micrometers)*

As is evident, for incident intensities in the range of 10 MW/cm$^2$ to 40 MW/cm$^2$, the gain coefficient and absorption are close in value. However, we believe that there are several factors that were not taken into account in the model and in the measurements that would all increase the efficiency, by either increasing the gain coefficient or by lowering the absorption.

In calculating the gain coefficient, we used the value of the nonlinear coefficient in the optical region. We believe that this underestimates the far-infrared nonlinear coefficient by at least a factor of two, due to the contributions of the phonon band. In addition, we believe that the values for the GaP optical damage threshold are also low, and have received numerous assurances from others that this is the case. To decrease the far-infrared loss, we can improve the purity of the GaP to lower the free-electron absorption and we can cool the crystal to lower both the free-electron absorption and the phonon absorption.

The pulsed terahertz generation system, which will be used to validate the new concept, is depicted in Figure 6. The Nd:YAG lasers are Q-switched diode-pumped, solid-state lasers which are than amplified to provide up to 500 mJ of infrared energy with a 3ns pulse length. The 1.064 nm output is tripled to 355 nm and used to pump a BBO-based optical parametric oscillator that is tunable between 400 - 2100 nm. Although elaborate, this system allows us to validate the CRB-PM technique with semiconductor crystals other than GaP, such as GaAs and ZnTe, whose phasematching wavelengths will be different.

### 5.0 Conclusions

We have proposed a novel phasematching technique for terahertz generation valid for difference frequency mixing interactions using Cross-Reststrahlen band dispersion compensation. The pump and signal sources must be in the near-infrared transmission window of the nonlinear crystal and the generated idler wave must be in the far-infrared transmission window, on the other side of the crystal's Reststrahlen band. The formula predicts a large tuning range around the perfectly phasematched terahertz frequency, and is easily solved for a particular crystal once accurate Sellmeier equations are obtained.

Using the new Cross-Reststrahlen band PM technique, standard DFG models predict that GaP can produce terahertz waves using near-IR pump and signal sources. Materials analysis results on samples of undoped, high resistivity GaP support this assertion and show room for improvement. Current work includes demonstrating the CRB-PM technique with both GaP and GaAs crystal using two synchronized, pulsed OPO sources. In addition, materials research efforts will be made to increase the optical damage threshold
and to lower the crystal's free-electron and phonon absorption. Following these tasks, a cw source will be developed using cw pump and signal sources, and a system consisting of an external cavity surrounding the GaP crystal that is frequency-locked to achieve double resonance of the pump and signal waves.
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ABSTRACT

Terahertz-frequency intersubband transitions in semiconductor quantum wells are of interest due to the potential for making devices which operate at THz frequencies, and the importance of many body interactions on the intersubband dynamics. We present measurements of the linear absorption linewidth of ISB transitions in a single 40 nm delta-doped GaAs/Al\textsubscript{0.3}Ga\textsubscript{0.7}As square quantum well, with a transition energy of order 10 meV (3 THz). Separate back- and front-gates allow independent control of charge density (0.1 - 3 \times 10^{11} \text{ cm}^{-2}) and DC bias (-0.25 to 0.5 mV/nm). The absorption linewidth is proportional to the dephasing rate of the collective excitation. In order to examine the dephasing dynamics at THz frequencies, we have begun a detailed measurement of the ISB absorption versus charge density.

Keywords: terahertz, quantum well, intersubband transitions

1. INTRODUCTION

In an n-type modulation doped GaAs/AlGaAs quantum well, confinement of electrons to the well breaks the continuum of conduction band states into subbands. Optically excited transitions between subbands are the basis of several promising new devices, such as lasers and detectors, which would operate at THz frequencies\textsuperscript{1,2}. An important parameter for the operation of the devices is the linewidth of the intersubband (ISB) transition. The quantum well is also interesting in its own right as a model system for testing many-body theories. The ISB excitation of the quantum well is known to be a collective mode of the 2D electron gas, the ISB plasmon\textsuperscript{3}. The absorption linewidth is proportional to the dephasing rate of the ISB plasmon. Our goal is to better understand the dephasing of the ISB plasmon at THz frequencies.
2. SAMPLE STRUCTURE

The sample used was a 40 nm GaAs square well, grown by molecular beam epitaxy on a semi-insulating substrate. It consists of 100 nm GaAs; 180 nm superlattice (30 periods of 3 nm GaAs, 3 nm Al_{0.3}Ga_{0.7}As); 100 nm Al_{0.3}Ga_{0.7}As; Si delta-doped layer of charge concentration $5 \times 10^{11}$ cm$^{-2}$; 10 nm Al_{0.3}Ga_{0.7}As barrier; 8.5 nm GaAs quantum-well backgate; a barrier and doping layer identical to the above; 490 nm Al_{0.3}Ga_{0.7}As; Si delta-doped layer of charge concentration $3 \times 10^{12}$ cm$^{-2}$; 100 nm Al_{0.3}Ga_{0.7}As barrier; 40 nm GaAs quantum well; a barrier layer identical to the above; Si delta-doped layer of charge concentration $1 \times 10^{12}$ cm$^{-2}$; 90 nm Al_{0.3}Ga_{0.7}As; and a 10 nm GaAs capping layer. A sketch of the conduction band is shown in Figure 1. The backgate is a narrow, doped quantum well which is not optically active at the frequencies of interest, and was used to control the charge density in the wide quantum well via the field effect. There are several conduction subbands in the well, with the energy separation of the lowest two subbands tunable over a range of 10-20 meV. In this work, only the lowest subband was occupied, and we measured only transitions between the lowest two subbands.

A 6 mm $\times$ 6 mm sample was cleaved from the wafer. Separate ohmic contacts were made to the backgate and quantum well. A 200 nm thick Al Schottky contact was evaporated onto the surface of the sample, on a 6 mm $\times$ 4 mm rectangular area, to form the frontgate. Another 200 nm thick layer of Al was evaporated onto the back side of the sample, so that the Al layers on both sides of the semiconductor sample form a parallel-plate waveguide (see Figure 2). By controlling the voltages applied to the frontgate, QW, and backgate, the charge density in the well and the DC electric field at the well can be independently varied. Thus, we can independently vary the charge density and DC electric field and examine the behavior of the ISB absorption linewidth.
3. EXPERIMENTAL TECHNIQUE

The charge density in the well was measured using capacitance-voltage profiling. The frontgate and quantum well are two sheets of charge which form a parallel-plate capacitor. Using an AC technique, we measure this capacitance versus frontgate voltage, \( V_{fg} \). The capacitance signal is equal to \( dQ/dV_{fg} \), where \( Q \) is the charge in the quantum well. This is integrated to find the charge density.

The DC electric field is not measured, but is calculated from the applied gate voltages and sample dimensions using the following formula:

\[
\text{Field} = \frac{V_{fg}}{2d_{fs}} - \frac{V_{bg}}{2d_{bg}},
\]

where \( V_{fg(bg)} \) is the frontgate (backgate) voltage with respect to the quantum well voltage, and \( d_{fg(bg)} \) is the distance of the frontgate (backgate) from the quantum well. In addition to the applied field there is a fixed, built-in electric field whose magnitude may be found from the absorption data to be about 0.3 mV/nm.

The spectra were measured with a Fourier Transform IR spectrometer, using the edge-coupling geometry, as shown in Figure 3. Infrared light incident on the edge of the sample couples into the low-order waveguide modes, and the transmitted light was detected by a bolometer. Only the component of light with polarization parallel to the confinement direction can excite ISB transitions. Therefore, a polarizer was inserted just before the bolometer, so that only that polarization would be detected.

4. ANALYSIS AND RESULTS

Each raw spectrum, with electrons in the well, was normalized to the spectrum measured with the well depleted by the gates. The attenuation coefficient is given by

\[
\alpha(\omega) = \frac{1}{\text{sample length}} \ln \frac{I(\text{empty})}{I(\text{full})},
\]

where \( \omega \) is the frequency, \( I(\text{empty}) \) is the transmitted intensity vs. frequency with the well depleted of electrons, and \( I(\text{full}) \) is the transmitted intensity vs. frequency with the well full of electrons.

![Diagram](image)

**Figure 3.** Edge coupling geometry used for IR absorption measurements.
A typical absorption spectrum is shown in Figure 4. The data is fit to the following Lorentzian linshape:

$$
\alpha(\omega) = \frac{\alpha(\omega_0)}{1 + \left(\frac{\omega - \omega_0}{\Gamma}\right)^2},
$$

where \( \Gamma \) is the linewidth (HWHM) and \( \omega_0 \) is the peak position. From the fit we obtain the peak position, linewidth, and area of the absorption curve.

**Figure 4.** A typical absorption spectrum, with fit to a lorentzian linshape function. The charge density was \( 10^{10} \, \text{cm}^{-2} \), DC electric field was -0.34 mV/nm, and sample temperature was 2.5 K.

**Figure 5.** Position of the absorption peak vs. applied DC electric field, at charge densities of 1, 5, 10, and \( 13 \times 10^{10} \, \text{cm}^{-2} \).
Figure 6. Linewidth vs. applied DC electric field, at charge densities of 1, 5, 10, and 13×10^{10} \text{ cm}^{-2}.

The peak positions are plotted against applied DC field, for several charge densities, in Figure 5. The peak position is tunable by over a factor of two, from 75 cm\(^{-1}\) to over 160 cm\(^{-1}\). Since this is a symmetric quantum well, the peak position should be symmetric about its minimum value at zero DC field. The peak position shows the expected quadratic dependence on DC field. However, the minimum occurs at an applied field of -0.3 mV/nm, which implies that the sample has an additional fixed, built-in field of +0.3 mV/nm.

The linewidths are plotted against applied DC field, for the same set of charge densities, in Figure 6. The data shows several interesting features. First, the linewidth has a strong field dependence, dropping dramatically to a minimum at zero bias (minimum which coincides with the minimum in peak position). Second, the field dependence is greater at low charge densities than at high charge densities. Third, the linewidth data are asymmetric about zero field, saturating at 5-6 cm\(^{-1}\) for negative tilts (more negative frontgate) but appearing to rise higher than that for positive tilts (more positive frontgate).

5. DISCUSSION

The field dependence of the linewidth gives some interesting clues about the line-broadening mechanisms, which we will speculate about now. One candidate line-broadening mechanism is scattering from random disorder in the well. Three potential sources of random disorder are monolayer-scale roughness at the GaAs/Al\(_{0.3}\)Ga\(_{0.7}\)As interface, alloy disorder in the Al\(_{0.5}\)Ga\(_{0.5}\)As barriers, and the long-range Coulomb potential of ionized impurities in the remote donor layers.

The existence of a sharp minimum in the linewidth at zero bias might be explained random disorder scattering. For example, we would expect interface roughness scattering to be strongest, and the line broadest, when the electrons are pushed near the interface of the well, as is the case when a non-zero DC field is applied (see the diagram in the inset to Figure 5). The linewidth would then be at a minimum
as the electrons are allowed to move away from the interfaces and spread their wavefunctions across the entire width of the well, as when the DC field is zero. Similarly, alloy disorder scattering would be strongest when the well is tilted, because the electronic wave functions would then penetrate furthest into the barriers, thus overlapping more of the Al$_{0.5}$Ga$_{0.7}$As barrier alloy. A similar argument can be made that scattering from remote ionized impurities would lead to the same behavior.

The asymmetry of the linewidth data about the minimum also suggests that scattering from remote ionized impurities is important. This asymmetry may reflect the asymmetry in the quantum well donor layers. The sample has doping layers placed symmetrically on either side of the quantum well, but the Schottky contact on the surface of the sample takes up many electrons, leading to a higher degree of donor ionization in the layer closer to the surface. It would be expected that this remote impurity scattering is stronger when the electrons are pushed closer to the surface by application of a positive bias (see the diagram in the inset to Figure 5). Indeed, the data show that the line is broader on the positive bias side of the minimum than on the negative bias side. Another possible explanation for this asymmetry is a simple asymmetry in the interface roughness, with one interface being rougher than the other.

6. CONCLUSIONS

ISB excitations are of both technological and fundamental importance. In order to better understand the dephasing of the THz-frequency ISB plasmon in doped quantum wells, we have begun a detailed measurement of the dependence of the ISB absorption linewidth on charge density and DC electric field. The absorption peak in our sample is field-tunable from 75 cm$^{-1}$ to over 160 cm$^{-1}$. We find that the absorption linewidth depends strongly on the DC electric field, becoming as low as 1 cm$^{-1}$ at zero DC bias. The behavior of the linewidth suggests that scattering from random disorder makes a significant contribution to the linewidth. Future work aims to distinguish between the different scattering mechanisms and to produce a model for the charge density dependence of the linewidth.
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ABSTRACT

We have investigated the terahertz photoresponse of a single semiconductor quantum dot, electrostatically defined by a sharp conducting Atomic Force Microscope (AFM) tip in contact with a resonant tunneling diode structure. The quantum dot is excited by radiation from a Free Electron Laser in experiments both at room temperature and at cryogenic temperatures. Pronounced resonant tunneling features and classical rectification at frequencies from 0.3 to 3THz are observed in the I-V curves of these devices. These results demonstrate a novel approach to achieving terahertz excitation and studying transport in quantum dots.

Keywords: terahertz, quantum dot, Schottky contact.

1. INTRODUCTION

Quantum transport devices have generated a tremendous amount of interest from a fundamental point of view\textsuperscript{1}, and could potentially play an important role in practical electronics and photonics. Quantum dots, or nanoscale devices where quantum confinement is important in all three dimensions and transport is controlled by resonant tunneling, are emerging as promising candidates for terahertz devices\textsuperscript{2}. Much work has been done in the past decade with quantum dots where current is influenced by RF or microwave radiation. This has shed light on processes such as photon assisted tunneling\textsuperscript{3,4}, or pumping\textsuperscript{5,6} and tunnelse\textsuperscript{7} effects where one or a small number of electrons are transported through the device per radiation cycle. Most of these groundbreaking works have relied on so-called planar quantum dots, where confinement barriers are typically less than 100 meV high and very low temperatures, tens of millikelvin, are needed to clearly observe resonant tunneling through distinct states in these dots. One of the primary directions of our research is to extend some of this work both to the terahertz regime, and to higher temperature devices. We have made use of vertical quantum dots, which are essentially very small resonant tunneling diodes in which tunneling barriers are typically a few hundred millivolts high.

In this paper, we demonstrate a technique where a quantum dot is created using the electric field close to an AFM tip, without the need for elaborate nanolithographic processes, and at the same time excited with intense terahertz radiation. We present results at liquid helium temperatures (room temperature quantum dots created with this technique have been presented in a previous work\textsuperscript{8,9}). We then report on the response of these devices to terahertz excitation.

2. ELECTROSTATICALLY DEFINED QUANTUM DOTS

Our quantum dots are created by placing a cobalt coated atomic force microscope tip, biased to approximately 1V, in contact with an undoped GaAs/AlAs quantum well structure (Fig. 1). The tip forms a Schottky barrier with the GaAs surface. In a region close to the tip, the quantum well buried below the surface is biased so that electrons can resonantly tunnel from an underlying n+ layer, through the quantum well and into the tip. Far away from the tip, the undoped quantum well remains unbiased and depleted of electrons. A small number of electrons are thus injected into the quantum well, effectively confined to a region close to the tip and a current is measured through the tip.

\textsuperscript{*}Correspondence: Email: naser@physics.ucsb.edu; http://www.ej.ucs.edu/naser; Telephone 805 893 2132.
Both the tip and the sample are maintained at 4.5K in a clean, low pressure helium exchange gas. They are mounted on a translation stage where the tip can both approach the sample and be moved laterally over the surface of the sample. This makes it possible to measure I-V characteristics of the electrostatically defined dot as a function of position on the quantum well sample. In addition, a light pipe brings terahertz radiation from a Free Electron Laser directly to the AFM tip and the induced photocurrent is measured as a function of both d.c. bias and irradiated power.

![Diagram of experimental setup]

Fig. 1. Schematic of the experimental technique. The diagrams on the right show band structure close to and far away from the tip.

3. RESULTS

Measurements have been made on a double barrier quantum well sample. The sample consists of a highly doped n+ GaAs layer, a 2.5 nm undoped GaAs layer, a 1.7nm AlAs barrier, one 5nm GaAs well, another 1.7nm AlAs barrier and a 10nm spacer layer which forms a Schottky contact with the AFM tip. Fig. 2 shows the d.c. I-V of one device at 4.5 Kelvin. The peak in the I-V corresponds to resonant tunneling through the lowest confined state within the 5nm quantum well. Although we do not resolve any features due to lateral confinement (i.e. confinement perpendicular to the tip), we estimate an effective current path - or effective contact area between tip and sample - of about 200nm from a knowledge of the current density in the sample.

The photoresponse of this device at 1.5 THz is also shown in Fig. 2 as a function of d.c. bias at a number of different irradiation powers. At low FEL power, the response follows very closely the second derivative of the d.c. I-V (Fig. 3), and the form of the response curve is found to be independent of frequency from 0.6 to 3THz. The response is therefore classical rectification. At very high FEL power the features in the response curves are washed out (not shown in Fig. 2), which indicates that we are able to apply a terahertz voltage to the device whose magnitude is comparable to the d.c. bias of about 1 volt.

It is interesting to note that additional structure is observed in the I-V of a dot in an InGaAs/AlAs material system. Using a sample similar to the one described above, but with a 5nm InGaAs quantum well, two 1.7nm AlAs barriers and a 10nm
InGaAs spacer layer, we obtained the d.c. I-V curves shown in Fig. 4. Although the I-V changes significantly as the tip is moved laterally over about 1 micron on the surface of the sample, the various I-V's are essentially reproducible in form and appear to be sensitive to local properties of the InGaAs surface. The origin of the multiple peaks in the I-V's remains unclear. They are, however, consistent with electrons reflecting off the Schottky contact and the existence of discrete confined states between one AlAs barrier and the Schottky contact. A very similar behavior has been observed in extremely clean Schottky contacts in much larger resonant tunneling diodes.

**Fig. 2.** The d.c. I-V and THz – induced photocurrent for a variety of different FEL powers in a double barrier quantum well structure. The effective device area is about 0.2μm. Data is taken at 4.5K, and the excitation frequency is 1.5THz.

**Fig. 3.** The photoresponse (upper solid curve) compared to the second derivative of the d.c. I-V (upper dashed curve). The d.c. I-V (lower curve) and the vertical axes are the same as in Fig. 2.

### 4. DISCUSSION

The technique described in this work provides a relatively simple way to create quantum dots at liquid helium temperatures or room temperature and excite them very strongly with terahertz radiation. Although the results reported here are limited to classical rectification, one can, with appropriately designed semiconductor quantum well samples, begin to investigate and perhaps use more interesting processes. A quantum dot with a sharper resonant tunneling peak, for example, can be expected to manifest photon assisted tunneling in a way similar to that observed in much larger quantum well structures. One can also imagine making an electron pump with an appropriately designed triple barrier structure. These may prove valuable in the development of practical terahertz devices that rely on single- or few-electron transport.
Fig. 4. Variations in d.c. I-V as the tip is scanned over a distance of about 1μm on the surface of an InGaAs/AlAs quantum well sample. There appear to be multiple resonant tunneling peaks sensitive to local properties of the surface.
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Direct observation of intraband carrier relaxation phenomena in semiconductors with a picosecond free electron laser

A. P. Mitchell, A. H. Chin, J. Kono
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ABSTRACT

We have performed time-resolved terahertz (THz) - near-infrared (NIR) two-color spectroscopy on InSb, using the Stanford picosecond free-electron laser synchronized with a femtosecond NIR Ti:Sapphire laser. The initial NIR pulse excites non-equilibrium electrons and holes, which absorb the picosecond THz pulse. The time profile of the photo-induced absorption is a sensitive probe of intraband carrier relaxation dynamics. Using these techniques we have made the first observation of time-resolved cyclotron resonance (TCR) of photo-created electrons in InSb for time delays from a few picoseconds to several tens of nanoseconds. This TCR data shows possible evidence of a magnetic-field-induced LO-phonon bottleneck effect. Furthermore, we have detected very unusual multi-component relaxation and photo-induced transparency under certain conditions.

Keywords: terahertz dynamics, InSb, free-electron lasers, cyclotron resonance, LO-phonon bottleneck, carrier relaxation

1. INTRODUCTION

Excitation of a semiconductor by an intense pulse of light with a photon energy greater than the fundamental energy gap results in a large density of non-equilibrium electron-hole (e-h) pairs. These non-equilibrium carriers with excess energies relax toward the band-edge through various scattering and thermalization processes before eventually recombining to luminescence.

It immediately follows that interband photoluminescence (PL), although the most commonly used optical technique in semiconductor spectroscopy, is unable to provide direct information on carrier relaxation dynamics. In essence, PL spectroscopy is sensitive only to radiative (or "bright") excitons with center-of-mass momentum $K = k_{\text{plane}} + k_{\text{phonon}}$.

Intraband terahertz (THz) spectroscopy obeys its own set of selection rules— independent of whether the states involved are interband-active or not, thus providing a rare opportunity to directly probe these dark states. A wide variety of perpendicular ($\Delta K = 0$) intraband transitions are allowed, so long as the parity and angular momentum selection rules are satisfied. In particular, a time-resolved observation of the 1s to 2p exciton internal transition would map out the time evolution of the entire $K$ distribution of 1s excitons. Such an experiment would be a key to the successful demonstration of Bose-Einstein distribution (and eventually condensation) of excitons. However, because of the rarity of ultra-short THz sources, experimental research in this direction has not been explored.

In order to develop further these experimental techniques, we have performed picosecond time-resolved studies of THz absorption by photo-created carriers. These experiments utilize a femtosecond mode-locked near-infrared (NIR) Titanium-Sapphire laser ($\lambda \sim 800$ nm) synchronized with the Stanford Picosecond Free Electron Laser (FEL), whose spectral range has been recently extended to the THz (5-100 THz).
In performing these experiments we have obtained some fascinating new results. This paper will attempt to delineate the techniques used, describe our results, and propose explanations for some of the interesting features of this data. We have performed picosecond time resolved photo-induced absorption (PIA) and, for the first time, time-resolved cyclotron resonance (TCR) studies on the narrow gap III-V semiconductor InSb. We have observed very unusual relaxation dynamics in the PIA and TCR data: 1) step-like behavior only at zero and very low magnetic fields, 2) photo-induced transparency when the NIR excitation pulse power is lower than a threshold value, 3) extremely slow relaxation at high magnetic fields (> 3 T), and 4) apparent increase in effective mass during carrier relaxation.

2. SAMPLES

The InSb sample studied was purchased from ATRAMET, Inc. It is undoped, with a residual electron density of \(~5 \times 10^{14}\) cm\(^{-3}\) and a 77K electron mobility of \(~2 \times 10^{5}\) cm\(^2\)/V-s. The sample was wedged \(~3^\circ\) to avoid multiple-reflection interference effects, and polished it down to \(~150\) \(\mu\)m. The Si and GaAs reference samples were purchased from Lattice Materials Corp. and American Xtal Technology, respectively. The Si is a 3-mm-thick high-purity (> 99.999%) single crystal. The GaAs crystal is semi-insulating, with excess arsenic. The surfaces of both reference samples were optically polished.

The NIR laser source was a Spectra Physics Tsunami Ti:Sapphire laser seeding a Positive Light Spitfire regenerative amplifier. The amplifier produces intense ultra-fast NIR pulses in a wavelength range of 750-1100 nm with pulse durations as short as \(~200\) fs and pulse energies as high as \(~1\) mJ. The Stanford picosecond FEL produces pulses with wavelengths extending through the MIR (3-15 \(\mu\)m) and THz (15-60 \(\mu\)m) with pulses durations as ranging from 600 fs to 2 ps and energies as high as \(~1\) \(\mu\)J.

The samples were placed in Oxford Instruments Spectramag superconducting magnet, which produces a uniform magnetic field of up to 9 T parallel to the optical path.

3. EXPERIMENTAL METHODS

The setup for the two-color spectroscopy experiments is illustrated schematically in Figure 1. The amplified output of the Ti:Sapphire laser (NIR) is directed through a computer controlled variable delay stage, after which it is then spatially overlapped with the THz using a Si Brewster plate. The two collimated beams are thus made collinear as they are focused on the sample using a parabolic mirror. The NIR pulse excites non-equilibrium carriers across the band gap which then absorb a fraction of the incident THz radiation. The transmitted THz pulse is then recollimated and directed to a Ge:Ga photoconductive detector. Any THz PIA in the Si Brewster plate was made negligible by enlarging the incident NIR spot size.

![Fig. 1 A schematic of the experimental setup used for time-resolved PIA and CR spectroscopy](image-url)
The THz output of the FEL consists of 10 Hz "macropulses" 5 ms in duration. These "macropulses" each contain many ~1 ps duration micropulses separated by 84.6 ns, tuned to a wavelength of 42μm. The Ti:Sapphire is synchronized with the (10 Hz) macropulse output of the FEL so that we have only one NIR pulse for every THz macropulse (~60,000 micropulses). The Ti:Sapphire laser generates ~200 fs pulses at a wavelength of 800 nm. This situation is illustrated schematically in Figure 2. This arrangement allows us to compare the intensity of transmitted THz before and after the NIR pump pulse (micropulse to micropulse energy fluctuations are factored out using a THz reference detector before the sample (not illustrated in Fig. 1)). The amount of photo-induced absorption (PIA) in the sample may thus be recorded as a function of time delay. For TRCR measurements we use the same setup, but now sweep the magnetic field strength at fixed time delays, thus obtaining a granular picture of the time evolution of the CR spectrum. Using a combination of the optical delay stage and electronic delays in the THz - NIR synchronization we are able to selectively attain delays from 0 to 84.6 ns with a resolution of a few picoseconds. The observed TRCR line-widths are much larger than the transform limited spectral width of the picosecond terahertz pulse, which, at 3.6 meV, corresponds to a CR line-width of only 0.6 T at the InSb band edge.

![Fig. 2 Timing of NIR and THz pulses](image)

Typical time-resolved PIA measurements in the Si and GaAs reference samples are shown in Fig. 3. Here, and in the InSb data to follow, the NIR pump pulse is incident on the sample at time zero. The THz probe pulse then arrives at the sample after a delay τ and is absorbed by the carriers created by the pump. In both cases PIA causes an abrupt drop in the sample transmission at τ = 0 -- 65% in Si and 70% in GaAs. The relaxation curve for the absorption depends directly on the relaxation properties of the sample. For example, Si, being an indirect semiconductor, has a very long recombination lifetime well over a microsecond. As a result the absorption induced at τ = 0 appears completely flat over the measured interval (i.e., < 1 ns). In the direct semiconductor GaAs, the carrier lifetime is short (1-2 ns) so the PIA signal decreases much more rapidly. One expects the direct semiconductor InSb to behave in a qualitatively similar fashion to GaAs.

With our current setup it is not possible to carry out studies of magnetic field dependent effects in the Si and GaAs reference samples. This is due to the large carrier effective masses in these materials: our THz wavelength range does not extend far enough for observation of CR at the fields (~9 T) which our magnet is capable of generating. InSb, however, has very small carrier effective masses, which increase with increasing carrier energy due to the non-parabolicity of the conduction band. These small effective mass values allow us to perform detailed electron TRCR measurements in the magnetic field and wavelength range available to us, and should allow us to observe the effect of the non-parabolic conduction band on the CR evolution. In particular we expect that the time evolution of the CR signal will allow us to see directly the time evolution of the effective mass, carrier density, and scattering time for the photo-created non-equilibrium carriers. The Landau level structure of InSb has been well-studied, and thus provide an ideal testing ground for this new experimental technique. In addition, the optic phonon energies in InSb are comparable to the cyclotron energy of electrons within the magnetic field.
range available to us, making it possible to tune the coupling of electrons and phonons, which in turn drastically modifies relaxation dynamics.

![Graphs showing transmittance over time delay for Si and GaAs samples.](image)

**Fig. 3** Photo-induced absorption in the reference Si and GaAs samples

4. EXPERIMENTAL RESULTS

4.1 Magnetic field dependent photo-induced absorption

An example of the fixed field PIA data is shown in Figure 4. The zero field PIA data displays an unusual three-component relaxation, which is not apparent in the reference sample data. Further data shows, in detail, that this step-like behavior is highly dependent on the NIR pulse power, and at very low excitation pulse power the lineshape is inverted, i.e., transmitted intensity increases (photo-induced transparency). This highly intriguing behavior, however, disappears at relatively low magnetic fields and is supplanted by a behavior similar to that of the GaAs reference sample at B = 0 T.

As magnetic field is increased further, the absorption gains a distinct two component character. The first component is a field independent rapid drop in transmittance, which recovers quickly (<100 ps) to an intermediate value. The second absorption component is an extremely slow (nearly time independent on these scales) plateau at this intermediate value. This is in complete opposition with the expected magnetic field effect. Due to the increase in the density of states induced by the magnetic field quantization of the free carrier energy spectrum, one expects a resultant increase in the optical transition probability, thereby foreshortening the carrier lifetime. However, the behavior of the second component is indicative of a
dramatically increased carrier lifetime (as in the Si reference sample), which is potentially the result of an LO-phonon bottleneck effect.

Specifically, the resonant polaron condition $\omega_{L} = \omega_{p}$ is satisfied at $\sim 3$ T, so that at higher magnetic fields the Landau level splitting exceeds the LO-phonon frequency, making Landau level transitions via LO-phonon emission highly improbable. Because the relaxation processes in III-V semiconductors are dominated by such phonon emission one expects the carrier lifetime to increase significantly, as is shown in the data. This type of relaxation bottleneck has been predicted and searched for in quantum dot structures but has not been directly verified to date. This relaxation feature has never before been observed in bulk materials as a result of the high magnetic fields (>20 T) required to achieve the resonant polaron condition in the more commonly studied GaAs ($\hbar \omega_{LO}$ is 36 meV in GaAs vs. 24 meV in InSb, and $m^*$ is 0.07$m_0$ in GaAs vs. 0.014$m_0$ in InSb).

One expects that the magnetic field dependence of the (flat) absorption depth should be determined entirely by the CR lineshape and it is observed to have its maximum at the expected value of 5 T.

![Fig. 4 Time-resolved photo-induced absorption at a range of fixed magnetic fields. The flatness of the B>3T data is explained by an LO-phonon bottleneck effect.](image)

4.2 Picosecond time-resolved cyclotron resonance

Typical CR data obtained at a variety of fixed time delays is shown in Figure 5. This is the first observation of picosecond TRCR (only microsecond time resolution has been achieved to date), and it displays a few intriguing features. These traces should demonstrate directly the time evolution of the electron CR spectrum over time scales much shorter than the interband e-h recombination time (the time scale available through PL studies). All of the effects seen in this data are therefore the result of intraband processes.
First among these is the lack of a well-defined resonance at time delays shorter than \( \approx 1 \) ns. In this time regime (a few picoseconds after the creation of a high density of non-equilibrium free carriers) it is possible that the effective mass approximation is not applicable, resulting in the dramatically broadened CR line. Another possibility is that at short time scales the carrier scattering rate is high enough to broaden the CR peak until it is completely obscured, i.e. the mean time between collisions \( \tau_c \) is greater than \( 1/\omega_c \) so that CR is unobservable.

![Graph showing transmittance as a function of magnetic field](image)

**Fig. 5** The first observation of picosecond time-resolved cyclotron resonance, the decreased intensity and shift towards low magnetic fields at short time scales are unanticipated features.

The second peculiar feature of this data is the time dependence of the resonance peak position. The drift toward higher magnetic fields at larger delays is indicative of an electron effective mass that increases as a function of time. This is completely opposed to the behavior expected due to the well-studied non-parabolicity of the InSb conduction band. It is widely known that the effective masses of carriers in the InSb conduction band increase with increasing energy. One would therefore expect that as time passed, and the carriers relaxed toward the band edge, they would lose effective mass, thereby pulling the CR peak toward smaller fields. The behavior displayed in the data is clearly opposed to these assertions, and requires further explanation. One possibility is that this effect is caused by band gap renormalization, i.e., taking into account carrier-carrier interaction in the calculation of the gap energy (and using this to correct the effective mass). Though Kohn’s theorem\(^{30}\) states that the carrier interactions should have no effect on the resonance peak in equilibrium, we have created a highly non-equilibrium state for which this may not apply. It has been shown\(^{11}\) that the change in band gap energy as a result of correlation and exchange forces between carriers is determined by the equation:

\[
\Delta E_g = E_{xe} + \frac{\partial E_{xc}}{\partial n}
\]

where \( n \) is the carrier density and \( E_{xe} \) is the energy of the exchange and correlation forces, which has been shown to satisfy the relation:
\[ E_{\text{ex}}(r_i) = \frac{a + br_i}{c + dr_i + r_i^2} \text{Ry}^* \]

\[ r_s = \left( \frac{3}{4\pi a_B} \right)^\frac{1}{3} \frac{1}{a_B} \]  

(2)

where \( a = -4.8316, b = -5.0879, c = 0.0152, d = 3.0426 \) are constants independent of any material parameters, \( \text{Ry}^* \) and \( a_B \) are the effective excitonic Rydberg and Bohr radius respectively, and \( r_i \) is the mean interparticle distance in units of the effective Bohr radius. Thus at short time scales, when carrier densities are high, we may obtain a significant deviation of the gap energy from its equilibrium value. The resultant decrease in gap energy yields decreased electron effective masses, due to the increased \( k \cdot p \) interaction between the conduction and light hole valence band. One thus expects the electron effective mass to increase with time as the carrier density decreases and the gap energy regains its equilibrium value. The expected change in \( E_g \) and the resultant change in Band Edge effective mass are plotted in Figures 6(a) and (b). The initial carrier density (which is unattainable from the TRCR data due to its strange early time-evolution) was estimated at \(-1e19 \text{ cm}^{-3}\) using the incident NIR intensity. This corresponds to a 25 meV (11\% change) decrease in the gap energy, which results in a 17\% decrease in the band edge effective mass. These results agree qualitatively with our data, however we are still attempting to understand fully the time evolution of the carrier density.

![Graph](image)

**Fig. 6 (a) Band gap renormalization vs. carrier density in InSb
(b) Band edge effective mass vs. gap renormalization energy**

### 4.3 Longer time scale cyclotron resonance: electron capture by donors

Measurements over nanosecond time scales are shown in Figure 7. Here the behavior is easily understood in terms of well-studied processes. As time evolves, a second CR peak appears at lower magnetic field, this peak results from transitions made by electrons bound to ionic donor sites. Specifically, this is the signature of the hydrogenic 1s to 2p+] transition, and is known as impurity shifted CR (ICR)\(^3\). This ICR peak increases in time relative to the CR peak as a result of an increasing number of donor bound electrons as the carriers relax toward the band edge.

### 5. SUMMARY

We have performed picosecond time-resolved NIR - THz two-color pump-probe spectroscopy on bulk InSb, Si, and GaAs. The results demonstrate that this new type of spectroscopy is a powerful tool for the study of intraband carrier dynamics. Time-resolved PIA studies were carried out in all of these materials, yielding easily explainable results for Si and GaAs. The InSb sample, however, demonstrates many new effects, including a step-like relaxation behavior in zero magnetic field, and possible photo-induced transparency at low NIR excitation pulse intensity. Under magnetic fields, the PIA develops striking new features: the step-like behavior disappears and is replaced by a flat absorption profile which is indicative of a
dramatically increased carrier lifetime. This startling change in carrier dynamics is attributed to a magnetic field induced LO-phonon bottleneck effect. Also, the first ever picosecond and nanosecond TRCR measurements were carried out on the InSb sample, yielding further interesting results. On the picosecond time scale we observed a shift toward higher magnetic field in the time evolution of the CR peak, implying an increase in effective mass with decreasing carrier energy. Though this behavior is the opposite of what is anticipated due to the well-studied non-parabolicity of the InSb conduction band, it is explained by band gap renormalization at high carrier concentrations. Also on this picosecond time scale, we observed a dramatic broadening of the CR line at the smallest measured time scales. This behavior may be explained by either the possible invalidity of the effective mass approximation very soon after carrier creation, or a dramatically reduced mean time between collisions, resulting in an unobservably broad CR line. On the nanosecond time scale we observed the weight of the free carrier electron CR peak shifts toward a lower field ICR peak corresponding to the resonance of donor captured carriers, a well known behavior whose early time evolution had yet to be explored. These new experiments were made possible only by the use of the picosecond FEL as a source of tunable THz radiation.

![Graph showing magnetic field and transmittance](image)

**Fig. 7** Nanosecond time-scale cyclotron resonance, the impurity shifted resonance appears and begins to dominate the CR lineshape.
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ABSTRACT

We explored harmonic generation by Bloch oscillation in miniband superlattices driven by intense THz radiation from the UCSB free electron lasers, as a function of both THz intensity and applied DC bias. To accomplish this we integrated \textmu m size superlattice mesa in a quasi-optical array which amplified a plane wave incident normal to the array and coupled it into the growth direction of the superlattice.

We were able to successfully measure both second and third harmonic generation quantitatively. The harmonics are compared to a quasi-classical picture of Bloch oscillation.

Keywords: Bloch Oscillation, Terahertz Harmonic Generation, High-field Transport

1. BASIC BLOCH OSCILLATION

In small dc electric fields, electrons in a periodic potential with typical scattering rates sense a parabolic potential to lowest order. This results in a Drude-type response for the electron motion. In contrast, in sufficiently high fields and for low enough scattering rates the electrons should oscillate. This motion, referred to as Bloch oscillation, is a direct consequence of the bandstructure of the periodic potential and the applied field. The following heuristic picture shows how this comes about.

Assuming a tight-binding approximation with an allowed band width $\Delta$ and potential period $d$, the dispersion relation connecting the electron energy, $\epsilon$, to its momentum, $k$, is given by

$$\epsilon(k) \approx \frac{\Delta}{2} (1 - \cos kd).$$

and the electron velocity is simply given by

$$v(k) = \frac{1}{\hbar} \frac{\partial \epsilon}{\partial k} = \frac{\Delta d}{2\hbar} \sin kd.$$  

As Bloch pointed out,\textsuperscript{1} when a DC field is applied to this system the momentum $k$ evolves in time according to $\hbar \ddot{k} = F_{\text{ext}} = eE$ (where $e$ is the electron charge and $E$ in the applied DC field). This is easily integrated to give

$$k(t) = k_0 + \frac{eEt}{\hbar}.$$  

The energy dispersion and velocity relations are periodic as a function of momentum, hence only $k$ values contained in the first Brillouin zone (B.Z.) are physically distinct. Therefore we can say that when an electron with momentum $k$ passes one edge of the B.Z. it reappears at the other edge, i.e. it Bragg reflects. In Eq. (3) we note that $k$ evolves linearly in time, which therefore implies that the electron passes through the B.Z. periodically in time. Substituting Eq. (3) into Eq. (2), we get the following expression for the velocity of a single electron as a function of time:

$$v(t) = \frac{\Delta d}{2\hbar} \sin (\omega_B t).$$

\textsuperscript{1}Currently at Lucent Technologies/Bell Labs, Murray Hill, NJ 07970. E-mail: mwanke@lucent.com.
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Thus we can see, as originally pointed out by Zener,\(^2\) that the sinusoidal nature of the dispersion relation, \(\varepsilon(k)\), results in an oscillation in real space of the electron in a D.C. field, at the so-called Bloch frequency,

\[
\omega_B \equiv \frac{eE_d}{\hbar}.
\] (4)

This would imply that an applied DC field should give rise to an alternating current to carriers in a periodic potentials such as bulk semiconductors and superlattices.

Although in a real system a DC field may drive each electron to Bloch oscillate scattering will randomize the relative phases of the electrons resulting in no net current oscillation. As succinctly put by Leo, “For a direct observation of the oscillations, it is necessary to create a carrier ensemble with defined phase relations.”\(^3\) To achieve this many experiments have utilized ultrafast optical techniques in conjunction with DC fields to examine the dynamics on time scales comparable to the scattering rates. We refer the reader to the review article by Leo for discussion of these types of measurements. Another good introduction to the general field can be found in the book edited by Grahn.\(^4\)

On the other hand Bloch oscillation is no more than a normal mode of the electron system in the present of a DC field. We can impulse excite the system and watch its time evolution or we can probe it in the frequency domain. For small levels of excitation the time domain view and frequency domain view are equivalent.

Unfortunately the Stark ladder or Bloch oscillator is unstable to electric field domain formation once we apply sufficient field to execute Bloch oscillation or resolve the components of the Stark ladder in the quantum mechanical picture. The optical experiments avoid this complication by working with undoped material and create electrons with the short optical pulse. However, holes are created at the same time and excitonic effects complicate the response.

In this paper we describe an alternate approach to observing Bloch oscillation. Instead of using a DC field to establish Bloch oscillation we use strong THz fields from the UCSB free-electron lasers. If the frequency is high enough the strong AC field may be able to drive the electrons to the zone boundary and Bragg scattering without domain formation. Further, resonances may appear between the drive frequency and Bloch frequency defined by the terahertz electric field strength. Clearly, we are in a very non-linear regime and the system should be very rich in harmonics. Indeed, the harmonic content as a function of terahertz electric field and DC electric field define the response of the Bloch oscillator under these conditions.

In the next section we will present highlights of a theory for Bloch oscillation in the presence of large AC fields. Then we will explain the experiment focusing on THz harmonic generation and give a description of the samples. We follow this by a presentation of some results.

---

**Figure 1.** For fields such that \(\varepsilon E_{ac}/\hbar \omega > \pi/d\) the electron momentum will exceed the width of the B.Z. and the electron will Bragg reflect (left). At right the velocity (solid) is shown not to follow the field (dotted). The field amplitude is the same in both.
1.1. AC Dynamics of Bloch Oscillators

In order to have well-defined phase, we replace the DC field with a strong high frequency AC field. Continuing with heuristic explanations, let us analyze just a single electron in a miniband driven by an AC field. Again using the acceleration theorem \( \hbar k = F_{\text{ext}} \) (now \( F_{\text{ext}} = eE_{\text{ac}} \cos \omega t \)), the momentum as a function of time can now be expressed as

\[
k = k_0 + \frac{eE_{\text{ac}}}{\hbar \omega} \sin \omega t. \tag{5}\]

In a DC field (in the absence of scattering) an electron eventually reaches the B.Z. boundary independent of the field strength. However, in the presence of an AC field this is no longer the case. The amplitude of an electron’s excursion in k-space is now controlled by the ratio between the field strength and the driving frequency (see Fig. 1).

Although the underlying physics is the same whether the system is driven by an AC or DC field, the observables are different. Plugging Eq. (5) into Eq. (2) we find that the velocity as a function of time now becomes

\[
v(t) = \frac{\Delta d}{2\hbar} \sin \left( \frac{\omega_B}{\omega} \sin \omega t \right)
= 2 \sum_{n=1}^{\infty} J_{2n-1} \left( \frac{\omega_B}{\omega} \right) \sin [(2n-1)\omega t]. \tag{6}\]

where now the AC Bloch frequency, \( \omega_B = \frac{eE_{\text{ac}} d}{\hbar} \), is defined in the same way as in DC Bloch frequency. Thus the current no longer will follow the field as is shown graphically in the right side of fig. 1 which corresponds to the field amplitude depicted on the left. The current response generated by only an AC field consists of all the odd harmonics of the driving field and is no longer sinusoidal. Each harmonic component is weighted by a Bessel function (argument) of the same order as the harmonic. In the low field limit the \( n^{th} \) harmonic current varies as the drive field to the \( n^{th} \) power but in high fields, the field dependence becomes strikingly non-monotonic, as can be seen in Fig. 2 which shows the third harmonic for various values of \( \omega \tau \).

![Figure 2. The third harmonic current dependence on the ac-drive field for various values of \( \omega \tau \). Note that the peak field asymptotically approaches a value near 4 as \( \omega \tau \to \infty \). At the frequencies we used this sets a minimum field strength of 12 kV/cm to observe the peak.](image)

The curves in Fig. 2 were generated using the results of a more rigorous calculation by Pavlovitch and Ėpshtein,\textsuperscript{5} who extended work of Ignatov and Romanov.\textsuperscript{6} The heuristic picture presented above corresponds to the case with
Figure 3. The left hand side shows contour plots of the second and third harmonic generation for three different values of $\omega \tau$ where white is high and black is low. The upper plot of each pair depicts the second harmonic while the lower represents the third harmonic. The figures to the right show the position of the ridges projected onto the AC-DC plane, where the black circles represent the absolute peaks along a given ridge or axis.
$\omega T = \infty$. Although the details of the theory are not presented here, Fig. 3 shows the results of calculation for the second and third harmonics as functions of both the applied ac and dc field strengths, again for a few different values of $\omega T$.

Here we note a few features of Fig. 3 to which the experimental data will be compared. First, in the absence of a DC field, only odd harmonics are generated thus the second harmonic current is zero. As already mentioned the third harmonic for this case is non-monotonic. In the presence of a DC field a “ridge” of peak harmonic current occurs in both the second and third harmonics when the AC field is slightly larger than the DC field. We also note that along each ridge there is an absolute peak. The second harmonic decays rapidly as the fields are increased above those corresponding to the absolute peak, while the third harmonic decays more gradually. For higher values of $\omega T$, the smooth nature of these ridges breaks up into series of peaks, where the peak positions along the DC axis correspond to the Wannier-stark splitting (DC block frequency) between states of neighboring well equals a multiple of the photon energy (photon frequency), and the locations of the peaks along the AC axis correspond to the AC block frequency coming into resonance with the drive frequency.

The plots to the right in Fig. 3 extract some essential features from the contour plots. The lines follow the peaks in the harmonics and the circles represent where along a ridge the absolute peaks lie. From this plot we can also observe that the second harmonic always peaks at a lower DC bias for a given AC field than the third harmonic. The circle on the DC axis corresponds to the peak of the current in the unirradiated current-voltage relation, or in other words represents the onset of negative differential resistance.

2. SAMPLE DESIGN

The sample described below consists of a 50 period superlattice of 80 Å GaAs wells separated by 20Å Ga$_7$Al$_3$As barriers grown using MBE. The sample was uniformly doped at $1 \cdot 10^{16}$/cm$^3$. The superlattice was surrounded on both sides by an injector region, consisting of a chirped SL and a graded aluminum fraction section, all sandwiched between $4 \cdot 10^{18}$/cm$^3$) n$^+$ regions. Ni/Au/Ge contacts were used to from ohmic contacts to the n$^+$ layers.

![Unit Cell](image)

**Figure 4.** The left depicts a cartoon of a unit cell from the 2nd generation arrays. In reality the mesa is encased in SiN and the airbridge is sloped as can be seen in the SEM image on the right.

To couple the electric field of free space THz radiation modes into and out of the growth direction of the superlattices, we integrated micron size mesas into a square array connected in series and parallel, with a separation between mesas much less than the wavelength of the incident or generated radiation. In addition to coupling to free space modes, this quasi-optical array concentrates the field into the superlattice, and combines the power generated by each mesa into a single beam. At THz frequencies spatial power combining becomes an important tool, as a typical device size and its concomitant power output scale inversely with frequency. The effectiveness of using quasi-optical arrays in this frequency range using the FEL was demonstrated both in this work and in a collaboration with researchers at Caltech examining Schottky diodes.7
Over the course of this work two different generations of antenna arrays were employed. Fig. 4 illustrates schematically the unit cell for the second set of arrays on the left and shows an SEM picture of a fabricated device on the right. The overall size of the array is 500 \( \mu \text{m} \times 500 \, \mu \text{m} \) with a periodicity of 25 \( \mu \text{m} \). The unit cell of the first generation arrays is similar to the second generation just described but with the mesa width equal to the width of the unit cell and the bowtie metalization is replaced by a wide dipole antenna which is also as wide as the unit cell. The older array consists of 96 elements on a side with a 20 \( \mu \text{m} \) periodicity yielding an overall size of roughly 2 mm \( \times \) 2 mm, which is larger than the spot size of the beam. The major differences between the two generations are the bowtie shape of the connecting metalization and the arrays' overall size. For both arrays the period is much smaller than any wavelength used in the measurements.

3. MEASUREMENTS

The measurement set-up is illustrated in Fig. 5. Kilowatts of pulsed power at 22 cm\(^{-1}\) was provided by the UCSB free-electron laser (FEL) with 3 \( \mu \text{s} \) pulse widths at a rate of 1 pulse per second. We chose 22 cm\(^{-1}\) since it and its second and third harmonics all lie within gaps of the water vapor absorption spectrum (removing the need for purging the experiment) and also to maximize the field strength to frequency ratio (the relevant parameter for these measurements as implied in eq. 6).

![Figure 5. Schematic arrangement of the optical setup: THz source (a), low-pass filters (b), variable attenuator (c), beamsplitter (d), reference detector (e), sample (f), cryostat (g), high-pass filter (h), and bolometer (i).](image-url)

The input power first passes through low pass filters to reject harmonics from the FEL. These consist of a multimesh capacitive filter having a 660 GHz cutoff, a fluorogold filter and for the third harmonic measurements a filter from QMC\(^{8}\) with a cutoff at 55 cm\(^{-1}\). The intensity is controlled by using a pair of wire grid polarizers. The first attenuates the linearly polarized input beam, and the second attenuates more while returning the polarization back to its original direction. Part of the beam is split off and measured by a pyroelectric reference detector to monitor fluctuations in the beam intensity while the majority of the beam is focused onto the array. The array is kept at 77 K in an optical bath cryostat (lowering the temperature to 4 K has minimal effect).

The harmonics generated and radiated by the array are recollimated before finally being focused into an InSb Bolometer. The bolometer is magnetically tuned to extend its response up to 88 cm\(^{-1}\) with a peak response at 66 cm\(^{-1}\) corresponding to the third harmonic in the measurements. A Fabry-Perot interferometer placed in the collimated beam confirms the frequency of the measured power. When measuring the third harmonic a high-pass waveguide filter with a cutoff of 58 cm\(^{-1}\) was mounted on the bolometer to reject the fundamental and second harmonic. To measure the second harmonic a 55 cm\(^{-1}\) low-pass filter was used to block the third in addition to a 38 cm\(^{-1}\) high-pass waveguide filter to block the fundamental. The 200 ns response time of the bolometer is fast enough to observe the 1 \( \mu \text{s} \) rise and fall time of the THz pulse. The harmonic response was averaged over a finite time interval during the flat part of the THz pulse which was crucial for obtaining the non-monotonic power dependences observed.
A dc electric field was sometimes applied in addition to the THz field. This allowed measurement of the harmonic response as a function of both incident power and dc field. In addition, by measuring the current and voltage both before the FEL pulse arrived and in the presence of the THz field we could measure the effect of the THz radiation on the quasi-static I-V of the superlattice. The dc voltage was pulsed twice per FEL pulse with one pulse occurring a few microseconds before and the second occurring completely within the THz pulse, with a pulse duration of 2 µs and a rise time of 10 ns. The second pulse was completely contained within the FEL pulse in the hopes that the strong AC field might prevent electric field domains from forming. In addition, comparing the bolometer response during each of these electric pulses allowed confirmation that the bolometer signal was due to harmonic generation and not blackbody radiation from sample heating.

4. DATA

Data from three samples will now be presented. All samples (referred to as A, B and C) were processed from the same wafer doped at 10^{16}/cm^{3}. Sample A was processed using the first generation array while samples B and C were processed with the second generation array. The 50 times greater active area of sample A resulted in larger, cleaner signals, however, it also lead to significantly larger spatial variation of the field intensity over the array since the diameter at the 1/e point of the intensity at the focus of the THz beam was 1700µm. This quantity was determined using a Spirecon Spotizer. This spatial variation will smooth out features in the harmonic output which are dependent on the field amplitude.

Sample A is the only sample from which both second and third harmonic generation has currently been measured. The third harmonic response with zero applied DC bias is shown in Fig. 6, where a clearly non-monotonic dependence on the drive field is observed. The data is overlayed on the theory for the case corresponding to ωt = 2. The general behavior seems to agree well, but the sharper features are not observed in the data. This could be a consequence of the non-uniform illumination of the array. It should be noted that the absolute AC field in the superlattice is not known and the two curves have been scaled in order to line up the peaks of both curves.

![Figure 6. Third Harmonic Amplitude as a function of the THz drive amplitude with no applied bias. The dots represent data and the solid line is the theory for the case of ωt = 2.](image)

The second and third harmonic fields as functions of both the AC and DC field strength are plotted in Fig. 7, where each curve represents the harmonic output versus the DC bias at a fixed THz field strength. The arrows at the bottom indicate the peak position of each curve while the corresponding numbers indicate the relative THz field strengths. In general we note that the peak height for each curve increases with the AC field for small AC fields, and then decreases with increasing field beyond a critical value as we expected. In further agreement with the theory, the peak heights in the second harmonic decay faster after the critical field than the third harmonic peaks do. Projecting the peak positions in the previous plots onto the DC-field/Ac-field plane in fig. 8, we notice very similar behaviour to
Figure 7. Generated second harmonic (top) and third harmonic (bottom) for various amplitudes of the THz drive field as a function of the DC bias. The numbers show the relative drive amplitude between curves and correspond to the x-axis in Fig. 6.
Figure 8. Projection of peak positions extracted from the previous figures onto the DC-field/AC-field plane (left, sample A) and latter figures(right, sample C). The triangles are the extracted peaks for the second harmonic while the diamonds are for the third harmonic. Circle 1 is the absolute peak of the third harmonic for zero bias, while 2 and 3 are the absolute peaks of the second and third harmonic with an applied bias. Circle 4 represents the roll over point in the static I-V.

that presented in fig. 3, including the relative positioning of the four absolute peaks described above and the relation between the second harmonic and third harmonic ridges.

In general the second harmonic behavior of sample C as shown in Fig. 9 is similar to that observed in sample A, except for the presence of more structure in the curves as we expected. In addition, as shown in the right hand side of Fig. 8, the peak positions projected onto the DC-field/AC-field plane do not vary as smoothly suggesting that we may be in the $\omega \tau > 1$ regime. The number of curves in fig. 9 has intentionally been reduced for the sake of clarity. Looking closely at each curve at a bias near 2 volts, there is a feature even for high ac fields, where the peak has moved to higher biases. This feature is beginning to look like the contour plots for $\omega \tau > 1$ where the peaks become fixed in bias by the Wannier-Stark splitting. This was not observed in sample A, most likely as a result of less uniform illumination in that case.

The third harmonic for Sample C was barely observable and good bias or power scans could not be obtained. Although the weakness of the third harmonic may be a result of the small array size, strong Fabry-Perot substrate resonances could also be responsible as these were observed to be important in more refined measurements of other samples. The plausibility of this argument is enhanced by the measured third harmonic from a different but supposedly identical array (sample B) which is shown in Fig. 10.

In summary, we were able to measure second and third harmonic currents generated by semiconductor superlattices driven by intense THz fields. We have shown that the measurements are in qualitative agreement with a theory for Bloch oscillation in the presence of strong AC fields.
Figure 9. Generated second harmonic for various amplitudes of the THz drive field as a function of the DC bias. The numbers show the relative drive amplitude for each curve.

Figure 10. Third harmonic output field in the absence of an applied DC bias for the second generation small arrays.
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ABSTRACT

Subharmonic generation in quantum wells may have important technological applications. Potentially it can be used to produce "squeezed" states of THz radiation. Galdrikian and Birnir, Phys. Rev. Lett. 29, 3308 (1996), derived density matrix dynamical equations for a many-body two-level system of electrons confined in an asymmetric square well. They showed numerically that the electron current density would undergo period-doubling bifurcations and thus produce subharmonics of the laser frequency $\omega$. Their equations are averaged to second order at twice the frequency of the bare two-level system, $\omega_0$. It is found that at $\omega = 2\omega_0$ the period doubling bifurcation is similar to the one of the Duffing's equation.
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1. INTRODUCTION

Strongly driven THz intrasubband transitions in doped quantum wells have been shown to exhibit novel nonlinear phenomena. Experiments on the frequency and intensity-dependent absorption in a doped square quantum well showed the intersubband absorption peak distorting and shifting to the red as it saturates with increasing THz intensity.\(^1\) Numerical calculations by Galdrikyan and Birnir\(^2\) showed that the THz currents induced in a wide asymmetric quantum well driven by strong THz fields can exhibit a period doubling route to chaos, as well as optical bistability (hysteresis). In addition to their intrinsic scientific interest, bifurcations in quantum wells may have important technological applications. For example, it has been shown that systems which are just below the threshold for a period doubling bifurcation (PDB) may be used as parametric amplifiers, which "squeeze" quantum or classical fluctuations.\(^3,4\) Fluctuations in the intensity of thermal black-body radiation limit the performance of THz receivers viewing warm (> 100 K) backgrounds. The ability to "squeeze" such fluctuations in a THz channel could lead to more efficient communication. The objective of the present paper is to understand better in the context of Galdrikian and Birnir's model, these bifurcations, possibly identifying the important parameters for subharmonic generation and chaos. This was unattainable previously. Now a more systematic and analytical approach is introduced: the method of averaging.\(^5,6\) The organization of the paper is the following: in Section II the theoretical background is given, starting with self-consistent Kohn-Sham theory and then using the density matrix dynamics, with dissipation, in the two-level approximation. In section III the results of the application of the averaging method to the equations obtained in Section II are presented, the bifurcation diagrams discussed and comparisons are made to the numerical results.

2. THEORETICAL AND EXPERIMENTAL BACKGROUND

The self-consistent Schrödinger equation for the $z$ component of the quantum well is:

$$\left[-\frac{\hbar^2}{2m^*} \frac{d^2}{dz^2} + W(z) + v_0(z)\right]\Psi_n(z) = E_n\Psi_n(z),$$

(1)

where the effective electronic mass $m^*$ in GaAs is about 1/15 the mass of a free electron. $W(z)$ is the initial or bare quantum well shape, it is there even without the electrons. $v_0(z)$ is the self-consistent potential, both the direct and exchange-correlation parts, but in this analysis the exchange part is neglected since it represents a small correction to the direct part. The electrons are considered free in the x-y plane. If one starts from the Hartree-Fock(HF)
equations, equation [1] can be obtained by neglecting fluctuations in the amplitude of the wave function in the x-y plane.

The Coulomb potential \( v_0(z) \) may be calculated from integrating Poisson’s equation: \( v_0''(z) = -\frac{4\pi\varepsilon n(z)}{\kappa} \), where \( \kappa \) is the dielectric constant. Since it does not change appreciably along the \( \text{GaAs/Al_xGa_{1-x}As} \) heterostructure it can be taken as a constant. By integrating Poisson’s equation twice on obtains

\[
v_0(z) = -\frac{4\pi\varepsilon^2}{\kappa} \int_{-\infty}^{z} dz' \int_{-\infty}^{z'} dz'' n_0(z'') + \frac{2\pi\varepsilon^2 N_s}{\kappa} z
\]

(2)

In the electric dipole approximation, when the wavelength of light is much bigger than the thickness of the well, for the FEL experiments in the FIR \( \lambda \approx 1\text{mm} \) is far bigger than the dimensions of the well, which is \( \approx 300\text{Å} \). The perturbed Hamiltonian of the Quantum well can be written as \( H(t) = H_0 + V(t) \),

\[
V(t) = eEz \sin(\omega t) + \delta v(z,t)
\]

\[
\delta v(z,t) = -\frac{4\pi\varepsilon^2}{\kappa} \int_{-\infty}^{z} dz' \int_{-\infty}^{z'} dz'' \delta n(z'',t),
\]

(3)

where

\[
\delta n(z,t) = \sum_{j,k} \delta \rho_{jk} \xi_j^*(z) \xi_k(z)
\]

(4)

here \( \xi_n(z) \) are the eigenstates of the self-consistent Schrödinger equation of the quantum well. Consequently based on equations (2) and (3) the components of the perturbation potential are

\[
\delta \nu_{nm}(t) = \frac{4\pi\varepsilon^2}{\kappa} \sum_{j,k} S_{nmjk} \delta \rho_{jk}(t),
\]

(5)

where

\[
S_{nmjk} = -\int_{-\infty}^{\infty} dz \xi_n^*(z) \xi_m(z) \int_{-\infty}^{z} dz' \int_{-\infty}^{z'} dz'' \xi_j^*(z'') \xi_k(z''',t)
\]

(6)

The density matrix evolves in time according to

\[
\frac{\partial \rho}{\partial t} = -(i/\hbar) [H(t), \rho(t)] - R[\rho(t) - \rho_0]
\]

(7)

\[
[H, \rho]_{00} = 2n_{\omega_{10}} \text{Im} \rho_{10}
\]

\[
[H, \rho]_{11} = -2n_{\omega_{10}} \text{Im} \rho_{10}
\]

\[
[H, \rho]_{10} = \hbar \omega_{10} \rho_{10} + V_{10}(\rho_{00} - \rho_{11}) + \rho_{10}(V_{11} - V_{00})
\]

(8)

We are interested in the dynamics of the population difference \( \Delta = \rho_{00} - \rho_{11} \) and the coherence between the two states \( \rho_{10} \). R is the relaxation matrix, it acts on \( \delta \rho \) as \( [R \delta \rho]_{nm} = R_{nm} \delta \rho_{nm} \). \( R_{00} = R_{11} = \Gamma_1 \) (the energy relaxation rate) and \( R_{10} = \Gamma_2 \) (the decorrelation rate), these dissipation rates are known from the experiments of K. Craig et al.\(^1\). Written in terms of these variables the density matrix equations (7) become

\[
\dot{\Delta} = (4/\hbar)V_{10}(t) \text{Im} \rho_{10} - \Gamma_1 (\Delta - \Delta_0)
\]

\[
\dot{\rho}_{10} = -i\omega_{10} \rho_{10} - i/\hbar [V_{10}(\rho_{00} - \rho_{11}) + \rho_{10}(V_{11} - V_{00})] - \Gamma_2 \rho_{10}.
\]

(10)

Using the fact that \( z \) commutes with any function \( f(z,t) \), the following relation is obtained

\[
f_{10} \dot{z} = f_{11} - f_{00}
\]

(11)
where $\zeta = \frac{\omega_1 - \omega_0}{\omega_0}$. This gives the equations of Galdrikian and Birnir $^2$

$$\begin{align*}
\dot{\Delta} &= (4\hbar/h)V_{10}(t)Im\rho_{10} - \Gamma_1(\Delta - \Delta_0) \\
\dot{\rho}_{10} &= -i\Gamma_2\rho_{10} - i\omega_{10}\rho_{10} - i/hV_{10}(t)(\Delta + \zeta\rho_{10})
\end{align*}$$

(12)

Next the matrix element $V_{10}(t)$ is calculated from equations$^3$:

$$V_{10}(t) = eEz_{10}\sin(\omega t) + 4\pi e^2/\kappa(S_{1000}\delta\rho_{10}(t) + S_{1011}\delta\rho_{11}(t) + S_{1001}\delta\rho_{10}(t) + S_{1010}\delta\rho_{10}(t)).$$

Then using the facts that $Tr\rho = Tr\bar{\rho} = 1$ and $S_{1010} = S_{1001}$,

$$V_{10}(t) = eEz_{10}\sin(\omega t) + 4\pi e^2/\kappa[(S_{1011} - S_{1000})\delta\rho_{11}(t) + 2S_{1010} Re\delta\rho_{10}(t)].$$

Again using equation (11) for the S matrices: $S_{1010}\zeta = S_{1011} - S_{1000}$,

$$V_{10}(t) = eEz_{10}\sin(\omega t) + 4\pi e^2/\kappa[S_{1010}[\delta\rho_{11}(t) + 2Re\rho_{10}(t)]]$$

Since the trace of the density matrix is unity, one obtains: \(\delta\rho_{11} = -\frac{\Delta - \Delta_0}{2}\).

$$V_{10}(t) = eEz_{10}\sin(\omega t) + 8\pi e^2/\kappa[S_{1010}[Re\rho_{10}(t) - \frac{\zeta}{4}(\Delta - \Delta_0)]]$$

The ODE system can be rewritten in dimensionless variables using the following shorthand notation: $\omega_0 = \omega_{10}, \tau = \omega_0 t, \Omega = \omega/\omega_0, \lambda = eEz_{10}/(h\omega_0), \gamma_1 = \Gamma_1/\omega_0, \alpha = 8\pi e^2/\kappa S_{1010}$.

$$\begin{align*}
\dot{\Delta} &= 4V_{10}(t)Im\rho_{10} - \gamma_1(\Delta - \Delta_0) \\
\dot{\rho}_{10} &= -i\gamma_2\rho_{10} - i\omega_{10}\rho_{10} - iV_{10}(t)(\Delta + \zeta\rho_{10}),
\end{align*}$$

(13)

where

$$V_{10}(t) = \lambda\sin(\Omega\tau) + \alpha[Re\rho_{10}(t) - \frac{\zeta}{4}(\Delta - \Delta_0)].$$

The drive frequency is set at $\Omega = 2$ to obtain a parametric resonance, since the ODE system(16) is similar to a Matthieu's equation.

3. AVERAGING

The method of averaging is generally used to eliminate explicit time dependence of periodically driven ODE systems. First suppose one has a differential equation

$$\dot{x} = \epsilon f(x, t) + \epsilon^2 g(x, t), \quad x \in \mathbb{R}^n, \quad 0 < \epsilon \ll 1,$$

(14)

with $f(x, t)$ and $g(x, t)$ T-periodic and sufficiently well behaved($C^2$ is enough). One can split the function $f$ in a part with no explicit time dependence $f_0(x)$ and an oscillating part $\bar{f}(x, t)$. $f(x) = f_0(x) + \bar{f}(x, t)$. The oscillating term can be further decomposed in its Fourier components to make the averaging easier to perform. The averaging theorem$^6,7$ states that in the limit $\epsilon \to 0$ equation (14) can be replaced by

$$\dot{x} = \epsilon f_0(x) + \epsilon^2[D\bar{f}(x, t)u(x, t) + g(x, t)],$$

(15)

where $[.]_0$ indicates the time average and and the function $u(x, t)$ is defined by $u_t(x, t) = \bar{f}(x, t)$ with integration constants chosen so that $u$ has zero mean. A study of equation (15) reveals substantial information about the structure of the original system (14). The second order term of equation (15) is only necessary when important non-linear terms are not retained in the first-order averaged term.

Before proceeding to apply the averaging to our system, first the parameters $\lambda, \alpha$ and $\gamma_1$ are replaced by $\epsilon\lambda, \epsilon\alpha$ and $\epsilon\gamma_1$ respectively, where $\lambda, \alpha$ and $\gamma_1$ are of $O(1)$. But even if this is not the case for our experimental values one can still obtain some important qualitative information of the structure of the equations(13). Before averaging one
must transform equation (13) into the standard form of (14). To do this one can employ a change of coordinates to the rotating frame at the natural frequency of the system

$$\rho_{10}(t) = e^{-i\tau} \hat{\rho}_{10}(t),$$

obtaining

$$\dot{\Delta} = 4eV_{10}(t)Im(e^{-i\tau} \hat{\rho}_{10}(t) - e\gamma_{11}(\Delta - \Delta_{0}),$$

$$\dot{\hat{\rho}}_{10} = -e\gamma_{22}\hat{\rho}_{10} - ieV_{10}(t)\Delta e^{i\tau} + \zeta\hat{\rho}_{10},$$

with

$$V_{10}(t) = \lambda \sin(\Omega_{1}t) + \alpha [Re(e^{-i\tau} \hat{\rho}_{10}(t)) - \frac{\zeta}{4}(\Delta - \Delta_{0})].$$

Averaging the above equation to first order one obtains

$$\dot{\Delta} = -e\gamma_{11}(\Delta - \Delta_{0}),$$

$$\dot{\hat{\rho}}_{10} = -e\gamma_{22}\hat{\rho}_{10} - \frac{ie\alpha}{2}[(\Delta - \frac{\zeta^2}{2})(\Delta - \Delta_{0})]\hat{\rho}_{10}.$$  \hspace{1cm} (18)

However since all the important non-linear terms vanish in the averaging procedure, one obtains no information about the desired period 2 orbits. In order to retain them the averaging must be carried out to second order. The results of averaging to second order are

$$\dot{\Delta} = -e\gamma_{11}(\Delta + \frac{\epsilon}{2}(\Delta - \Delta_{0})),$$

$$\dot{\hat{\rho}}_{10} = -e\gamma_{22}\hat{\rho}_{10} - \frac{ie\alpha}{2}[(\Delta + \frac{\zeta^2}{2})(\Delta - \Delta_{0})]\hat{\rho}_{10}.$$  \hspace{1cm} (19)

Neglecting the second-order term in $\epsilon$ to the right of $\dot{\Delta}$, $\Delta = \Delta_{0}$ after the transients decay off. Consequently we are left with a two-dimensional system, which makes the bifurcation analysis a lot simpler to perform. After these approximations, the above equations can be put in the following form

$$\dot{x} = (a - \gamma_{22})x - by - cy(x^2 + y^2),$$

$$\dot{y} = bx - (a + \gamma_{22})y + cx(x^2 + y^2),$$

where the coefficients are given by $a = \epsilon^2\lambda\alpha\zeta\Delta_{0}/4, b = \epsilon^2[\alpha\Delta_{0}/2 + \lambda^2/3 + (\alpha\Delta_{0})^2/8]$, and $c = \epsilon^2\alpha^2/4(2\zeta^2 - 1)$. One then finds the following equation for the non-trivial fixed points of (20)

$$(b + cr^2)^2 = a^2 - \gamma_{22}^2,$$

where $r^2 = x^2 + y^2$. Then the solution is

$$r = \sqrt{-\frac{b \pm \sqrt{a^2 - \epsilon^2\gamma_{22}^2}}{c}}.$$  \hspace{1cm} (21)

Consequently in order for non-trivial solutions to exist the conditions

$$a^2 - \epsilon^2\gamma_{22}^2 \geq 0 \quad \text{and} \quad \frac{-b \pm \sqrt{a^2 - \epsilon^2\gamma_{22}^2}}{c} > 0,$$  \hspace{1cm} (22)

must be met. One then finds the bifurcation curves substituting the above inequalities by equalities. In this framework the PDB will appear as a direct pitchfork bifurcation as the parameter $\lambda$ is increased. Based on equation
Figure 1. Bifurcation diagram of the original system, sampling the modulus of $\rho_{10}$ vs the scaled drive amplitude $\lambda$. The parameters used were $\Delta_0 = 0.48$, $\alpha = 1.0$, $\zeta = 1.92$, $\gamma_1 = 0.05$, $\gamma_2 = 0.06$.

(21) bifurcations will not occur for the linear scaling of the dissipations rates with $\epsilon$, the new scalings will be $\gamma_i = \epsilon^2 \gamma_i$ with $\gamma_i = O(1)$ Since the equilibrium population $\Delta_0 > 0$ that implies the coefficient $b > 0$ for all values of the field strength $\lambda$. As a result based on equation (21) one gets at most a supercritical PDB and only for a limited range of $\lambda$ forming a bubble. But that is what is found in the numerical analysis of the original equations (13) when the drive frequency is twice the bare well frequency, $\Omega = 2$, as can be seen in figure [1]. The main difference between the numerical results and the analytical ones is that the averaged equations predict a higher value of the asymmetry for the PDB to happen, but the range of the field strength $\lambda$ where the PDB happens in both cases are very similar.

4. CONCLUSIONS

Qualitative agreement with numerical results for the PDB was obtained, confirming that the method used here can serve as a guide to find appropriate parameters in the search for the PDB in the absorption experiments of the asymmetric square quantum well. It can also be applied to study the PDB at or near other resonance frequencies, especially for those where a period doubling route to chaos was numerically observed to occur.$^2$
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ABSTRACT

A source of high-intensity, ultra-short terahertz pulses has been developed. The operation and performance of a terahertz pulse-slicing system for use with the UCSB free-electron lasers are discussed. Short pulses are sliced from the microsecond long output of the free-electron laser using laser-activated semiconductor switches; the pulse length may be freely varied from a few picoseconds up to four nanoseconds. The temporal response of a heavily compensated gallium-doped germanium photoconductor has been investigated. At low excitation intensity, a recombination time of $2\pm0.1\ \text{ns}$ is found. At higher THz pulse powers non-exponential relaxation is observed; the data is well modelled using a rate equation approach and including impact-ionisation effects due to the terahertz-heated free holes.

Keywords: Time-resolved photoconductivity, hot carriers, impact ionization, gallium-doped germanium, optical switching, free-electron laser.

1. INTRODUCTION

The UCSB free-electron lasers (FELs) generate kilo-Watt intensity radiation over a wavelength range from 2.5 $\text{mm}$ to 67 $\mu\text{m}$ (120 GHz to 4.5 THz). This range spans the characteristic frequencies used to probe many interesting phenomena in solid-state systems: plasma, intersubband, cyclotron, impurity-binding energies and optical phonon energies are frequently found in this regime, in semiconductor quantum systems, for example. The UCSB FELs are ideally suited to the study of these systems under conditions of very strong driving field, leading to many new non-linear phenomena. However, the 1-to-20 $\mu\text{s}$ long FEL pulse lengths make only quasi-steady state experiments possible. Since most dynamical processes in semiconductor systems, in this energy range, occur on a timescale of a picosecond to a few nanoseconds, a source of intense picosecond-to-nanosecond length pulses GHz/THz radiation would provide a tool for the study of these processes in the time-domain. To this end, a pulse-slicing facility has been implemented for use with the UCSB FELs; this employs laser-activated semiconductor 'switches' to slice a short pulse out of the $\mu\text{s}$ long FEL output. This pulse-slicing facility currently represents the only existing source of (variable) picosecond-to-nanosecond length, high intensity radiation for wavelengths longer than 120$\mu\text{m}$. The design and performance of the pulse-slicer will be briefly summarized in Section 2, below. We have applied this source of short pulse THz radiation to the time-domain characterization of a heavily compensation Ge:Ga photoconducting sample, to be used as a fast, sensitive detector for use with pulsed-THz experiments. The experiments focus on the behaviour of the Ge:Ga detector under high intensity pulsed excitation. The sample details and experimental results will be described in Section 3 and an empirical model for the observed saturation behaviour is discussed in Section 4.

2. UCSB FEL PULSE SLICING FACILITY

2.1. Laser activated switching

The GHz or THz optical properties of intrinsic semiconductors such as silicon or GaAs can be strongly modulated by near infrared or visible light. Cross-bandgap light incident on the semiconductor will create electron-hole pairs in the material surface, so increasing the dynamical conductivity of the medium. This principle can be applied for the purpose of fast-switching of a mid- or far-infrared (FIR) beam by a near-infrared (NIR) control beam. Normally,
a semiconductor wafer is transparent to p-polarized far-infrared radiation incident on it at Brewsters angle; on illumination of the wafer with an intense NIR pulse (of photon energy above the semiconductor bandgap) a dense electron-hole plasma is created in the wafer surface. If the associate plasma frequency is above that of the incident FIR beam, the wafer will strongly reflect the FIR. The transition from transparent to reflective state occurs on a timescale determined only by the length of the NIR optical pulse. Once 'switched', the reflective state persists for as long as the electron-hole plasma frequency remains above that of the FIR. Given the lifetime of electron-hole pairs in silicon, this time is of the order of a few μs, or ~ ns for GaAs.

Laser activated switching using Brewster-angle semiconductor wafers has been applied to short-pulse generation in the mid and far infrared on a number of occasions previously. In particular, sub-picosecond mid-IR pulses have been generated with kW intensities from the sliced output of CO₂ lasers,¹-³ and in the far-IR, by slicing the output of CO₂-pumped molecular gas lasers.⁴,⁵ The UCSB pulse slicing facility represents the first time this technique for short-pulse generation has been applied to the output of a free-electron laser. A more detailed review of infrared pulse-switching, and the design of the UCSB pulse slicer has been given by Hegmann and Sherwin.⁶

2.2. Pulse slicer design

The schematic operation of the pulse-slicer is illustrated in Figure 1. The output of the UCSB FELs takes the form of typically 3 μs long pulses of intensity from 100W to a few kW, depending on the wavelength. Full details of the FELs can be found elsewhere.⁷,⁸ Silicon semiconductor switches are used in preference to GaAs or some other direct-bandgap semiconductor; the μs-long lifetime of the reflective state, after the switching pulse, enables approximately flat-topped pulses to be sliced with lengths up to 4 ns (limited only by the length of our optical delay-line).

![Diagram of pulse slicer](image)

**Figure 1.** The schematic operation of the pulse-slicer.

The most critical aspect of the performance of the pulse-slicer, besides pulse-length, is the 'contrast ratio'. This is the ratio of peak pulse intensity to the pre-pulse transmitted intensity. Despite the orientation of the reflection switches at close to Brewsters angle to the incident THz radiation, a small fraction of the THz radiation is reflected before the arrival of the switching laser pulse. This is a result of the finite solid angle occupied by the THz beam, when focused onto the Si wafers (i.e. the beam is incident over a range of angles about Brewster's angle). The background reflection could be reduced by increasing the F# of the optics however, this is at the expense of a larger
THz spot size\textsuperscript{8} on the switching wafer, so increasing the NIR pulse energy necessary for switching. Thus the overall contrast ratio is ultimately limited by the switching power available from the Ti:sapphire laser. Currently, an F\# = 2.4 optical system is employed. The geometry of the reflection switch is illustrated in Figure 2. The sliced pulse is typically switched out of the full FEL pulse, approximately 1μs after the start of the FEL pulse, once the FEL pulse has reached peak intensity. Thus, if the pulse-slicer has a contrast ratio of $10^4 : 1$, the pre-pulse breakthrough during that first μs is equal to the total energy of a 100 ps switched pulse. If a detector with a long averaging time constant is used, this pre-pulse energy can easily swamp that of a short main pulse. This fact highlights the importance of fast THz detectors for use with the pulse-slicer. A detector with a time-constant of the order of 1 ns can more effectively resolve the main pulse energy from that due to pre-pulse breakthrough.

A single Si reflection switch will typically provide a contrast ratio of 100:1 or better. Two reflection switches are incorporated into the pulse slicer to provide a contrast ratio of at least $10^4 : 1$. Rather less switching pulse power is required to activate the transmission switch, since even at plasma densities below that necessary for high reflectivity, the plasma is strongly attenuating. No post-switching breakthrough of the transmission switch is observed.

3. GE:Ga PHOTOCONDUCTOR TEMPORAL RESPONSE

Gallium doped germanium photoconductors have traditionally been used for sensitive detection of far-infrared radiation with wavelengths in the region of 100 μm. In addition, photoconductivity has been extensively used as a spectroscopic probe of the electronic states in this systems.\textsuperscript{9} The far-infrared detector performance and electrical characteristics of Ge:Ga have been investigated in a number of previous studies.\textsuperscript{10,11} While the spectral responsivity of this material has been thoroughly characterized, the performance of Ge:Ga in the time-domain remain less well studied. The application of Ge:Ga detectors to far-infrared heterodyne detection has been investigated\textsuperscript{12,13}, the detector bandwidth was found to increase with compensating dopant concentration. In the present work, we investigate the response of one of these high-bandwidth Ge:Ga samples in the time-domain, with a view to its application as a fast, sensitive THz detector for short-pulse experiments with the pulse-slicer facility. The measurements will demonstrate the importance of impact ionization effects at high THz excitation powers, giving rise to distortion in the temporal response of the photoconductivity.

\textsuperscript{8}The FEL beam is diffraction-limited.
3.1. Sample and measurement details

Previous characterization of the sample, for heterodyne detection applications has been reported previously\textsuperscript{14} (Sample I.D. \# 729-17.0 (22)). The sample was fabricated from a phosphorous-doped germanium single crystal and subsequently 'transmutation doped'. This technique produces Ga acceptors and As or Se donors in a roughly 3:1 ratio. The sample studied here has an acceptor concentration of $10^{15}$ cm$^{-3}$ and a donor concentration of $5.2 \times 10^{14}$ cm$^{-3}$. The DC mobility would normally be determined by temperature dependent Hall measurements, however this was not possible in the case of this, and other such heavily doped samples due to the large background conduction via hopping or tunnelling between the adjacent dopants. Since this parameter is important to make any quantitative analysis of the photoconductivity results, we have taken an estimate of the mobility based that found in less heavily doped samples, and scaled in inverse proportion to the donor density. This leads to a value of $\mu = 2000$ cm$^2$/V$^{-1}$s$^{-1}$ with a large uncertainty ($\pm 1000$ cm$^2$/V$^{-1}$s$^{-1}$ perhaps). Low resistivity ohmic contacts were made to the sample by ion implantation.

![Graph of spectral response]

**Figure 3.** The spectral response of the Ge:Ga photoconductor obtained for a FTIR measurement is shown. The spectra has been normalised against that of a pyro-electric detector. The apparent double-peak nature of the Ge:Ga response is thought to be an interference artifact due to a vacuum window in the FTIR system. The THz excitation energy used in this study is indicated (arrow). The inset shows the DC I-V characteristics of the photodetector at 4.2K, in the dark. The breakdown voltage of 1.3V corresponds to an electric field of 26 V/cm.

The sample was thermally anchored, in a vacuum, to the 4.2 K plate of a $^4$He cryostat. Electrical connection from outside the cryostat to the sample was made by semi-rigid stainless-steel wideband co-axial cable; the sample was connected directly across one open end of the co-ax. The sample was biased by means of a 0.01-1000 MHz bandwidth 'bias-tee' outside of the cryostat. Thus the 50\(\Omega\) co-axial cable serves as both the load impedance for the photocurrent and source impedance of the voltage-bias. The RF output of the bias-tee was fed to a 750 MHz
acquisition bandwidth digital-sampling oscilloscope. An FEL laser energy of 84 cm\(^{-1}\) (120µm or 2.5 THz) was used for all measurements reported here.

3.2. Time-resolve photoconductivity results

The temporal response of the sample, for low excitation intensity, is shown in Figure 4. The photocurrent decays exponentially toward an equilibrium value, where the recombination rate is balanced by the THz photo-creation rate. The fall-time of 2.0 ± 0.1 ns is comparable with recombination times found in previous studies Ge:Sb:Cu\(^{12}\) and Ge:As:Se\(^{13}\) detectors. The slightly longer rise-time is the most likely result of hole-heating by the incident THz radiation; the effect of carrier heating will be discussed later in more detail, in relation to the saturation behaviour of the sample.

![Figure 4](image)

**Figure 4.** The time-domain response of the Ge:Ga photoconductor is shown for a step-excitation (reflection switch only), and for a 3.4 ns THz pulse. The acquisition bandwidth is 750 MHz. The start and end of the THz pulse are indicated by dashed lines. A slightly longer rise-time, relative to the fall-time, is evident.

Previously reported measurements, based on the frequency roll-off of the generation-recombination noise for this sample\(^{14}\) indicate a 3dB bandwidth of 70 MHz, corresponding to a recombination time of 2.3 ns. This is slightly above the value obtained from our time-domain measurements however, the previously reported value was obtained under bias conditions of 0.8\(E_{br}\), where \(E_{br}\) is the breakdown field (see figure 3-inset). The present measurements were carried out at 0.15\(E_{br}\) and a slightly shorter recombination time is expected.

The temporal response of the sample at higher THz excitation powers is shown in Figure 5. In this case, the THz pulse length was 100 ps. As the excitation level is increase a strong deviation from exponential decay is observed. At the highest power levels, the photocurrent increases after the end of the THz pulse. Note that the traces plotted in Figure 5 are not offset; the higher sample current observed before the THz pulse is photocurrent due to the pre-pulse transmission of the pulse-slicer. For this measurement, only a single reflection switch was used, with a contrast ratio of 140:1.
Figure 5. The sample photoconductivity signals due to a 100 ps THz pulse, with the following THz excitation powers are shown: 0.4, 0.88, 2.32, 5.2, 9.2, 13.6, and 20 kW/cm². Inset, the photoexcited hole densities after excitation (points) and the exponential fit (see text) to these points (solid) is shown as a function of excitation power. The estimated transient temperature rise of the hole is also shown (dashed).

4. RATE EQUATION MODELLING OF SATURATION BEHAVIOUR

The time-dependence of the photoexcited holes can be described using a rate-equation approach. The rate-equation description has been extensively used to model the non-linear DC electrical characteristics of doped germanium samples.\textsuperscript{15,16} The electric field dependence of the recombination and impact-ionization rates was found to be the origin of the non-linear behavior. These studies also highlighted a 'slow' component to the transient photocurrent with a time-constant of the order of a millisecond, due to space-charge effects at the sample contacts. Most recently, Monte Carlo simulations have been used to study the dynamics of the system near breakdown.\textsuperscript{17} The ns-timescale distortions of the photocurrent decay presented here have not been observed previously in germanium but similar phenomena have been reported in n-GaAs\textsuperscript{18} and (on a µs long timescale) in InP.\textsuperscript{19,20}

Assuming charge neutrality in the sample (i.e. no space-charge effects), the local hole concentration, $n_p$, is described by

$$\frac{dn_p}{dt} = \alpha I \cdot (A - D - n_p) + \kappa \cdot n_p \cdot (A - D - n_p) - r \cdot (D + n_p)$$  \hspace{1cm} (1)

where the first term on the right-hand side is due to photogeneration of free hole by the THz radiation of intensity $I$. The second term is due to impact ionization and the third term recombination. $A$ and $D$ are the acceptor and donor concentrations respectively. The above is a 'two-level' scheme i.e. the holes are either bound or free. Intermediate levels, acting as a 'charge sink', from which impact-ionization could occur, have been shown\textsuperscript{19,20} to give rise to the long-timescale photoresponse in InP; three and four-level rate-equations models were invoked to explain these results.
Figure 6. (a) The temporal evolution of the hole density after a 100ps pulse excitation (ending at \( t=0 \)), based on the rate equation model (see text) for the following THz pulse powers: 0.4, 0.88, 2.3, 5.2, 9.2, 13.6 and 20 kW/cm\(^2\). The model parameters are \( r_0 = 0.8 \times 10^{-6} \text{ cm}^3\text{s}^{-1} \), \( \kappa_0 = 2 \times 10^{-5} \text{ cm}^3\text{s}^{-1} \), \( \Gamma = 0.8 \text{ ns}^{-1} \). (b) The temporal evolution of the hole density for a 100 ps pulse of 20kW/cm\(^2\) is shown for three different values of the 'hole cooling rate', \( \Gamma \).

While the electric-field dependence of the coefficients \( \kappa \) and \( r \) was considered in Reference,\(^4\) this is less significant in our case, in view of the relatively low bias-field used in the experiment. In order to explain the photocurrent behaviour at high THz powers, we must include the direct heating effect of the FEL radiation. Thus we have \( \kappa(T_h) \) and \( r(T_h) \), with the temporal evolution of the hole temperature described by a simple cooling parameter, \( \Gamma \):

\[
\frac{dT_h}{dt} = -\Gamma \cdot t
\]

(2)

We can estimate the temperature rise of the hole gas during the THz pulse, based on the DC mobility of the sample. The relatively high ionized donor concentration in this sample results in the rather low hole mobility, through ionized impurity scattering. Thus a temperature and hole-density independent mobility should be a good approximation, for the conditions under consideration here. This is in contrast to time-resolved measurements on low-compensation GaAs where photo-Hall measurements by Burghoorn et al determined a linear dependence of electron mobility on density.\(^\text{21}\)

The detailed forms for the energy and temperature dependence of \( \kappa \) and \( r \) are complicated, requiring an explicit expression for the bound-state wavefunctions. Expressions for these coefficients have been calculated by Lax and Brown and Rodriguez,\(^\text{23}\) for example. We use here an empirical expression given by Westervelt and Teitsworth\(^\text{15,16}\):

\[
r = r_0 \left( \frac{3/2 k_B T}{U} \right)^{3/2}
\]

(3)

An empirical value of \( r_0 \) was given by Westervelt and Teitsworth, of \( r_0 \simeq 1 \times 10^{-4} \cdot T^{-5/2} \simeq 3 \times 10^{-6} \text{ cm}^3\text{s}^{-1} \), however the recombination times observed at low THz intensity indicate \( r_0 = 0.8 \times 10^{-6} \text{ cm}^3\text{s}^{-1} \). This lower value
is consistent with the recombination cross-section calculated previously and will be used to model the saturation behaviour of the sample. $T$ is the lattice temperature and $U$ represents the average energy of the holes, which is approximated for a drifted Maxwellian distribution by

$$U = \frac{3}{2} k_b T_h + \frac{1}{2} \frac{m^* v_d^2}{2}$$ (4)

Similarly, an empirical form for the ionization coefficient may be written

$$\kappa = \kappa_0 \cdot \frac{[U/B]^{1/2}}{1 + \frac{U}{B}} \cdot \frac{1}{1 + e^{\left(\frac{B-1/2m^* v_d^2}{kB T_h}\right)}}$$ (5)

The second factor in this expression ensures that the impact ionization rate peaks for hole energies close to the acceptor binding energy, $B$, while the third factor describes the thermal distribution of holes. The above differs slightly from the form given by Westervelt and Teitsworth, where $U$ did not include the hole thermal energy. In our measurements at relatively low bias the drift motion of the holes is not significant and the thermal energy dominates. The coefficient $\kappa_0$ may be estimated as $\kappa_0 = \nu' \tau_B^2 \approx 6 \times 10^{-6} \text{ cm}^3 \text{s}^{-1}$, where the hole velocity needed to ionize an acceptor is $\nu' = \sqrt{2B/m^*}$ and $\tau_B$ is the Bohr radius of the acceptor wavefunction. We find this estimate somewhat low to explain our data and a value of $\kappa_0 = 2 \times 10^{-5} \text{ cm}^3 \text{s}^{-1}$ is used in the modelling.

The temporal evolution of the hole population has been modelled by numerical integration of Equations 1 and 2. The free hole density and temperature, at the end of the THz pulse represent the initial conditions; the hole density after excitation is calculated from the initial change in conductivity in the sample, due to the THz pulse, and the DC mobility. This has been plotted (data points) in the inset for Figure 5. Since the excitation occurs over a much shorter timescale than the recombination or impact ionization times, the photo-created hole population should follow an exponential approach to saturation

$$n_0^0 = (A - D) \left(1 - e^{-\alpha t}\right)$$

Although the data fits an exponential form (solid line, inset to Figure 5), the pre-factor is found to be $(A - D) = 2.11 \times 10^{14} \text{ cm}^{-3}$. This is a little under half the true neutral acceptor concentration $(A - D)$ (even bearing the uncertainty in $\mu$ in mind). This low value is most easily explained in terms of large inhomogeneous broadening of the photoreponse. The excitation energy $(84 \text{ cm}^{-1})$ lies on the lower edge of the Ge:Ga band of responsivity (see Figure 3). Thus, only a fraction of the bound holes have excitation energies resonant with the FEL radiation, as suggested by the low pre-factor above.

The temperature increase of the free holes due to the THz radiation has been calculated as a function of FEL power (dashed line, inset to Figure 5), based on a Drude-type frequency dependence of the free-hole conductivity and assuming a uniform THz energy density over the 0.5 mm$^2$ aspect area of the sample. Figure 6(a) shows the time-evolution of the hole density as calculated by numerical integration of the rate equations above; the initial hole populations and temperature have been chosen to correspond to the data shown in Figure 5. A hole cooling rate of $\Gamma = 0.8 \text{ ns}^{-1}$ is found to best fit the data. The modelled hole-density evolution at a pulse intensity of 20 kW/cm$^2$ (the highest intensity used) for three different values of $\Gamma$ is shown in Figure 6(b).

5. DISCUSSION

It is evident that impact ionization by the hot photo-created hole population can explain, at least qualitatively, the increase in sample conductivity after the end of the excitation pulse, at high powers. The detailed form of the hole cooling rate will depend on the hole distribution function, something we have little information on. Once the hole population has cooled to close to the lattice temperature, the population decay returns to the usual exponential decay form. We find from the rate equation modelling there is little freedom to chose the cooling parameter, in order to reproduce the data; a value of $\Gamma \approx 1 \text{ ns}$ is always required, to within a factor of two, irrespective of the values of $\kappa_0$ and initial hole temperature and mobility chosen. Thus our experiment provides a limited degree of quantiative information on the hot-hole cooling rate. It is not clear whether this cooling rate is due to optical phonon emission by the high-energy tail of the hole distribution, or to acoustic phonon emission at lower energies. Studies of p-type Ge lasers indicate hole cooling on the order of tens to picoseconds, for hole populations at much higher temperatures (>100K).
6. CONCLUSIONS

In conclusion, we have outlined the design and performance of a pulse-slicing system used with the UCSB FELs for the generation of pico-to-nanosecond variable length, high intensity THz pulses. This short-pulse THz source has been applied to time-resolved photoconductivity measurements on a Ge:Ga sample with high compensating donor density. The measurements indicate a recombination time of 2.0 ± 0.1 $\text{ns}$. At high THz excitation powers we find the photocurrent continues to increase after the end of the THz pulse. This behaviour has been modelled by a rate-equation approach including impact-ionization of the acceptor-bound holes by the FEL-heated free-holes. The increased photocurrent persists for a time determined by the cooling time of the hot-hole population. The measurements suggest a characteristic cooling time close to a nanosecond.
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ABSTRACT

A semi-confocal etalon has been used as a quasi-optical cavity to explore the dynamical conductance of Bloch-oscillating superlattices at terahertz frequencies. To maintain both DC and irradiated field uniformity and to maximize the coverage of the cavity mode with the devices of interest, the tunneling structures have been photolithographically fabricated into micron-sized mesa-isolated devices forming a quasi-optical square array interconnected by a metal grid with a period which is less than the wavelength in the semiconductor of the infrared probe radiation. At a given bias on the device array and scanning the cavity through a resonance, the loss and reactance of the tunneling devices embedded in the array is measured by detecting a change in the position and line shape of the cavity resonance. Transmission measurements of the cavity loading by the biased quasi-optical arrays at frequencies from 250GHz to 3.0THz will be presented and compared to theoretical predictions.

Keywords: terahertz, cavity, superlattice

1. INTRODUCTION

Between the established technologies of the GHz region of the spectrum and the techniques available in the mid-IR there is to date a lack of compact tunable sources of THz radiation. This technology gap is currently being filled by either single line sources or FEL’s, which although capable of providing high power tunable THz radiation, are far from being considered a compact source.

Devices based on a Bloch-oscillating superlattice are predicted to have a dynamic conductance at THz frequencies that exhibits broadband gain from DC up to the Bloch frequency \((\omega_B=\sqrt{eE/h})\) in the absence of domain formation\textsuperscript{1}. Here, \(E\) is the DC electric field across a superlattice of periodicity \(\lambda\). A superlattice with typical momentum and energy relaxation times, in addition to the broadband gain profile, should also exhibit a region of enhanced negative conductance in a narrow band region just prior to the Bloch frequency. Engineering additional losses would act to suppress the broadband gain component of the conductance while retaining the narrow band region.
Figure 1. Narrow-band conductance from 2-3THz for a 100Å period superlattice with $\tau_e=1\text{ps}$ and $\tau_p=4\text{ps}$.

The possible exploitation of this feature as a tunable source of THz radiation requires the development of experimental techniques to measure the dynamical conductance of biased superlattices. The impetus of this work is to demonstrate a technique for measuring dynamical conductivities at THz frequencies as a first step towards developing a compact tunable source of THz radiation.

2. EXPERIMENTAL TECHNIQUE

The response of biased superlattices to FIR radiation was measured by detecting the fractional change in the transmission ($\Delta T/T = (T(V)-T(0))/T(0)$), through a semi-confocal cavity formed by a small area spherical mirror and a quasi-optical array (QOA) of GaAs/AlGaAs superlattice devices. THz radiation from the UCSB free-electron lasers is incident from the substrate side of the sample.

To ensure the cavity mode involved only the central region of the QOA the spherical reflector (0.25” radius of curvature) has a small diameter of .5-1.3 mm. Concentric to the curved reflector is a collection cone with an opening of 2mm. This allows the confined cavity mode to be sampled by detecting any leakage around the periphery of the curved reflector while excluding all radiation that is not confined within the cavity. The transmission is then detected by an InSb hot-electron bolometer.

Figure 2. QOA in confocal resonator and typical cavity resonances
For a given irradiation frequency, the spatial separation between the QOA and the spherical reflector is varied bringing the cavity into resonance (figure 2). Measuring the line shape changes in the cavity resonances due to a change in the applied voltages to the QOA provides a measure of both the losses and reactances of the superlattice devices embedded in the array. Since the wavelengths of the applied THz radiation are much larger than any dimension of the array, the array can be modeled using standard transmission line techniques where it is assumed that the array behaves as a conducting sheet having the impedance of a unit cell of the array. The successful modeling of the measured transmission changes then hinges on the accurate accounting of all parasitics associated with the devices in the QOA.

Demands of field uniformity across the devices, and of maximizing the irradiated area for maximum detected signal dictate a sample design where a high density of micron-size individual devices which must be electrically interconnected and occupy an area comparable to the irradiating beam waist. This is accomplished using devices processed into a quasi-optical array. The room temperature DCIV and the form of the completed array is shown in Figure 3.

![Figure 3](image-url)  
*Figure 3. a) Room temperature QOA DCIV b) Quasi-optical array*

The quasi-optical array of devices was fabricated from an MBE grown 50 period GaAs/AlGaAs superlattice with 80Å wells and 20Å barriers, giving a mini-band width of about 20meV. The superlattice is uniformly doped to nominally be $10^{17}$/cm$^2$, while the emitter and collector are each highly doped. The array measures 2 mm$^2$ and consists of 96 2μm x 2mm parallel mesas which are serially connected by gold sidewall interconnects and the bottom doped layer.

**3. RESULTS**

Measurements of the fractional change in transmission due solely to a change in the applied voltage on the array were performed at 10, 15, 20, 41, 51, 65, 71, 84 and 101 cm$^{-1}$. The bias dependent cavity resonances at .45 THz are shown in figure 4. The 6 curves of $\Delta T/T$ have been offset for clarity without changing the vertical scaling. The large downward central peak is the measured transmission for an unbiased array. With the cavity on resonance, continuous DC field dependencies of the measured $\Delta T/T$ quantity are shown in figure 5 for 0.3 THz, 0.7 THz and 3.4 THz. Beyond 1 THz the curve shapes of the measured response are indistinct from the curve obtained at 3.4THz.
Figure 4. Spatial cavity scans of the measured unbiased transmission and the percent change in the fractional transmission due to six different applied voltages taken at .45 THz.

Figure 5. DC field dependence of the measured fractional transmission change.

Although at this juncture the modeling of the measured transmission has yet to be completed, we can compare the curve shapes obtained to what theory predicts. Since the calculated dynamic conductivities are extremely sensitive to the energy and momentum relaxation times we can look for simultaneous similarities between the theoretical curves and the measured response for all three of the shown constant frequency curves of figure 5.

The curves shown in figure 6 are the theoretical results for the voltage dependent fractional change in the conductivity at the same three frequencies as the data in figure 5. The energy relaxation time was held at 1ps, while the momentum relaxation time was varied. Also shown in figure 5 is the theoretical DCTV for the extracted relaxation times.
Figure 6. Theoretical DC field dependencies of the fractional dynamic conductivity at the same frequencies as the data.

4. CONCLUSIONS

A DC field across the QOA when placed in a cavity produces sizable changes in the transmission, measurable well into the THz realm, when compared to the unbiased array. This fractional change in transmission being a measure of the dynamic conductivity of the superlattice devices populating the QOA.

Clearly the crux of the experiment depends on the full transmission line modeling of the measured transmission changes. This includes a full accounting of the parasitics naturally present in the sample as well as the additional parasitics necessarily introduced in order to apply DC fields. A critical anchor point for the modeling will be the zero crossings of the measured $\Delta T/T$ response, where inter-frequency comparisons can be made without having to account for changes in the AC field coupling to the array as the irradiating frequency is changed.

Additionally, the role of domain formation needs to be included in any credible comparison of experiment to theory.
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ABSTRACT

Electric control of the separation between two interleaved pulse trains from a far-infrared (1.5-4 THz) p-Ge laser, which is actively mode-locked by rf gain modulation at the second harmonic of the roundtrip frequency, is demonstrated by changing the electric bias at the rf contacts. A suggested application is telemetry using pulse-separation modulation. Optimal operation of the laser on the light-to-heavy-hole transition requires strong, perfectly crossed electric and magnetic fields, but the experimental data reveal a electric-field component along the magnetic field caused by space-charge effects inside the laser crystal, even when the applied fields are perfectly orthogonal. Monte Carlo simulations together with a Poisson solver are used to discuss the various mechanisms behind these effects and to find the electric field inside the laser crystal. These calculations agree reasonably well with experimental data obtained so far, and show not only the significant impact that charging can have on the output of actively mode-locked p-Ge lasers, but also suggest that they strongly influence the average gain of p-Ge lasers in general.

Keywords: far-infrared, THz radiation, semiconductor lasers, active mode locking, hot hole transport, space charge, p-germanium

1. INTRODUCTION

To date p-Ge hot hole lasers are still the only solid-state lasers in the far-infrared region (50 – 140 cm⁻¹ or 1.5 – 4 THz). In contrast to conventional semiconductor lasers, where the lasing transition is between the conduction and valence band, here lasing occurs between different valence subbands, and p-Ge lasers can therefore be classified as unipolar or intersubband semiconductor lasers. Population inversion occurs in a bulk laser rod of relatively lightly doped p-type germanium N_A ≈ 10¹⁴ cm⁻³ at helium temperatures (T ≲ 20 K) and is based on the largely different motion of light and heavy hot holes in strong crossed electric and magnetic fields (E ≈ 0.3 – 3 kV/cm, B ≈ 0.3 – 3 T). The laser is usually operated at a 1-10 Hz repetition rate, and delivers microsecond pulses of a few Watt peak power. The laser can be tuned in the whole range from 1.5 – 4 THz, and considerable progress has been made towards developing a continuous-wave (CW) laser for use as a local oscillator for far-infrared heterodyne spectroscopy. On the other hand, the broadband nature of the light-to-heavy hole band laser opens the possibility to generate picosecond, high-intensity pulses in the far infrared, a desirable feature for time-resolved (linear and non-linear) THz spectroscopy and other related applications, that is currently only available using free-electron lasers. Recently, active mode locking has been unambiguously demonstrated in the time domain, resulting in a train of FIR pulses of about 200 ps. In this contribution, our recent results on mode-locked p-Ge lasers will be presented. Harmonic mode locking is demonstrated, and the delay between the two pulses traveling in the cavity can be electrically tuned from zero to half the cavity roundtrip time. Clear experimental evidence is found for the occurrence of space charge in the laser crystal. To account for the observed phenomena, a detailed understanding of the hot hole transport underlying p-Ge lasers is necessary. Therefore, the basic features of hot hole transport in crossed fields and the pumping mechanism of p-Ge lasers are first shortly recapitulated in section 1.1 using a simple isotropic model.

1.1. Hot hole transport in crossed fields and pumping mechanism

A relatively low impurity concentration and liquid helium temperatures are required to obtain lasing in p-Ge crystals. In these conditions the emission of an optical phonon is by far the most probable scattering process (i.e. τ_opt ∼ 0.1 ps), but it requires
that the hole energy $\varepsilon$ exceeds the optical phonon energy $E_{\text{op}} = 37$ meV. For $\varepsilon < E_{\text{op}}$ the scattering is due to acoustic phonons and ionized impurities only ($\tau_c \approx 10 - 100$ ps) and is strongly suppressed due to the low $T$ and $N_A$, respectively.

The large distinction between scattering rates above and below the optical phonon energy permits an accurate description of hole transport using a simple isotropic band model. Possible hole orbits in crossed fields are shown in Fig. 1(a) both in velocity space (left) and in real space (right). Three different situations are discerned, labeled by the parameter $\zeta = v_{\text{op}}/v_D$, where $v_{\text{op}} = \sqrt{2E_{\text{op}}/m^*}$ (with $m^*$ the hole effective mass) is the velocity corresponding to a kinetic energy equal to the optical phonon energy $E_{\text{op}}$, and $v_D = E/B$ is the center of the hole orbits in velocity space. For $\zeta < 1$ the holes are in so-called streaming motion. They are repeatedly accelerated up to the optical phonon energy $E_{\text{op}}$ and scattered back to the $\Gamma$ point by emitting an optical phonon. For $1 < \zeta < 2$ still most holes are streaming (with a larger Hall-angle $\alpha_H$ between the current $j$ and $E$), but around the center point $C = (0, -v_D)$ cyclotron orbits appear that are closed within the optical phonon contour $v = v_{\text{op}}$. As holes on these orbits can no longer emit an optical phonon, they are trapped or accumulated on closed cyclotron orbits with lifetime $\tau_c$. For $\zeta > 2$ also the principal orbit through the $\Gamma$ point is closed within $v = v_{\text{op}}$ and basically all holes are within the accumulation region.

However, the valence band of germanium is degenerate at the $\Gamma$ point and consists of a light and heavy hole subband with a large difference in effective mass ($m_l = 0.043m_0$ and $m_h = 0.35m_0$, respectively, with $m_0$ the mass of a free electron). The motion of light and heavy holes in crossed fields is, therefore, characterized by different values of the parameter $\zeta$, and this
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forms the basis for the pumping mechanism of the light-to-heavy hole band laser as shown in Fig. 1(b). For properly chosen E and B values, all light holes are accumulated ($\zeta_l >> 2$), while heavy holes are (partially) in streaming motion ($\zeta_h < 2$). The upper laser level has, therefore, a much longer lifetime than the lower level. The latter is depopulated by heavy hole acceleration by the electric field, while the former is pumped by the 4% of the streaming heavy holes that end up in the light hole band after optical phonon emission. Therefore, all necessary conditions for establishing a laser on the light-to-heavy-hole transition (or Inter-Valence-(sub-)Band (IVB) transition) can be met. Fig. 1(c) shows the typical region of E and B fields, where lasing is observed experimentally, showing excellent agreement with the predictions of the above model.

1.2. gain modulation and mode locking

(a) Light holes spiraling in the accumulation region $\Omega$, beyond the optical phonon energy $\Omega_0$ due to a small electric field $E_z$ in the direction of the magnetic field.

(b) Dependence of small-signal gain on $E_z$.

From Fig. 1(b) it is clear that the IVB p-Ge lasers can have a wide output spectrum (typically a width of 20-30 cm$^{-1}$ is observed) and are, therefore, very suitable for the amplification or generation of THz pulses on a picosecond timescale. The latter requires an element in the laser cavity whose gain or loss in the far infrared can be modulated. Such an element has to operate in cryogenic conditions, however, preferably in the whole frequency range of p-Ge laser emission. Moreover, inclusion of an external element in the laser cavity is expected to cause reflections at the interfaces that might complicate mode locking. To avoid such problems it was proposed in Ref. 6 to induce active mode locking by radio-frequency (rf) gain modulation at one end of the laser crystal. This is rather similar to a method used for active mode locking of semiconductor diode lasers, where the pump current is modulated by applying an rf field in addition to the constant bias. In our case, however, not the magnitude of the pump current is changed, but rather its direction. This is achieved by applying the rf to two small additional contacts perpendicular to the main high-voltage contacts of a Voigt-configured p-Ge laser, where the applied electric and magnetic field are perpendicular to the long axis of the laser crystal. The rf field thus introduces small electric field components $E_z$ along the magnetic field, and it is easily understood why this decreases the small-signal gain significantly. As shown above (Fig. 1(a)), the magnetic field restricts the motion of accumulated light holes in the transverse plane such that their kinetic energy remains below the optical phonon energy. However, along the magnetic field they can still move freely with very high mobility, and a small $E_z$ field will turn the closed cyclotron orbits of Fig. 1(a) into spiral-like orbits as shown in Fig. 2(a). Eventually the light holes are accelerated beyond the optical phonon energy, they emit an optical phonon, and are primarily scattered into the heavy hole band. Therefore, the population inversion and the small-signal gain decrease. Clearly, this method is only effective when
the $E_L$ field accelerates the light holes beyond $E_{\text{op}}$ before they are scattered back to the heavy hole band anyway by interband scattering on acoustic phonons and ionized impurities.

Monte Carlo simulations show that for the usual temperatures and ionized impurity concentration, the desired effect is easily accomplished, and a small rf electric field (only a few percent of the main pumping electric field) along the magnetic field is already enough to modulate the gain by 30-50\% (see Fig. 2(b)). When the gain is modulated at (a harmonic of) the roundtrip frequency, only the pulse traveling through the modulator at maximum gain is continually amplified, yielding the typical pulse-train output of an actively mode-locked laser.

2. EXPERIMENTAL SETUP

![Diagram of experimental setup]

(a) Rf setup. Thick lines denote coaxial lines.

![Graph of output voltage vs time]

(b) (Attenuated) output of the pulse-forming switch

![Diagram of laser crystal with applied fields and mirrors]

(c) The p-Ge laser crystal with applied fields and mirrors

Figure 3.

Single-crystal, Ga-doped, p-Ge ($N_D - N_A = 7 \times 10^{13}$ cm$^{-3}$) is cut into rectangular bars with a cross section of $7 \times 5$ mm$^2$. Crystal lengths are chosen 42.1 and 84.2 mm such that the laser roundtrip frequencies match the rf frequency $\nu_r$ near 452 MHz of relatively cheap ham-radio electronics or its second harmonic. The two opposite lateral $5 \times L$ mm$^2$ sides of the crystal are evaporated with aluminum and subsequently annealed to provide Ohmic contacts for the main high-voltage (HV) field. At the same time, small additional contacts with a length of $\sim 4$ mm are fabricated at one end of the crystal perpendicular to the main contacts (Fig. 3(c)). Applying a constant bias or an rf field to these contacts introduces a local, small, additional electric field $E_L \parallel B$, which is used to modify or modulate the small-signal gain at one end of the laser crystal. The crystal ends are polished parallel to each other within 1° accuracy and two external copper mirrors (with diameters of 7 and 5 mm) are attached to them via a 20 $\mu$m thick teflon film to form an external resonator (Fig. 3(c)). The p-Ge crystals are immersed in liquid helium at 4.2 K in a cryostat (Janis 8DT), and placed between the poles of a room temperature electromagnet (Walker Scientific HF-9H), which provides magnetic fields up to 1.4 T in Voigt geometry (i.e. the magnetic field is perpendicular to axis of the laser resonator). Electric field pulses $E_{\text{HV}}$ are applied from a low duty-cycle thyratron pulser. The field orientations are $E_{\text{HV}} \parallel [110]$ and $B \parallel [112]$. Radiation emitted from around the smaller outcoupling mirror is collected and conducted out of the top of the cryostat using a brass light pipe. A teflon lens was used to seal the light pipe and focus the laser output radiation on a whisker-contacted Schottky-diode detector, biased using a simple homemade battery-powered current source and a Minicircuits 15542 bias-T. The diode chip (1T17/82) was purchased from the University of Virginia and the corner cube was made by Savant-Vincent, Inc.,
Tampa, FL. Whiskers were formed, electrolytically sharpened, and contacted to the diode by the authors. The detector signal is boosted by a Picosecond Pulse Labs 5840 amplifier with 10 GHz bandwidth, and recorded on a Tektronix SCDD000 transient digitizer with 4.5 GHz analog bandwidth, 200 G-samples/s, and 11 bits vertical resolution (2 mV quantization steps).

Fig. 3(a) shows the rf system assembled for the experiments to produce clean sub-μs pulses which just overlap the HV pulses to prevent heating of the laser crystal by the rf. Since the impedance of the crystal between the rf contacts is low, high rf power is required, in part to overcome the unavoidable imperfect impedance match to the dynamic load. The General Radio 1362 UHF oscillator delivers about 0.3 W CW signal that is frequency stable within a few tens of kHz. A directional coupler feeds a fraction of this signal to a Stanford Model SR620 frequency counter. The main part goes to a Minicircuits Model 15542 PIN diode switch controlled by 8 V signals from a home built controller, that itself is driven by standard TTL pulses. The (attenuated) signal after the switch is plotted in Fig. 3(b) and demonstrates the sharp rise and fall and the short pulse lengths obtainable. From the switch, low duty-cycle rf bursts enter a GE MASTR II solid-state power amplifier with gain control to give up to 40 W. This is fed to a Henry Radio Model 2004A tube amplifier to give up to 800 W. A Microwave Devices 318N3 directional coupler and HP 420A crystal detectors monitor forward and reflected rf power. Power measurements were verified by direct observation of the rf voltage on a fast oscilloscope. Simple isolation capacitors were used to improve impedance match to the dynamic load and protect HV and rf systems from each other. Additionally, a bias $U_2 - U_1$ can be supplied to the small contacts from the main high voltage pulse by setting the potentials $U_1$ and $U_2$ using two variable voltage dividers. This is a new feature compared to the set-ups described in Refs. 3,4 and turns out to be a very important parameter for controlling the output of the mode-locked p-Ge laser, as will be described in the next section.

3. RESULTS AND DISCUSSION

3.1. Active mode locking

3.1.1. 42.1 mm sample

![Graph](image)

Figure 4. Output from the actively mode-locked 42.1 mm laser crystal. The upper inset shows a different shot with 150 ps pulses. In the lower inset the rf resonance at half the roundtrip frequency is plotted.

A summary of our first mode-lock results for the 42.1 mm sample upon applying rf during the laser pulse is given in Fig. 4. For arbitrary rf frequencies the $E_L$ field due to the rf reduces the gain in the region between the additional contacts and the laser can be brought below threshold by increasing the rf power. The forward rf power required to extinguish lasing is plotted in the lower inset of Fig. 4 versus the rf frequency. At 452.2 MHz a resonance occurs, where the laser still operates even when the full available forward rf power is applied. This frequency corresponds to half the cavity roundtrip frequency. However, since we expect the gain to be maximal at the rf nodes ($E_L = 0$) and minimal at the rf extrema, and hence the gain to be modulated at twice the rf frequency, the condition for active mode locking that the gain is modulated at the roundtrip frequency is met.
Shifting the modulation frequency by more than ±0.5 MHz blocks the lasing, as expected for a mode-locked laser because circulating pulses do not remain in phase with the gain modulation. At resonance, the Schottky diode detector signal registers the mode-locked pulse train plotted in Fig. 4. The upper inset shows 150 ps pulses from a different shot. The basic pattern of pronounced, separated pulses is repeatable with only minor differences from shot to shot.

It is noted here that for the experiment of Fig. 4, a bias of about 20 V is applied to the rf contacts in addition to the rf power. Changing this bias by more than about 5 V removes the resonance observed in Fig. 4. This indicates that for this particular situation mode locking is only possible with the bias. The implications of this will be discussed in section 3.2 together with additional measurements.

3.1.2. 84.2 mm sample

(a) Output of the actively mode-locked 84.2 mm long laser crystal.  
(b) The development of a pulse of increasing intensity and decreasing pulselength in the laser cavity is clearly reflected in the start of the pulse train.

Figure 5.

The experiments are repeated for a laser crystal that is twice as long as in the previous section. The length of \( L = 84.2 \) mm now corresponds to a roundtrip time \( T = 2n_{Ge}L/c = 2.20 \) ns, where \( n_{Ge} = 3.925 \) is the refractive index of germanium, and \( c \) is the speed of light, and the roundtrip frequency is \( v_{RT} = 1/T = 453.6 \) MHz. Again this is very close to the experimentally found resonance at 453.8 MHz, where the applied rf is unable to extinguish lasing even at maximum rf power, indicative of mode-locked behavior. Figure 5 shows the output pulse train of the actively mode-locked pulse train as detected on the Schottky diode and registered at the transient digitizer. The pulses are separated by the roundtrip time \( T = 2.20 \) ns, as it results from a single pulse traveling to and fro within the resonator and partially coupled out each time it hits the outcoupling mirror. A close-up of the start of the pulse train clearly shows the shortening of the pulse in the resonator as its intensity grows.

When the constant bias to the rf field is changed by changing the potentials \( U_1 \) and \( U_2 \) using the voltage dividers, again the output of the actively mode-locked laser changes drastically, as can be seen in the left part of Fig. 6, where the output pulse train is plotted for different settings of the external bias \( (U_1 - U_2) \). At zero external bias, a train of pulses separated by the roundtrip time is observed, similar to the ones shown in Fig. 5. However, when the external bias is increased, the mode-locked pulses start to broaden and eventually split into two. A further increase of the bias causes further separation of the pulses, and the distance between these pulses can be tuned to approximately half the roundtrip time of the laser cavity.

This behavior is interpreted in the right part of Fig. 6, where the expected time dependence of the modulated gain is plotted based on the theoretically determined decrease of gain as a function of the \( E_L \) field along the magnetic field direction (see Fig. 2(b)), as shown in the upper left corner of each subfigure. In each of these figures, the rf signal shown in the lower left corner is biased at a different level, and the upper right curve shows the resultant modulation of the small-signal gain in time, while the lower right bold curve shows the expected output pulse train.

At a certain bias value (set by the voltage \( U_1 - U_2 \) in Fig. 3(a) between the additional contacts), the rf field is applied at the peak of the gain-versus-\( E_L \) curve [situation (C) in Fig. 6]. Hence gain modulation occurs at twice the rf frequency, and the double pulse output from harmonic mode locking is expected. Moving the bias away from the point of maximum gain, the gain
Figure 6. Experimentally observed pulse structure for the mode-locked 84.2 mm long p-Ge crystal (left) and theoretical model (right) for pulse-separation control. The three situations to the right mimic the experimental results to the left. They correspond to (A) large offset: modulation far from peak of gain-vs.-$E_L$, (B) small offset: modulation close to peak of gain-vs.-$E_L$ curve, and (C) zero offset: modulation at peak of gain-vs.-$E_L$ curve.

is more and more modulated at the single rf frequency, and the pulses in each pair move toward each-other [situation (B)], until they are completely merged and a train of single pulses is generated [situation (A)].

Although the model in Fig. 6 gives a satisfactory agreement with the experimental results, this is only achieved when the experimentally observed output without external biasing (single-pulse mode locking) is connected to a situation where the rf modulation is already offset from the top of the gain-vs.-$E_L$ curve [situation (A)]. Apparently, external biasing is necessary to reduce the internal $E_L$ field and bring the rf modulation closer to the top of this curve yielding the broadened and eventually split pulses that are characteristic for situations (B) and (C).

Note that a similar effect was observed for the 42.1 mm crystal: an external bias of about 20 V was required to obtain mode locking. Again, this is well understood in the above model, keeping in mind that in this case mode locking is only possible when the gain is modulated at twice the rf frequency, and the rf field should, therefore, be applied at the peak of the gain-vs.-$E_L$ curve (situation (C)). A large offset (as in situation (A)) leads to gain modulation at the single rf frequency (or half the cavity roundtrip frequency). Then a pulse passing the modulator at maximum gain will experience the lowest gain (or a net loss) after one roundtrip, and mode locking will not occur. Even if rf powers are sufficient to pass through the gain maximum twice per rf cycle (situation (B)), the offset causes broadening of the micropulses and a decrease in their intensity since maximum gain occurs at moments other than the rf field zero crossings.

3.2. effects of space charge

In the previous sections it was shown that the active mode locking experiments for both the 42.1 mm and the 84.2 mm laser crystals suggest the existence of a small intrinsic electric field $E_L$ in the region between the additional contacts, which necessitates external biasing to bring the zero level of the rf field to the top of the gain-vs.-$E_L$ curve in order to achieve gain modulation at twice the rf frequency.

In a similar fashion it can be argued that this intrinsic $E_L$ will decrease the small-signal gain for the normal, microsecond, pulsed operation of p-Ge lasers, and that external biasing could increase the gain in the region between the additional contacts to its maximum value at $E_L = 0$. To verify this, we have measured the range of potentials $U_1$ and $U_2$ at the additional contacts.
Figure 7. (a) Lasing domain in $U_1, U_2$ space. The open circle indicates the operating point without bias circuit. (b) Potential $U_2 - U_1$ on rf contacts when laser is rotated over an angle $\alpha$ around its long axis. Solid symbols denote the value without bias (different series indicate the error), while open triangles denote the external-bias setting with strongest lasing.

for which lasing is observed. The result is plotted in Fig. 7(a). The difference $U_2 - U_1$ might not be directly proportional to the $E_L$ field in the region between the additional contacts, and $E_L = 0$ might not exactly occur for $U_2 = U_1$, as misalignment of the rf contacts might cause an offset. But the width of this region confirms the strong dependence of the gain on $E_L$: changing $U_2 - U_1$ over ±50 V ($\Delta E_L \approx \pm 100 \text{ V/cm}$) from its optimum value brings the laser below threshold. Moreover, it is found that the operating point without external bias (indicated by the open circle) lies on the border of this region and a voltage of about 15 V is necessary to move to the center of the lasing region with the highest small signal-gain. This value is in good agreement with the offsets previously found in the active mode-locking experiments.

Thus the experiments point to the existence of a intrinsic $E_L$ field in the region between the additional contacts even when the applied fields are perfectly orthogonal to each other. It is important to note that this can only occur for situations with limited symmetry along the magnetic field, since for a perfectly symmetric situation $E_L$ has to be zero by definition. And, indeed, the field orientation $E_{HV} \parallel [1 \bar{1} 0]$ and $B \parallel [1 1 2]$ used in our (and all previous5,7,8) active-mode-locking experiments lacks a symmetry plane perpendicular to the magnetic field in k-space. It has been argued before9,10 that for such orientations a significant current $j_B \parallel B$ might occur even in perfectly crossed E and B fields. We suggest that this causes charging of our rectangular laser crystal at the sides perpendicular to the magnetic field (in a similar way as the usual Hall effect, i.e. to meet the boundary condition that the current flows parallel to crystal sides), which creates the $E_L$ field observed.

Figure 8 presents the results of a Monte Carlo simulation for the component $k_L$ of the average wavevector k along the B-direction (divided by the magnitude $k = |k|$) and a similar quotient $v_L/v$ for the average velocity vector, as a function of the magnetic field strength. The simulation is based on an anisotropic ‘warped’ band model, and simulates the hole motion in the experimental conditions.

Only the results for heavy holes are presented, since the contribution of light holes is comparatively small. The parameter $\zeta$ is also indicated to characterize the hole motion to one of the three situations in Fig. 1(a). Both $k_L$ and $j_L$ are non-zero for streaming holes ($\zeta < 1$), but increase drastically when holes start to accumulate ($\zeta = 1$) and reaches a maximum value just when the magnetic field is strong enough to trap most holes ($\zeta = 2$). Figure 9 gives a graphical illustration of this.9,10 Figure 9(a) shows the strongly elongated hole distribution of streaming holes (schematically indicated by the bold contour lines) in the anisotropic band (the outer contour is the equi-energy surface $E = E_{eq}$ in the plane spanned by $k_x$ and $k_z$, where $k_x$ is the average wavevector of streaming holes. Because the velocity $v_n(k)$ (indicated by the arrow in Fig. 9(a)) is perpendicular to the equi-energy surface, a net positive velocity $v_L$ will result (this is similar to well-known Sasaki-Shibuya effect11 for streaming carriers in a strong electric field). For accumulated holes the accumulation region doesn’t have the symmetric spindle shape of Fig 2(a), but has a much larger volume for $k_L < 0$ than for $k_L > 0$. This is shown in Fig. 9(b), where we have drawn the optical
Figure 8. Simulated values of $k_L^2/k$ and $v_L/v$ as a function of magnetic field. $T = 20$ K, $E = 1.0$ kV/cm rotated over $\phi = 30^\circ$ from [110], $B = 1.0$ T $||$ [112], $N_f = 1.3 \times 10^{14}$ cm$^{-3}$, $p_0 = 7 \times 10^{15}$ cm$^{-3}$, Brooks-Herring model with self-consistent screening.

The phonon contour $\varepsilon = \varepsilon_{op}$ (outer curve) and the border of the heavy hole accumulation curve (inner curve) in the planes $k_L > 0$ (solid curves) and $k_L < 0$ (dashed curves). Therefore, although all holes move on hole orbits perpendicular to the magnetic field, there are more holes with a $k_L < 0$ and therefore both the average $k_L$ and current component $j_L$ in the magnetic field direction have a non-zero, negative value.

Figure 9. Explanation of the appearance of current component along the B-direction for $E_L = 0$ (so-called "Parallel Hall Effect")$^{9,10}$: $E = 1.0$ kV/cm rotated over an angle $\phi$ from [110], $B = 1.0$ T $||$ [112] a) streaming hole distribution (bold contour lines) for $\phi = 30^\circ$ in the $k_x, k_y$ plane: b) accumulation region and optical phonon contour $\varepsilon = \varepsilon_{op}$ for $k_L < 0$ (dashed lines) and $k_L > 0$ (solid lines), $\phi = 45^\circ$.

Although this basically provides the explanation for the offset, one more factor has to be taken into account, and that is the inhomogeneity of the electric field in a plane perpendicular to the magnetic field. Fig. 10(a) shows the calculated E-field in a cross-section of the 42-mm crystal perpendicular to B. Current saturation is implemented by taking the conductivity $\sigma_T \propto E^{-f}$, where $f$ is the saturation parameter ($0 \leq f \leq 1$). Near the long ends, the total electric field $E_{tot} = (E_{HV} + E_{Hall})^{1/2}$ is larger and rotated over an angle $\phi$ with respect to $E_{HV}$ due to the usual Hall effect. Space-charge effects significantly enlarge the affected area. This change of direction of the electric field has a strong impact on the magnitude of $j_L$, as shown in Fig. 10(b). Here, Monte Carlo$^5$ results for $j_L$ (normalized by the total current $j$) are plotted when the E-field is rotated over an angle $\phi$ from the initial [110] due to the normal Hall effect. It is clear that, due to the inhomogeneity of $E_{tot}$ caused by the normal Hall field, the $E_L$ field is relatively small in the central part of the sample, but quite strong in the region between the additional contacts. When
the gain is optimized in central part of the laser crystal (by compensating $E_L$ by a small tilt of the laser crystal over an angle $\alpha$), there will still be a $E_L$ field left near the crystal long-ends, which can be reduced by applying some bias to the additional contacts, allowing a further optimization of the gain.

![Diagram](image)

**Figure 10.** (a) Equipotential lines (each 100 V) in the sample cross-section perpendicular to the magnetic field for $f = 0$ (no space-charge, dash-dotted lines) and $f = 0.7$ (solid lines). The dotted lines indicate contour lines of the space charge (in units of $\epsilon \times 10^{6}$ Vm$^{-2}$) formed for $f = 0.7$. A constant Hall-angle ($\alpha_H = 45^\circ$) is assumed. (b) $j_L / j$ versus the angle $\phi$ over which $E$ is rotated; $T = 20$ K, $E = 1.35$ kV/cm || [110] (for $\phi = 0^\circ$), $B = 1.0$ T || [112], $N_j = 1.3 \times 10^{14}$ cm$^{-3}$, $p_0 = 7 \times 10^{13}$ cm$^{-3}$, Brooks-Herring model with self-consistent screening.

### 4. CONCLUSIONS

Changing the bias to the rf modulation field of an actively mode-locked p-Ge laser yields precise control of gain modulation characteristics and allows to optimize for shortest pulses or change the time delay between two independent pulses in a laser mode locked at the second harmonic. In some cases, an external bias is required to achieve mode locking at all, to compensate deteriorating effects due to intrinsic charging of the laser crystal.
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The electron beam in a scanning electron microscope (SEM) and a diffraction grating placed in the focal regime of the SEM have been used to generate coherent tunable radiation in the FIR region of the spectrum. A brief survey of the basic theory governing the operation of the device and a summary of recent experimental results are presented.

I. INTRODUCTION

The operation of a new type of tunable, coherent, (FIR) source has been demonstrated [1]. The device which may be characterized alternatively as either a grating coupled oscillator (GCO) or a Smith-Purcell free-electron laser (SP-FEL) uses the beam in a scanning electron microscope (SEM) and a diffraction grating mounted in the e-beam focal region of the SEM to produce the radiation.

The device, although new, has many antecedents. Sources which use diffraction gratings driven by electron beams to produce both incoherent and coherent radiation have a long history [3–9]. A brief review of the relationship of the present work to earlier devices has been presented elsewhere [2]. The uniqueness of the present source is a consequence of the very bright electron beam in the SEM. Because it is bright, the beam supports collective modes of oscillation that are destabilized by the distributed feedback on the grating and coherent Smith-Purcell radiation is generated.

In the present note, recent data will be summarized and used as a framework for discussing theoretical limits to device performance.

II. EXPERIMENTAL APPARATUS

Figure 1 is a schematic diagram of the SEM. When operated at suitably low current levels the machine still functions as originally intended. This mode of operation is convenient in the alignment process. To produce radiation, the beam is focussed and positioned over the diffraction grating using the original system of electron-optical lenses. Typical beam voltages range from 18 to 40 kV and 1.5 mA can be delivered to the electron beam focal region. The useful range of beam radii varies from an approximate minimum of 10 μm up to 35 μm.

At present only the radiation emitted normal to the grating is observed. The radiated power is detected with either a Si composite bolometer or (at longer wavelengths) an InSb hot electron bolometer. The response time of the latter detector is fast enough to allow operation in a temporally pulsed spot mode. The highest powers are observed with this technique. Wavelengths are measured with either low pass filters, a grating spectrometer or any one of several Michelson interferometers.

![Diagram of the SEM optical system](image)

FIG. 1. Diagram of the SEM optical system.
III. THEORY OF OPERATION

An electron moving above a conductor will generate a surface current footprint. If the surface is ruled, the current will be modulated at the spatial frequency of the rulings. A grating wave number \( k_g \) is defined by

\[
k_g = \frac{2\pi}{\ell}
\]  

where \( \ell \) is the grating period. Space harmonics in the surface current pulse, with phase velocities that exceed the speed of light, satisfy radiative boundary conditions and produce an outgoing wave. Constructive interference of the radiation emitted over the length of the grating occurs at wavelengths, \( \lambda \), which satisfy the condition:

\[
\lambda = \left| \frac{\ell}{n} \right| \left( \frac{1}{\beta} \cos \theta \right).
\]

The parameters in Eq. (2) are \( |n| \) is the order of the interference, \( \beta \) is the velocity of the electron relative to the speed of light and \( \theta \) is the angle of emission. This relation is often referred to as the Smith-Purcell formula.

An elementary model for estimating the strength of the radiation can be developed by assuming that the grating is functioning as a binary on-off switch. The energy per steradian radiated by an electron moving at a height \( b \) above the grating for a distance \( L \) is given by the expression:

\[
\frac{dE}{d\Omega} = 2\pi \epsilon^2 |n g_n|^2 \frac{L}{\ell^2} \times \frac{\beta^2 \sin^2 \theta}{(1 - \beta \cos \theta)^3} \exp \left[ -\frac{4\pi b/\ell g}{1 - \beta \cos \theta} \right]
\]

The grating factor \( g_n = i/n\pi \) and hence \( \left| n g_n \right|^2 \) is independent of \( n \). In this level of approximation, the theory does not take account of the enhancement that can occur when the slot depth and width are optimized. Equation (3) is thus a theoretical lower limit. Equations (1-3) provide a framework for discussing experimental results.

IV. EXPERIMENTAL RESULTS

A comparison of measured and calculated wavelengths is shown on Fig. 2. The plot contains both results from gratings with different periods and the tuning of the radiation produced on a single grating as the beam velocity is varied. To date operation over a wavelength range that extends from 200 \( \mu \)m out to approximately 1 mm has been achieved.

FIG. 2. Measured vs. calculated wavelength.

A typical plot of FIR power versus beam current is shown in Fig. 3. In the low current regime the power increase is linear in the current. This is the trend that would be expected if the spatial distribution of a beam of electrons is folded together with the formula for the energy lost by a single electron, Eq. (3). The resulting expression which is proportional to the current times the electron charge is a generalized shot noise formula. The grating is

FIG. 3. Detected FIR power vs. beam current. The solid lines are power law fits to the linear and super-linear regimes. The exponents are indicated. The detected power at threshold is 40 pW.
responding coherently to the passage of a single electron but the contributions from individual electrons are adding incoherently.

As the current is increased, a threshold is reached beyond which power increases rapidly. On a log-log plot the dependence is super-linear with an exponent that is approximately four. A modest degree of variation around this exponent is observed but the trend is repeated for all the gratings tested to date. It is not presently known whether this exponent is the result of a fundamental scaling or a more accidental consequence of the particular parameters of the present experiments.

The vertical axis on Fig. 3 is expressed in mV produced at the output of the (Si: composite bolometer) detector preamplifier. Calibration is carried out at higher signal levels using lines emitted by an optically pumped FIR laser. The measured responsivity is $2.5 \times 10^7$ V/W which implies that the power at the threshold point on the figure is approximately 40 pW.

The super-linear regime on a typical low power plot extends between one and two orders of magnitude above the threshold point. Thus the power at the upper end of Fig. 3 is in the range of several nW. As the current is increased beyond about 700-800 $\mu$A small thermal drifts necessitate a change to the pulsed mode. At currents in the 1.5 mA range signal levels approaching 1 V have been obtained. Power is clearly still rising with current but it becomes more difficult to pass a constant fraction of the beam current over the grating. The achievable signal level is apparently limited by beam brightness.

The data from a series of power curves using different beam voltages but a fixed waist and axial profile is gathered together in Table I. In these experiments, the beam radius at the mid point of the gratings was fixed at 15 $\mu$m and the beam allowed to expand to a radius of 30 $\mu$m at a distance of 45 mm on either side of the waist. The beam current was swept for a series of beam voltages between 22 to 35 kV. The threshold current and the power at the threshold were inferred from power versus current plots such as the one displayed in Fig. 3.

In the spontaneous emission or shot noise regime the principal variation with beam energy (in the normal direction) results from the factor of $\beta^3$ and the linear variation with current. A plot of the relative power at threshold vs $\beta^3$ times the threshold current is displayed in Fig. 4. Although the data set is limited, the trend is certainly consistent with expectations based on Eq. (3). The error bars on the figure represent the uncertainty inherent in choosing the exact values of the threshold current and power. It should be noted that the deviations of some of the points are slightly greater than the estimates of the uncertainties. A number of factors may contribute additional scatter. The most probable candidate is the difficulty in reproducing the exact beam profile over a range of voltages.

The data gathered on Table I can also provide a partial test of the gain mechanism. A detailed theory of the gain is still under development but a guide exists in the work of a number of authors who have addressed closely related systems (e.g. Ref. [10] and references therein).

The current device differs from earlier grating coupled sources, and most theory, in that the beam is focussed not guided. This implies that the interaction might not be strictly one dimensional. In spite of this potentially complicating factor however, it is still intriguing to compare the data in Table I with a generic one dimensional theory.

Gain, $g$, can be expressed in the form:

$$ g = g_0 f^{1/3} $$  \hspace{1cm} (4a)

where

$$ g_0 = \frac{\omega^2 \tau^3}{2 \xi^3} $$ \hspace{1cm} (4b)

<table>
<thead>
<tr>
<th>$V_0$ (kV)</th>
<th>$P^{(th)}$ (mV)</th>
<th>$I^{(th)}$ ($\mu$A)</th>
<th>$P^{(th)} \times 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>0.406</td>
<td>172</td>
<td>4.87</td>
</tr>
<tr>
<td>35</td>
<td>0.685</td>
<td>212</td>
<td>4.94</td>
</tr>
<tr>
<td>27</td>
<td>0.990</td>
<td>224</td>
<td>4.63</td>
</tr>
<tr>
<td>29</td>
<td>1.310</td>
<td>246</td>
<td>4.96</td>
</tr>
<tr>
<td>33</td>
<td>1.740</td>
<td>277</td>
<td>4.41</td>
</tr>
<tr>
<td>35</td>
<td>1.700</td>
<td>299</td>
<td>4.14</td>
</tr>
</tbody>
</table>

Table I. SP-FEL performance at threshold
and

\[ f = \frac{\beta \int |E_x|^2 dA}{\beta_0^2} \frac{1}{8\pi W} \]  

(4c)

The parameters in Eq. (4a) are: \( \omega_p \) the (peak) beam plasma frequency, \( \omega \) the angular frequency, \( \tau \) the transit time of an electron through the resonator and \( \gamma \) the relative energy of a beam electron. The filling factor, \( f \), depends on the ratio of the work done by the beam against the axial component of the field and \( W \) the energy stored per unit length. Notice Equations (4b) and (4c) can be derived starting with Poynting's theorem in its complex form.

When expressed in terms of experimental parameters

\[ g_0^3 = I_N \left( \frac{L}{\ell} \right)^2 \frac{|n|}{L} \]  

(5a)

where

\[ I_N = \frac{4\pi I_0}{(\beta \gamma)^3 (mc^2/e)} \]  

(5b)

is a normalized current (in units of \( (\beta \gamma)^3 \) times 17,000 A). The factor \( (\beta \gamma)^{-3} \) is a consequence of the assumed axial nature of the bunching. Values of \( I_N \) at threshold are listed in Table I.

The filling factor contains an additional factor of \( \beta \) and the product \( \beta I_N \) at threshold is plotted on Fig. 5. The degree of uniformity is remarkable. Although it was introduced in an ad-hoc manner the simple one dimensional theory does appear to capture the dependence of gain at threshold on some of the critical scaling parameters.

V. CONCLUSIONS

The major challenge in generating coherent light at shorter wavelengths is to decrease the radius of the electron beam. In the present apparatus, the minimum achievable radius is of the order of \( 10^{-12} \) \( \mu m \) but this is not a fundamental limit. Reduction by at least one order of magnitude should be possible. If this can be achieved, operation below \( 100 \) \( \mu m \) wavelength will result.

Decreasing the operating wavelength can be achieved by reducing the grating period. Alternatively, it is possible to operate efficiently on higher order. Gratings with slot depths chosen in such a way to enhance the emission on the 2nd or 3rd order have produced approximately the same amount of power as does a grating of the same period blazed for efficient first order emission.

Adequate gain must also be maintained as the operating wavelength is decreased. Consideration of the relationships implicit in Eq. (5a) highlight the role of the beam radius in limiting the gain. As long as the beam radius is well matched to the evanescent scale length of the field above the grating the filling factor can be maintained. It follows that the primary limit to decreasing the wavelength is beam quality. Smaller current but brighter beams will provide the equal gain at shorter wavelengths.

Support from ARO Contract DAAH04-95-1-0640, DoD/AF DURIP Contract F49620-97-1-0287, and Vermont Photonics, Inc., is gratefully acknowledged.
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