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EXECUTIVE SUMMARY

OBJECTIVE

There are many papers, articles, and technical reports that analyze the Microsoft® Windows NT® operating system (see References section). This report focuses on Microsoft® Windows NT® operating system primitives, specifically low-level kernel primitives. This analysis was conducted under a specifically conditioned environment to minimize variation of results, and I acknowledge the limitations of the results as such.

METHOD

This investigation of the Microsoft® Windows NT® operating system is not a comprehensive study. The low level kernel primitives were examined to provide some insight into Windows NT® system characteristics and capabilities. Initially, it may seem discriminatory to examine the non-real-time Microsoft® Windows NT® system for real-time characteristics; however, this examination will inspect any inherent potential real-time characteristics within the Microsoft® Windows NT® operating system and will not compare this admittedly non-real-time system with the features of a true real-time system.

The software developed for this analysis was based upon an interpretation of the elements from the Rhealstone benchmark (Kar, 1990). System examinations were conducted on the context switch, pre-emption, and interrupt latency areas. The Rhealstone benchmark has been categorized as a "fine-grained benchmark*" in that it focuses upon the examination of low level kernel primitives and, hence, is ideal for this investigation. However, this report does not use the entire benchmark suite of components. Elements that have not been used include semaphore shuffling measurement, the deadlock breaking measurement, and the intertask message latency measurement. One reason for omitting these components was that they did not apply to this investigation. Critical characteristics of a given real-time system that can be considered as foundational elements are those that accentuate timing and guarantee latencies and predictability as noted in Drummond (1996).

CONCLUSION

The following three sections discuss data produced by low-level analysis of the Microsoft® Windows NT® system:

- Context Switch
- Pre-emption
- Interrupt Latency

---

These three areas of investigation exhibit a high degree of bearing on a given systems capability and potential for real-time response. The overall discoveries and subsequent details confirm earlier findings that the Microsoft® Windows NT® operating system is indeed capable of supporting limited soft real-time deadlines.
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The Microsoft® Windows NT® architecture is designed to include a Hardware Abstraction Layer (HAL) module. The design rationale for the creation of the HAL is that of increased portability across numerous platforms. The HAL module is an essential part of making this portability possible (Solomon, 1998). The HAL module interacts with the hardware on behalf of the kernel. This module also allows for a partitioning between the drivers/kernel and the lower level communication engines and between the input and output interfaces, including various interrupt controllers. User applications sit on top of the kernel layer (figure 1).

![Diagram of Microsoft® Windows NT® architecture](image)

The assignment of priority to a typical thread designed to be executed within the Microsoft® Windows NT® environment is based upon two elements. One of these elements consists of the priority of the process or class within which the thread was created. The possible class priorities, which can potentially be assigned, are IDLE_PRIORITY_CLASS, NORMAL_PRIORITY_CLASS, HIGH_PRIORITY_CLASS, and REALTIME_PRIORITY_CLASS. The selection of a class priority has a direct bearing upon the thread's ultimate execution priority level.

The thread priority assignment consists of the following:

- THREAD.Priority_LOWEST is defined as THREAD.Base_PRIORITY_MIN;
- THREAD.Priority_BELOW_NORMAL is defined as THREAD.Priority_LOWEST + 1;
- THREAD.Priority_NORMAL is defined as 0;
- THREAD.Priority_HIGHEST is defined as THREAD.Base_PRIORITY_MAX;
- THREAD.Priority_ABOVE_NORMAL is defined as THREAD.Priority_HIGHEST-1;
- THREAD.Priority_ERROR_RETURN is defined as MAXLONG;
- THREAD.Priority_TIME_CRITICAL is defined as THREAD.Base_PRIORITY_LOWRT;
- THREAD.Priority_IDLE is defined as THREAD.Base_PRIORITY_IDLE.
The actual execution priority level is obtained from a combination of the threads priority level and the priority setting of the class (Microsoft Corporation, 1998). The thread's priority level is one of the following values:

- **THREAD_PRIORITY_ABOVE_NORMAL** indicates 1 point above normal priority for the priority class;
- **THREAD_PRIORITY_BELOW_NORMAL** indicates 1 point below normal priority for the priority class;
- **THREAD_PRIORITY_HIGHEST** indicates 2 points above normal priority for the priority class;
- **THREAD_PRIORITY_IDLE** indicates a base-priority level of 1 for IDLE_PRIORITY_CLASS, NORMAL_PRIORITY_CLASS, or HIGH_PRIORITY_CLASS processes, and a base-priority level of 16 for REALTIME_PRIORITY_CLASS processes;
- **THREAD_PRIORITY_LOWEST** indicates 2 points below normal priority for the priority class;
- **THREAD_PRIORITY_NORMAL** indicates normal priority for the priority class;
- **THREAD_PRIORITY_TIME_CRITICAL** indicates a base-priority level of 15 for IDLE_PRIORITY_CLASS, NORMAL_PRIORITY_CLASS, or HIGH_PRIORITY_CLASS processes, and a base-priority level of 31 for REALTIME_PRIORITY_CLASS processes.

The above values are defined in the <winbase.h> header file within the Microsoft® Development Network environment.

The execution priority of each thread, along with any processor affinity details, are used as the basis for the actual scheduling of the threads execution. As noted in Jones and Regehr (1998), thread execution contains assorted complexities: "The priorities are divided into three ranges: real-time (16-31), normal (1-15), and idle (0). Priorities of threads in the normal range are boosted following I/O completions and decreased when the thread's time quantum runs out, as is often done in time-sharing systems. The system never adjusts the priorities of threads in the real-time range. The scheduler essentially selects the first thread of the highest runnable priority and runs it for its quantum, then places it at the tail of its priority list."
ANALYSIS PROCEDURE

The testbed used for these experiments is composed of several commercial off-the-shelf Intel-based Pentium II single processor systems (400 MHz) and generic components. These systems were connected via a simple 100 BaseT Ethernet. 3Com 100BaseT network cards and typical high-density display systems based upon the Intel740 video accelerator inhabit the network node personal computers. The testbed operating system was the Microsoft® Windows NT® version 4.0 build 1381 with Service Pack 4. Standard generic drivers were used during these tests, and no modifications were performed upon these devices. The primary and secondary storage devices, used on these systems were 512-MB Synchronous Dynamic Random Access Memory (SDRAM) (60ns) and a 16-GB New Technology File System (NTFS) format Small System Computer Interface (SCSI) (with parity check enabled), respectively. The Basic Input Output System (BIOS) used by these systems was the Award Modular BIOS version 4.51, with HAL: MPS 1.4-Advanced Programmable Interrupt Controller (APIC) platform. The internal clock mechanism was the NT multimedia timer, which provided a clock resolution of < 1 ms. The timer device, Stat Inc. (produced by Alpha Logic) had been used on limited specific program execution; this device provided increased clock resolution of 90 to 250 μs.

The Microsoft® Development Network environment version 6.0 compiler was used to develop the analysis programs. The programs were created from an object-oriented design approach based upon coding in the C++ language. The compilation was performed with no optimization functionality. These measurements were completed without considering systems caching. This may or may not have affected the results. The various analysis tests were performed by using the thread as the basic schedulable entity included within a given class. During the tests, the program threads were assigned priorities ranging from lowest, normal, idle, and time critical settings. When testing, the program class priorities were designated as idle, normal, high, and real-time. This approach examined the full range of treatment afforded to typical program thread execution. Report results included were all achieved with a combination of high-priority assignment to the class and a time-critical priority assignment to the executing thread.

As previously mentioned, the basic schedulable entity used within the Microsoft® Windows NT® environment is the thread and, as such, it presents itself as the best candidate for appraisal. All the measurements were based upon this thread entity; thus, there may or may not have been contention for resources such as memory or ports among the system threads and the measured threads. Report results do not account for this possibility of variance. This potential overhead is included in all report measurements.
CONTEXT SWITCH

The context of a processing entity consists of the entity details that can be saved on a stack and retrieved later. The context switch event can include various transition states when an entity is transferred from the Central Processing Unit (CPU) to the wait queue (figure 2). The measured time of this examined event was the time at which one thread (Thread-1) was swapped from the "run" state to the "wait" state and another thread (Thread-2) was swapped from the "wait" state to the "run" state. The context switch was measured periodically. This measured duration indicated the time required to save the "context" thread and place in its location the next thread. The results indicated a time interval average of 20 μs. For these tests, two threads of equal priority were examined 1 million times, and initial overall execution results were subtracted by the overhead of simple loop execution (inside threads), thread startup, and "sleep" calls.

![Figure 2. Context switch of threads sharing CPU resource.](image)
The pre-emption time measurements fundamentally examined the event of a lower priority task replaced by a higher priority task within the CPU run cycle. The measurements were performed periodically and indicate the procedure required for handling an Interrupt Service Routine (ISR) or some other event. The event used here was “sleep” (with the lowest possible argument being 0 ms) alternated with waking. The test uses two threads, each with a different priority. The lower priority was 15 while the higher priority was 31. The program initially started processing the low-priority thread (Thread-L), which was soon pre-empted by the higher priority thread (Thread-H), as shown in figure 3. An ensuing “sleep” call was then performed whereby the lower priority thread (Thread-L) regains the CPU. This sequence was repeated 1 million times. The results indicated an average time of 30 to 40 μs. Again, the overhead time including simple loop execution (inside threads) and the “sleep” call execution were subtracted from the overall execution time. Of course, the experiment result also included the overhead of context switch time.

Figure 3. Thread pre-emption time.
Interrupt latency measurements were used to investigate the execution of a software interrupt. The measurement of this event begins when notification of an interrupt occurred and included execution of the interrupt itself up to the beginning instruction (figure 4). However, because Microsoft® Windows NT® does not provide a simple user interrupt capability, the interrupt latency measurement included the time it takes to go through the interrupt handler itself. In this test, a thread was created with a given period, P. The thread has a loop to execute a small instruction set. The time to execute those instructions was measured. The period, P, was then increased and a new measurement was performed. The whole process was repeated many times (e.g., 1 million times). In this measurement, the average interrupt latency for Microsoft® Windows NT® was 10 to 15 µs. The results showed an increment in time based upon the periodic timer clock interrupt (i.e., interrupt latency).

Figure 4. Interrupt latency time.
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