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INTRODUCTION

Let $V$ be a nonsingular $\lambda$-hermitian space of dimension $n$ over a field $K$ and $U(V)$ the unitary group on $V$. Under the assumption that $K$ is a finite field of characteristic different from 2 and $V$ is isotropic, Ishibashi showed in [12] that $U(V)$ is generated by three elements. Further, in fact, he proved that when the unitary group $U(V)$ is the symplectic group $Sp(V)$, then $U(V)$ is generated by just two elements.

This result was first refined by the works of Earnest, Ishibashi, and others in [2] and [7]. There the case where $U(V)$ is the orthogonal group $O(V)$ was studied. The restrictions of isotropy and characteristic were removed, thus, showing that when $U(V) = O(V)$, $U(V)$ is generated by two elements.

The purpose of this paper is to again refine Ishibashi’s original result. The paper’s main theorem will show that all unitary groups over finite fields of odd characteristic are generated by only two elements. The bulk of the work, here, is in removing the restriction of isotropy when $V$ is a $\lambda$-hermitian space which is not a quadratic space and in showing that when $U(V) \neq O(V)$ and $U(V) \neq Sp(V)$, $U(V)$ is generated by two elements. The proof of this main result occurs in Chapter 4.

Prior to that, however, Chapter 1 will establish some key ideas about the underlying finite field. It defines the concept of an involution on a field, establishes the surjectivity of the norm and trace maps, and defines some naturally occurring subsets of the field.

Next, Chapter 2 will detail what a $\lambda$-hermitian space is and define the special cases of $\lambda$-hermitian spaces. Chapter 2 also discusses classification of
these spaces and the property of isotropy. Chapter 2 is where one sees the ability to remove the restriction of isotropy from nonquadratic $\lambda$–hermitian spaces.

Finally, Chapter 3 develops the idea of the unitary groups over $\lambda$–hermitian spaces. The generating maps used in the main theorem will be defined along with some essential identities for combining them.
CHAPTER 1

THE UNDERLYING FIELD

Throughout this chapter, all fields under consideration will be assumed to be finite. Moreover, for the entirety of this paper, all fields will be assumed to have odd characteristic. The theory which will be developed herein is fundamentally different for finite fields of characteristic two and therefore will not be treated at this time.

Consequently, the underlying field $K$ considered here has order $q = p^m$ for some odd prime $p$ and natural number $m$. The multiplicative group $K = K\{0\}$ is well known to be a cyclic group. Here and throughout the remainder of this paper, $\alpha$ will denote a fixed generator of this group; that is, $K = \langle \alpha \rangle$.

1. Some Important Maps of the Underlying Finite Field.

Let $F$ be a subfield of $K$. Then $K$ is known to be a finite Galois extension of $F$. Let $Aut_F K = \{\sigma_1, \ldots, \sigma_n\}$ be the Galois group of $K$ over $F$. In fact, $Aut_F K$ is a cyclic group generated by the Fröbenius automorphism $\sigma$ defined by $\sigma(a) = a^\ell$ for $a \in K$, where $\ell = |F|$.

The first two maps to be defined and discussed are the norm and trace maps of the extension $K/F$. It will be shown that these maps are surjective in the present context.

1.1.1 Definition. The norm map of $K/F$ is defined as $N[K/F](k) = \sigma_1(k)\sigma_2(k) \cdots \sigma_n(k)$ for $k \in K$. 
1.1.2 Definition. The trace map of $K/F$ is defined as $T[K/F](k) = \sigma_1(k) + \sigma_2(k) + \cdots + \sigma_n(k)$ for $k \in K$.

Most of the time, the norm and trace of an element $k \in K$ will be denoted $N(k)$ and $T(k)$ since the fields over which they are defined will be obvious to discern.

1.1.3 Lemma. The norm $N[K/F]$ is surjective.

Proof. Now, $N[K/F](\alpha) = N(\alpha) = \alpha \alpha^2 \cdots \alpha^{n-1} = \alpha^{n-1/\ell-1}$. But this implies that $(N(\alpha))^{\ell-1} = \alpha^{n-1} = 1$. What is more is that this is the smallest such power. For if there were a smaller power $s$ for which $(N(\alpha))^s = 1$, then $(\alpha^{n-1})^s = \alpha^{n-1/t}$ where $\ell - 1 = st$, $t \in \mathbb{N}$ and $\alpha^{n-1/t} = 1$. This, of course, cannot happen since $K$ is generated by $\alpha$ and has order $\ell n - 1$. Hence, $N(\alpha)$ has order $\ell - 1$.

Note, however, that $N(K) = N(\alpha)$ since $K = \langle \alpha \rangle$. Thus, $|N(K)| = \ell - 1$. Also, $|F| = \ell - 1$. Hence, $|N(K)| = |F|$. Therefore, $N[K/F]$ is surjective. □

1.1.4 Lemma. The trace $T[K/F]$ is surjective.

Proof. It suffices to show that $1_F$ has a pre-image in $K$, since $1_F$ generates $F$ additively. Now, by Dedekind’s theorem on the independence of characters, $\{\sigma_1, \sigma_2, \ldots, \sigma_n\}$ is linearly dependent over $K$. Thus, there exists $\delta \in K$ such that $\sigma_1(\delta) + \sigma_2(\delta) + \cdots + \sigma_n(\delta)$ does not equal zero. But this is $T[K/F](\delta) = T(\delta)$. Hence, $T \left( \frac{1}{T(\delta)} \delta \right) = \frac{1}{T(\delta)} T(\delta) = 1_F$. Therefore, the trace is surjective. □

These two surjections will prove to be invaluable in establishing important facts about hermitian spaces and their unitary groups in the next two chapters.

Finally, the concept of an involution of the finite field $K$ must be set forth.
1.1.5 Definition. An involution of the finite field $K$ is an antiautomorphism $^*$ of $K$ of order $\leq 2$.

Thus, $(a + b)^* = a^* + b^*, (ab)^* = b^*a^*, 1^* = 1$ and $(a^*)^* = a$ for $a, b \in K$.

One observes immediately that the concept of an antiautomorphism of $K$ is mute since $K$ is a field and has commutative multiplication. Hence, $(ab)^* = b^*a^* = a^*b^*$.

Also, the identity map over $K$ is trivially an involution. However, it will be involutions which are different from the identity map which will be of primary interest. Further if it is assumed that the involution $^*$ fixes $F$ in this case, then this map sending $a$ to $a^*$ for $a \in K$ is an element of order two in the Galois group $\text{Aut}_FK$. Thus, the fixed field of $^*$ is a subfield of index two in $K$. This idea will be revisited later.

2. Special Subsets of the Underlying Finite Field.

Let $K$ be an arbitrary finite field of odd characteristic. Let $\alpha \in K$ be a fixed generator of the multiplicative cyclic group $\hat{K}$. First, consider the subset of elements in $K$ consisting of the squares of nonzero elements of $K$. This set is denoted $\hat{K}^2$.

1.2.1 Definition. $\hat{K}^2 = \{ k \in K \mid k = b^2 \text{ for some } b \in \hat{K} \}$.

It is well known that $\hat{K}^2$ has exactly $\frac{1}{2}|\hat{K}|$ elements [17]. With this in mind, one can see that these elements are precisely the even powers of $\alpha$.

1.2.2 Lemma. $\hat{K}^2 = \{ \alpha^{2k} \mid k = 1, 2, \ldots, \frac{1}{2}|\hat{K}| \}$.

Proof. Let $S = \{ \alpha^{2k} \mid k = 1, 2, \ldots, \frac{1}{2}|\hat{K}| \}$. Clearly, $S \subseteq \hat{K}^2$, since for any $k$, $\alpha^{2k} = (\alpha^k)^2$. One also notes from its definition that $|S| = \frac{1}{2}|\hat{K}|$. Thus, $S$ is a subset of $\hat{K}^2$ which contains the same number of elements as $\hat{K}^2$. Hence, $\hat{K}^2 = S$. $\square$
Likewise, $\hat{K} \setminus \hat{K}^2$ is comprised of the odd powers of the generator $\alpha$.

This leads to the consideration of two sets of differences which appear naturally in the development of the main theorem in Chapter 4. They are the two sets containing the differences of even and odd powers of $\alpha$ respectively.

1.2.3 Definition.

$$E_K = \{ x - y \mid x = \alpha^r \text{ and } y = \alpha^s, r, s \text{ even integers} \}$$

$$= \{ x - y \mid x, y \in \hat{K}^2 \}.$$  

1.2.4 Definition.

$$O_K = \{ x - y \mid x = \alpha^r, y = \alpha^s, r, s \text{ odd integers} \}$$

$$= \{ x - y \mid x, y \in \hat{K} \setminus \hat{K}^2 \}.$$  

$E_K$ is a set which is particularly interesting, not only because of the natural way in which it arises, but because this set often encompasses all of $K$. Clearly $0 \in E_K$, since $x - x = 0 \ \forall x \in \hat{K}^2$. The following lemma also shows that most of the elements of $\hat{K}$ are members of $E_K$ as well.

1.2.5 Lemma. Let $\delta \in \hat{K}$ such that $\delta \neq \pm 1$. Then $\delta \in E_K$.

Proof. Let $x = \frac{\delta + 1}{2}, y = \frac{\delta - 1}{2}$. Both $x$ and $y$ are elements of $\hat{K}$ since $\delta \neq \pm 1$ and $K$ is not of characteristic two. Further, $x^2 - y^2 = \left(\frac{\delta + 1}{2}\right)^2 - \left(\frac{\delta - 1}{2}\right)^2 = \frac{1}{4}(\delta^2 + 2\delta + 1) - (\delta^2 - 2\delta + 1) = \frac{1}{4}[4\delta] = \delta. \quad \Box$

So, $E_K$ contains all of $K$ with the possible exception of the elements $\pm 1$. In fact, one observes readily that if $K = \{-1, 0, 1\}$, then $E_K = O_K = \{0\}$. Thus, any finite field with only three elements will present a problem when working with $E_K$. However, when $|K| > 3$, one sees that $\{\pm 1\} \subset E_K$ or $\{\pm 1\} \subset O_K$. 
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1.2.6 Lemma. Let $|K| > 3$. Then $\{\pm 1\} \subseteq \mathcal{E}_K$ or $\{\pm 1\} \subseteq \mathcal{O}_K$.

Proof. Let $|K| \geq 5$. It suffices to show the result for $\mathbb{F}_p = \mathbb{Z}/p\mathbb{Z}$, the field of $p$ elements, since any other field $F$ of characteristic $p$ contains a copy of $\mathbb{F}_p$. Namely, it contains $\{m1_F \mid m \in \mathbb{Z}\}$. So, no harm results in identifying $\mathbb{F}_p$ with this subfield of $F$.

Hence, $\{1, 2, 3, 4\} \subseteq \hat{K}$ since $|\hat{K}| \geq 5$. One observes, also, that $1, 4 \in \hat{K}^2$ regardless of $p$ since $1 = 1^2$ and $4 = 2^2$. Now, if $2 \in \hat{K}^2$, then $\{\pm 1\} \subseteq \mathcal{E}_K$ since $2 - 1 = 1$ and $1 - 2 = -1$. If $2 \in \hat{K} \setminus \hat{K}^2$ and $3 \in \hat{K}^2$, then $\{\pm 1\} \subseteq \mathcal{E}_K$ since $4 - 3 = 1$ and $3 - 4 = -1$. Finally, if $2, 3 \in \hat{K} \setminus \hat{K}^2$, then $\{\pm 1\} \subseteq \mathcal{O}_K$ since $3 - 2 = 1$ and $2 - 3 = -1$. □

From the previous discussion and Lemmas 1.2.5 and 1.2.6, one sees that either $\mathcal{E}_K = K$ or $\mathcal{E}_K = K \setminus \{\pm 1\}$ and $\{\pm 1\} \subseteq \mathcal{O}_K$.

Finally, another set which occurs naturally when developing the theory of unitary groups is a set denoted by $C$ in the literature. This section will conclude with the set's definition and the determination of its relationship to the fixed field of the involution $\ast$. First, consider the fixed field $K_0$ of the involution $\ast$ on the finite field $K$.

1.2.7 Definition. $K_0 = \{k \in K \mid k^* = k\}$.

$K_0$ is indeed a subfield of $K$ since $(a - b)^* = a^* - b^* = a - b$ and $(ab^{-1})^* = a^*(b^*)^{-1} = ab^{-1}$ for all $a, b \in K_0$. Let $\beta$ be a fixed generator of the multiplicative cyclic group $\hat{K}_0$. Note also that $\beta \neq 1$ since $\text{char}K \neq 2$. As a matter of notation, the subset of any given set which is fixed by the involution $\ast$ will be denoted by the subscript zero. Further, as alluded to earlier, when one views $K$ as an extension of the finite field $K_0$, then $[K : K_0] = 2$. It is also important to note here that if
the involution * is different from the identity then * must be the unique Fröbenius automorphism, \( \sigma \), which sends element \( a \) of \( K \) to \( a^\ell \), where \( |K_0| = \ell \).

Moreover, in this context, \( K_0 \subseteq \hat{K}_2 \).

**Lemma 1.2.8.** Let \( K \) be a finite field with \( * \neq 1 \). Then \( K_0 \subseteq \hat{K}_2 \).

**Proof.** Let \( \delta \in K_0 \). By definition, \( \delta^* = \delta \). But \( \delta^* = \delta^\ell \) where \( |K_0| = \ell \) since \( * \neq 1 \). Thus, \( \delta^\ell = \delta \) implying \( \delta^{\ell-1} = 1 \). Now, \( \delta = \alpha^s \) for some natural number \( s \) since \( \delta \in K \) and \( K = \langle \alpha \rangle \). Hence, \( \alpha^{s(\ell-1)} = 1 \). This implies that \( \ell^2 - 1 \) divides \( s(\ell - 1) \) since \( o(\alpha) = \ell^2 - 1 \). Therefore, \( (\ell + 1)|s \). However, \( \ell + 1 \) is even since \( \ell \) is odd. So \( s \) must be even. Whence, by Lemma 1.2.2, \( \delta \in \hat{K}_2 \) and \( K_0 \subseteq \hat{K}_2 \). \( \square \)

Next, let \( \lambda \) be an element of \( K \) such that \( \lambda \lambda^* = 1 \). It is this element which will give shape to the structure of the \( \lambda \)-hermitian space over \( K \) which will be discussed in the next chapter. The set \( C \) consists of the elements \( x \in K \) such that \( x = -\lambda x^* \). Equivalently,

**1.2.9 Definition.** \( C = \{ x \in K \mid x + \lambda x^* = 0 \} \).

**1.2.10 Lemma.** If \( C \neq \{0\} \), then \( C = cK_0 \) for any \( 0 \neq c \in C \).

**Proof.** Let \( 0 \neq c \in C \). Take any \( b \) in \( C \). Since one has \( c + \lambda c^* = 0 \) and \( b + \lambda b^* = 0 \), it follows that \( bc^{-1} = -\lambda b^*(-\lambda c)^{-1} = \lambda \lambda^{-1} b^*(c^*)^{-1} = b^*(c^{-1})^* = (bc^{-1})^* \). This means that \( bc^{-1} \in K_0 \), and so \( C \subseteq cK_0 \).

Let \( ck \in cK_0 \). \( ck + \lambda(ck)^* = ck + \lambda c^*k^* = ck + \lambda c^*k \), since \( k \in K_0 \). Thus, \( ck + \lambda(ck)^* = k(c + \lambda c^*) = k0 = 0 \). Hence, \( ck \in C \) and \( C \subseteq cK_0 \). Therefore, \( C = cK_0 \). \( \square \)

Thus, one has \( cK_0 = \{ c\beta^i \mid i = 1, 2, \ldots, \ell - 1 \} \cup \{0\} \). Lemma 1.2.10 coupled with what has been shown about the set \( \mathcal{E}_K \) will be instrumental in showing the generation of the unitary group over a two dimensional hermitian space.
CHAPTER 2

\( \lambda \)-HERMITIAN SPACES AND THEIR PROPERTIES

This chapter addresses some of the essential properties of \( \lambda \)-hermitian spaces used in the study of unitary groups in Chapter 3 and in the discussion of the main theorem in Chapter 4. The chapter consists of three subsections. The first subsection defines a \( \lambda \)-hermitian space and details some important structural elements common to all \( \lambda \)-hermitian spaces. Next, the second subsection sets forth the notion of isotropic spaces and discusses some pertinent results for \( \lambda \)-hermitian spaces. Finally, the third subsection formalizes what is meant by isometric \( \lambda \)-hermitian spaces. The three special types of \( \lambda \)-hermitian spaces giving rise to unitary groups are defined. Discussion regarding classification of these special spaces up to isometry is also provided in this subsection.

1. \( \lambda \)-Hermitian Spaces.

Let \( V \) be an \( n \)-dimensional left vector space over a field \( K \) with involution * as described in Chapter 1. Any further mention of the term vector space refers to this description. Note that the underlying field need not be finite to achieve the results of this subsection.

2.1.1 Definition. A \textit{sesquilinear form} on \( V \) is a mapping \( f : V \times V \rightarrow K \) such that

\begin{align*}
&i) \ f(x_1 + x_2, y) = f(x_1, y) + f(x_2, y) \ \forall \ x_1, x_2, y \in V, \\
&ii) \ f(x, y_1 + y_2) = f(x, y_1) + f(x, y_2) \ \forall \ x, y_1, y_2 \in V, \\
&iii) \ f(ax, y) = af(x, y) \ \forall \ a \in K, x, y \in V, \text{ and} \\
&iv) \ f(x, by) = f(x, y)b^* \ \forall \ b \in K, x, y \in V.
\end{align*}
2.1.2 Definition. Let \( \lambda \) be a fixed element of \( K \) with \( \lambda \lambda^* = 1 \). A sesquilinear form \( f \) on \( V \) satisfying \( f(x, y)^* = \lambda f(y, x) \) \( \forall x, y \in V \) is called a \( \lambda \)-hermitian form on \( V \). In this case, \( (V, f) \) is called a \( \lambda \)-hermitian space.

2.1.3 Definition. Two vectors \( x, y \) in a \( \lambda \)-hermitian space \( (V, f) \) are orthogonal if \( f(x, y) = 0 \). Let \( (U, f) \) be a subspace of \( (V, f) \). Define the orthogonal complement of \( U \) in \( V \) to be \( U^\perp = \{ v \in V \mid f(v, u) = 0 \ \forall u \in U \} \).

Notice that the condition of orthogonality is always symmetric since \( f(x, y) = 0 \) implies \( f(y, x) = \lambda^{-1} f(x, y)^* = \lambda^{-1} 0^* = \lambda^{-1} 0 = 0 \).

2.1.4 Definition. The radical of a \( \lambda \)-hermitian space \( (V, f) \) is \( \text{rad } V = V^\perp = \{ v \in V \mid f(v, x) = 0 \ \forall x \in V \} \).

2.1.5 Definition. A \( \lambda \)-hermitian space \( (V, f) \) is said to be nonsingular if and only if \( \text{rad } V = \{0\} \).

A \( \lambda \)-hermitian space \( (V, f) \) is nonsingular if and only if there is no vector in \( V \) other than 0 which is orthogonal to the whole space. From this point forward, all \( \lambda \)-hermitian spaces are assumed to be nonsingular. Notice that nonsingularity implies that for any nonzero vector \( x \) in \( V \) there is a nonzero vector \( y \) such that \( f(x, y) = 1 \). Directly from the definition, nonsingularity implies that there is \( 0 \neq z \in V \) such that \( f(x, z) = \delta \neq 0 \). Hence, let \( y = (\delta^{-1})^* z \) and \( f(x, y) = f(x, (\delta^{-1})^* z) = f(x, z) \delta^{-1} = \delta \delta^{-1} = 1 \).

Further, if \( \lambda \neq -1 \) or \( * \neq 1 \), there is a vector \( u \) in \( V \) such that \( f(u, u) \neq 0 \). To see this choose a vector \( x \) in \( V \). If \( f(x, x) \neq 0 \), then let \( u = x \). Otherwise, choose another vector \( y \) in \( V \) such that \( f(x, y) = 1 \). Again, if \( f(y, y) \neq 0 \), then let \( u = y \). If \( f(y, y) = 0 \), then consider \( \Gamma : \hat{K} \to \hat{K} \) defined by \( \Gamma(\gamma) = \gamma^* \gamma^{-1} \) for \( \gamma \in \hat{K} \). The map \( \Gamma \) is a multiplicative homomorphism, since for \( \gamma_1, \gamma_2 \in \hat{K}, \Gamma(\gamma_1 \gamma_2) = \)
\((\gamma_1\gamma_2)^*(-\gamma_1\gamma_2)^{-1} = \gamma_2^*-\gamma_1^*-\gamma_1^{-1} = (\gamma_1^*-\gamma_1^{-1})(\gamma_2^*-\gamma_2^{-1}) = \Gamma(\gamma_1)\Gamma(\gamma_2)\). If \(\lambda \neq -1\), then 

\(-\lambda^* \neq 1\). This implies \(\Gamma(\delta) = \delta^*\delta^{-1} = 1 \neq -\lambda^*\) for all \(\delta \in K_0\). If \(* \neq 1\), then for \(\delta \in \hat{K}\backslash\hat{C}, \delta + \lambda\delta^* \neq 0\). Thus, 

\(-\lambda^* \neq \delta^*\delta^{-1} = \Gamma(\delta)\). So if \(f(y, y) = 0\), then there is a \(\delta \in \hat{K}\) such that \(\delta^*\delta^{-1} \neq -\lambda^*\). Let \(u = x + \delta y\) and \(f(u, u) = f(x + \delta y, x + \delta y) = f(x, x) + \delta f(x, y) + \delta f(y, x) + \delta^* f(y, y) = \delta^* + \lambda^* \delta \neq 0\).

2.1.6 Definition. A basis \(B = \{v_1, v_2, \ldots, v_n\}\) for a \(\lambda\)-hermitian space \((V, f)\) is called an **orthogonal** basis if \(f(v_i, v_j) = 0\) for \(i \neq j\).

2.1.7 Proposition. Let \((V, f)\) be an \(n\)-dimensional \(\lambda\)-hermitian space over \(K\) with \(\lambda \neq -1\) or \(* \neq 1\). Then \(V\) has an orthogonal basis.

**Proof.** The proof proceeds by induction on the dimension \(n\) of \(V\). The result is vacuously true for \(n = 1\).

Suppose that there is an orthogonal basis for any \((n - 1)\)-dimensional \(\lambda\)-hermitian space over \(K\) with \(\lambda \neq -1\) or \(* \neq 1\). Let \((V, f)\) be a similarly described \(n\)-dimensional \(\lambda\)-hermitian space over \(K\). Since \(\lambda \neq -1\) or \(* \neq 1\), choose a basis \(S_1 = \{u_1, u_2, \ldots, u_n\}\) of \(V\) so that \(f(u_1, u_i) \neq 0\). Let \(y_i = u_i - \frac{f(u_1, u_i)}{f(u_1, u_1)} u_1\) for \(i = 2, \ldots, n\) and consider \(W = \text{span}\{y_2, \ldots, y_n\}\). Note that \(W\) is an \((n - 1)\)-dimensional \(\lambda\)-hermitian space over \(K\) with \(f(u_1, y_i) = 0\) for \(i = 2, \ldots, n\). By the inductive hypothesis, \(W\) has an orthogonal basis, say \(\{z_2, \ldots, z_n\}\). Therefore, \(\{u_1, z_2, \ldots, z_n\}\) is an orthogonal basis of \(V\). \(\square\)

2.1.8 Definition. Let \((V, f)\) be a \(\lambda\)-hermitian space and let \((U, f)\) and \((W, f)\) be subspaces of \((V, f)\). \(V\) is the **orthogonal sum** of \(U\) and \(W\), denoted \(V = U \perp W\), if

i) \(V = U \oplus W\), and

ii) \(f(u, w) = 0\ \forall\ u \in U,\ w \in W\).
2.1.9 Proposition. Let \((V, f)\) be a \(\lambda\)-hermitian space and let \((U, f)\) be a non-singular subspace of \((V, f)\). Then \(V = U \perp U^\perp\).

Proof. For the proof, see [17; Theorem 7.1.4]. \(\Box\)

Also, for any basis \(B\) of a \(\lambda\)-hermitian space \((V, f)\), one can associate to the form \(f\) a matrix with respect to \(B\).

2.1.10 Definition. The matrix of \(f\) with respect to a basis \(B\), denoted \(M_B\) is \((f(v_i, v_j))\) \(1 \leq i, j \leq n\).

2.1.11 Proposition. Let \(B = \{e_1, e_2, \ldots, e_n\}\) and \(B' = \{e'_1, e'_2, \ldots, e'_n\}\) be bases of a \(\lambda\)-hermitian space \((V, f)\). Let \(P = (p_{ij})\) be such that \(e'_j = \sum_{i=1}^{n} p_{ij} e_i\). Then \(M_{B'} = P^t M_B P^*,\) where \(P^t\) denotes the transpose of \(P\) and \(P^* = (p^*_{ij})\).

Proof.

\[
(P^t M_B P^*)_{ij} = \sum_{h=1}^{n} \left( \sum_{k=1}^{n} p_{ki} f(e_k, e_h) \right) p^*_{hj}
\]

\[
= \sum_{k=1}^{n} \sum_{h=1}^{n} p_{ki} p^*_{hj} f(e_k, e_h)
\]

\[
= \sum_{k=1}^{n} p_{ki} \sum_{h=1}^{n} p^*_{hj} f(e_k, e_h)
\]

\[
= \sum_{k=1}^{n} p_{ki} f(e_k, \sum_{h=1}^{n} p^*_{hj} e_h)
\]

\[
= f(e'_i, e'_j)
\]

\[
= (M_{B'})_{ij} \quad \Box
\]

Since \((V, f)\) is nonsingular, there is a basis \(B\) of \(V\) with \(\det M_B \neq 0\). Because of the change of basis formula in Proposition 2.1.11, one can easily see that for any
other basis $B'$ of $V$ the matrix $M_{B'}$ has a nonzero determinant as well. It follows then that a $\lambda-$hermitian space $(V, f)$ is nonsingular if and only if $\det M_B \neq 0$ for every basis $B$ of $V$. More specifically, if $\lambda \neq -1$ and $* \neq 1$, then the matrix associated to an orthogonal basis of $V$ has a nonzero determinant implying for such a basis $B = \{e_1, e_2, \ldots, e_n\}$ that $f(e_i, e_i) \neq 0$ for $i = 1$ to $n$.

2. Isotropy of $\lambda-$Hermitian Spaces.

For the purposes of this subsection also, it is again the case that the underlying field need not be finite.

2.2.1 Definition. For a $\lambda-$hermitian space $(V, f)$, a nonzero vector $v \in V$ is said to be isotropic if $f(v, v) = 0$. Otherwise, $v$ is anisotropic.

2.2.2 Definition. A $\lambda-$hermitian space $(V, f)$ is said to be isotropic if $V$ contains an isotropic vector. If $V$ contains no isotropic vectors, then the space $(V, f)$ is anisotropic.

2.2.3 Definition. A hyperbolic plane, $\mathbb{H}$, over $K$ is a two dimensional $\lambda-$hermitian space which has a basis $\{u, v\}$ with $f(u, u) = f(v, v) = 0$ and $f(u, v) = 1$. The vectors $u$ and $v$ are called a hyperbolic pair.

The following discussion shows that for an isotropic vector $x$ in a $\lambda-$hermitian space $(V, f)$, a vector $y$ can be found such that $\{x, y\}$ is a hyperbolic pair. First, Lemma 2.2.4 pertains to the specific case when $\lambda = -1$ and $* = 1$. Such a $\lambda-$hermitian space is called a symplectic space.

2.2.4 Lemma. Every nonzero vector in a symplectic space is isotropic.

Proof. Let $(V, f)$ be a symplectic space. By definition of the space, $f(x, x)^* = f(x, x) = -f(x, x)$ for every $0 \neq x \in V$. Hence, $2f(x, x) = 0$. Thus, $f(x, x) = 0$ since $K$ is not of characteristic two. \qed
Therefore, every symplectic space is clearly isotropic. Also, since the symplectic space \((V,f)\) is assumed to be nonsingular, for any vector \(x\) in \(V\) there is a \(y \in V\) such that \(f(x,y) = 1\). In light of Lemma 2.2.4, \(\{x,y\}\) is a hyperbolic pair. Further, this result is expanded to nonsymplectic \(\lambda-\)hermitian spaces in the following proposition.

2.2.5 Proposition. Let \((V,f)\) be a \(\lambda-\)hermitian space. If \(x\) is an isotropic vector in \(V\), then there exists \(y \in V\) such that \(\{x,y\}\) is a hyperbolic pair.

Proof. The previous discussion provides the result for symplectic spaces, so let \((V,f)\) be a nonsymplectic \(\lambda-\)hermitian space. Since \((V,f)\) is nonsingular, there exists a vector \(z \in V\) so that \(f(x,z) = 1\). If \(z\) is isotropic, then taking \(y = z\) achieves the desired result. So suppose \(z\) is anisotropic. Let \(\gamma = -2^{-1}f(z,z)\) and consider the vector \(y = z + \gamma x\). The vector \(y\) is equal to 0 if and only if \(2z = -f(z,z)x\). But if \(2z = -f(z,z)x\), then \(2 = f(x,2z) = f(x,-f(z,z)x) = -f(z,z) f(x,x) = 0\). Thus, \(y = z + \gamma x \neq 0\) since \(K\) has odd characteristic.

Now, \(f(y,y) = f(z + \gamma x, z + \gamma x) = f(z,z) + \gamma^* f(z,x) + \gamma f(x,z) + \gamma \gamma^* f(x,x) = f(z,z) + \gamma^* \lambda^* + \gamma = f(z,z) - f(z,z) = 0\). Also, \(f(x,y) = f(x,z + \gamma x) = f(x,z) + \gamma f(x,x) = 1\). Therefore, \(\{x,y\}\) is a hyperbolic pair. □

It follows directly from Proposition 2.2.5 that when \((V,f)\) is a nonsymplectic \(\lambda-\)hermitian space and \(\text{dim} V = 2\), \(V\) is isotropic if and only if \(V = \mathbb{H}\).

3. Classification and the Special \(\lambda-\)Hermitian Spaces.

2.3.1 Definition. Two \(\lambda-\)hermitian spaces \((V,f_1)\) and \((W,f_2)\) are said to be isometric, denoted \(V \cong W\), if there is an isomorphism \(\varphi : V \to W\) such that
\[ f_2(\varphi(x), \varphi(y)) = f_1(x, y) \] for every \( x, y \in V \). The isomorphism \( \varphi \) is called an isometry.

The isometric relationship \( \cong \) clearly defines an equivalence relation on the collection of \( \lambda \)-hermitian spaces over \( K \). The question then becomes how to classify \( \lambda \)-hermitian spaces up to isometry. The answer to this question is not completely known for general fields. So at this point, \( K \) must again be assumed to be finite, in which case the classification is completely known.

Moreover, attention is now focused on the special \( \lambda \)-hermitian spaces needed for the study of unitary groups. They are the quadratic, symplectic, and hermitian spaces. Recall that a symplectic space was previously defined as a \(-1\)-hermitian space with \( * = 1 \). A quadratic space is a \( 1 \)-hermitian space with \( * = 1 \). Finally, the term hermitian space will be used to describe a \( 1 \)-hermitian space over \( K \) with \( * \neq 1 \).

Now in the case of quadratic spaces, it is well known that two spaces are isometric if and only if their dimensions and discriminants are equal [17].

2.3.2 Definition. Let \((V, f)\) be a quadratic space and \( B \) a basis of \( V \). The discriminant of \( V \) is \( dK^2 \) in \( K/K^2 \) where \( d = \det M_B \).

Considering Proposition 2.1.11, this definition makes sense. There one sees that for any two bases \( B \) and \( B' \) of \( V \), \( \det M_{B'} = \det(P^t M_B P^*) = (\det P)^2 \det M_B \).

This is true since \( \det P^t = \det P \) and \( P^* = P \) since \( * = 1 \). Thus, the discriminant for any two bases differ only by the square of a nonzero element of \( K \). Therefore, as an element of \( K/K^2 \), is independent of the choice of basis. Because of the uniqueness of the discriminant \( dV \) for a quadratic space \((V, f)\), it has been shown that there are only two distinct types of spaces for any given dimension \( n \) up to isometry. It is the case that \( V \cong \langle 1, 1, \ldots, 1 \rangle \) (\( n \) ones) or \( V \cong \langle 1, 1, \ldots, 1, \delta \rangle \) (\( n - 1 \) one unique, and \( \delta \) is a unit in \( K \)).
ones) where $\delta \in \mathbb{K}\backslash\mathbb{K}^2[11]$. Here the notation $\langle a_1, \cdots, a_n \rangle$ means that there exists an orthogonal basis $\{v_1, \cdots, v_n\}$ of $V$ such that $f(v_i, v_i) = a_i$ for $i = 1, \ldots, n$.

In the case of hermitian spaces over $K$, one simply needs dimension in order to classify spaces. As is shown in the following proposition, this is due to the fact that an orthogonal basis, known to exist by Proposition 2.1.7, can be converted into an orthonormal basis.

2.3.3 Proposition. Let $(V, f)$ be an $n$ dimensional hermitian space over $K$. Then $V$ has an orthonormal basis.

Proof. Let $\{v_1, v_2, \cdots, v_n\}$ be an orthogonal basis of $V$. $f(x, x)^* = f(x, x) \forall x \in V$ since $V$ is hermitian. So, for $i = 1, \cdots, n$, $f(v_i, v_i) = a_i \in K_0$. By the surjectivity of the norm map shown in Lemma 1.1.3, there exists an $\alpha_i \in K$ such that $N(\alpha_i) = a_i$. Hence, $\{v'_1, v'_2, \cdots, v'_n\}$ is an orthonormal basis for $V$ where $v'_i = \frac{1}{\alpha_i}v_i$ since $f(v'_i, v'_i) = f \left( \frac{1}{\alpha_i}v_i, \frac{1}{\alpha_i}v_i \right) = \frac{1}{\alpha_i^2}f(v_i, v_i) = \frac{1}{N(\alpha_i)}a_i = \frac{1}{a_i}a_i = 1$. □

Thus, there is only one distinct hermitian space up to isometry for any given dimension $n$. Namely, for $dimV = n$, $V \cong \langle 1, 1, \cdots, 1 \rangle$ ($n$ ones).

The following proposition provides a similar, but more general result for $\lambda$–hermitian spaces over $k$ where $* \neq 1$.

2.3.4 Proposition. Let $(V, f)$ be an $n$ dimensional $\lambda$–hermitian space over $K$ where $* \neq 1$. Then there exists an $a \in \mathbb{K}$ such that $V \cong \langle a, a, \ldots, a \rangle$ ($n$ $a$'s).

Proof. Again let $\{v_1, v_2, \cdots, v_n\}$ be an orthogonal basis of $V$. By Hilbert's Theorem 90, there exists a $k \in \mathbb{K}$ such that $k(k^*)^{-1} = \lambda$ since $\lambda\lambda^* = N(\lambda) = 1$. Thus, let $a = k^*$. Then $\Gamma(a) = a^*a^{-1} = (k^*)^*(k^*)^{-1} = k(k^*)^{-1} = \lambda$. $f(v_i, v_i) = b_i \neq 0$ for $i = 1, \ldots, n$ since $* \neq 1$ and $V$ is nonsingular. Further, $\Gamma(b_i) = b_i^*b_i^{-1} = f(v_i, v_i)^*f(v_i, v_i)^{-1} = \lambda$ for $i = 1, \ldots, n$ by definition of the $\lambda$–hermitian form.
f. Hence, \( a^{-1}b_i \in ker(T) = \tilde{K}_0 = N(\tilde{K}) \) for \( i = 1 \) to \( i = n \), because the norm map is surjective. This implies that for \( 1 \leq i \leq n \), there exists \( c_i \in \tilde{K} \) such that \( N(c_i) = a^{-1}b_i \). Thus, \( b_i = aN(c_i) \) for \( i = 1, \ldots, n \). Therefore, \( \{v'_1, \ldots, v'_n\} \) where \( v'_i = c_i^{-1}v_i \) is the desired orthogonal basis, since

\[
 f(v'_i, v'_j) = f(c_i^{-1}v_i, c_j^{-1}v_j) = (N(c_i))^{-1}f(v_i, v_j) = (N(c_i))^{-1}b_i = a.
\]

Thus, \( f(e_j, e_k) = a\). Whence, \( V \cong \langle a, \ldots, a \rangle \) (n a's).

It is important to note here also that, in this context, any two dimensional \( \lambda \)-hermitian space where \( \lambda \neq 1 \) is isotropic. This is due to the fact that \( -1 \in K_0 \) and, hence, there exists \( \gamma \in \tilde{K} \) such that \( N(\gamma) = -1 \). Since the space is isometric to \( \langle a, a \rangle \) for some \( a \in \tilde{K} \), there exists an orthogonal basis \( \{v_1, v_2\} \) where

\[
 f(v_1, v_1) = f(v_2, v_2) = a.
\]

Therefore, \( f(v_1 + \gamma v_2, v_1 + \gamma v_2) = f(v_1, v_1) + \gamma f(v_1, v_2) + \gamma f(v_2, v_1) + \gamma \gamma f(v_2, v_2) = a - a = 0 \). As before, \( v_1 + \gamma v_2 \neq 0 \) since \( v_1 + \gamma v_2 = 0 \) would imply \( a = f(v_1, v_1) = f(-\gamma v_2, -\gamma v_2) = \gamma \gamma f(v_2, v_2) = -a \) and \( K \) is not of characteristic two.

Finally, consider the classification of symplectic spaces over \( K \). Here, as in the case of hermitian spaces, only dimension is needed in order to classify spaces.

**2.3.5 Proposition.** Every symplectic space is the orthogonal sum of hyperbolic planes and, therefore, even dimensional and up to isometry determined by its dimension.

**Proof.** It follows from Lemma 2.2.4 and its subsequent discussion that one can construct a basis of hyperbolic pairs. This is known as a symplectic basis. This fact and the orthogonal decomposition provided by Proposition 2.1.9 shows that every symplectic space is the orthogonal direct sum of hyperbolic planes and, therefore, even dimensional. Further, it is well known that any two hyperbolic planes are isometric [15]. Thus, up to isometry, there is only one distinct space of a given even dimension. \( \square \)
CHAPTER 3

THE UNITARY GROUP AND ITS GENERATORS

Chapter 1 established some key facts about the underlying finite field $K$, while Chapter 2 highlighted properties of the $\lambda$-hermitian spaces $(V, f)$ over $K$. Chapter 3 will now introduce the concept of the unitary group.

The chapter has two subsections. The first formalizes the notion of the unitary group of a $\lambda$-hermitian space, while the second defines some of the generating maps of the unitary group. Finally, the subsection concludes with some useful identities involving these generating maps.

1. The Unitary Group.

Let $K$ be a finite field of odd characteristic with involution $\ast$. View $K$ as a quadratic extension of its fixed field $K_0$. Let $V$ be an $n$ dimensional nonsingular $\lambda$-hermitian space over $K$ with $\lambda$-hermitian form $f$. Recall from the previous chapter that an isomorphism $\varphi$ from a $\lambda$-hermitian space $V$ to a $\lambda$-hermitian space $W$ which preserves the “distance” between vectors is called an isometry. The set of isometries from a space $V$ onto itself form a group with respect to composition.

3.1.1 Definition. Let $(V, f)$ be a $\lambda$-hermitian space. The collection of isometries from $V$ onto itself is called the unitary group of $V$, denoted $U(V)$.

If $V$ is a quadratic space (i.e. $\lambda = 1, \ast = 1$), then the unitary group $U(V)$ is called the orthogonal group $O(V)$. If $V$ is a symplectic space (i.e. $\lambda = -1, \ast = 1$), then $U(V)$ is called the symplectic group $Sp(V)$. Sometimes $U(V)$ will be referred to as $U_n(V)$ when information about dimension is pertinent. At other times $U(V)$ will be referred to as $U_f(V)$ when information about the $\lambda$-hermitian form $f$ is important.
Now when the involution * on \( K \) is the identity, \( \lambda \) must equal \( +1 \) or \( -1 \). This is because \( f(x,y)^* = f(x,y) = \lambda f(y,x) = \lambda \lambda f(x,y) \). Thus, \( f(x,y) = \lambda^2 f(x,y) \) for every \( x,y \in V \). Hence, \( \lambda = \pm 1 \). This, of course, gives rise to a quadratic space with its orthogonal group in the case \( \lambda = 1 \) and a symplectic space with its symplectic group when \( \lambda = -1 \).

Consider, then, when the involution on \( K \) is different from the identity. In this case, in fact, one can assume that \( \lambda = 1 \). For when * is not the identity, recall that Hilbert's Theorem 90 guarantees the existence of \( k \in K \) such that \( k(k^*)^{-1} = \lambda \) since \( \lambda \lambda^* = N(\lambda) = 1 \). Thus, one can replace the \( \lambda \)-hermitian \( f \) with the proportional form \( g = kf \). For \( x, y \in V \), one sees that \( g(x,y)^* = (kf(x,y))^* = k^* f(x,y)^* = k^* \lambda f(y,x) = kf(y,x) = g(y,x) \). Thus, \( g \) is a \( 1 \)-hermitian form.

Further, the following proposition shows that scaling the \( \lambda \)-hermitian form in this way does not affect the unitary group.

**3.1.2 Proposition.** Let \((V,f)\) be a \( \lambda \)-hermitian space and \( k \in K \). Then
\[ U_f(V) = U_{kf}(V). \]

**Proof.** Let \( \sigma \in U_f(V) \). That means \( f(\sigma(x),\sigma(y)) = f(x,y) \forall x,y \in V \). Thus, \( kf(\sigma(x),\sigma(y)) = kf(x,y) \). Hence, \( \sigma \in U_{kf}(V) \) and \( U_f(V) \subseteq U_{kf}(V) \).

Now consider \( \sigma \in U_{kf}(V) \). If \( \sigma \in U_{kf}(V) \), then \( kf(\sigma(x),\sigma(y)) = kf(x,y) \forall x,y \in V \). However, multiplying both sides of the equation by the field element \( k^{-1} \) gives \( f(\sigma(x),\sigma(y)) = f(x,y) \forall x,y \in V \). Thus, \( \sigma \in U_f(V) \) and \( U_{kf}(V) \subseteq U_f(V) \). Therefore, \( U_f(V) = U_{kf}(V) \). \( \square \)

**2. Generators of the Unitary Group.**

Let \( U_n(V) \) be the unitary group of an \( n \)-dimensional \( \lambda \)-hermitian space \((V,f)\) over a finite field \( K \) with involution \( * \neq 1 \). From Chapter 2, one observes that if \( n \geq 2 \) then the hyperbolic rank of \( V \) is at least one. Hence, \( V \) splits as

---

(Continued text follows)
\[ V = \mathbb{H} \perp L, \text{ where } \mathbb{H} \text{ is a hyperbolic plane with a hyperbolic pair } \{u, v\}, \text{ namely, } \mathbb{H} = Ku \oplus Kv \text{ with } f(u, u) = f(v, v) = 0 \text{ and } f(u, v) = 1. \]

With this structure in mind, the isometries to be used in the study of \( U(V) \) are now defined. Let \( \Delta \) denote the isometry such that \( \Delta(u) = v, \Delta(v) = \lambda^* u \) and \( \Delta|_L = 1 \). For nonzero \( \epsilon \) in \( K \) define \( \phi[\epsilon] \) in \( U(V) \) by \( \phi[\epsilon](u) = \epsilon u, \phi[\epsilon](v) = (\epsilon^*)^{-1} v \) and \( \phi[\epsilon]|_L = 1 \). Recall \( C = \{ c \in K \mid c + \lambda c^* = 0 \} \) from Chapter 1 and for \( c \) in \( C \) define a transvection \( T[u, c] \) in \( U(V) \) by

\[ T[u, c](z) = z + f(z, u) cu \text{ for } z \in V. \]

For \( x \) in \( L \) the Eichler transformation \( E[u, x] \) in \( U(V) \) is defined by

\[ E[u, x](z) = z - \lambda f(z, u)x + f(z, x)u - \lambda f(z, u)q(x)u \]

for \( z \in V \), where \( q(x) = 2^{-1}f(x, x). \) Similarly, define \( T[v, c] = \Delta T[u, c] \Delta^{-1} \) and \( E[v, x] = \Delta E[u, x] \Delta^{-1}. \) Finally, for a vector \( x \) in \( V \) with \( q(x) \neq 0 \), define the symmetry \( \tau[x] \) by the formula

\[ \tau[x](z) = z - f(z, x)q(x)^{-1}x \text{ for } z \in V. \]

The remainder of the chapter is devoted to establishing some identities involving the above isometries which will prove useful in Chapter 4.

3.2.1 Lemma. \( T[u, c]T[u, d] = T[u, c + d]. \)

Proof. For any \( z \in V, \)

\[ T[u, c](T[u, d](z)) = z + f(z, u)du + f(z + f(z, u)du, u)cu \]

\[ = z + f(z, u)du + f(z, u)cu + f(u, u)f(z, u)d^* cu \]

\[ = z + f(z, u)du + f(z, u)cu \] (since \( f(u, u) = 0 \))

\[ = z + f(z, u)(c + d)u \]

\[ = T[u, c + d](z). \quad \square \]
3.2.2 Lemma. \( \sigma T[u,c]\sigma^{-1} = T[\sigma(u),c] \), for any \( \sigma \in U(V) \).

Proof. For any \( z \in V \),

\[
(\sigma T[u,c]\sigma^{-1})(z) = \sigma(\sigma^{-1}(z) + f(\sigma^{-1}(z),u)cu) \\
= z + f(z,\sigma(u))c\sigma(u) \\
= T[\sigma(u),c](z). \quad \square
\]

3.2.3 Lemma. \( T[au,c] = T[u,a^*ca] \), for any \( a \in K \).

Proof. For any \( z \in V \),

\[
T[au,c](z) = z + f(z, au)cau \\
= z + f(z, u)a^*cau \\
= T[u,a^*ca](z). \quad \square
\]

Note here that there are corresponding lemmas to 3.2.2 and 3.2.3 involving \( T[u,c] \). Their verifications proceed exactly the same way by replacing \( u \) with \( v \). These corresponding lemmas will be referred to as 3.2.2' and 3.2.3' respectively.

3.2.4 Lemma. \( \phi[e]T[u,c]\phi[e]^{-1} = T[eu,c] \).

Proof.

\[
\phi[e]T[u,c]\phi[e]^{-1} = T[\phi[e](u),c] \text{ by Lemma 3.2.2} \\
= T[eu,c]. \quad \square
\]
3.2.5 Lemma. \(\phi[e]T[v, c]\phi[e]^{-1} = T[(e^*)^{-1}v, c]\).

Proof.

\[
\phi[e]T[v, c]\phi[e]^{-1} = T[\phi[e](v), c] \text{ by Lemma 3.2.2'}
\]

\[= T[(e^*)^{-1}v, c]. \qed\]

3.2.6 Lemma. \(\phi[e]A\phi[e]^{-1} = \phi[e^*e]A\).

Proof. Since all the maps here restrict to \(1_L\) on \(L\), it suffices to show that the maps agree on the basis vectors \(u\) and \(v\) of \(H\).

\[
\phi[e]A\phi[e]^{-1} : u \rightarrow e^{-1}u \rightarrow e^{-1}v \rightarrow e^{-1}((e^*)^{-1}v) = (e^*)^{-1}v
\]

\[
: v \rightarrow (e^*)v \rightarrow (e^*)(\lambda^*u) \rightarrow \lambda^*\epsilon u = \lambda^*e^*\epsilon u.
\]

\[
\phi[e^*e]A : u \rightarrow v \rightarrow ((e^*e)^*)^{-1}v = (e^*)^{-1}v
\]

\[
: v \rightarrow \lambda^*u \rightarrow \lambda^*\epsilon u. \qed
\]

3.2.7 Lemma. \(\phi[a]\phi[b] = \phi[b]\phi[a]\).

Proof. Here again all maps restrict to \(1_L\) on \(L\); thus, agreement on \(u\) and \(v\) need only be shown.

\[
\phi[a]\phi[b] : u \rightarrow bu \rightarrow bau = abu
\]

\[
: v \rightarrow (b^*)^{-1}v \rightarrow (b^*)^{-1}(a^*)^{-1}v = ((ab)^*)^{-1}v
\]

\[
\phi[b]\phi[a] : u \rightarrow au \rightarrow abu
\]

\[
: v \rightarrow (a^*)^{-1}v \rightarrow (a^*)^{-1}(b^*)^{-1}v = ((ab)^*)^{-1}v. \qed
\]
3.2.8 Lemma. \( E[u, x + y] = E[u, x]E[u, y] \) if \( f(x, y) = f(y, x) \).

Proof. For any \( z \in V \),

\[
\begin{align*}
E[u, x](E[u, y](z)) &= E[u, y](z) - \lambda f(E[u, y](z), u)x \\
&\quad + f(E[u, y](z), x)u - \lambda f(E[u, y](z), u)q(x)u \\
&= z - \lambda f(z, u)y + f(z, y)u - \lambda f(z, u)q(y)u \\
&\quad - \lambda f(z - \lambda f(z, u)y + f(z, y)u - \lambda f(z, u)q(y)u, u)x \\
&\quad + f(z - \lambda f(z, u)y + f(z, y)u - \lambda f(z, u)q(y)u, x)u \\
&\quad - \lambda f(z - \lambda f(z, u)y + f(z, y)u - \lambda f(z, u)q(y)u, u)q(x)u \\
&= z - \lambda f(z, u)y + f(z, y)u - \lambda f(z, u)q(y)u \\
&\quad - \lambda f(z, u)x \\
&\quad + f(z, x)u - \lambda f(z, u)f(y, x)u \\
&\quad - \lambda f(z, u)q(x)u \\
\end{align*}
\]

(since \( f(u, u) = f(u, x) = f(x, u) = f(u, y) = f(y, u) = 0 \))

\[
\begin{align*}
&= z - \lambda f(z, u)(x + y) + f(z, x + y)u - \lambda f(z, u)q(x + y)u \\
&\quad \text{(since } f(y, x) = f(x, y)\text{)} \\
&= E[u, x + y](z). \quad \square
\end{align*}
\]
3.2.9 Lemma. \( \sigma E[u, x] \sigma^{-1} = E[\sigma(u), \sigma(x)] \), for any \( \sigma \in U(V) \).

Proof. For any \( z \in V \),
\[
\sigma E[u, x] \sigma^{-1}(z) = \sigma(\sigma^{-1}(z) - \lambda f(\sigma^{-1}(z), u)x + f(\sigma^{-1}(z), x)u
- \lambda f(\sigma^{-1}(z), u)q(x)u
= z - \lambda f(z, \sigma(u))\sigma(x) + f(z, \sigma(x))\sigma(u)
- \lambda f(z, \sigma(u))q(x)\sigma(u)
= E[\sigma(u), \sigma(x)](z). \quad \Box
\]

3.2.10 Lemma. \( E[au, x] = E[u, a^*x] \), for any \( a \in K \).

Proof. For any \( z \in V \),
\[
E[au, x](z) = z - \lambda f(z, au)a^*x + f(z, x)au - \lambda f(z, au)q(x)au
= z - \lambda f(z, u)a^*x + f(z, a^*x)u - \lambda f(z, u)a^*aq(x)u
= z - \lambda f(z, u)a^*x + f(z, a^*x)u - \lambda f(z, u)a^*xu
= E[u, a^*x](z). \quad \Box
\]

Again, there are corresponding lemmas involving \( E[v, x] \) which are found by replacing \( u \) by \( v \) in Lemmas 3.2.9 and 3.2.10. These will be referred to as 3.2.9' and 3.2.10'.

3.2.11 Lemma. \( \phi[e] E[u, x] \phi[e]^{-1} = E[u, e^*x] \).

Proof.
\[
\phi[e] E[u, x] \phi[e]^{-1} = E[\phi[e](u), \phi[e](x)] \text{ by Lemma 3.2.9}
= E[eu, x] \text{ since } x \in L
= E[u, e^*x] \text{ by Lemma 3.2.10}. \quad \Box
\]
3.2.12 Lemma. $\phi[\epsilon]E[v, x]\phi[\epsilon]^{-1} = E[v, \epsilon^{-1}x]$.

Proof.

$$\phi[\epsilon]E[v, x]\phi[\epsilon]^{-1} = E[\phi[\epsilon](v), \phi[\epsilon](x)] \text{ by Lemma 3.2.9'}$$

$$= E[(\epsilon^*)^{-1}v, x] \text{ since } x \in L$$

$$= E[v, \epsilon^{-1}x] \text{ by Lemma 3.2.10'}. \qed$$
CHAPTER 4

TWO-ELEMENT GENERATION OF $U(V)$

Now that all of the necessary framework for the underlying finite field, the $\lambda$-hermitian space over this field and the space's unitary group has been established, Chapter 4 provides a detailed discussion of the paper's main result. The chapter two subsections separate some preliminary information and statement of the main theorem from the theorem's proof.

1. Preliminaries.

Let $K$ be a finite field of odd characteristic with involution $*$. Thus $|K| = q = p^m$ for some odd prime $p$ and natural number $m$. Recall from Chapter 1 that $K$ is a quadratic extension field of $K_0$, the fixed field of $*$. In this context, when $* \neq 1$, $*$ is the Fröbenius automorphism $\sigma$ defined by $\sigma(a) = a^\ell$ for $a \in K$ where $|K_0| = \ell$. Let $\alpha, \beta$ be fixed generators of the multiplicative cyclic groups $K$ and $K_0$ respectively. Moreover, let $(V, f)$ be an $n$-dimensional, nonsingular $\lambda$-hermitian space over $K$ with its unitary group $U_n(V)$.

Further, it is assumed that $n \geq 2$. This is due to the fact that $U_1(V)$ is cyclic and, thus, has a single generating element. To see this, consider that for an isometry $\varphi$ in $U_1(V)$, $\varphi$ must be defined for $z \in V$ by $\varphi(z) = az$ where $a \in K$ such that $N(a) = aa^* = 1$. In this case, $f(\varphi(x), \varphi(y)) = f(ax, ay) = aa^*f(x, y) = f(x, y)$ for all $x, y \in V$. Thus, there is a canonical isomorphism between the isometries of $U_1(V)$ and the elements of norm 1 in $K$. Let $G$ be the subset of $K$ containing elements of norm 1 in $K$. Let $G$ be the subset of $K$ containing elements of norm 1 in $K$. For $a, b \in G$, $(ab^{-1})^*ab^{-1} = a^*(b^{-1})^*ab^{-1} = a^*a(b^{-1})^*b^{-1} = (b^*b)^{-1} = 1^{-1} = 1$. Hence, $G$ is a multiplicative subgroup of the
multiplicative, cyclic group $K$ and is, therefore, cyclic. This, of course, means $U_1(V)$ is cyclic as well.

The problem of two-generating unitary groups for $n \geq 2$ has been shown in part by the works of Ishibashi [12], Earnest and Ishibashi [7], and Earnest et. al. [2]. In [12], Ishibashi proved that if $(V, f)$ is a nonsingular, isotropic, $\lambda$-hermitian space over a finite field of odd characteristic with involution $*$, then the unitary group $U(V)$ is generated by three elements. Further, in fact, he proved that when the unitary group is the symplectic group $Sp(V)$ then $U(V)$ is generated by just two elements. His result is worded below for further reference.

**4.1.1 Theorem.** (Ishibashi) $U(V)$ is generated by 3 elements and $U(V) = Sp(V)$ is generated by 2 elements.

In [7] and [2], the case where the unitary group is the orthogonal group was considered. Here, the restrictions of isotropy and characteristic were removed. The following refinement of theorem 4.1.1 was achieved.

**4.1.2 Theorem.** (Earnest/Ishibashi et.al) $U(V) = O(V)$ is generated by two elements.

In this chapter, it is Theorem 4.1.1 which is again further refined with the following result.

**4.1.3 Theorem.** $U(V)$ is generated by two elements.

Although the unitary groups of Theorem 4.1.3 are still restricted to $\lambda$-hermitian spaces over finite fields of characteristic not two, the $\lambda$-hermitian spaces no longer need the explicit assumption of isotropy. Recall from Chapter 3 that unitary groups of symplectic, quadratic and $\lambda$-hermitian spaces where $* \neq 1$ are all that is necessary to consider. Isotropy for all symplectic spaces was shown
in Chapter 2. Also, the two-generation problem of orthogonal groups for isotropic as well as anisotropic quadratic spaces was solved by Theorem 4.2.2. Finally, for \( n = 2 \), a \( \lambda \)-hermitian space where \( * \neq 1 \) is isometric to the hyperbolic plane by the discussions subsequent to Propositions 2.3.4 and 2.2.4 respectively. Thus for dimensions greater than 2, a \( \lambda \)-hermitian space where \( * \neq 1 \) splits as \( \mathbb{H} \perp L \).

Further, Proposition 2.3.4 allows for the assumption that \( L \) has an orthogonal basis such that \( L \cong (a, a, \ldots, a) (n - 2) \) a's for some \( a \in K \). If \( X = \{x_1, x_2, \ldots, x_{n-2}\} \) is such a base for \( L \), then one can define an isometry in \( U(L) \) which permutes these basis vectors since \( f(x_i, x_i) = f(x_j, x_j) = a \) for any choice of \( i \) and \( j \). These kinds of isometries will prove to be particularly useful in generating the unitary group of a hermitian space.

2. Proof of the Main Theorem.

The proof of Theorem 4.1.3 breaks down into three parts. The first part is when \( * = 1 \) and \( \lambda = -1 \) (i.e. \( U(V) = Sp(V) \)). This part is proven by Theorem 4.1.1. Part 2 is when \( * = 1 \) and \( \lambda = 1 \). (i.e. \( U(V) = O(V) \)). Part 2 is proven by Theorem 4.1.2. The third part boils down to \( * \neq 1 \). That is, when \( U(V) \neq Sp(V) \) and \( U(V) \neq O(V) \).

It is part 3 to which the remainder of this chapter is devoted to achieving. The proof of part 3 breaks down into three cases based on the dimension \( n \) of \( V \) over \( K \). They are \( n = 2 \), \( n > 2 \) even, and \( n > 3 \) odd. The odd dimensional case will be treated first because of its relative simplicity.

4.2.1 Lemma. Let \( x \in L \) and \( \sigma \in U(L) \). Then the subgroup generated by \( \phi[a] \) and \( \Delta E[u, x]\sigma \) contains \( \Delta \sigma \) and \( E[v, Kx] \).

Proof. Let \( G = \langle \phi[a], \Delta E[u, x]\sigma \rangle \).
First, the following conjugation will be shown by induction:

\[ \phi[\alpha]^i \Delta E[u, x] \sigma \phi[\alpha]^{-i} = \phi[\alpha^* \alpha]^i \Delta E[u, (\alpha^*)^i x] \sigma. \]  

(1)

Let \( i = 1 \). \( \phi[\alpha] \Delta E[u, x] \sigma \phi[\alpha]^{-1} \)

\[ = \phi[\alpha] \Delta \phi[\alpha]^{-1} \phi[\alpha] E[u, x] \phi[\alpha]^{-1} \phi[\alpha] \sigma \phi[\alpha]^{-1} \]

\[ = \phi[\alpha^* \alpha] \Delta E[u, \alpha^* x] \sigma \] by Lemmas 3.2.6 and 3.2.11.

Now suppose \( \phi[\alpha]^{i-1} \Delta E[u, x] \sigma \phi[\alpha]^{-i+1} = \phi[\alpha^* \alpha]^{i-1} \Delta E[u, (\alpha^*)^{i-1} x] \sigma. \)
Consider \( \phi[\alpha]^i \Delta E[u, x] \sigma \phi[\alpha]^{-i} \).

\[ \phi[\alpha]^i \Delta E[u, x] \sigma \phi[\alpha]^{-i} = \phi[\alpha] \phi[\alpha]^{i-1} \Delta E[u, x] \sigma \phi[\alpha]^{-i+1} \phi[\alpha]^{-1} \]

\[ = \phi[\alpha] \phi[\alpha^* \alpha]^{i-1} \Delta E[u, (\alpha^*)^{i-1} x] \sigma \phi[\alpha]^{-1} \] (by the inductive hypothesis)

\[ = \phi[\alpha^* \alpha]^{i-1} \phi[\alpha] \Delta E[u, (\alpha^*)^{i-1} x] \sigma \phi[\alpha]^{-1} \] (by Lemma 3.2.7)

\[ = \phi[\alpha^* \alpha]^i \Delta E[u, (\alpha^*)^i x] \sigma \] as in the case \( i = 1 \).

Thus, equation (1) is true for every \( i \geq 1 \). But, \( \phi[\alpha^* \alpha] = \phi[\alpha^* \alpha] = \phi[\alpha^{\ell+1}] \phi[\alpha^\ell+1] \). Hence, for every \( i \geq 1 \), \( \phi[\alpha]^i \Delta E[u, x] \sigma \phi[\alpha]^{-i} = \phi[\alpha]^{(\ell+1)i} \Delta E[u, \alpha^{\ell i} x] \sigma. \)
However, this implies \( \Delta E[u, \alpha^{\ell i} x] \sigma \in G \) for every \( i \geq 1 \). Therefore, \( \Delta E[u, \hat{K} x] \sigma \subseteq G. \)

So, for \( \gamma \in \hat{K}, (\Delta E[u, 2\gamma x] \sigma)(\Delta E[u, \gamma x] \sigma)^{-1} \in G, \) since the characteristic of \( K \) is not 2. But \( (\Delta E[u, 2\gamma x] \sigma)(\Delta E[u, \gamma x] \sigma)^{-1} \)

\[ = \Delta E[u, 2\gamma x] \sigma \sigma^{-1} E[u, -\gamma x] \Delta^{-1} = \Delta E[u, 2\gamma x] E[u, -\gamma x] \Delta^{-1} \]

\[ = \Delta E[u, \gamma x] \Delta^{-1} \] (by Lemma 3.2.8 since \( f(2\gamma x, -\gamma x) = -2\gamma \gamma^* f(x, x) \)

\[ = f(-\gamma x, 2\gamma x) \)

\[ = E[v, \gamma x] \] by Lemma 3.2.9. Whence, \( E[v, \hat{K} x] \subseteq G. \)

Moreover, \( E[v, 0x] = 1 \in G. \) Thus \( E[v, \hat{K} x] \subseteq G. \)
Finally, $E[v, -x] \triangle E[u, x] \sigma \in G$. However, $E[v, -x] \triangle E[u, x] \sigma = E[v, -x] \triangle E[u, x] \triangle^{-1} \triangle \sigma = E[v, -x] E[v, x] \triangle \sigma = \triangle \sigma$. □

4.2.2 Proposition. Let $n \geq 3$ be odd. Then $U_n(V)$ is generated by $\phi[\alpha]$ and $\Delta E[u, x_1] \sigma$ where $\sigma: x_1 \to x_2 \to \cdots \to x_{n-2} \to x_1$ for some orthogonal basis of $L$ with $f(x_i, x_i) = f(x_j, x_j), 1 \leq i, j \leq n - 2$.

Proof. Let $G = \langle \phi[\alpha], \Delta E[u, x_1] \sigma \rangle$. By Lemma 4.2.1, $\Delta \sigma$ and $E[v, Kx_1]$ are contained in $G$. It suffices to show that $E[u, x_1]$ is also contained in $G$, since it is already known that $U_n(V) = \langle \phi[\alpha], \Delta \sigma, E[u, x_1] \rangle$ by [12; Proposition 3.2] in this case.

Now, $E[v, Kx_1] \subseteq G$ implies that $E[v, \lambda^{-1} x_1] \in G$. Conjugating this element by $\Delta \sigma$, one gets

$$\Delta \sigma E[v, \lambda^{-1} x_1](\Delta \sigma)^{-1} = \Delta \sigma E[v, \lambda^{-1} x_1] \sigma^{-1} \Delta^{-1} = \Delta E[v, \lambda^{-1} x_2] \Delta^{-1} = E[\lambda^* u, \lambda^{-1} x_2] \text{ by Lemma 3.2.9}$$

$$= E[u, \lambda \lambda^{-1} x_2] \text{ by Lemma 3.2.10}$$

$$= E[u, x_2] \in G.$$ 

Continuing this conjugation process will yield $E[u, Kx_i]$ and $E[v, Kx_i]$ for $i = 1, 2, \ldots, n - 2$. Thus, $G$ contains $E[u, x_1]$ which completes the proof. □

4.2.3 Lemma. Let $x, y \in L$ with $f(x, y) = f(y, x) = 0$ and $\sigma \in U(L)$, then the subgroup generated by $\phi[\alpha] \tau[x]$ and $\Delta E[u, y] \sigma$ contains $\Delta \sigma$ and $E[v, Ky]$. 

Proof. Let $G = \langle \phi[\alpha] \tau[x], \Delta E[u, y] \sigma \rangle$. Again, consider the conjugation $(\phi(\alpha) \tau[x])^i \Delta E(u, y) \sigma (\phi(\alpha) \tau[x])^{-i}$ which is contained in $G$.

$$(\phi[\alpha] \tau[x])^i \Delta E[u, y] \sigma (\phi[\alpha] \tau[x])^{-i} = \phi[\alpha]^i \tau[x]^i \Delta E[u, y] \sigma \tau[x]^{-i} \phi[\alpha]^{-i},$$

since $\phi[\alpha] \in U(H)$ and $\tau[x] \in U(L)$ and, thus, $\phi[\alpha] \tau[x] = \tau[x] \phi[\alpha]$. Therefore,
\(\tau[x]^i \phi[\alpha]^i \Delta E[u, y] \sigma \phi[\alpha]^{-i} \tau[x]^{-i}\) is obtained by the conjugation. But this is equal to \(\tau[x]^i \phi[\alpha]^i \Delta E[u, \alpha^\ell y] \sigma \tau[x]^{-i}\) as previously shown in Lemma 4.2.1.

Thus, if \(i\) is even, one has \(\phi[\alpha]^i \Delta E[u, ay] \sigma\) where \(a \in \bar{K}^2\) since \(li\) is even. However, this is \((\phi[\alpha] \tau[x])^i \Delta E[u, ay] \sigma\) since \((\ell + 1)i\) is even. This implies that \(\Delta E[u, ay] \sigma \in G\). Since this can be done for any even integer, \(\Delta E[u, \bar{K}^2 y] \sigma \subseteq G\).

Now, if \(i\) is odd, then \(\tau[x]^i \phi[\alpha]^i \Delta E[u, \alpha^\ell y] \sigma \tau[x]^{-i} = \tau[x] \phi[\alpha]^i \Delta E[u, \alpha^\ell y] \sigma \tau[x]\). Further, since \(\ell\) is odd, \(\tau[x] \phi[\alpha]^i \Delta E[u, \alpha^\ell y] \sigma \tau[x]\)

\((\phi[\alpha] \tau[x])^i \tau[x] \Delta E[u, \alpha^\ell y] \sigma \tau[x]\). This implies that \(\tau[x] \Delta E[u, by] \sigma \tau[x]\) is contained in \(G\) where \(b \in \bar{K} \setminus \bar{K}^2\).

Let \(\gamma \in \bar{K}^2\). If \(\gamma \in \bar{K}^2\), then \(2\gamma \in \bar{K}^2\) since \(K\) has odd characteristic and \(2 \in \bar{K}_0 \subseteq \bar{K}^2\) (Lemma 1.2.8). So \((\Delta E[u, 2\gamma y] \sigma)(\Delta E[u, \gamma y] \sigma)^{-1} = E[v, \gamma y]\) is contained in \(G\) as shown in Lemma 4.2.1.

Let \(\gamma \in \bar{K} \setminus \bar{K}^2\). If \(\gamma \in \bar{K} \setminus \bar{K}^2\), then \(2\gamma \in \bar{K} \setminus \bar{K}^2\) as above.

\(\tau[x] \Delta E[u, 2\gamma y] \sigma \tau[x] \tau[x] \Delta E[u, \gamma y] \sigma \tau[x]\)\(^{-1}\)

\(= \tau[x] \Delta E[u, \gamma y] \sigma \Delta^{-1} \tau[x]\) by Lemma 3.2.8

\(= \tau[x] E[v, \gamma y] \tau[x]\) by Lemma 3.2.9

\(= E[v, \gamma y] \in G\) since \(f(x, y) = f(y, x) = 0\).

Therefore, \(E[v, Ky]\) is again a subset of \(G\).

Finally, \(E[v, -y] \Delta E[u, y] \sigma \in G\) since \(1 \in \bar{K}^2\) and \(E[v, -y] \Delta E(u, y) \sigma = \Delta \sigma\)

as in Lemma 4.2.1 which ends the proof. \(\Box\)
4.2.4 Proposition. Let \( n > 2 \) be even. Assume that \(-\lambda = \alpha^{2k+1}\) for some natural number \( k \) or \( k = 0 \). Then \( U_n(V) \) is generated by \( \phi[\alpha] \tau[x_1 - x_{n-2}] \) and \( \Delta E[u, x_2] \sigma \) where \( \sigma : x_1 \to x_2 \cdots \to x_{n-2} \to x_1 \).

Proof. Let \( G = \langle \phi[\alpha] \tau[x_1 - x_{n-2}], \Delta E[u, x_2] \sigma \rangle \). By Lemma 4.2.3, \( G \) contains \( \Delta \sigma \) and \( E[v, Kx_2] \). It only remains to show that \( G \) contains \( E[u, x_1] \), since \( U_n(V) = \langle \phi[\alpha] \tau[x_1 - x_{n-2}], \Delta \sigma, E[u, x_1] \rangle \) as proven in [12; Proposition 3.3].

Employing the strategy of conjugation by \( \Delta \sigma \), one sees

\[
(\Delta \sigma)E[v, Kx_2](\Delta \sigma)^{-1} = \Delta \sigma E[v, Kx_2] \sigma^{-1} \Delta^{-1} = \Delta E[v, Kx_3] \Delta^{-1} = E[\lambda^* u, Kx_3] = E[u, \lambda Kx_3].
\]

Again, the last two equalities come by way of Lemmas 3.2.9 and 3.2.10 as in Proposition 4.2.2. Moreover, \( E[u, \lambda Kx_3] = E[u, Kx_3] \) since \( \lambda \in K \).

By repeating the conjugation and using the fact that \( n - 2 \) is even since \( n \) is even, it follows that \( G \) contains \( E[v, Kx_i] \) where \( i = 2, 4, \ldots, n - 2 \) and \( E[u, Kx_j] \) where \( j = 1, 3, \ldots, n - 3 \). Thus, \( E[u, Kx_1] \) is contained in \( G \). So, \( E[u, x_1] \) is an element of \( G \).

Note that Lemma 4.2.3 cannot be applied directly when \( n = 4 \), for then \( n - 2 = 2 \) and \( f(x_1 - x_2, x_2) \neq 0 \). However, it can be seen from the proof of that lemma that \( E[v, \gamma x_2] \in G \) for all \( \gamma \in \hat{K}^2 \). In particular, \( E[v, x_2] \in G \), and so \( E[v, x_2]^{-1} = E[v, -x_2] \in G \). Then \( E[v, -x_2] \Delta E[u, x_2] \sigma = \Delta E[u, -x_2] E[u, x_2] \sigma = \Delta \sigma \in G \). Finally, \( (\Delta \sigma)^{-1} E[v, x_2](\Delta \sigma) = E[u, x_1] \in G \) by Lemma 3.2.9.

\[ \square \]

4.2.5 Proposition. Let \( n > 2 \) be even. Assume that \(-\lambda = \alpha^{2k}\) for some natural number \( k \) or \( k = 0 \). Then \( U_n(V) \) is generated by \( \phi[\alpha] \tau[x_1 - x_{n-2}] \) and \( \Delta E[u, x_2] \sigma \) where \( \sigma : x_1 \to x_2 \to \cdots \to x_{n-3} \to x_1 \).

Proof. Again, let \( G = \langle \phi[\alpha] \tau[x_1 - x_{n-2}], \Delta E[u, x_2] \sigma \rangle \). The proof proceeds exactly the same as that in Proposition 4.2.4. Note here, however, that when conjugating
by \( \Delta \sigma \), one gets \( E[v, Kx_i] \) where \( i = 2, 4, \ldots, n - 4 \) and \( E[u, Kx_j] \) where \( j = 3, \ldots, n - 3 \) contained in \( G \). When \( E[u, Kx_{n-3}] \) is conjugated by \( \Delta \sigma \), it follows that \( E[v, Kx_1] \) is contained in \( G \). Repeating the conjugation on this second pass puts \( E[v, Kx_m] \) where \( m = 1, 3, \ldots, n - 3 \) and \( E[u, Kx_r] \) where \( r = 2, 4, \ldots, n - 4 \) in \( G \). Thus, conjugating \( E[v, Kx_{n-3}] \) by \( \Delta \sigma \) on this second pass places the desired \( E[u, Kx_1] \) in \( G \).

As in the proof of Proposition 4.2.4, the case \( n = 4 \) needs to be treated separately. Note that in this case \( \sigma = 1_L \). As before, it has been shown that \( E[v, x_2] \in G \). This implies that \( E[v, -x_2] \in G \) and \( E[v, -x_2] \Delta E[u, x_2] = \Delta E[u, -x_2] E[u, x_2] = \Delta \in G \). As \( \tau[x_1 - x_2] = \tau[x_2 - x_1] \), it follows from Proposition 3.4 of [12] that \( U_n(V) = \langle \phi[\alpha] \tau[x_1 - x_2], \Delta, E[u, x_2] \rangle \). So it remains only to show that \( E[u, x_2] \in G \). But \( E[u, x_2] = \Delta^{-1} E[v, x_2] \Delta \in G \), since \( E[v, x_2] \in G \) and \( \Delta \in G \). \( \square \)

Finally, in the two dimensional case, it suffices to only look at the generators of \( U(\mathbb{H}) \). Recall from the previous two chapters that if \( dim V = 2 \), \( V = \mathbb{H} \). In this case, the following result is obtained.

**4.2.6 Proposition.** If \( C = \{0\} \), then \( U(\mathbb{H}) = \langle \Delta, \phi[\alpha] \rangle \); otherwise \( U(\mathbb{H}) = \langle \phi[\alpha], \Delta T[u, c] \rangle \) where \( c \) is any nonzero element of \( C \).

**Proof.** In [10; Lemma 2.3], Ishibashi showed that if \( C = \{0\} \), then \( U(\mathbb{H}) = \langle \Delta, \phi[\alpha] \rangle \) and if \( C \neq \{0\} \), then \( U(\mathbb{H}) = \langle \Delta, \phi[\alpha], T[u, c] \rangle \) where \( c \in \hat{C} \). It will be shown that in this latter case \( U(\mathbb{H}) = \langle \phi[\alpha], \Delta T[u, c] \rangle \).

So let \( C \) contain \( c \neq 0 \). As shown in Chapter 1, \( \hat{C} = \{c\beta^i \mid i = 1, 2, \ldots, \ell - 1\} \) where \( \beta \) is a fixed generator of \( K_0 \). Thus, \( T[u, \hat{C}] = \{T[u, \beta^i c] \} \). However, consider
the conjugation of $\Delta T[u, c]$ by $\phi[\beta]$.

\[
\phi[\beta] \Delta T[u, c] \phi[\beta]^{-1} = \phi[\beta] \Delta \phi[\beta]^{-1} \phi[\beta] T[u, c] \phi[\beta]^{-1}
\]

\[
= \phi[\beta^* \beta] \Delta T[\beta u, c] \text{ by Lemmas 3.2.6 and 3.2.4}
\]

\[
= \phi[\beta^2] \Delta T[u, \beta^2 c] \text{ by Lemma 3.2.3 and since } \beta \in K_0.
\]

Suppose $\phi[\beta]^{-1} \Delta T[u, c] \phi[\beta]^{-1+1} = \phi[\beta^{2(i-1)}] \Delta T[u, \beta^{2(i-1)}] c]$. Consider $\phi[\beta]^i \Delta T[u, c] \phi[\beta]^{-i}$.

\[
\phi[\beta]^i \Delta T[u, c] \phi[\beta]^{-i} = \phi[\beta] \phi[\beta]^{-i \Delta T[u, c] \phi[\beta]^{-i+1} \phi[\beta]^{-1}
\]

\[
= \phi[\beta^2(i-1)] \Delta T[u, \beta^{2(i-1)} c] \phi[\beta]^{-1} \text{ (by the inductive supposition)}
\]

\[
= \phi[\beta^{2(i-1)}] \phi[\beta^2] \Delta T[u, \beta^{2(i-1)} c] \phi[\beta]^{-1} \text{ (by Lemma 3.2.7)}
\]

\[
= \phi[\beta^{2(i-1)}] \phi[\beta^2] \Delta T[u, \beta^{2^2(i-1)} c] \text{ (as above)}
\]

\[
= \phi[\beta^{2i}] \Delta T[u, \beta^{2i} c]
\]

\[
= \phi[\beta]^{2i} \Delta T[u, \beta^{2i} c].
\]

Hence, $\phi[\beta]^i \Delta T[u, c] \phi[\beta]^{-i} = \phi[\beta]^{2i} \Delta T[u, \beta^{2i} c]$ for every integer $i \geq 1$ by induction.

This implies that for any $i \geq 1$, $\Delta T[u, \beta^{2i} c]$ is an element of $\langle \phi[\beta], \Delta T[u, c] \rangle$. Further, let $r$ and $s$ be arbitrary even integers, then $\langle \phi[\beta], \Delta T[u, c] \rangle$ contains $(\Delta T[u, \beta^r c])^{-1} \Delta T[u, \beta^s c]) = T(u, -\beta^s c) \Delta^{-1} \Delta T(u, \beta^r c) = T(u, (\beta^r - \beta^s) c)$. Thus, $T(u, E_{K_0} c) \subseteq \langle \phi[\beta], \Delta T[u, c] \rangle$.

If $E_{K_0} = K_0$, then $T[u, K_0 c] = T(u, C) \subseteq \langle \phi[\beta], \Delta T[u, c] \rangle$ by Lemma 1.2.10. Specifically, $T[u, c] \in \langle \phi[\beta], \Delta T[u, c] \rangle$. This, of course, implies that $\Delta \in \langle \phi(\beta), \Delta T(u, c) \rangle$. Moreover, since $\beta$ is contained in the multiplicative cyclic group,
generated by $\alpha$, it follows that $\{\Delta, T[u, c]\} \subseteq (\phi[\alpha], \Delta T[u, c])$. This provides the result.

If $E_{K_0}\setminus\{\pm 1\}$, then for $|K_0| > 3$, there exists $\delta \in K_0$ such that $\delta \neq \pm 1$. Thus, $T[u, \delta c]$ and $T[u, (1 - \delta)c]$ are elements of $T[u, E_{K_0}c]$. Then $T[u, \delta c]T[u, (1 - \delta)c] = T[u, c] \in (\phi[\beta], \Delta T[u, c])$ by Lemma 3.2.1. Hence, the argument proceeds as before and $U(H) = (\phi[\alpha], \Delta T[u, c])$.

Therefore, consider the case when $|K_0| = 3$. Then $K_0 \cong \{-1, 0, 1\}$ and for ease of discussion, take $K_0 = \{-1, 0, 1\}$. Suppose, then, that $K$ is a two dimensional extension of $\{-1, 0, 1\}$. Here, $K$ is a field with 9 elements. In this case also, $\beta = -1$. Now, $N(\alpha) = \alpha \alpha^* = \pm 1$, since the norm map is surjective. But $N(\alpha) = 1$ implies that $N(x) = 1$ for all $x \in K$. Thus, $N(\alpha) = -1 = \beta$.

Consider the following conjugation.

$$\phi[\alpha] \Delta T[u, c] \phi[\alpha]^{-1} = \phi[\alpha] \Delta \phi[\alpha]^{-1} \phi[\alpha] T[u, c] \phi[\alpha]^{-1} = \phi[\alpha] \Delta T[u, c] \phi[\alpha]^{-1} = \phi(\beta) \Delta T(u, \beta c).$$

But this implies that $\Delta T[u, \beta c] = \Delta T[u, -c]$ is contained in $(\phi[\alpha], \Delta T[u, c])$ as before. That means $(\Delta T[u, c])^{-1}(\Delta T[u, -c]) = T[u, -c] \Delta^{-1} \Delta T[u, -c] = T[u, -c] T[u, -c] = T[u, c]$ is an element of $(\phi[\alpha], \Delta T[u, c])$. Again, this puts $\Delta$ in $(\phi[\alpha], \Delta T[u, c])$ and $U(H) = (\phi[\alpha], \Delta T[u, c])$. This completes the proof of Proposition 4.2.6. □

Theorem 4.1.3 is now clear by Theorems 4.1.1 and 4.1.2 and Propositions 4.2.2, 4.2.4, 4.2.5, and 4.2.6.
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