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ABSTRACT

This report documents work performed over the period 1 January 1998 to 31 December 1998 on a MURI under the Office of Naval Research Contract N00014-96-1-1173. The topic “Acoustic Transduction Materials and Devices” brings together groups in the Materials Research Laboratory (MRL), the Applied Research Laboratory (ARL), and the Center for Acoustics and Vibrations (CAV) at Penn State.

Research on the program is adequately represented in the 80 technical appendices.

Outstanding accomplishments include:

Exploration of several new relaxor ferroelectric perovskite solid solution with morphotropic phase boundaries. New evidence of the onset of nonlinearity in soft donor doped PZTs at surprisingly low (1V/cm) fields. Confirmation of the relaxor phase induced by electron irradiation in PVDF-TrFE copolymers, and a processing method which permits very high (4%) electrostrictive strain in the transverse direction, vital for the practical use in actuator systems. In composite transducer, “first fruits” of the cooperative program are cymbal arrays which form most effective acoustic projectors, and a new “dog bone” design which permits deeper submergence for the cymbal. Agile transducers, the 3-D acoustic intensity probe and high force high strain torsional and step and repeat systems continue to make excellent progress. In actuator studies true acoustic emission is proving to be an excellent tool in reliability studies and a new design of small-scale (mini) piezoelectric motor shows outstanding performance. Thick thin film studies and are now “gearing up” for the development of the mini tonpilz arrays. New combinations of ultrasonic and resonance methods appear to offer unique capability for complete characterization of ferroelectric piezoelectric materials.

The mode of presentation of the report emphasis the outstanding progress made in published research. It is important to also document that the slower and more painstaking development of practical transducer systems in the cymbal and mini tonpilz arrays is progressing very favorably.
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APPENDIX  67
phase development and electrical property analysis of pulsed laser deposited Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3$–PbTiO$_3$ (70/30) epitaxial thin films

J.-P. Maria, W. Hackenberger, and S. Trolle-K McKinstry

Materials Research Laboratory, Materials Science and Engineering Department, The Pennsylvania State University, University Park, Pennsylvania 16802

(Received 18 March 1998; accepted for publication 20 July 1998)

(001)-oriented heterostructures consisting of LaA$_2$O$_3$ substrates, SrRuO$_3$ bottom electrodes, and Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3$–PbTiO$_3$ (PMN-PT) films, were deposited by pulsed laser deposition from Pb-enriched ceramic targets. The epitaxial growth of all layers was confirmed by four-circle x-ray diffraction. Film growth was carried out over a wide range of processing space where substrate temperature, ambient pressure, and laser parameters were varied in order to determine suitable conditions for producing high quality crystals with good electrical properties. In general, strong similarities were observed between thin film and ceramic processing of the same compositions. The associated pyrochlore phase was very difficult to avoid and, in the absence of excess Pb-containing second phases, could only be done at very high temperatures and high oxygen/ozone pressures for films on LaA$_2$O$_3$ substrates. When deposited at temperatures below approximately 640 °C, PMN-PT films grown from lead-enriched targets exhibited depressed ferroelectric transition temperatures. For depositions at or above 660 °C, the electrical properties approached those of bulk single crystals. In particular, films showed room temperature dielectric constants greater than 1500, well developed Curie-Weiss behavior, and remnant polarization values between 13 and 20 μC/cm$^2$.

© 1998 American Institute of Physics. [S0021-8979(98)08520-X]

I. INTRODUCTION

Recently, ultralarge piezoelectric responses have been observed in single crystal solid solutions of relaxor-ferroelectric perovskites and PbTiO$_3$: the specific systems being Pb$_{1-x}$Mg$_x$O$_3$–PbTiO$_3$ (PMN-PT) and Pb$_{1-x}$Zr$_x$O$_3$–PbTiO$_3$ (PZN-PT). Optimized electromechanical properties are observed for compositions just on the rhombohedral side of the morphotropic phase boundary. Piezoelectric $d_{33}$ coefficients of 2500 pC/N and unipolar strains as large as 1.7% have been observed when PZN-0.09 PT crystals were measured along (100) type directions, even though the polar axis of these compositions lies along [111]. Given this measurement orientation and the low strain-field hysteresis, it is believed that domain wall motion does not contribute extensively to the large field-induced strains. This is in contrast to soft piezoelectric ZT ceramics in which more than 50% of the room temperature piezoelectric response is of extrinsic origin.

For the case of ferroelectric microelectromechanical systems (MEMS), it is desirable to generate large strains, of sense very small ones, in thin constrained piezoelectric layers. For PbZr, TiO$_3$ (PZT) thin films, the most widely studied piezoelectric composition, when thicknesses are less than 1 μm, it has been demonstrated that the piezoelectric response due to non-180° domain wall motion is limited. Given the ferroelastically nature of domains in PZTs, it is likely that, at least in part, this limitation results from local residual stresses that act to clump the overall response. Other possibilities include very fine grain size (typically <0.2 μm) and high defect concentrations. As a result of these factors, the piezoelectric coefficients ($d_{ij}$) measured for PZT thin films are limited to those values typical of hard PZT ceramics. Since it appears that alternate mechanisms not involving non-180° domain wall motion are responsible for the piezoelectric activity in (001)-oriented relaxor-PT single crystals, it is possible to make low power consumption devices with less pronounced effects; thus the thin film electromechanical properties. For a well-polished (001)-oriented rhombohedral crystal measured normal to the face, no driving force exists for non-180° domain wall motion as a result of the crystal symmetry. With these considerations in mind, a study of relaxor-PT epitaxial films for MEMS applications has been performed. The composition Pb$_{1-x}$Mg$_x$O$_3$–PbTiO$_3$ (70/30) was chosen over the Zn-containing phase since the latter contains two volatile atomic species. In single crystal studies, the PZN composition is favored because its morphotropic composition contains only ~9% PbTiO$_3$, lower PbTiO$_3$ concentrations facilitate more homogeneous crystal growth. The (70/30) ratio was chosen because it lies about 5 mole % to the rhombohedral side of the morphotropic phase boundary where the composition dependence of the electrical properties is the least dramatic.

There are several previous reports concerning the deposition and measurement of PMN and PMN-PT thin films. Deposition methods include sol–gel, rf sputtering, pulsed laser deposition, and chemical vapor deposition. For polycrystalline PMN-PT compositions near the morphotropic phase boundary, maximum dielectric constant values near 2000 with low loss tangents were observed. Remnant polarizations as large as 8 μC/cm$^2$ have been measured for morphotropic sol–gel derived (001)-oriented material.
TABLE I: Processing conditions for SrRuO₃ and PMN-PT epitaxial thin films.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SrRuO₃</th>
<th>PMN-PT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>680</td>
<td>620–700</td>
</tr>
<tr>
<td>Atmosphere</td>
<td>10% O₂, 90% O₂</td>
<td>10% O₂, 90% O₂</td>
</tr>
<tr>
<td>Pressure (mTorr)</td>
<td>200</td>
<td>100–700</td>
</tr>
<tr>
<td>Laser power (mJ)</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>Laser energy density (J/cm²)</td>
<td>1.5</td>
<td>1.8–2.2</td>
</tr>
<tr>
<td>Target</td>
<td>Stoichiometric</td>
<td>15%–40% excess PbO</td>
</tr>
<tr>
<td>Target to substrate distance</td>
<td>7.5 cm</td>
<td>5.5 cm</td>
</tr>
</tbody>
</table>

the best of the authors' knowledge, the deposition of epitaxial relaxor-PT solid solutions has not been previously reported. In addition, there have been few conclusive demonstrations of real relaxor behavior (i.e., dispersive dielectric permittivity below $T_n$) for any thin film PMN-PT composition.

II. EXPERIMENTAL PROCEDURE

PMN-PT (70/30) epitaxial thin films with SrRuO₃ bottom electrodes were prepared on (001) LaAlO₃ substrates (Lucent Technologies) by pulsed laser deposition. The specific processing conditions for both materials are given in Table I. Substrates were heated by fixing them to a stainless steel block-style hot stage using silver paint (Demetron). The temperatures given refer to readings taken from a K-type thermocouple embedded in the heater block. The 10% O₂ atmosphere refers to the undistilled output of a commercially available ozone generator (PCI). The laser used was a Lambda Physik Compex 102, operating at 248 nm. The PMN-PT samples were cooled in an atmosphere of 250 Torr oxygen/ozone mix immediately after deposition.

PMN-PT laser targets were fabricated by first processing stoichiometric PMN-PT powder of the desired 70/30 ratio; the colubrite method was followed. The desired mass percent of PbO was added to the PMN-PT powder and ball milled in ethanol for 4 h to insure homogeneous distribution. Pellets 1 in. in diameter were uniaxially pressed without binder. The samples were placed on Pt foil in an alumina crucible and covered with a Pb source (a 5:1 mixture of PbO and Pb[ZrO₂] powders), and an alumina lid was placed on top (no cement was used). The samples were sintered at 950 °C for 1 h. Using this method, less than 1% mass loss occurred in the pellet during the temperature cycle. The SrRuO₃ target was purchased from Target Materials Inc. After each deposition, the targets were resurfaced using SiC abrasive paper.

Samples were then characterized to determine the phase assemblage, the crystalline quality, and the low- and high-field electrical properties. Structural analysis was performed on a Picker four-circle diffractometer equipped with a Cu target and a graphite monochromator. Electrical measurements were made through the film thickness using Pt top electrodes 300 μm in diameter prepared by pulsed laser deposition (PLD) through a shadow mask in vacuum. Hysteresis measurements were made using a Radiant Technologies RT66A standard ferroelectronics tester. For low-temperature analysis of the polarization hysteresis, the samples were immersed in liquid nitrogen. Dielectric constant and loss values were measured with an HP 4244A LCR meter as a function of temperature (−170 °C to 200 °C) and frequency (100 Hz–100 kHz) at an excitation field of 0.05 kV/cm. High and low temperature measurements were made using a laboratory oven with both refrigerating and heating capabilities. Contacts to the samples for room temperature measurements were made using point probes, while contacts for temperature dependent analysis were made by aluminum ultrasonic wire bonding.

III. RESULTS AND DISCUSSION

A. Structural analysis

Initially, deposition parameters for PMN-PT were chosen which afforded growth with reasonable rates, smooth morphologies, and uniform thicknesses over 0.5 cm² wafers. In general, temperatures between 620 °C and 640 °C, pressures of 200 mTorr, and a target to substrate distance of ~6 cm were found to be appropriate. Using these conditions, the temperature and laser frequency were adjusted so that a film rich in lead was grown, i.e., a mixture of epitaxial perovskite and polycrystalline PbO₂. Once these conditions were achieved, the processing parameters were adjusted to provide increased lead volatility during growth. Figure 1 gives a $\theta-2\theta$ pattern for a Pb-rich PMN-PT epitaxial film. In this pattern, peaks corresponding to both perovskite and PbO₂ are present. In addition to the epitaxial perovskite, a small peak corresponding to the (110) orientation is present at 31.5°. When large quantities of excess PbO₂ are present in the films, small volumes of nonepitaxial perovskite (typically <1 vol %) were unavoidable. Although not shown in the figures, azimuthal scans and rocking curves were taken for all the samples discussed. All samples were oriented in plane with peak widths between 0.6° and 0.8° in $\phi$ and between 0.4° and 0.7° in $\omega$. Representative $\phi$ and $\omega$ scans are given in Fig. 2.

The next step in structural optimization was to remove the excess lead-containing phases and arrive at a globally
stoichiometric epitaxial film. To systematically increase the sublimation rate of a volatile element during deposition, the best laser parameters to change are laser pulse frequency and substrate temperature. Reducing the laser frequency increases the amount of time between pulses during which sublimation can occur, while increasing the temperature exponentially increases the sublimation rate of the solid. Adjustments in the thin film Pb stoichiometry may also be accomplished by changing other parameters, i.e., laser fluence, pressure, and target to substrate distance. These parameters, however, are coupled to other aspects of the deposition such as instantaneous growth rate, energetic bombardment, and phase stability. To avoid these cross-coupled effects, when possible, these parameters were fixed. Figure 3 is a $\theta$–2$\theta$ pattern for a PMN-PT film deposited at a reduced laser frequency (by $\sim 20\%$) in reference to the film in Fig. 1. It is clear in this pattern that the quantity of excess PbO$_2$ is reduced; however, before it is completely removed, a significant amount of pyrochlore has evolved. The observed pyrochlore phase has an x-ray pattern similar to that of Pb$_{0.29}$Nd$_{0.71}$MgO$_{0.29}$O$_{3.96}$, however, many phases with nearly identical x-ray signatures and plausible stoichiometries exist, thus an unambiguous phase assignment is not possible. This coexistence of stoichiometric, Pb-rich, and Pb-deficient phases occurs in bulk processing of ceramics as well, and is a result of the relatively similar thermodynamic stabilities of the perovskite and pyrochlore phases of PMN-PT at the temperatures of interest.

From the ceramic processing and single crystal growth literature it is known that increased temperature and oxygen partial pressures will favor the perovskite phase. Thus, the deposition pressures and temperatures were raised to 710 $^\circ$C and 700 mTorr, and the Pb content was again optimized. Figure 4 shows a $\theta$–2$\theta$ pattern for a structurally optimized film deposited under these conditions. In addition to the increased pressure and temperature, the target to substrate distance was reduced to 2.5 cm. This was necessary to increase the instantaneous deposition rate in order to supply enough Pb to the growing film. To the detection limits of our diffractometer, no pyrochlore or Pb-rich phases are present. Intermediate oxygen pressures and temperatures (400 mTorr and $\sim$680 $^\circ$C) were also attempted with improved results over the initial case.

A mild dependence of the lattice constants on Pb stoichiometry was observed (this assumes that the ratio of the other elements remained constant with changing laser frequency). In samples containing excess quantities of lead, the lattice parameter reflected bulk values (4.03 Å), while for samples showing no excess lead, that is, either phase pure or pyrochlore containing, the lattice constant was consistently reduced by approximately 0.02 Å. A limited number of films were deposited using SrTiO$_3$ substrates. When used, these epitaxial templates widened the processing window for phase-pure PMN-PT films. Most likely, the superior lattice match improved the stability of the PMN-PT phase.

B. Electrical property analysis

Initially, phase-pure samples were electrically characterized, and were found to have insufficient resistivity for any meaningful dielectric analysis to be performed. Since these samples showed lattice constants which were slightly smaller than what is observed in the bulk, it was assumed that lead deficiency was responsible for the high leakage. Thus the deposition conditions were modified to reduce the lead defi-
Because of the difficulty in reproducing high quality samples at elevated temperatures as a result of increased lead and lead oxide volatility, a target containing 2% Ba doping was introduced. Ba was chosen because of its ability to stabilize the perovskite phase with respect to the associated lead-deficient pyrochlore. The addition of Ba into the PMN-PT increases the tolerance factor (a calculated quantity indicative of the thermodynamic stability of the perovskite structure) of the crystal. For Ba-substituted PMN and PT, a decrease in T\(_m\) of approximately 20°C/mol % has been reported. Although it has never been demonstrated for the specific PMN-PT composition investigated here, it is likely that the Ba addition will have a similar effect. Indeed, reports on the substitution of La and Sr into the morphotropic composition show very similar transition shifts, i.e., approximately 20°C/mol %. Since T\(_m\) for undoped (70/30) single crystals is 150°C, with 2% Ba doping, the T\(_m\) value would be expected to fall to approximately 110°C. Figures 10 and 11 give the temperature dependence of the dielectric constant and the polarization hysteresis for a PMN-PT film deposited under the optimized deposition conditions. As is shown in Figs. 10 and 11, the T\(_m\) value is 115°C and the remnant polarization is 17 μC/cm\(^2\). This remnant polarization value is about 75% of that measured in undoped single crystals of the same composition. Extrapolation of the saturation polarization gives the single crystal value. The temperature dependence of the capacitance in the paraelectric region was fitted to Curie-Weiss behavior using

\[
\varepsilon = \frac{C}{(T-T_0)}
\]

A Curie-Weiss constant, C, of 1.5×10\(^5\) °C was calculated. This value is on the same order as other relaxor-PT-based solutions in the vicinity of the morphotropic composition and was found to be frequency independent. Figure 12 gives a \(\theta-2\theta\) pattern for the higher temperature deposited material. Again, this sample contains a small amount of PbO.

Upon comparison of the x-ray patterns for the low and higher temperature deposited PMN-PT films, only subtle differences in the structure are observed. In general, for the lower temperature deposited samples, the x-ray linewidths are approximately 10% greater and peak intensities are nearly 30% larger. The differences in the electrical property temperature dependencies of the PMN-PT samples grown at 620°C and those deposited at or above 660°C are attributed to the sample crystallinity.

In a very straightforward manner, the x-ray analysis indicates that the high temperature grown samples have a larger coherent x-ray scattering dimension. Using a Williamson-Hall analysis, a dimension of ~500 Å is calculated. In comparison, with the same treatment, the scattering size for the lower temperature deposited samples was found to be ~100 Å. This analysis gives a semiquantitative picture of the sub-grain structure. Combining this data with the permittivity temperature dependence one finds that the smaller scattering regions are accompanied by the temperature shifted transition, the broadened and more dispersive dielectric maxima, and the deviation from Curie-
Weiss behavior. Interestingly, the 100 Å dimension is consistent with the 100 Å diameter ordered regions observed in ceramic relaxors of several compositions.16

The broadened x-ray reflections in the lower temperature deposited sample are produced by two factors: (i) larger variations in interplanar spacings in the crystal and (ii) a mosaic subgrain structure. The more pronounced mosaic structure of the lower temperature deposited sample would result in greater concentrations of dislocations which occur at the interfaces of the slightly misoriented subgrains.31 The higher defect concentrations are believed to interrupt the long-range order of the lattice, and to produce electrical behavior more consistent with that of relaxor ferroelectrics. It is likely that if deposition temperatures could be further increased, or if a better lattice matched substrate/electrode/film system were used, electrical properties more similar to those of single crystals could be realized.

The optimized samples deposited at temperatures greater than 660 °C still contained lead-rich second phases, which, if removed, would be expected to further improve the film properties. In particular, the presence of a low K second phase may be responsible for the comparatively low dielectric constant values observed (approximately a factor of 2 smaller than expected). Samples with excess lead oxide in the x-ray patterns were etched for 5 min in concentrated acetic acid in an attempt to remove PbO from the film surface. Postetching x-ray analysis revealed no changes in the structure or phase assemblage. It was thus concluded that the excess lead oxide does not reside principally on the film surface. This information, coupled with the high film resistivities, suggests that the excess lead oxide must exist as a noncontinuous second phase.

Ex situ annealing was also performed in an attempt to improve the film properties. Three specific experiments were performed: (i) annealing of a lead-rich film in air, (ii) annealing of a Pb-rich film in the presence of a Pb-compensated atmosphere, and (iii) annealing a phase-pure film in a Pb-compensated atmosphere. The Pb-compensated atmosphere was provided by a loosely covered crucible partially filled with a PbO–PbZrO3 powder, into which the sample was placed. The samples were introduced and removed from a preheated tube furnace to minimize the amount of time spent at high temperatures.

A film similar in structure to that shown in Fig. 1 (i.e., containing excess Pb) was introduced to the 750 °C furnace in a closed, empty crucible for 30 min. X-ray analysis of the crystal after annealing indicated that PbO2 was still present in the film. In addition to a newly formed pyrochlore. This situation is analogous to the phase development observed during growth at 200 mTorr oxygen/ozone pressure; under these conditions as well, three phases can exist simultaneously: perovskite, pyrochlore, and PbO2. Following this result, no other samples were annealed in a non-Pb atmosphere. In the postanneal x-ray pattern, a peak corresponding to Pb3Ru2O9 was apparent and was attributed to reaction with the bottom electrode. For this reason, the annealing temperatures were dropped to 650 °C.

The next experiment involved annealing films in a Pb-rich environment. In the previously described crucible system, three volatile components existed, perovskite, the Pb source, and PbO2 (listed in order of expected decreasing stability at high temperatures). During the anneal, ideally, the most volatile component, the PbO2, would evaporate initially, leaving the remaining Pb source and phase-pure perovskite behind. A film synthesized with a large amount of excess lead was heat treated in this fashion: the result is shown in Fig. 13, an x-ray diffraction pattern of the film before and after heat treatment. This sample contains some (110)-oriented material as a result of the large initial amount of excess PbO2. After annealing, it is apparent that much of the PbO2 has sublimed without the formation of pyrochlore. At 2θ = 35.1°, however, a Pb3Ru2O9 400 reflection is again observed. Several samples containing slightly different amounts of excess Pb were annealed in this manner and characterized. Structurally, the PMN-PT x-ray patterns were unchanged with annealing: however, the amount of reacted Pb3Ru2O9 was directly related to the amount of excess lead oxide prior to heat treatment. Annealed films with the smallest amounts of Pb3Ru2O9 showed resistivities increased by as much as a factor of 100, and slight increases of the permittivity. Polarization hysteresis measurements, however, gave misshapen hysteresis loops which may be associated with the newly formed rhenate.

The annealing experiments indicate that, in the presence of a lead source with a stability between that of perovskite and PbO2, excess Pb can be extracted without the formation of a pyrochlore type phase. In the present case, the inability to do so completely was a result of reaction between the SrRuO3 bottom electrode and Pb. Quite possibly, with a more stable electrode, phase-pure perovskite films with good electrical properties can be achieved. Pt and LaNiO3 are possible choices.

Finally, those films deposited at temperature and pressure combinations high enough to promote phase-pure perovskite growth were annealed in a lead-rich atmosphere. X-ray analysis of the annealed films indicated no appreciable differences in film structure, and electrical property measure-
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ments revealed that the resistivities remained unacceptably low. It appears that, under the annealing conditions examined, sufficient amounts of lead could not be driven into the films for improved electrical properties to be observed.

IV. CONCLUSIONS

To the authors' knowledge, this is the first report of epitaxial films of the relaxor-PbTiO3 solid solution Pb(Mg1/3Nb2/3)O3–PbTiO3 (70/30) deposited by PLD. Avoiding the occurrence of the pyrochlore phase was found to be very difficult, and was only possible in a narrow processing window. In general, the trends observed in ceramic processing of PMN-PT were analogous to those observed in this study. In one PMN-PT film, it was possible to simultaneously observe perovskite, pyrochlore, and PbOx. In bulk processing work, higher temperatures and oxygen pressures favored the perovskite phase. The epitaxial effect of the LaAlO3 substrate during growth was insufficient to avoid pyrochlore. Phase-pure material could be deposited at temperatures in excess of 700 °C and oxygen pressures approaching 1 Torr, however, electrically, these samples were typified by unacceptably low resistivities. In general, films with excess PbOx showed good electrical properties (large resistivities and low loss tangent values). Electrically, samples deposited at temperatures near 620 °C resembled relaxors in the vicinity of Tm: the Tm value of these samples was found to be decreased by ~100 °C. This behavior was attributed to high defect densities. When the deposition temperatures were increased to 660 °C or higher, electrical properties more similar to those of bulk single crystals were observed. X-ray analysis of these films confirmed improved crystallinity. In samples deposited in the lower temperature regime, true relaxor behavior was observed, i.e.: a frequency dependent permittivity and loss tangent in the ferroelectric region, and converging values in the paraelectric state. Post-deposition annealing in a Pb-rich atmosphere was attempted in order to produce phase-pure films. This annealing strategy was found to be effective in removing excess Pb without nucleation of pyrochlore: however complete removal was limited by an unavoidable reaction of Pb with the SrRuO3 bottom electrode.
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Abstract

This paper describes a simple and inexpensive method for evaluating the transverse piezoelectric coefficient ($d_{31}$) of piezoelectric thin films. The technique is based upon the flexure of a coated substrate which imparts an ac two-dimensional stress to the piezoelectric film. The surface charge generated via the mechanical loading is converted to a voltage by an active integrator. Plate theory and elastic stress analyses are used to calculate the principal stresses applied to the film. The $d_{31}$ coefficient can then be determined from knowledge of the electric charge produced and the calculated mechanical stress. For 52/48 sol-gel lead zirconate titanate (PZT) thin films, the $d_{31}$ coefficient was found to range from $-5$ to $-59$ pC/N and is dependent on poling field. © 1998 Elsevier Science S.A. All rights reserved.
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1. Introduction

The design and development of novel microelectromechanical systems (MEMS) which utilize piezoelectric thin films [1,2] require explicit knowledge of the material's longitudinal ($d_{33}$) and transverse ($d_{31}$ or $d_{32}$) piezoelectric coefficients. When prepared in bulk ceramic form, piezoelectric coefficients are characterized by numerous methods, the most common of which are resonance and dynamic load techniques (Belincourt meter). Those techniques, however, are inadequate for the piezoelectric characterization of thin film materials and for that reason a number of alternative techniques (e.g., laser beam interferometry and normal load methods) have been proposed [3,4].

Laser interferometers are the most well-established method for the characterization of both the longitudinal and transverse piezoelectric coefficients of piezoelectric thin films [3,5–7]. Interferometers can be configured as either single- or double beam setups and are based upon the interference of monochromatic laser light in response to a piezoelectrically-induced strain (which results in a change of the optical path length). The wavelength of the laser and the intensity of the interference signal produced are input to a simple mathematical model from which the electric-field induced strains are determined. The ultimate resolution of interferometric technique(s) is limited by extraneous displacements (e.g., sample flexure, thermal drift) and environmental noise (electrical and mechanical) to $10^{-4}$ Å for the best double-beam instruments [3] and $10^{-5}$ Å for certain single beam instruments [7]. This method requires careful optical alignment, meticulous operation, and in the case of a $d_{31}$ measurement, appropriate sample preparation (cantilever beam construction).

There are alternatives to interferometric characterization and reports have been published on a number of designs which utilize the direct piezoelectric effect. The normal load method, as was described in the work of Lefki and Dormans [4], is analogous to the common Belincourt meter; however, the measured $d_{33}$ values (400 pC/N for undoped sol-gel PZT with compositions near the morphotropic phase boundary) appear improbable in light of the limited twin wall motion in PZT thin films [8,9]. Transverse piezoelectric characterization ($d_{31}$) has also been attempted [10] and work was based upon the controlled bending of a small cantilever beam. Reasonable $d_{31}$ values were obtained [11]; however, the necessary construction of cantilever test samples is a drawback to the technique.

The wafer flexure technique described in this paper is an alternative method for the characterization of the transverse piezoelectric coefficient ($d_{31}$) which eliminates a number of the complexities associated with other designs. Experiments conducted have produced $d_{31}$ values comparable to those measured with more established methods (e.g., interferometric). However, the speed with which the measurement is
made. The relative cost of the hardware, and the utilization of complete silicon substrates makes the wafer flexure technique an attractive alternative for the $d_{31}$ characterization of thin films.

2. Principle of operation

The wafer flexure technique for measuring $d_{31}$ is based upon the direct piezoelectric effect. The controlled bending of a PZT coated substrate imposes a planar two-dimensional mechanical stress upon the film. The strained film responds by developing a surface charge which is monitored electronically. The principle stresses applied to the film are then calculated using small deflection plate theory [12] and the piezoelectric coefficient is determined as

$$D_3 = d_{31}(\sigma_1 + \sigma_2)$$

(1)

where $d_{31}$ is the transverse piezoelectric coefficient (C/N), $D_3$ is the induced dielectric displacement (C/m²), and $\sigma_1$ and $\sigma_2$ are the principal stresses applied to the film (N/m²).

3. Experimental design

The wafer flexure apparatus consists of three discrete components (see Fig. 1): (1) the uniform pressure rig, (2) the charge integrator, and (3) the peripheral electronics. Each of these components will be described in the subsections which follow.

3.1. Uniform pressure rig

The uniform pressure rig consists of two aluminum parts, the housing and the retention ring, between which is placed a 3 in. (76.2 mm) test wafer. The inner radius of both portions measures 1.25 in. (31.75 mm) and at points of contact with the sample, the aluminum has been polished to 5 µm roughness (to improve the pressure seal and to reduce the risk of substrate fracture). The pneumatic pressure in the cavity behind the wafer is oscillated periodically with a 60 cm³ plastic syringe. Pressure changes are monitored with a piezoresistive pressure transducer (Omega PX236, 30 psig full scale) excited and monitored with an EG&G 7260 lock-in amplifier. Fig. 2 shows a blown-up schematic of the design.

3.2. Charge integrator

The charge integrator used to monitor the change in the film’s dielectric displacement as a function of mechanical stress is shown in Fig. 3. Charge from the piezoelectric film is directed to an operational amplifier integrator. The input to this circuit is a virtual ground so the film is held in a zero field state (to within a few millivolts). Charge is collected on a polypropylene internal reference capacitor which provides good temperature stability and low dielectric absorp-

tion. Since the op amp integrator circuit is in an inverting configuration, a second op amp is used to invert the output voltage from the first op amp. The output from the device is then reported as a voltage which is proportional to the amount of charge collected on the reference capacitor.

3.3. Peripheral electronics

The pressure transducer used in our experiments is constructed in a Wheatstone bridge configuration where the out-
put voltage across the bridge is proportional to the change in pressure within the rig housing. Electromagnetic noise was minimized by using a lock-in technique to both excite the bridge and monitor the change in the output signal. Signals from both the lock-in amplifier and the charge integrator were input to a Hewlett-Packard 54600 oscilloscope and the two traces produced were used to calculate (1) the piezoelectric charge created and (2) the change in mechanical load.

4. Stress analysis and the calculation of $d_{31}$

The determination of the film’s transverse piezoelectric coefficient requires knowledge of the mechanical stress applied to the film. Small deflection plate theory was used together with the pressure applied to the wafer, the support radius, the substrate thickness, and the test capacitor location to calculate the principle stresses at a specific location on the silicon substrate. The bending stresses which result from a uniform pressure on a clamped circular plate are [12]:

$$\sigma_r = \frac{3p_z}{4r^2} [(1+\nu)a^2 - (3+\nu)r^2]$$

$$\sigma_z = \frac{3p_z}{4r^2} [(1+\nu)a^2 - (1+3\nu)r^2]$$

where $\sigma_r$ and $\sigma_z$ are the radial and tangential stresses on the plate. $z$ is the distance from the neutral axis, $r$ is the plate thickness, $\nu$ is Poisson’s ratio, $a$ is the support radius, and $r$ is the distance from the center of the plate.

Because the mechanical properties of the silicon substrate and the piezoelectric films differ, wafer stresses calculated from plate theory must be corrected to determine film stress. The assumption was made that all strain applied to the substrate was transferred to the film. Knowing the stresses applied to the substrate (Eqs. (2) and (3)), the strains are calculated via generalized Hooke’s law as:

$$\varepsilon_{1}^{Si} = \frac{\sigma_{1}^{Si}}{E_{Si}} - \nu_{Si} \frac{\sigma_{2}^{Si}}{E_{Si}}$$

$$\varepsilon_{2}^{Si} = \frac{\sigma_{2}^{Si}}{E_{Si}} - \nu_{Si} \frac{\sigma_{1}^{Si}}{E_{Si}}$$

where $\sigma_{1}^{Si}$ is applied stress in the 1 direction (1 and 2 are the principal in-plane directions corresponding to the tangential or radial orientation), $\varepsilon_{1}^{Si}$ is the strain in the 1 direction, $\nu_{Si}$ is the Poisson’s ratio of the silicon, and $E_{Si}$ is Young’s modulus of the silicon. Because of the conservation of strain, Hooke’s law may be written in a similar manner for the PZT film where:

$$\varepsilon_{1}^{PZT} = \frac{\sigma_{1}^{PZT}}{E_{PZT}} - \nu_{PZT} \frac{\sigma_{2}^{PZT}}{E_{PZT}}$$

$$\varepsilon_{2}^{PZT} = \frac{\sigma_{2}^{PZT}}{E_{PZT}} - \nu_{PZT} \frac{\sigma_{1}^{PZT}}{E_{PZT}}$$

The equations for $\sigma_{1}^{PZT}$ and $\sigma_{2}^{PZT}$ can be derived explicitly by setting $\varepsilon_{1}^{PZT} = \varepsilon_{1}^{Si}$ and $\varepsilon_{2}^{PZT} = \varepsilon_{2}^{Si}$ which yields

$$\sigma_{1}^{PZT} = \varepsilon_{1}^{Si} E_{PZT} = \varepsilon_{1}^{Si} E_{PZT}$$

and

$$\sigma_{2}^{PZT} = \frac{E_{PZT}}{1-\nu_{PZT}} (\varepsilon_{2}^{Si} + \nu_{PZT} \varepsilon_{1}^{Si})$$

The expansion of Eq. (9) yields a more fundamental form of the equation written in terms of the elastic properties of the silicon and the elastic properties of the PZT film where:

$$\sigma_{2}^{PZT} = \frac{E_{PZT}}{1-\nu_{PZT}} \left[ \frac{\sigma_{1}^{Si}}{E_{Si}} (\nu_{PZT} - \nu_{Si}) + \frac{\sigma_{2}^{Si}}{E_{Si}} (1 - \nu_{PZT} \nu_{Si}) \right]$$

The expressions derived are appropriate for small deflections of a coated wafer if the ratio of the PZT film thickness to the silicon substrate thickness is small. For the case of a PZT film on a silicon substrate, the thickness ratios are much less than 1% and deformation of the composite wafer will be governed by the elastic properties of the silicon substrate. Furthermore, because small deflection plate theory is used, the maximum deflection of the coated wafer may not exceed 20% of the thickness of the plate [12,13]. For deflections beyond that point, membrane (i.e., stretching) stresses are no longer negligible and use of the small deflection equations would result in significant error.

5. Numerical considerations

5.1. Elastic modulus of PZT Film

Eqs. (9) and (10) show that the stress on the film is dependent upon both the elastic properties of the silicon and the PZT. Inaccuracies in those quantities will carry through the stress analysis and to the subsequent $d_{31}$ calculation. It is important to note that although the mechanical properties of silicon are well characterized [14,15], the properties of thin film PZT are not. That observation is important because at present all methods (converse [3], direct [10], or values derived from low-field measurements [16]) for the determination of the transverse piezoelectric coefficient require explicit knowledge of the material’s elastic moduli. Published values have ranged from 37 [17] to 400 GPa [2] and it should therefore be noted that the disparities among $d_{31}$ values reported in the literature could result from the different elastic moduli used in their calculation. The Young’s modulus used in this investigation was taken as 101 GPa [18] and was selected in order to yield a lower limit for the $d_{31}$ coefficient (i.e., calculated stress increases and $d_{31}$ decreases).

5.2. Anisotropy of the silicon substrate

The anisotropy of the silicon substrate can complicate the calculation of applied stress, however, strain gauge measure-
Table 1
Elastic properties used in the elastic stress analysis

<table>
<thead>
<tr>
<th>Material</th>
<th>Young's modulus (GPa)</th>
<th>Poisson's ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100) Silicon substrate</td>
<td>150</td>
<td>0.172</td>
</tr>
<tr>
<td>PZT thin film [18]</td>
<td>101</td>
<td>0.3</td>
</tr>
</tbody>
</table>

measurements along the (100) and (110) directions of a bare wafer showed no significant difference in the mechanical response [19]. That result suggests that the elastic properties which govern deformation of the substrate can be represented with single values of Poisson's ratio and Young's modulus. A comparison of the experimental and theoretical strains (as calculated from plate theory) gave the best agreement when the average of the maximum and minimum in-plane elastic constants (the (100) and (110) directions) were used in the calculation. For that reason the silicon was treated as an isotropic plate and the averages of both the Young's modulus and Poisson's ratio were used in the $d_{31}$ calculations presented here. Table 1 summarizes the mechanical properties of both the silicon substrate and the PZT film.

6. Preliminary results

Initial characterization experiments were conducted with lead zirconate titanate (PZT) thin films. The films used were synthesized on 3-in. platinized silicon substrates using a conventional sol–gel procedure [20]. Solutions with 52/48 compositions (zirconium to titanium ratio) were diluted to 0.5 M concentrations and spin coated at 3000 rpm for 30 s. Individual PZT layers were pyrolyzed at 300°C and amorphous films were rapid thermal annealed at 650°C for 60 s in air. The thickness of films measured were on the order of 0.4 μm.

6.1. Strength of poling field

Table 2 shows the variation of $d_{31}$ with the magnitude of the applied poling field for two samples at different locations on the same wafer. Results were obtained within 5 min after poling the sample for less than 1 min and suggest that above the coercive field (typically about 50–60 kV/cm for these 52/48 sol–gel films) the $d_{31}$ value is independent of field strength.

Table 2
$d_{31}$ coefficients as a function of poling field

<table>
<thead>
<tr>
<th>Poling field (kV/cm)</th>
<th>$d_{31}$ (pC/N)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample 1</td>
</tr>
<tr>
<td>50</td>
<td>−7</td>
</tr>
<tr>
<td>150</td>
<td>−15</td>
</tr>
<tr>
<td>150</td>
<td>−16</td>
</tr>
<tr>
<td>200</td>
<td>−16</td>
</tr>
<tr>
<td>250</td>
<td>na</td>
</tr>
</tbody>
</table>

Fig. 4. The variation of $d_{31}$ with poling time for an applied field of 150 kV/cm.

6.2. Poling time

The effect of poling time at 150 kV/cm on the measured $d_{31}$ value of a 52/48 sol–gel PZT film is presented in Fig. 4. The data indicate a rapid increase of the piezoelectric coefficient for increased poling times from 1 to 20 min. For exposure times greater than 20 min the rate of change of $d_{31}$ slows. The maximum value achieved was −59 pC/N for a poling time of ~21 h with the top electrode as the positive terminal.

Data are also included in the plot for the same sample poled in the opposite direction. The trends reported are similar for both poling scenarios and indicate that the magnitude of the $d_{31}$ coefficient is independent of the direction of the poling field for long poling times.

6.3. Amplitude of applied stress

The transverse coefficient was also measured as a function of the amplitude of the applied mechanical stress from ~10 to ~50 MPa (sum of the principal stresses) for a sample poled with an electric field of ~150 kV/cm for less than 1 min. In a bulk ceramic, the increase of applied stress would be expected to result in the reorientation of non-180° domain walls, which would change the $d_{31}$ coefficient from its original value. Prior experiments on the relation between stress and low-field dielectric response have indicated, however, that ferroelectric domain reorientation is negligible [8,9] in these films and, as a result, the piezoelectric coefficients should remain constant. That was in fact the case, and the results from the two experiments conducted (given in Fig. 5) serve to further illustrate: (1) the limited twin wall motion in sol–gel films, and (2) the validity of the wafer flexure technique.1

6.4. Variation of $d_{31}$ over the surface of a 3 in. wafer

The $d_{31}$ coefficient was monitored as a function of position over the surface of a coated wafer. This was done to evaluate

---

1 It should be noted that Fig. 5 is expressed as a function of the amplitude of the applied air pressure and not the biaxial stress applied to the PZT film.
the consistency of the stress analysis for the wafer flexure technique. Different test capacitors on the surface of a 3 in. wafer were poled with +10 V for 10 min and allowed to stabilize for 10 min after removal of the poling field. Data collected were then correlated to the average remanent polarization (calculated from $P_r$ and $-P_r$) for each capacitor tested. Results are given in Table 3 as a function of distance from the center of the wafer. From the data it is apparent that measured $d_{31}$ values are independent of surface location.

7. Comments on the wafer flexure technique

The wafer flexure technique described is amenable to the rapid characterization of the transverse piezoelectric coefficient ($d_{31}$) of PZT thin film materials. Empirical results are in good agreement with other published values. In particular this method results in a significant reduction of cost, complexity, and the time needed to make $d_{31}$ measurements. Furthermore, samples used are uncut silicon substrates, which eliminates the need to fashion millimeter-sized cantilever beams or diaphragms. A drawback to the uniform pressure method is its reliance on mathematical models which, to yield correct results, require explicit knowledge of the dimensions of the substrate, support housing, and test capacitor location. These factors, when coupled with the lack of data on the Young’s modulus and Poisson’s ratio for PZT thin films, limit the accuracy with which the transverse piezoelectric coefficient might be characterized. Additional details on calibration of this technique will be reported in a forthcoming paper [19].
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Stress-dependent Piezoelectric Properties of Ferroelectric Lead Zirconate Titanate Films Studied by Atomic Force Microscopy
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Atomic force microscopy (AFM) has been used for the determination of piezoelectric properties of lead zirconate titanate (PZT) films in the morphotropic phase boundary composition. An AFM tip was used in the contact mode as a top electrode to apply a voltage to polarize the film and to apply an oscillating field to obtain piezoelectric coefficients and piezoelectric loops from the inverse piezoelectric effect induced on the film. The piezoelectric coefficient in nanoregions was measured as a function of stress by changing the applied force with the AFM tip. The piezoelectric coefficient was found to decrease monotonically as the stress was increased. It was additionally found that as the stress was decreased to its initial value, the effective piezoelectric coefficient approximately followed the same trace on increasing the stress. These results suggested that non-90° domains did not contribute to the measured piezoelectric coefficient for the stress levels applied and that the mobility of ferroelastic domain walls is very low for these PZT films.

I. INTRODUCTION

The research on ferroelectric thin films receives substantial support from industries which hope to exploit them in applications in diverse areas such as computer memories [1], phones [2] and electromechanical devices [3]. Ferroelectric films are interesting per se. since their behavior is not completely understood and their properties, given their sub-micron thickness, are size dependent [4]. An understanding of the size-dependence of ferroelectric materials may result in the improvement of their properties to be similar to the bulk ferroelectrics.

The present work study the characterization of lead zirconate titanate (PZT) films by the AFM. PZT was chosen as the focus of study since this material has been one of the most studied in the ferroelectric field. It has excellent ferroelectric properties and those properties can be controlled by changing the ratio of composition between lead titanate and lead zirconate.

II. EXPERIMENTAL PROCEDURES

Lead zirconate titanate, Pb(Zr_{0.52}Ti_{0.48})O_3 (PZT), films were prepared by using a modified [5] version of the sol-gel process described by Budd, Dey, and Payne [6].

The AFM system was supplemented by an EG&G PARC 3301 lock-in amplifier, a Hewlett Packard PS116A pulse/function generator, a computer, and a Hewlett Packard 54510A digitizing oscilloscope to perform piezoelectric measurements. The internal reference signal of the lock-in amplifier is used as ac signal and is applied to the substrate.
of 50 N m⁻¹ were used. The tip was brought into feedback position in the contact mode. The position of the retracted beam on the cantilever surface was detected by a four-segment detector. The signal (1-2)-(3-4) which detected any vertical movement, was taken to the lock-in amplifier. The amplifier internal signal reference (at 5 kHz) was applied to the bottom electrode of the film through a transformer to drive mechanical movements (i.e., from piezoelectric response) on the film. The signal applied to the bottom electrode from the transformer was 0.5 Vrms. The frequency (5 kHz) was fast enough not to interfere with the feedback loop and smaller than the resonance frequency of the cantilever. To polarize the film, a signal either from the function generator or a dc power supply was applied to the bottom electrode.

A piezoelectric loop was obtained in a computer controlled experiment. The computer controlled the magnitude of a step voltage signal produced by the generator (see Fig. 1). This signal was applied to polarize the film. The magnitude was changed in each cycle by two volts from -16 V to +16 V and from +16 V to +16 V. In each step, when the voltage was zero, the computer saved the magnitude and phase of the piezoelectric response. The results were plotted in a ferroelectric-loop style curve.

The area of interaction between the tip and the film was assessed by sensing the piezoelectric behavior as a function of distance from the polarization point. After applying the polarization voltage, the piezoelectric response was measured at different distances from the polarization point.

The effect of stress was determined by changing the force applied by the silicon tip on the surface. The tip was brought into the contact mode and a dc voltage was applied to polarize the area. Then an ac signal was applied to drive mechanical movements of the film. As the piezoelectric response was measured, the force applied to the film by the tip was changed from 2.5 to 23.3×10⁻⁶ N. In addition, the piezoelectric response was measured as the force was decreased to its original value.

### III. Results and Discussion

In the experiment, the AFM tip was used as a top electrode. The film was positively and negatively polarized in different regions. When the ac signal was applied, the tip oscillated following the change in film thickness. In a positive polarization region, the positive part of the ac signal increased the thickness, so the detected signal was in phase with the ac signal. In a negatively polarized region, the positive part of the ac signal decreased the thickness, so the detected signal was 180° out of phase with respect to the ac signal.

The piezoelectric response was measured for different polarization voltages (see Fig. 2). For each measurement, the piezoelectric constant (d) was set to be negative when the phase obtained was 180° and positive when the phase obtained was 0°, indicating the main orientation of the domains. The resulting curve had all the features of a hysteresis loop: d-values came to a saturation point around 13 V and the coercive voltage (Vc) was around 3-4 V. The difference between the present measurements and a similar loop obtained elsewhere [7] was that the present loop was taken with no dc voltage applied. It is important to point out that all piezoelectric measurements using the AFM tip were taken with just the ac signal applied. A dc voltage was applied to polarize the film but it was reduced to zero for each piezoelectric measurement. Therefore, the actual remanent piezoelectricity was measured since this experiment did not have any additional interactions produced by a dc field, such as an additional stress [8].

![Fig. 3. Piezoelectric response as a function of distance from the point of polarization. Note that d increases to a maximum and then decreases to zero.](image-url)
The size of the interaction area accessed by the AFM tip was established by determining the piezoelectric constant as a function of distance from the polarization point (see Fig. 3). The area of interaction was found to have a radius of around 250 nm. This area can be related either to the effective tip radius or to the film thickness [9]. An interesting behavior in Fig. 3 was that the d-value first increased and then decreased to zero as the tip was moved away from the poling position. This behavior could be related to stress. At the point of polarization, where the dc voltage was applied, the stress exerted was greater than that on areas nearby where the contact was made just for the measurement of the piezoelectric response. This greater stress was due to the applied additional stress on the film produced by the dc voltage [8].

In order to investigate the role of stress in the piezoelectric response, the effective piezoelectric coefficient d was measured at different values of the contact force. A silicon tip was used to perform these measurements. The tip was brought to the contact mode and -16 volts was applied to polarize the film. Once the film was polarized, the piezoelectric response was measured. The AFM system has the capability to change the force applied with the tip to the surface.

Measuring d for different forces and plotting all the results in one graph, Fig. 4 was obtained. The data in Fig. 4 show a monotonic decrease in the measured d-values with increasing stress over the range measured. It was found that increasing the constant force from 4 N to 28 N leads to an approximately 60% drop in the measured effective d value.

It is interesting to compare these data to similar work on bulk ceramics exposed to uniaxial stresses. To do so, as a first approximation it was assumed that the contact force was applied over an area of ~400 - 500 nm in diameter (see Fig. 3), and that the loading could be treated as roughly uniaxial. The resulting compressive stress for the higher contact force is thus ~140 - 220 MPa. The film was also assumed to behave much like a hard PZT ceramic, as it is undoped. Many publications on the stress dependence of piezoelectric properties have been reported; the work of Zhang et al. [10], was chosen here for comparison. These authors report that for hard PZT compositions the d-value initially increases as uniaxial pressure is applied, it then goes through a maximum, and subsequently decreases for stress levels of 150 MPa. The enhanced d observed at modest stress levels was attributed to deaging the ceramic sample, so that non-180° domain walls were freed to contribute to the observed response. The fact that this was not observed in the thin undoped PZT films measured in this study implies that it was not possible to engender appreciable non-180° domain wall motion for the stress levels applied. The observed decrease in the piezoelectric response of the material under load could then be attributed to either a shift in the morphotropic phase boundary composition with stress or to clamping of the response by the applied stress.

Another interesting point apparent in Fig. 4 is that on decreasing the load, the effective piezoelectric coefficient of the films approximately retraces the curve measured on increasing load. In soft PZT ceramics loaded parallel to the poling direction, there is appreciable hysteresis in the piezoelectric coefficients on unloading after application of a large uniaxial stress due to domain reorientation [10,11]. That is, domains which were originally parallel to the applied load can be reoriented ferroelastically under stress. On removing the stress, there is little driving force to restore these domains to their original configuration. As a result of the decrease in the remanent polarization, the measured d value also decreases hysteretically. Hard PZT ceramics show less ferroelastic depoling and hysteresis, since the local defect dipoles act to stabilize the domain structure. In this work, even accounting for the approximations inherent in the stress calculations for the AFM measurements on films, the observed non-hysteretic film response measured here strongly suggests that twin walls are immobile in these films. This is in agreement with measurements made on similar sol-gel PZT films exposed to large in-plane biaxial stresses [12]. It is also interesting that a decrease in the twin wall mobility is observed in bulk PZT ceramics as the grain size is reduced below 1 μm [13,14]. Thus, in the thin films where the grain size is typically under 0.1 μm, it is not surprising that low domain wall mobilities are observed. In any event, it is clear that in order to measure the effective d coefficient of films using the AFM, it is preferable to use minimal loading conditions. This is consistent with the observation of Gruverman et al. [15], that piezoelectric coefficients measured by AFM should be performed at low loads.

**IV. CONCLUSION**

The piezoelectric coefficient of ferroelectric films was...
measured by the AFM tip. Piezoelectric loops provided information on saturation voltages and coercive voltages which agreed well with values measured in the macroscopic scale.

The areas of piezoelectric interaction were measured in this study. These areas, related to the size of the tip and the thickness of the film, were in the submicron range.

A study of piezoelectric coefficient as a function of applied stress was performed. The piezoelectric coefficient decreased monotonically as the stress was increased. As the stress was decreased, the piezoelectric coefficient did not show hysteresis. Therefore, the following conclusions can be inferred from these results:

It was proven in the present work that piezoelectric measurements can be performed by AFM on nanodomains and piezoelectric measurements by AFM should be performed at low loads.

It was also shown that non-180° domain walls do not contribute appreciably to the measured piezoelectric response at any level of applied stress and that the mobility of the domain walls is low.
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Continuous single crystal (001)PbTiO₃ (PT) thin films, 5 to 300 nm in thickness, were epitaxially grown on miscut (001)SrTiO₃ (ST), miscut angle 1.7 degree, by rf-planar magnetron sputtering. The surface of the miscut substrates comprised periodic striped patterns with periodic step lines and terraces; the step height was 0.4 nm and terrace width was 14 nm. The surface of PT thin films also comprised periodic striped patterns: the step height was 1 to 3 nm and the terrace width was 50 to 150 nm. The film growth was governed by a step-flow growth with step-bunching. The layer growth mode of Frank-van der Merwe type was predominant and the surface was extremely flat on an atomic scale. The resultant epitaxial films showed a single crystal/single c-domain structure. Epitaxial growth on miscut substrate is essential to fabricate perovskite thin films with controlled microstructure.

I. INTRODUCTION

Thin films of perovskite ceramics (ABO₃) have been extensively studied, since compound perovskite, (A₁₋ₓBₓ)O₃, shows a series of interesting and useful properties associated with the structural system [1]. Several deposition processes have been used for the deposition of perovskite ceramics including thermal evaporation, sputtering, laser ablation, and chemical vapor deposition. Among these deposition processes, sputtering is now widely used for the deposition of perovskite ferroelectric ceramics. Continuous single crystal/single domain thin films of perovskite materials are important not only for the fabrication of layered perovskite thin film devices but also understanding of their physical and/or chemical properties. However, most of the perovskite thin films include non-homogeneous microstructures, even if the films show three-dimensional epitaxy. Systematic studies on a deposition of basic perovskite such as PT are essential for an achievement of a fine control of the microstructure [2]. This paper will describe the basic deposition parameters for the control of microstructure and overview recent experiments on the sputtering deposition of PT thin films with controlled microstructures to achieve a deposition of continuous single crystal/single domain PT thin films.

II. BASIC DEPOSITION PARAMETERS

Thin films of perovskite structure are provided by a heteroepitaxial growth on foreign single crystal substrates. The epitaxial films essentially include dislocation and/or microstructures due to the thermal and/or lattice mismatch between thin films and the substrates. Table 1 shows typical substrates for the epitaxial growth. The ST substrate shows a small lattice mismatch for the growth of c-domain perpendicular to the substrate (lattice mismatch 0.05%). Large lattice mismatch for the growth of c-domain, i.e. PT on MgO (lattice mismatch 7%) will induce a growth of dislocation and/or multi-domains above a critical film thickness in order to release the stress in the epitaxial films [3]. The critical

<table>
<thead>
<tr>
<th>Crystal system</th>
<th>Structure</th>
<th>Lattice constant at RT (Å)</th>
<th>Thermal expansion (1/K)</th>
<th>Lattice expansion (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PbTiO₃</td>
<td>tetra</td>
<td>a=3.903</td>
<td>c=4.152</td>
<td>16.1</td>
</tr>
<tr>
<td>MgO</td>
<td>cubic</td>
<td>NaCl</td>
<td>a=4.203</td>
<td>13.8</td>
</tr>
<tr>
<td>SrTiO₃</td>
<td>cubic</td>
<td>perovskite</td>
<td>a=3.905</td>
<td>10.8</td>
</tr>
<tr>
<td>LaAlO₃</td>
<td>pseudo</td>
<td>perovskite</td>
<td>a=3.792</td>
<td>10</td>
</tr>
<tr>
<td>Sapphire</td>
<td>trigonal</td>
<td>corundum</td>
<td>a=4.763</td>
<td>7.7-8</td>
</tr>
</tbody>
</table>
film thickness is about 100 nm [4]. The non-uniformity of initial crystal growth also induces the microstructures including multi-domain growth [5]. Uniform layer growth with a small lattice mismatch under stoichiometric composition will be essential for the deposition of continuous single crystal perovskite thin films with single domain [6].

The epitaxial temperature of perovskite thin films is typically 500 to 600 °C. The lattice deformation accompanied by the growth of microstructures will be enhanced during the cooling period from the epitaxial temperature to a room temperature after a film deposition. when the epitaxial temperature T_e is higher than the Curie temperature T_c (PT: T_e<T_c, T_c=490 °C). The cooling rate will change the populations of a-domain and/or c-domain in the films [7].

III. DEPOSITION AND MEASUREMENTS

PT thin films were epitaxially grown on (001)ST substrate by rf-planar magnetron sputter. PT powder target was used for the deposition. The chemical composition of the sputtered films is controlled by the composition of the powder target. Miscut ST substrates with miscut angle of 0.2 to 10 degrees were used for the epitaxial growth. Typical sputtering conditions are shown in Table 2. Sputtered thin films were cooled down to 200 °C within 30 minutes. Microstructures were evaluated by XRD (X-ray diffraction), SEM (scanning electron microscopy), TEM (transmission electron microscope) along with SAD (selective area diffraction) analysis, and AFM (atomic force microscope) [8]. The dielectric properties of PT thin films were evaluated at the sandwich structure, Au/PT/SrRuO_3/ST, using conducting SrRuO_3 (SRO) layer. The dielectric measurements were conducted by sine wave at 1 kHz with the Au counter electrode of 0.3 mm in diameter deposited by vacuum evaporation. The SRO layer was epitaxially deposited on the ST substrates by off-axis sputtering [9].

IV. RESULTS AND DISCUSSION

1. Microstructures

a. PT Films on (001)ST

<table>
<thead>
<tr>
<th>Table 2. Sputtering conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sputter system</td>
</tr>
<tr>
<td>Target</td>
</tr>
<tr>
<td>Target diameter</td>
</tr>
<tr>
<td>Target-substrate spacing</td>
</tr>
<tr>
<td>Substrate</td>
</tr>
<tr>
<td>Substrate position</td>
</tr>
<tr>
<td>Substrate temperature</td>
</tr>
<tr>
<td>Sputtering gas</td>
</tr>
<tr>
<td>Growth rate</td>
</tr>
<tr>
<td>Film thickness</td>
</tr>
</tbody>
</table>

Below a critical thickness, thin films could exhibit uniform crystal growth without any microstructure. If the thin films will uniformly grow on an atomic scale. The critical thickness is around 100 nm. To confirm this consideration, we tried to deposit ultra-thin films of PT on the well-oriented ST substrate under epitaxial growth conditions. Stoichiometric composition was kept throughout the experiments so as to suppress the formation of secondary phases during film growth. X-ray diffraction analysis suggests that the films exhibit highly c-axis oriented single crystals with the epitaxial relation, (001) PT/(001) ST. The surface SEM image indicates the presence of microstructures comprising island structure at the initial stage of film growth probably due to the three-dimensional nucleation. The microstructures have grown as the film thickness increases under Volmer-Weber mode. When the film thickness reached a critical value, i.e., 100 nm, a sharp crack was developed. The formation of the microstructures may result from the release of stress in the thin films. Two-dimensional nucleation will be essential for making uniform film growth.

b. PT Thin Films on Miscut (001)ST

The miscut substrate will provide uniform nucleation centers. Typical value of miscut angle was 1.7 degree. The direction of miscutting was parallel to <010> ST. Surface model of the miscut ST is shown in Fig. 1. Surface crystal steps will act as a nucleation center. The surface comprises step lines and terraces. The height of the steps is around 0.4 nm corresponding to a crystal unit of ST substrate [10]. The average terrace width is 14 nm for the miscut angle of 1.7 degree. Figure 2 shows typical surface SEM images of sputtered PT thin films on the miscut ST substrates for various miscut angles. The surface comprises periodic striped patterns. The spacing of the periodic patterns decrease with increasing the miscut angles. Typical spacing for the miscut angle of 1.7 degree was 50 to 150 nm. X-ray diffraction analysis suggests that these PT thin films on miscut ST substrates are highly c-axis oriented single crystal. The cross sectional TEM image of the sputtered PT thin film on the miscut ST substrate with SAD pattern and sur...

Fig. 2. Typical SEM images of sputtered PT thin films on miscut 001 ST for various miscut angles: (a) 1.7 degree, (b) 5.0 degree. PT thin films, 100 nm in thickness.

face lattice image of the PT thin film are shown in Fig. 3. The surface of the terrace was atomically smooth. The step height was 1 to 3 nm. These results suggested that the film growth on the miscut ST substrates was governed by a layer growth of step-flow growth mode. At the initial stage of film growth, film thickness <10 nm, step bunching was observed. Both terrace width and step height increased with film thickness [11]. The SAD pattern shows the films epitaxially grown with the epitaxial relation of (001)PT / (001)ST. The PT thin films comprise c-domain structure and are coherent to the substrates.

Domain stability has been studied in detail by Speck et al. Population of a-domain and c-domain are governed by the substrate lattice and thermal mismatch, cooling rate, and depolarizing field [7]. The present experiments suggest that the control of initial film growth is effective to make uniform PT thin films with single crystal/single domain structure.

The step-flow growth mode is essentially governed by the surface diffusion of adatoms on the terrace. Higher mobility of adatoms and/or narrow width of terrace will stabilize the step-flow growth mode. The commercially available well-oriented ST substrates also include crystal steps and terraces, since the error of crystal cutting angle is generally 0.3 degree which corresponding the terrace width of >80 nm. At present deposition condition the terrace width >80 nm, will be so long that the step-flow growth mode could not be stabilized. The critical miscut angle, i.e. minimum miscut angle, 0.9 to 1.7 degree [12]. The stability of the layer growth of step-flow growth mode was affected by the partial oxygen pressure during film growth. The higher oxygen partial pressure during the sputtering will prevent the two-dimensional nucleation accompanied by layer growth and induces the three-dimensional crystal growth as shown in the SEM images of Fig. 4. (a) Ar/O2=20/3, two-dimensional crystal growth. (b) Ar/O2=5. (c) Ar/O2=20/7, three-dimensional crystal growth. A critical partial oxygen pressure was present for the layer growth.

2. Lattice Structures
Heteroepitaxial films show three types of lattice deformation: relaxed, strained, and/or dislocated lattice deformation. Thick films usually show relaxed and/or dislocated type. Ultrathin films, thickness less than a critical thickness, show strained lattice deformation. At the growth temperature cubic PT (a=0.397 nm) films are epitaxially grown on ST (a=0.393 nm) under a compres-

Fig. 3. Cross sectional TEM image of sputtered PT thin films on miscut (001)ST with SAD pattern at film/substrate interface (a), lattice image of film surface (b). PT thin film, 150 nm in thickness.
structure without any grain boundary. The PT thin films are extremely smooth. The X-ray diffraction patterns include satellite oscillation due to Pendellösung Fringes. The PT thin films will be tightly bonded onto the substrate, so the PT thin films show a small variation of c- and a-lattice parameters over Curie temperature [14]. The PT thin films showed excellent dielectric properties with low loss factor: room temperature dielectric constant $\varepsilon_r = 70$, loss factor tan$\delta < 1\%$, remanent polarization $P_r = 30 \mu C/cm^2$, and pyroelectric coefficient $\gamma = 3 \times 10^{-6} C/cm^2K$. The large pyroelectric coefficient indicates that the PT thin films comprise mono-polar c-domain without 180 degree domain [15].

V. CONCLUSION

Deposition of PT on a miscut ST substrate induces step-flow growth mode and realizes a layer growth. The resultant PT thin films show a continuous single crystal/single c-domain structure, although the films show strained deformation. The thickness of the continuous single crystal films is up to 300 nm. The PT thin films do not include 90 and/or 180 degree domain. It is confirmed that the epitaxial growth on miscut substrates is essential to fabricate perovskite thin films with controlled microstructures. It is also noted that a basic planar r-f diode magnetron sputtering is available for the deposition of perovskite thin films with controlled microstructures on an atomic scale.
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Abstract

Excellent symmetric dielectric hysteresis is observed from lead zirconate titanate (PZT) thin films using transverse electric fields driven by interdigitated surface electrodes. The 1 μm-thick PZT films with Zr/Ti ratio of 52/48 are prepared on ZrO₂ buffered, 4-inch diameter silicon wafers with a thermally grown SiO₂ layer. Both the ZrO₂ buffer layer and PZT film are deposited by using a similar sol-gel processing. Remanent polarization of about 20 μC/cm² with coercive field less than 40 kV/cm is obtained as measured using a triangle wave at 50 Hz. Thicker films are being developed and retention for the transversely polarized state is currently under study. One of the objectives of this study is to develop a large array of d₃₃ driven unimorph sensing elements for a high resolution acoustic imaging system.
Because the $d_{33}$ and $k_{33}$ values of most ceramics are almost two times of the $d_{31}$ and $k_{31}$ values respectively, recent studies in macroscopic systems have highlighted the strong advantages for unimorph bending actuators with transversely polarized PZT layer which can be driven electromechanically through the piezoelectric $d_{33}$ mode rather than the conventional $d_{31}$ mode. Here the $d_{33}$ mode means that both the polarization and applied field are along the surface of the piezoelectric layer (that is, transverse direction). This $d_{33}$ unimorph structure should also be significant for MEMS (microelectromechanical systems) applications because many micromachined unimorph transducers for various MEMS devices have been developed by combining silicon microelectronics technology and on-chip ferroelectric lead zirconate titanate (PZT) films. In addition, we believe the transverse polarization configuration will be more attractive for micromachined unimorph diaphragm pressure sensors, since diaphragm thickness and electrode spacing are now independent variables. Particularly important is the fact that newer field effect transistors are available with ultralow input capacitance, matching well the very low self-capacitance of the unimorph structures with wider electrode separation and consequently higher intrinsic voltage sensitivity. As a first step towards producing $d_{33}$-mode unimorph bending transducers on silicon substrates, ferroelectric PZT films have to be deposited on an insulating buffer layer with low dielectric constant instead of the conventional platinum buffer layer. In this letter we report that PZT thin films can be prepared on $\text{ZrO}_2$-buffered silicon substrates and strong symmetric hysteresis is observed for transverse fields generated from interdigitated surface electrodes, indicating the excellent ferroelectric properties of the films.

Both the $\text{ZrO}_2$ and PZT films were deposited by multiple sol-gel spin-on procedures, and their solutions were prepared using an acetic acid process modified from the former
reports in the literature. To prepare ZrO₂ solution, zirconium n-propoxide was added to the glacial acetic acid and the mixture was refluxed at 105°C for 1 hour. Ethylene glycol and deionized water were also added during the reflux to control the viscosity and concentration of the solution. To prepare PZT (52/48) solution, lead acetate trihydrate, with 20 mol% excess lead content, was initially dissolved in acetic acid and the associated water was removed during a period of distillation at 150°C. After cooling to room temperature, zirconium n-propoxide and titanium isopropoxide were added to the solution and the mixture was refluxed at 80°C for 1 hour. Again ethylene glycol and deionized water were added during the reflux process. The concentrations of the final solutions were adjusted to be 0.75 M for the ZrO₂ solution and 0.90 M for the PZT solution. The substrate was 4 inch-diameter, n-type, (100) oriented silicon wafers with a 0.4 μm-thick thermally grown SiO₂ layer. For the preparation of ZrO₂ film, the samples were pyrolyzed at 600°C for 0.1 hour after the deposition of each layer and annealed at 700°C for 3 hours after the 5th layer deposition. After the annealing of ZrO₂ film, another 5 layers of PZT solution were coated layer by layer in the same way but the final annealing condition was changed to 700°C for 1 hour.

The phase structures of the films were analyzed by using an X-ray diffractometer and the results are shown in Fig. 1. It can be seen that the ZrO₂ film is mainly amorphous after annealing but the PZT film is well-formed perovskite structure phase. The peak with the highest intensity in the X-ray diffraction pattern of the PZT film is indexed as (101) plane, indicating that the film is mostly random-oriented. This is not surprising considering the PZT film was grown on an amorphous surface. The surface and cross-section microstructures of the films were studied under scanning electron microscopy (SEM) and the results are given in Fig. 2. The SEM surface micrograph of the PZT film
suggests a grain aggregate structure of 3 to 5 \( \mu m \) scale, but obvious sub-structure, and x-ray line broadening indicate that the true grain size is significantly smaller. The SEM cross-sectional microstructure (Fig. 2 (b)) shows the clear multilayer PZT, ZrO\(_2\), SiO\(_2\), Si structure and the very sharp interface between PZT and ZrO\(_2\) films. The thicknesses of the PZT and ZrO\(_2\) films are about 1 and 0.4 \( \mu m \) respectively. These results have verified that the ZrO\(_2\) film can work as an effective buffer layer preventing the reaction and inter-diffusion between the PZT film and silicon substrate.

In order to measure the hysteresis loops under transverse electric field, the Ti/Pt/Au interdigitated electrodes were sputtered on the surface of the PZT film and a sketch map of the electrode patterns is shown in Fig. 3. A conventional photo-resister liftoff process was used to define the finger width of 10 \( \mu m \) and electrode separations (finger gaps) of 5, 10 and 20 \( \mu m \) respectively. The electrode arrays with various patterns were written within the outline of about 1.55 \( \times \) 1.33 mm as shown in Fig. 3 (a).

The hysteresis loops of the films were measured using a modified Sawyer-Tower circuit with 50 Hz, triangle waveform driving signals. Direct electrical hysteresis between induced charge and applied voltage in the 5 \( \mu m \)-gap electrode system is given in Fig. 4 (a). If it is assumed that the area switched is the product of the length of electrode fingers and film thickness and that the field is uniform across the electrode gap, the data may be converted to a \( P \) (polarization) vs \( E \) (field) scale. Fig 4 (b) shows the loops superposed for 5, 10, and 20 \( \mu m \) finger gaps under such assumptions. Clearly there will be fringing fields associated with the finger terminations which will affect the calculated polarization and electric field values. However, it is encouraging to find the remanent polarization \( (P_r) \) of order 20 \( \mu C/cm^2 \) and the coercive field \( (E_c) \) of order 40 kV/cm, which are close to the
corresponding values of PZT films deposited on platinum-buffered silicon substrates using similar sol-gel processing.

In summary, PZT (52/48) films with the thickness of about 1 μm have been prepared on ZrO$_2$ buffered silicon substrates. Both the ZrO$_2$ and PZT films were deposited using a similar sol-gel processing. The results indicate that the deposited ZrO$_2$ film can work effectively as a buffer layer. The strong symmetric hysteresis loops measured by using interdigitated electrodes on the surface of PZT film suggest very good transverse coherence in the film. Current work is concerned with studying the retention of polarization along transverse direction and the related piezoelectric effect, and developing PZT films with thickness up to 5 μm in order to construct micromachined unimorph transducer arrays with the working frequency at MHz range for hand-held underwater 3-D imaging system.
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Figure Captions

Figure 1. X-ray diffraction patterns of the films.

Figure 2. SEM micrographs of the sample.
   (a) Surface microstructure of the PZT film  (b) Cross-sectional microstructure

Figure 3. Schematic map of the surface interdigitated electrode patterns.
   (a) Top view  (b) Cross-sectional morphology

Figure 4. Field-induced charge and polarization of the PZT film using the surface interdigitated electrodes.
   (a) Direct voltage-charge relationship for the 5 μm gap electrode system
   (b) Field-induced polarization for the electrode patterns with various finger gaps.
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Niobium-doped or lanthanum-doped lead zirconate titanate stannate antiferroelectric thin and thick films have been prepared on platinum-buffered silicon substrates by a modified sol-gel method and their electric properties were characterized, with emphasis on the field-induced phase transition strains. All the films demonstrate zero remanent polarization and a maximum polarization of more than 30 μC/cm². By choosing the appropriate compositions, the films can have either "square" hysteresis loops with very sharp phase transition or "slanted" hysteresis loops with gradual phase transition. The strain levels of the thin films can reach 0.32% with smaller hysteresis or 0.42% with moderate hysteresis. The thick films can either have a strain level of 0.38% with very small hysteresis or have a strain level of 0.48% with clear digital actuator response. Hence the strain levels of these antiferroelectric films are comparable to that of bulk materials and double that of PZT ferroelectric films, and they are very promising for actuation applications in microelectromechanical systems.
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INTRODUCTION

Antiferroelectric materials in the lead zirconate titanate stannate family have been studied for actuator applications during the past several decades because of the large strains concurrent with the antiferroelectric-to-ferroelectric phase transition\textsuperscript{[1-4]}. It has been found that, depending on compositions and temperatures, the antiferroelectric-to-ferroelectric phase transition can occur as a step function of electric field or change gradually with electric field. These two types of transitions are characterized by “square” and “slanted” hysteresis loops, which allow for digital or analog actuator applications. For the materials with square hysteresis loops, strain levels of 0.4% can easily be reached and repeated\textsuperscript{[4]} while strain levels as high as 0.85% have been reported\textsuperscript{[3]}. Considering their strong actuation ability in the bulk form, thin (thickness < 1 μm) and thick (thickness > 1 μm) films in this system have been investigated since 1990s for the microactuation applications in microelectromechanical systems (MEMS)\textsuperscript{[5-7]}. However, most of the reported antiferroelectric thin and thick films have some remanent polarization, which is believed to be due to the retention of the ferroelectric phase. The strain levels of the antiferroelectric thin films are less than 0.2%\textsuperscript{[5-6]}, which are much smaller than that in the bulk materials and there are no strain data available about antiferroelectric thick films.

Recently, our group reported that both niobium-doped and lanthanum-doped lead zirconate titanate stannate antiferroelectric thin and thick films can be prepared from modified sol-gel spin-on techniques\textsuperscript{[8-10]}. All these films demonstrate zero remanent polarization after the electric field is removed. By choosing appropriate compositions, the antiferroelectric films can either have
a typical square hysteresis loop or have a typical slanted hysteresis loop. In this work, the electrical properties of these antiferroelectric thin and thick films are characterized, with emphasis on the field-induced phase transition strains. The results show that the strain levels of these thin and thick films are comparable to that of bulk materials, and the highest value can reach 0.48% for the antiferroelectric thick films with square hysteresis loops. Therefore, these films are very promising for actuation applications as microactuators, micromotors, microvalves and other MEMS devices.

EXPERIMENTAL PROCEDURE

The compositions used in this work are Pb$_{0.99}$Nb$_{0.02}$(Zr$_{0.65}$Sn$_{0.35}$)$_{0.94}$O$_3$ (abbreviated as PNZST) and Pb$_{0.97}$La$_{0.03}$(Zr$_{0.65}$Sn$_{0.35}$)$_{0.94}$O$_3$ (abbreviated as PLZST), and the sample composition and preparation methods are listed in Table I. The thin film samples with the thickness of around 0.4 μm are prepared either from 2-methoxyethanol-based sol-gel method (for PNZST) or from acetic acid-based sol-gel method (for PLZST). By using a multi-step annealing process and suitable PbO coating layers, the thick film samples with the thickness of about 5 μm are prepared from acetic acid-based sol-gel method (for both PNZST and PLZST). The flow chart to make the thin films by 2-methoxyethanol-based method is given in Fig. 1, and the processing details are described in Ref. [8]. Lead acetylatedonate, titanium isoproxide, zirconium n-propoxide, tin acetate, and niobium ethoxide were added to 2-methoxyethanol and the mixture was refluxed at 115°C for 12 h. The solution
**TABLE I** Sample compositions and preparation methods

<table>
<thead>
<tr>
<th>Sample Notation</th>
<th>Compositions*</th>
<th>Preparation method</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-1</td>
<td>PNZST</td>
<td>2-methoxyethanol-based</td>
<td>thin film</td>
</tr>
<tr>
<td>L-1</td>
<td>PLZST</td>
<td>acetic acid-based</td>
<td>thin film</td>
</tr>
<tr>
<td>N-2</td>
<td>PNZST</td>
<td>acetic acid-based</td>
<td>thick film</td>
</tr>
<tr>
<td>L-2</td>
<td>PLZST</td>
<td>acetic acid-based</td>
<td>thick film</td>
</tr>
</tbody>
</table>

*The PNZST is Pb$_{0.99}$Nb$_{0.02}$(Zr$_{0.85}$Sn$_{0.15}$Ti$_{0.02}$)$_{0.95}$O$_{3}$ and the PLZST is Pb$_{0.97}$La$_{0.03}$(Zr$_{0.65}$Sn$_{0.31}$Ti$_{0.04}$)O$_{3}$.|

![Chemical reactions and process flow chart]

**FIGURE 1** Flow chart to make thin films by 2-methoxyethanol-based method
was then cooled to room temperature and 4% formamide was added to promote proper drying and to adjust the concentration to be 0.4 M. The flow chart to make the PNZST thick films are shown in Fig. 2 and the processing details are described in Ref. [10]. Lead acetate trihydrate and tin acetate were initially dissolved in acetic acid and the mixture is distilled at 150°C to remove the associated water, then the solution was added with zirconium n-propoxide, titanium isopropoxide and niobium ethoxide and mixed at 105°C for 1 h. Ethylene glycol and deionized water were added during reflux to control the viscosity and to adjust the concentration to be 0.75 M. 0.70 M

\[
\begin{align*}
&\text{CH}_3\text{COOH} & \text{Pb(CH}_2\text{COO})_2\cdot3\text{H}_2\text{O} & \text{Sn(CH}_2\text{COO})_4 & \text{CH}_2\text{COOH} \\
&\text{Mixed and distilled at 150°C} & & & \\
&\text{Mixed and distilled at 150°C} & \text{Added Zr}((\text{OC})_2\text{H}_2)\text{, Ti(OCH}((\text{CH}_2)_n)\text{, Nb(OCH})_2\text{H}_{13}) & \text{Added CH}_3\text{OHCH}_2\text{OH and H}_2\text{O} & \text{Mixed and Reflux at 105°C} \\
&\text{Mixed and Reflux at 105°C} & & & \text{0.75M PNZST Solution} \\
&\text{Mixed and Reflux at 105°C} & & & \text{Spin-coating: 7500 rpm, 30s} \\
&\text{0.8M PbO Solution} & & & \text{Pyrolysis: 600°C, 0.1 h} \\
& & & & \text{Annealing: 700°C, 1 h} \\
\end{align*}
\]

**FIGURE 2** Flow chart to make thick films by acetic acid-based method
PLZST solution was prepared by using lanthanum ethoxide instead of niobium ethoxide and 0.80 M PbO cover solution was prepared using similar procedure. To make PLZST thin films, the PLZST solution was diluted to 0.40 M by adding more acetic acid.

All the films are deposited on platinum-buffered, n-type, (100) oriented silicon wafers. The thin films were prepared through a simple multi-step spin-on procedure. To make PNZST thin films from 2-methoxyethanol-based method, the films were pyrolyzed at 400°C for 5 min on a hot plate after the deposition of each layer and annealed at 700°C for 18 min after the 4th layer deposition. To prepare PLZST thin films from acetic acid-based method, the pyrolysis condition is 600°C for 0.1 h in a commercial box furnace and the annealing condition is 700°C for 1 h.

The procedure to deposit thick films is more complicated, which we named as multi-step annealing with multiple PbO coating layers. The films were first pyrolyzed at 600°C for 0.1 h after the deposition of each layer, then they were covered with PbO coating solution and annealed at 700°C after the deposition of 5 layers of PNZST solution or 6 layers of PLZST solution. This cycle is repeated until 30 layers of PNZST solution or 42 layers of PLZST solution are coated. The effects of multi-step annealing and PbO coatings are discussed in Ref [10] and beyond the scope of this paper.

The thickness of the films were determined from surface profilometer traces. Platinum top electrodes with a diameter of 1.6 mm were deposited by rf sputtering method for electrical property characterization. The low field dielectric properties were measured using an HP4274A LCR meter with an oscillating field of about 2 mV/μm and a frequency of 1 kHz. The hysteresis
loops were measured using a modified Sawyer-Tower circuit with a 50 Hz, triangular waveform driving field. The phase transition strains were determined by using the sensitive double beam laser interferometer. The description of the measurement system can be found in Refs. [11] and [12], but an oscilloscope is used as the final data output instead of lock-in amplifier because of the nonlinear relationship between the driving field and phase transition strain. A driving voltage with 100 Hz, triangular waveform was used.

RESULTS AND DISCUSSION

Dielectric and Ferroelectric Properties

The hysteresis loops of the thin and thick film samples are illustrated in Fig. 3 and Fig. 4 respectively, and their electric property data are summarized in Table II. It can be seen that all the samples have relatively low dielectric loss (lower than 2.0% for Samples N-1, N-2, and L-2 and lower than 3.0% for Sample L-1) and show zero remanent polarization after the electric field is removed. The maximum polarization of Samples N-1 and N-2 can reach 40 μC/cm². This value is much higher than the former reported 20 μC/cm² for the thin films[30] and 28 μC/cm² for the 2.4 μm-thick films[37] in the niobium-doped lead zirconate titanate stramnate antiferroelectric system (The electric property data for the films thicker than 2.4 μm have not been found). All these PNZST samples possess rather square hysteresis loops, although the phase transition of Sample N-1 is not so sharp and its phase transition fields are determined by extrapolating the steepest sections of the hysteresis loop and obtaining their
intersections with the horizontal axis. Very sharp phase transition has been observed in the hysteresis loop of the 5 μm-thick PNZST sample (Sample N-1), which is almost perpendicular to the electric field axis. The PLZST samples show typical slanted hysteresis loops and have a maximum polarization of higher than 30 μC/cm². Although it has been reported that the maximum polarization can reach 30 μC/cm² in the lanthanum-doped lead

<table>
<thead>
<tr>
<th>Sample Notation</th>
<th>Thickness (μm)</th>
<th>ε&lt;br&gt;&lt;sub&gt;r&lt;/sub&gt; (%)</th>
<th>tanδ (%)</th>
<th>E&lt;sub&gt;AF-F&lt;/sub&gt; (kV/cm)</th>
<th>E&lt;sub&gt;F-AF&lt;/sub&gt; (kV/cm)</th>
<th>P&lt;sub&gt;max&lt;/sub&gt; (μC/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-1</td>
<td>0.43</td>
<td>280</td>
<td>1.97</td>
<td>160</td>
<td>75</td>
<td>41</td>
</tr>
<tr>
<td>L-1</td>
<td>0.36</td>
<td>360</td>
<td>2.75</td>
<td>---*</td>
<td>---*</td>
<td>30</td>
</tr>
<tr>
<td>N-2</td>
<td>4.98</td>
<td>283</td>
<td>1.7</td>
<td>150</td>
<td>97</td>
<td>40</td>
</tr>
<tr>
<td>L-2</td>
<td>5.04</td>
<td>434</td>
<td>2.0</td>
<td>---*</td>
<td>---*</td>
<td>35</td>
</tr>
</tbody>
</table>

*can not be given because of the slanted shape of the hysteresis loops.

FIGURE 3 Hysteresis loops of the thin film samples
zirconate titanate stannate system, their samples have rather large remanent polarization and there is no report on the thick films in the lanthanum-doped system.

**Field-induced Phase Transition Strain**

The phase transition strains of the thin and thick film samples are shown in Fig. 5 and Fig. 6 respectively. This is the first time that the strain data for antiferroelectric thick films have been reported. The maximum strain levels can reach 0.32\% for Sample L-1, 0.42\% for Sample N-1, 0.38\% for Sample L-2, and 0.48\% for Sample N-2. They are comparable to most bulk materials which have strain levels of around 0.4\%. The thick films have higher strain levels than thin films even though the driving fields applied to them are lower than that for thin films. This may be due to the fact that thick films have less clamping effect at the film-substrate interface than thin films.
FIGURE 5  Field-induced strains of the thin film samples

(a) Sample N-1

(b) Sample L-1

FIGURE 6  Field-induced strains of the thick film samples

(a) Sample N-2

(b) Sample L-2

As comparing to the strain level of about 0.16% reported before for antiferroelectric thin films\(^{5,6}\), the strain levels for the thin films here are much higher, which can be attributed to several factors. First, the present samples have much larger maximum polarization, which greatly enhances their polarization strain. Secondly, the zero remanent polarization, implying no
retention of the ferroelectric phase in these samples, indicates that there is much less internal stress in the films, and this internal stress is a factor believed to retard the antiferroelectric-to-ferroelectric phase transition and reduce the phase transition strain. Thirdly, electric fields of more than 300 kV/cm are used here, which is larger than the electric fields used in the earlier reports (225 kV/cm in Ref. [5] and 160 kV/cm in Ref. [6]).

There is a strong correlation between the shape of the hysteresis loop and the nature of the strain curve. Corresponding to their slanted hysteresis loops, the strain curve for Sample L-1 has relatively smaller hysteresis and gradually increase with electric field, and the strain curve of Sample L-2 has very small hysteresis. These PLZST films are suitable for analog mechanical response applications. The strain curve of Sample N-1 shows a moderate hysteresis and the strain begins to be generated only when the electric field becomes larger than 100 kV/cm, showing a digital response character to some extent. In the strain curve of Sample N-2, there is a jump of about 0.3% around the antiferroelectric-to-ferroelectric phase transition field, demonstrating a very clear digital actuator response. Therefore, the microactuators made from these antiferroelectric thin and thick films can meet the requirements for various electro-mechanical responses.

CONCLUSIONS

Antiferroelectric thin and thick films in lead zirconate titanate stannate family have been prepared on platinum-buffered silicon substrates by modified sol-gel spin-on techniques and their electric properties were characterized. These
films can be niobium-doped or lanthanum-doped. The 0.4 μm-thick antiferroelectric thin films were prepared from 2-methoxyethanol-based method for Nb-doped samples and acetic acid-based method for La-doped samples. By using a multi-step annealing process with multiple PbO coating layers, the 5 μm-thick antiferroelectric thick films were prepared from the acetic acid-based method. All the films demonstrated zero remanent polarization and the maximum polarization values are larger than 30 μC/cm². By choosing the appropriate compositions, the films can be made to have either square hysteresis loops with sharp phase transition, which are suitable for digital mechanical response applications, or slanted hysteresis loops with gradual phase transition, which are suitable for analog mechanical response applications. The thin films can have field-induced phase transition strain of 0.32% with smaller hysteresis or 0.42% with moderate hysteresis. For the thick films, the field-induced phase transition strain can reach 0.38% for films with very small hysteresis or 0.48% for films with very clear digital actuator response. Therefore, these antiferroelectric thin and thick films are very promising for high-strain actuation applications in MEMS devices.
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Abstract

Without external fields, ferroelectric materials will have multi-domain configuration in the ferroelectric state. Detailed analysis found that twinning may not be treated as random since the number of orientations for the domain walls are limited in a given symmetry change during a ferroelectric phase transition. In each finite region of a large crystal or in small crystallites, a particular set of twins is favored under certain boundary conditions, which consists of only two of the low temperature variants. Statistic models of random distribution of domains do not apply for calculating the physical properties of such twin structures. However, one could derive the two domain twin properties by using the constitutive equations and appropriate mechanical boundary considerations. This paper presents a theoretical analysis on such a two-domain twin system, including its global symmetry and effective material properties resulting from different twinning configurations. Numerical results are derived for LiNbO$_3$ and BaTiO$_3$.
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I. INTRODUCTION

The macroscopic material properties of a multi-domain ferroelectric system are collective average of individual domains. Traditionally, people took statistic average of the properties of all the low temperature variants and used the volume ratio as the weighting factor. However, in reality, different physical properties may follow different averaging rules depending on the geometric configuration. For many properties the contribution of each domain do not always coincides with their volume ratio. For example, the elastic constant of a fiber reinforced composite is much larger in the fiber length direction than in its radial direction, although the volume ratio can be the same. Similarly, in a multi-domain system the contribution of each domain not only depends on the volume ratio but also on the relative geometric configuration and to the orientation of the applied external fields. Experimental evidence showed that the domains often appear in a twin band with only two variants in the set\(^1,2\). Even for a ceramic system, domains observed in each given grain are mostly twin pair sets rather than all the available variants. Such limited variant twinning pattern is more pronounced in a single crystal system since all orientations must be coherently joined together. Each twin band often occupies a sizable volume in a large single crystal. Generally speaking, two-variant twinning is the basis of all multi-domain systems in ferroelectrics.

Recent development in domain engineering of relaxor based single crystal systems (e.g. for single crystals PZN-PT, PMN-PT) produced much enhanced piezoelectric and dielectric properties\(^3\). Experimental observation showed that many engineered crystal systems have only two variants\(^4\). Even those nonpoled samples are composed of large regions of two variants twin band structures. Experimental observation of these relaxor based single crystals revealed that the twinning mostly consists of two variant twins\(^5,6\) (for PZN and for BaTiO\(_3\)). It is also found that the orientation of the two domain system and the selection of the variants can significantly influence the effective material properties of multi-domain systems. This means that the statistical model or models depend only on the volume ratio will not give proper prediction of the physical properties in these domain engineered crys-
tals. Roughly speaking, the volume ratio average scheme assumed isotropic distribution of
domain walls and ignored the cross coupling between different quantities of the associated
domains.

If we utilize the fact that the basic domain structure only consists of two variants and
they have certain orientation relation in domain engineered crystal systems, it is possible
to accurately derive the apparent macroscopic property by directly apply external loads to
the system. Such a two-variant domain set can then serve as the building block to calculate
properties of systems with more complex domain patterns.

The importance of calculating the effective properties of two domains lies in the fact
that the macroscopic properties observed experimentally, no matter from ultrasonic method
or from resonance technique, are actually a collective contribution of the existing domains,
not all possible domains. In a given domain engineered single crystal, only some of the low
temperature variants can appear.

Because of the importance of predicting the effective material properties, there are vast
literatures on property averaging of multi-component systems. For example, the equivalent
elastic constants were previously calculated for two layer elastic system\textsuperscript{7} by using the
volume ratio as the weighing factor for both the stress and strain. Their approach allows
the calculation of elastic properties in two layer system for materials of any symmetry and
any orientation between the two layers. This method was later extended to piezoelectric
materials\textsuperscript{8}. Dynamic approach for calculating the effective material properties of piezo-
electric layered material of arbitrary orientation\textsuperscript{9} was based on the nature of acoustic wave
propagation in layered material in the long-wavelength limit. It allowed explicit calculation
of complete set of all material properties. Another method for effective material property
calculations is the method of effective medium which was applied to calculate the properties
of polycrystalline ceramics\textsuperscript{10-12} and piezoelectric composites\textsuperscript{13,14}. The mechanical stress and
electric field were assumed uniform in the matrix and in the inclusion (grains). The average
was calculated under a number of assumptions about the space distribution and the shape of
inclusions (spherical and elliptical shape). Effective material properties for 1-3 composites
were calculated for $6mm$ symmetry as a function of volume fraction\textsuperscript{13}. While all of these techniques have advantages and disadvantages in certain aspects, they have provided guidance to many particular applications and to the proper characterization of multi-component systems of interest to certain accuracy.

However, it is not appropriate to use the volume ratio average if there are only limited number of domains in a system. In this paper we will try to eliminate some of those less convincing assumptions used in previous averaging methods and develop a systematic procedure particularly applicable to a two domain twin system. We will use different weighing factors for different physical properties based on the relative orientation to the external stress and electric field. Some quantities in each domain can be the same as in the combined twin system rather than all quantities being the weighted average. We will also give the macroscopic symmetry associated with twinning of different pairs of the low temperature variants resulting from cubic to rhombohedral and cubic to tetragonal ferroelectric phase transitions. Numerical applications of this averaging technique were performed on LiNbO$_3$ ($m3m - 3m$) and BaTiO$_3$ ($m3m - 4mm$) and the results were compared to that obtained by the method given in Ref. [8].

II. AVERAGING OF TENSOR PROPERTIES IN A TWIN CRYSTAL

For the twinned structure under study, we assume that the two variants have a volume ratio of $v^{(1)}$ and $v^{(2)}$ and the domain wall(DW) is perpendicular to the $y$-axis. Considering the unit cell of a twin structure as shown in Fig. 1, we can apply static stress and electric field to the system and use the response to derive the effective average property of this twin crystal. For generality, we allow the crystallographic symmetry of both materials to be arbitrary, however the material properties of both domains must be expressed in the same coordinate system before performing the average. For a ferroelectric system, the material properties are represented by the elastic compliance tensor $s^{(i)}$, piezoelectric constant tensor $d^{(i)}$ and dielectric constant tensor $\epsilon^{(i)}$, which satisfy the constitutive relations.
\[
\begin{pmatrix}
\eta^{(i)} \\
D^{(i)}
\end{pmatrix} = \begin{pmatrix} S^{(i)} & d^{(i)} \end{pmatrix} \begin{pmatrix} \tau^{(i)} \\
\varepsilon^{(i)}
\end{pmatrix}, i = 1, 2
\]  

(1)

where the superscripts (1) and (2) represent the quantity for domain 1 and domain 2 respectively. \(\eta^{(i)}\) and \(D^{(i)}\) are the elastic stain tensor and the electric displacement vector. \(d^{(i)}\) and \(E^{(i)}\) are the stress and electric field, respectively. The two domains can be of different thickness, which is represented by volume ratios \(v^{(1)}\) and \(v^{(2)}\) with \(v^{(1)} + v^{(2)} = 1\). Components of elastic strain \(\eta\) are assumed to be symmetric. While the components of elastic stress do not have this symmetry due to the cross domain coupling and the simplified notation is related to the true tensor notation in the following form.

\[
T_k = \begin{cases}
T_{ij} & i = j \\
T_{ij} + T_{ji} & i \neq j
\end{cases}, \quad i, j = 1, 2, 3
\]  

(2)

Since the material properties are similar in magnitude for the two domains, unlike the case of polymer-ceramic composite, it is reasonable to assume that the mechanical stress, strain, electric field and electric displacement in both domains are homogeneous in the equilibrium state. At equilibrium, the effective stress and strain of the twin system is symmetric and the two domains are required to form a coherent non-separating boundary (DW) under external applied stresses. For convenience, we will use the shortened notation for all the tensor components of material properties defined by

\[
\begin{align*}
\tau_{\lambda\nu} &= \begin{cases}
s_{ijkl} & i = j, k = l \\
2s_{ijkl} & i \neq j, k = l \\
2s_{ijkl} & i = j, k \neq l \\
4s_{ijkl} & i \neq j, k \neq l
\end{cases}, \quad i, j, k, l = 1, 2, 3
\end{align*}
\]  

(3a)

\[
d_{\lambda\mu} = \begin{cases}
d_{ijk} & j = k \\
2d_{ijk} & j \neq k
\end{cases}, \quad j, k = 1, 2, 3.
\]  

(3b)

The constitutive relations for each of the domains are
\[ \eta_{ij}^{(n)} = d_{ijk}^{(n)} E_k^{(n)} + s_{ijkl}^{(n)} T_k^{(n)}, \]  
\[ D_i^{(n)} = \varepsilon_{ij} E_j^{(n)} + d_{ijk} T_{jk}^{(n)}, \quad i, j, k, l = 1, 2, 3, \quad n = 1, 2, \]  

where \( T_{ij}^{(n)} \) and \( E_k^{(n)} \) are the components of elastic stress tensor and electric field vector.

Volume ratio averaging conditions can be expressed as:

\[ \eta_{ij}^{eff} = \eta_{ij}^{(1)} + v^{(2)} \eta_{ij}^{(2)} \]  
\[ T_{ij}^{eff} = \eta_{ij}^{(1)} T_{ij}^{(1)} + v^{(2)} T_{ij}^{(2)}, \quad i, j = 1, 2, 3. \]

These relations can not hold true simultaneously for both the strain and stress as one can see from the twin structure in Fig. 1. We need to redefine the conditions for such a system for which the orientation and configuration are known. Mechanical equilibrium and non-separable boundary conditions, i.e., the continuity of 3 normal components of stress \( T_{22}^{(i)}, T_{23}^{(i)}, T_{21}^{(i)} \), 6 tangential components of strain \( \eta_{11}^{(i)}, \eta_{33}^{(i)}, \eta_{52}^{(i)}, \eta_{13}^{(i)}, \eta_{31}^{(i)}, \eta_{12}^{(i)} \), 2 tangential components of electric field \( E_1^{(i)}, E_3^{(i)} \) and normal component of electric displacement \( D_2^{(i)} \), \((i = 1, 2)\), lead directly to the following conditions:

\[ \eta_{11}^{(1)} = \eta_{11}^{(2)} \]  
\[ \eta_{33}^{(1)} = \eta_{33}^{(2)} \]  
\[ \eta_{52}^{(1)} = \eta_{52}^{(2)} \]  
\[ \eta_{13}^{(1)} = \eta_{13}^{(2)} \]  
\[ \eta_{31}^{(1)} = \eta_{31}^{(2)} \]  
\[ \eta_{12}^{(1)} = \eta_{12}^{(2)} \]  
\[ D_2^{(1)} = D_2^{(2)} \]  
\[ T_{22}^{(1)} = T_{22}^{(2)} \]  
\[ T_{23}^{(1)} = T_{23}^{(2)} \]  
\[ T_{21}^{(1)} = T_{21}^{(2)} \]  
\[ E_1^{(1)} = E_1^{(2)} \]  
\[ E_3^{(1)} = E_3^{(2)} \]
These conditions provided new different averaging rules for some components of elastic stress, strain, electric field and electric displacement.

Equations (6a) - (6l) give the relations between the elastic stress and electric field in domain 2 and domain 1. For a prescribed stress or electric field to the twinned system, one can first represent the stress and field in domains 1 and 2 using the global quantities. Then, these tensor components can be substituted into the equations (5a) - (5b) and the effective material properties will be found. The system of linear equations (6a) - (6l) can be solved in matrix form

\[ \mathbf{b}^{(1)} = \mathbf{b}^{(2)}, \]

where

\[
\begin{pmatrix}
  s^{(1)}_{11} & s^{(1)}_{12} & s^{(1)}_{13} & s^{(1)}_{14} & s^{(1)}_{15} & s^{(1)}_{16} & s^{(1)}_{16} & d^{(1)}_{11} & d^{(1)}_{21} & d^{(1)}_{31} \\
  0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  s^{(1)}_{13} & s^{(1)}_{15} & s^{(1)}_{16} & s^{(1)}_{14} & s^{(1)}_{14} & s^{(1)}_{16} & s^{(1)}_{16} & d^{(1)}_{13} & d^{(1)}_{23} & d^{(1)}_{33} \\
  0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  s^{(1)}_{14} & s^{(1)}_{21} & s^{(1)}_{23} & s^{(1)}_{14} & s^{(1)}_{14} & s^{(1)}_{16} & s^{(1)}_{16} & d^{(1)}_{14} & d^{(1)}_{24} & d^{(1)}_{34} \\
  s^{(1)}_{15} & s^{(1)}_{25} & s^{(1)}_{26} & s^{(1)}_{15} & s^{(1)}_{15} & s^{(1)}_{16} & s^{(1)}_{16} & d^{(1)}_{15} & d^{(1)}_{25} & d^{(1)}_{35} \\
  s^{(1)}_{16} & s^{(1)}_{26} & s^{(1)}_{36} & s^{(1)}_{16} & s^{(1)}_{16} & s^{(1)}_{16} & s^{(1)}_{16} & d^{(1)}_{16} & d^{(1)}_{26} & d^{(1)}_{36} \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  d^{(1)}_{21} & d^{(1)}_{22} & d^{(1)}_{23} & d^{(1)}_{24} & d^{(1)}_{25} & d^{(1)}_{26} & d^{(1)}_{26} & e^{(1)}_{12} & e^{(1)}_{22} & e^{(1)}_{23} \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

and transposed vector \( \tau^{(i)} \) is

\[ \tau^{(i)T} = (T^{(i)}_{11}, T^{(i)}_{22}, T^{(i)}_{33}, T^{(i)}_{12}, T^{(i)}_{23}, T^{(i)}_{31} + T^{(i)}_{31}, T^{(i)}_{12}, T^{(i)}_{21}, E^{(i)}_{1}, E^{(i)}_{2}, E^{(i)}_{3}) \].

To find out the effective material properties of two-domain system, we can use matrix calculations. In the examples, however, we will solve them in steps in for convenience.

Nine simple loads for the two-domain system were applied to help us derive the independent effective constants. In each case, only one or two components of the load is non-zero.
• longitudinal stress
  1. $T_{11}^{\text{eff}} \neq 0$
  2. $T_{22}^{\text{eff}} \neq 0$
  3. $T_{33}^{\text{eff}} \neq 0$
  All others are zero. i.e., $T_{ij}^{\text{eff}} = 0, E_i^{\text{eff}} = 0$

• shear stress
  4. $T_{23}^{\text{eff}} \neq 0, T_{32}^{\text{eff}} \neq 0$
  5. $T_{13}^{\text{eff}} \neq 0, T_{31}^{\text{eff}} \neq 0$
  All others are zero. i.e., $T_{ij}^{\text{eff}} = 0, E_i^{\text{eff}} = 0$
  6. $T_{12}^{\text{eff}} \neq 0, T_{21}^{\text{eff}} \neq 0$

• electric field
  7. $E_1^{\text{eff}} \neq 0$
  8. $E_2^{\text{eff}} \neq 0$
  All others are zero. i.e., $T_{ij}^{\text{eff}} = 0, E_i^{\text{eff}} = 0$
  9. $E_3^{\text{eff}} \neq 0$

The constitutive relations become relatively simple for these 9 independent loads for calculating the effective material properties. Usually only one kind of material constant for the effective material is involved in each equation.

Putting each of these 9 independent loads into the equations (6a)-(6l) and use the averaging rules (5a) - (5b) we obtain a system of linear equations

\[
A \bar{\bar{x}} = \bar{\bar{y}}, \quad (10a)
\]

\[
A = A^{(1)} + \frac{v^{(1)}}{v^{(2)}} A^{(2)} \quad (10b)
\]

\[
A^{(i)} = \begin{pmatrix}
\alpha^{(i)}_{11} & \alpha^{(i)}_{13} & \alpha^{(i)}_{14} & \alpha^{(i)}_{15} & \alpha^{(i)}_{16} & d^{(i)}_{21} \\
\alpha^{(i)}_{13} & \alpha^{(i)}_{33} & \alpha^{(i)}_{34} & \alpha^{(i)}_{35} & \alpha^{(i)}_{36} & d^{(i)}_{23} \\
\alpha^{(i)}_{14} & \alpha^{(i)}_{34} & \alpha^{(i)}_{44} & \alpha^{(i)}_{45} & \alpha^{(i)}_{46} & d^{(i)}_{24} \\
\alpha^{(i)}_{15} & \alpha^{(i)}_{35} & \alpha^{(i)}_{45} & \alpha^{(i)}_{55} & \alpha^{(i)}_{56} & d^{(i)}_{25} \\
\alpha^{(i)}_{16} & \alpha^{(i)}_{36} & \alpha^{(i)}_{46} & \alpha^{(i)}_{56} & \alpha^{(i)}_{66} & d^{(i)}_{26} \\
d^{(i)}_{21} & d^{(i)}_{23} & d^{(i)}_{24} & d^{(i)}_{25} & d^{(i)}_{26} & \varepsilon^{(i)}_{22}
\end{pmatrix}, \quad i = 1, 2 \quad (10c)
\]
\( \bar{t}_i = \begin{pmatrix} \frac{1}{2} T_{11}^{(1)} \\ T_{22}^{(1)} \\ T_{33}^{(1)} \\ \frac{1}{2} T_{13}^{(1)} + T_{31}^{(1)} \\ \frac{1}{2} T_{12}^{(1)} \\ T_{32}^{(1)} \\ E_2^{(1)} \end{pmatrix} \), \quad i = 1, 2, \ldots, 9, \quad (10d) \\

\( \bar{y}_1 = \frac{1}{v(12)} T_{11}^{\text{eff}} \), \quad \bar{y}_2 = T_{22}^{\text{eff}} \begin{pmatrix} s_{12}^{(2)} - s_{12}^{(1)} \\ s_{23}^{(2)} - s_{23}^{(1)} \\ s_{24}^{(2)} - s_{24}^{(1)} \\ s_{25}^{(2)} - s_{25}^{(1)} \\ s_{26}^{(2)} - s_{26}^{(1)} \\ d_{22}^{(2)} - d_{22}^{(1)} \end{pmatrix} \), \quad (10e) \\

\( \bar{y}_3 = \frac{1}{v(24)} T_{33}^{\text{eff}} \), \quad \bar{y}_4 = \frac{1}{2} T_{23}^{\text{eff}} \begin{pmatrix} (1 + \frac{1}{v(24)}) s_{14}^{(2)} - s_{14}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{34}^{(2)} - s_{34}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{44}^{(2)} - s_{44}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{45}^{(2)} - s_{45}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{46}^{(2)} - s_{46}^{(1)} \\ (1 + \frac{1}{v(24)}) d_{24}^{(2)} - d_{24}^{(1)} \end{pmatrix} \), \quad (10f) \\

\( \bar{y}_5 = \frac{1}{v(12)} T_{13}^{\text{eff}} \), \quad \bar{y}_6 = \frac{1}{2} T_{12}^{\text{eff}} \begin{pmatrix} (1 + \frac{1}{v(24)}) s_{16}^{(2)} - s_{16}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{36}^{(2)} - s_{36}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{46}^{(2)} - s_{46}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{56}^{(2)} - s_{56}^{(1)} \\ (1 + \frac{1}{v(24)}) s_{66}^{(2)} - s_{66}^{(1)} \\ (1 + \frac{1}{v(24)}) d_{26}^{(2)} - d_{26}^{(1)} \end{pmatrix} \), \quad (10g)
\[ \tilde{y}_7 = E_1^{\text{eff}} \begin{pmatrix} d_{11}^{(2)} - d_{11}^{(1)} \\ d_{13}^{(2)} - d_{13}^{(1)} \\ d_{14}^{(2)} - d_{14}^{(1)} \\ d_{15}^{(2)} - d_{15}^{(1)} \\ d_{16}^{(2)} - d_{16}^{(1)} \\ \varepsilon_{12}^{(2)} - \varepsilon_{12}^{(1)} \end{pmatrix} \quad \tilde{y}_8 = \frac{1}{y^{(2)}} E_2^{\text{eff}} \begin{pmatrix} d_{21}^{(2)} \\ d_{23}^{(2)} \\ d_{24}^{(2)} \\ d_{25}^{(2)} \\ d_{26}^{(2)} \\ \varepsilon_{22}^{(2)} \end{pmatrix} \]
\[ \tilde{y}_9 = E_3^{\text{eff}} \begin{pmatrix} d_{31}^{(2)} - d_{31}^{(1)} \\ d_{33}^{(2)} - d_{33}^{(1)} \\ d_{34}^{(2)} - d_{34}^{(1)} \\ d_{35}^{(2)} - d_{35}^{(1)} \\ d_{36}^{(2)} - d_{36}^{(1)} \\ \varepsilon_{23}^{(2)} - \varepsilon_{23}^{(1)} \end{pmatrix} \] (10h, 10i)

The mechanical stresses \( T_{ij}^{(1)} \) and electric field \( E_2^{(1)} \) are different in general for these simple loads. Values of mechanical stress and electric field in domain 2 can be expressed from equations (6a)-(6l) using values of corresponding components in domain 1. We can solve the equation (10a) and substitute the results into equations (5a)-(5b) to find the effective material properties for the two-domain system. Detailed procedure is illustrated in the example below.

III. EXAMPLES OF TENSOR PROPERTY AVERAGING FOR A TWIN CRYSTAL WITH THE SAME VOLUME RATIOS OF THE TWO DOMAINS

As an example, we calculate the effective material properties of a \( 3m \) symmetry class single crystal, such as PZN-PT single crystal, with one set of twins containing equal volume ratios of the two domains. First of all, we need to rotate all tensor components of material properties for both domains from their own material coordinates to the same global coordinate system (material coordinate for the parent cubic structure). Components of material
properties for domains 1 and 2 are rotated to the common coordinate system using matrices

\[
R^{(1)} = \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\
0 & -\frac{2}{\sqrt{6}} & \frac{1}{\sqrt{3}}
\end{pmatrix}, \quad R^{(2)} = \begin{pmatrix}
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\
-\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{3}} \\
0 & -\frac{2}{\sqrt{6}} & \frac{1}{\sqrt{3}}
\end{pmatrix}.
\]  

(11)

Because the prototype symmetry of the paraelectric phase is cubic, the possible DW orientations\textsuperscript{18} for the two domains with polarization \( P_S[111] \) and \( P_S[\overline{1}11] \) are [010] and [101]. We calculate the effective material properties for the case with DW oriented in [010]. Domains are often observed as periodic twin band in most ferroelectric materials, therefore, it is reasonable to assume the same volume ratios for the two domains, i.e. \( v^{(1)} = v^{(2)} = \frac{1}{2} \), the expected symmetry of such a twin structure and its effective material properties is \( mm\text{2} \).

Independent material properties for \( 3m \) symmetry class in its own crystallographic coordinate system with the mirror symmetry plane perpendicular to \( x \)-axis can be found in Ref.[17].

Material properties for domain 1 in the chosen coordinate system (as plotted in Fig. 1) are

\[
s''^{(1)} = \begin{pmatrix}
s'_{11} & s'_{12} & s'_{12} & s'_{14} & s'_{15} & s'_{15} \\
s'_{14} & s'_{11} & s'_{15} & s'_{12} & s'_{14} & s'_{15} \\
s'_{12} & s'_{14} & s'_{11} & s'_{15} & s'_{15} & s'_{12} \\
s'_{15} & s'_{14} & s'_{15} & s'_{15} & s'_{14} & s'_{45} \\
s'_{14} & s'_{15} & s'_{45} & s'_{44} & s'_{45} & s'_{45} \\
s'_{15} & s'_{14} & s'_{45} & s'_{44} & s'_{45} & s'_{44}
\end{pmatrix}.
\]  

(12a)

\[
\epsilon' = \begin{pmatrix}
\epsilon'_{11} & \epsilon'_{12} & \epsilon'_{12} \\
\epsilon'_{12} & \epsilon'_{11} & \epsilon'_{12} \\
\epsilon'_{12} & \epsilon'_{12} & \epsilon'_{11}
\end{pmatrix}.
\]  

(12b)
\[
d' = \begin{pmatrix}
d'_{11} & d'_{12} & d'_{12} & d'_{14} & d'_{15} & d'_{15} \\
n'_{12} & n'_{11} & n'_{12} & n'_{14} & n'_{15} & n'_{15} \\
n'_{12} & n'_{12} & n'_{11} & n'_{14} & n'_{15} & n'_{15} \\
n'_{12} & n'_{12} & n'_{12} & n'_{11} & n'_{14} & n'_{14}
\end{pmatrix},
\]
(12c)

while material properties for the second domain in the same coordinate system can be derived as

\[
s'' = \begin{pmatrix}
s''_{11} & s''_{12} & s''_{12} & -s''_{14} & s''_{15} & -s''_{15} \\
s''_{12} & s''_{11} & s''_{12} & -s''_{15} & s''_{14} & -s''_{15} \\
s''_{12} & s''_{12} & s''_{11} & -s''_{15} & s''_{14} & -s''_{14} \\
-s''_{14} & -s''_{15} & -s''_{15} & s''_{44} & -s''_{45} & s''_{45} \\
s''_{15} & s''_{14} & s''_{15} & -s''_{45} & s''_{44} & -s''_{45} \\
-s''_{15} & -s''_{14} & -s''_{15} & s''_{45} & -s''_{45} & s''_{44}
\end{pmatrix},
\]
(13a)

\[
e' = \begin{pmatrix}
e'_{11} & -e'_{12} & e'_{12} \\
e'_{12} & e'_{11} & -e'_{12} \\
e'_{12} & -e'_{12} & e'_{11}
\end{pmatrix},
\]
(13b)

\[
d' = \begin{pmatrix}
d''_{11} & d''_{12} & d''_{12} & -d''_{14} & d''_{15} & -d''_{15} \\
-d''_{12} & -d''_{11} & -d''_{12} & d''_{14} & -d''_{14} & d''_{15} \\
d''_{12} & d''_{12} & d''_{11} & -d''_{15} & d''_{15} & -d''_{14}
\end{pmatrix},
\]
(13c)

where

\[
s''_{11} = \frac{1}{9}(4s_{11} + 4s_{13} + 4\sqrt{2}s_{14} + s_{33} + 2s_{44})
\]
(14a)

\[
s''_{12} = \frac{1}{9}(s_{11} + 3s_{12} + 4s_{13} - 2\sqrt{2}s_{14} + s_{33} - s_{44})
\]
(14b)

\[
s''_{14} = \frac{2}{9}(s_{11} - 3s_{12} + s_{13} + \sqrt{2}s_{14} + s_{33} - s_{44})
\]
(14c)

\[
s''_{15} = \frac{1}{9}(-4s_{11} + 2s_{13} - \sqrt{2}s_{14} + 2s_{33} + s_{44})
\]
(14d)

\[
s''_{44} = \frac{2}{9}(5s_{11} - 3s_{12} - 4s_{13} - 4\sqrt{2}s_{14} + 2s_{33} + s_{44})
\]
(14e)

\[
s''_{45} = \frac{1}{9}(-2s_{11} + 6s_{12} - 8s_{13} + 4\sqrt{2}s_{14} + 4s_{33} - s_{44})
\]
(14f)
\[ d_{11}' = \frac{1}{3\sqrt{3}} (2d_{15} - 2\sqrt{2}d_{22} + 2d_{31} + d_{33}) \]  \hspace{1cm} (14g)

\[ d_{12}' = \frac{1}{3\sqrt{3}} (-d_{15} + \sqrt{2}d_{22} + 2d_{31} + d_{33}) \]  \hspace{1cm} (14h)

\[ d_{14}' = -\frac{2}{3\sqrt{3}} (d_{15} + 2\sqrt{2}d_{22} + d_{31} - d_{33}) \]  \hspace{1cm} (14i)

\[ d_{15}' = \frac{1}{3\sqrt{3}} (d_{15} + 2\sqrt{2}d_{22} - 2d_{31} + 2d_{33}) \]  \hspace{1cm} (14j)

\[ \epsilon_{11}' = \frac{1}{3}(2\epsilon_{11} + \epsilon_{33}) \]  \hspace{1cm} (14k)

\[ \epsilon_{12}' = \frac{1}{3}(-\epsilon_{11} + \epsilon_{33}) \]  \hspace{1cm} (14l)

As an example, let us apply load 1, i.e. \( T_{11}^{ff} \neq 0 \), other are all zero (the other loads 2-9 can be solved similarly). The corresponding matrices for the linear systems are

\[
A = \begin{pmatrix}
2s'_{11} & 2s'_{12} & s'_{15} & 0 & 0 \\
2s'_{12} & 2s'_{11} & s'_{15} & 0 & 0 \\
2s'_{15} & 2s'_{15} & s'_{44} & 0 & 0 \\
0 & 0 & s'_{44} & s'_{45} & 2d_{15}' \\
0 & 0 & s'_{45} & s'_{44} & 2d_{15}' \\
0 & 0 & d_{15}' & d_{15}' & 2\epsilon_{11}'
\end{pmatrix}, \hspace{1cm} (15a)
\]

\[
\bar{x}_1 = \begin{pmatrix}
T_{11}^{(1)} \\
T_{33}^{(1)} \\
T_{12}^{(1)} \\
T_{32}^{(1)} \\
T_{13}^{(1)} + T_{31}^{(1)} \\
E_2^{(1)}
\end{pmatrix}, \hspace{1cm} (15b)
\]
\[
\vec{y}_1 = (2T_{11}^{eff}) \begin{pmatrix} s'_{11} \\ s'_{12} \\ s'_{15} \\ -s'_{14} \\ -s'_{15} \\ -d''_{12} \end{pmatrix},
\]

where we reshaped matrix \( A \) and vectors \( \vec{x}_1, \vec{y}_1 \) for convenience. Solution of equation (10a) for our particular case is given by

\[
T_{11}^{(1)} = T_{11}^{eff}, \quad T_{33}^{(1)} = 0, \quad T_{13}^{(1)} + T_{31}^{(1)} = 0, \tag{16}
\]

\[
T_{32}^{(1)} = \frac{-2T_{11}^{eff}}{\det B_1} \text{det } B_1, \quad T_{12}^{(1)} = \frac{-2T_{11}^{eff}}{\det B_2} \text{det } B_2, \quad E_2^{(1)} = \frac{-T_{11}^{eff}}{\det B_2} \text{det } B_3, \tag{17}
\]

where

\[
B = \begin{pmatrix} s'_{11} & s'_{14} & d''_{15} \\ s'_{15} & s'_{14} & d''_{15} \\ d''_{15} & d''_{15} & \epsilon''_{11} \end{pmatrix}, \quad B_1 = \begin{pmatrix} s'_{14} & s'_{45} & d''_{15} \\ s'_{15} & s'_{44} & d''_{15} \\ d''_{15} & d''_{15} & \epsilon''_{11} \end{pmatrix}, \tag{18}
\]

\[
B_2 = \begin{pmatrix} s'_{14} & s'_{14} & d''_{15} \\ s'_{15} & s'_{17} & d''_{15} \\ d''_{15} & d''_{12} & \epsilon''_{11} \end{pmatrix}, \quad B_3 = \begin{pmatrix} s'_{44} & s'_{45} & s'_{14} \\ s'_{45} & s'_{44} & s'_{14} \\ d''_{15} & d''_{15} & d''_{12} \end{pmatrix}. \tag{19}
\]

Mechanical stresses in domain 2 are expressed as

\[
T_{11}^{(2)} = T_{11}^{eff}, \quad T_{33}^{(2)} = 0, \quad T_{32}^{(2)} = -T_{32}^{(1)}, \tag{20}
\]

\[
T_{13}^{(2)} + T_{31}^{(2)} = 0, \quad T_{12}^{(2)} = -T_{12}^{(1)}, \quad E_2^{(2)} = -E_2^{(1)}. \tag{21}
\]

Now we can substitute these expressions into the averaging conditions (6a)-(6l) and obtain some of the effective material properties for the two-domain system. The same procedure
can be applied to the other loads $2 \rightarrow 9$ and a complete set of effective material properties for the twin structure will be obtained and they are explicitly given below.

$$
s^{\text{eff}} = \begin{pmatrix}
    s_{11}^{\text{eff}} & s_{12}^{\text{eff}} & s_{13}^{\text{eff}} & 0 & s_{15}^{\text{eff}} & 0 \\
    s_{12}^{\text{eff}} & s_{22}^{\text{eff}} & s_{12}^{\text{eff}} & 0 & s_{25}^{\text{eff}} & 0 \\
    s_{13}^{\text{eff}} & s_{12}^{\text{eff}} & s_{11}^{\text{eff}} & 0 & s_{35}^{\text{eff}} & 0 \\
    0 & 0 & 0 & s_{44}^{\text{eff}} & 0 & s_{46}^{\text{eff}} \\
    s_{15}^{\text{eff}} & s_{25}^{\text{eff}} & s_{35}^{\text{eff}} & 0 & s_{55}^{\text{eff}} & 0 \\
    0 & 0 & 0 & s_{46}^{\text{eff}} & 0 & s_{44}^{\text{eff}} \\
\end{pmatrix}
$$

$$
\varepsilon^{\text{eff}} = \begin{pmatrix}
    \varepsilon_{11}^{\text{eff}} & 0 & \varepsilon_{13}^{\text{eff}} \\
    0 & \varepsilon_{22}^{\text{eff}} & 0 \\
    \varepsilon_{13}^{\text{eff}} & 0 & \varepsilon_{11}^{\text{eff}} \\
\end{pmatrix}
$$

$$
d^{\text{eff}} = \begin{pmatrix}
    d_{11}^{\text{eff}} & d_{12}^{\text{eff}} & d_{13}^{\text{eff}} & 0 & d_{15}^{\text{eff}} & 0 \\
    0 & 0 & 0 & d_{24}^{\text{eff}} & 0 & d_{24}^{\text{eff}} \\
    d_{13}^{\text{eff}} & d_{12}^{\text{eff}} & d_{11}^{\text{eff}} & 0 & d_{15}^{\text{eff}} & 0 \\
\end{pmatrix}
$$

where

$$
s_{11}^{\text{eff}} = s_{11}' - (s_{11}' \det B_1 + s_{15}' \det B_2 + d_{12}' \det B_3) / \det B
$$

$$
s_{12}^{\text{eff}} = s_{12}' - (s_{12}' \det B_1 + s_{15}' \det B_2 + d_{11}' \det B_3) / \det B
$$

$$
s_{13}^{\text{eff}} = s_{13}' - (s_{13}' \det B_1 + s_{14}' \det B_2 + d_{12}' \det B_3) / \det B
$$

$$
s_{15}^{\text{eff}} = s_{15}' - (s_{15}' \det B_1 + s_{14}' \det B_2 + d_{14}' \det B_3) / \det B
$$

$$
s_{22}^{\text{eff}} = s_{22}' - (s_{15}' \det B_1 + s_{15}' \det B_5 + d_{11}' \det B_6) / \det B
$$

$$
s_{25}^{\text{eff}} = s_{25}' - (s_{15}' \det B_1 + s_{14}' \det B_5 + d_{14}' \det B_6) / \det B
$$

$$
s_{34}^{\text{eff}} = s_{14}' - (s_{14}' \det B_7 + s_{15}' \det B_8 + s_{45}' \det B_9) / \det B^*
$$

$$
s_{46}^{\text{eff}} = s_{15}' - (s_{15}' \det B_7 + s_{14}' \det B_8 + s_{45}' \det B_9) / \det B^*
$$

$$
s_{55}^{\text{eff}} = s_{14}' - (s_{14}' \det B_{10} + s_{45}' \det B_{11} + d_{14}' \det B_{12}) / \det B
$$
\[ \varepsilon_{11}^{\text{eff}} = \varepsilon_{11}' - (d_{14}' \det B_{13} + d_{15}' \det B_{14} + \varepsilon_{12}' \det B_{15}) / \det B \] (23j)

\[ \varepsilon_{13}^{\text{eff}} = \varepsilon_{12}' - (d_{15}' \det B_{13} + d_{14}' \det B_{14} + \varepsilon_{12}' \det B_{15}) / \det B \] (23k)

\[ \varepsilon_{22}^{\text{eff}} = \varepsilon_{11}' - (d_{12}' \det B_{16} + d_{12}' \det B_{17} + d_{14}' \det B_{18}) / \det B^* \] (23l)

\[ d_{11}^{\text{eff}} = d_{11}' - (s_{14}' \det B_{13} + s_{15}' \det B_{14} + d_{12}' \det B_{15}) / \det B \] (23m)

\[ d_{12}^{\text{eff}} = d_{12}' - (s_{15}' \det B_{13} + s_{14}' \det B_{14} + d_{11}' \det B_{15}) / \det B \] (23n)

\[ d_{13}^{\text{eff}} = d_{12}' - (s_{15}' \det B_{13} + s_{14}' \det B_{14} + d_{12}' \det B_{15}) / \det B \] (23o)

\[ d_{15}^{\text{eff}} = d_{15}' - (s_{14}' \det B_{13} + s_{45}' \det B_{14} + d_{14}' \det B_{15}) / \det B \] (23p)

\[ d_{24}^{\text{eff}} = d_{15}' - (s_{14}' \det B_{16} + s_{15}' \det B_{17} + s_{45}' \det B_{18}) / \det B^* \] (23q)

where

\[ B^* = \begin{pmatrix} s_{11}' & s_{12}' & s_{15}' \\ s_{12}' & s_{11}' & s_{15}' \\ s_{15}' & s_{17}' & s_{14}' \end{pmatrix}, \quad B_4 = \begin{pmatrix} s_{15}' & s_{45}' & d_{15}' \\ s_{14}' & s_{44}' & d_{15}' \\ d_{11}' & d_{15}' & \varepsilon_{11}' \end{pmatrix} \] (24a)

\[ B_5 = \begin{pmatrix} s_{11}' & s_{15}' & d_{15}' \\ s_{15}' & s_{17}' & d_{15}' \\ d_{17}' & d_{11}' & \varepsilon_{11}' \end{pmatrix}, \quad B_6 = \begin{pmatrix} s_{44}' & s_{45}' & s_{15}' \\ s_{45}' & s_{44}' & s_{15}' \\ d_{15}' & d_{15}' & d_{11}' \end{pmatrix} \] (24b)

\[ B_7 = \begin{pmatrix} s_{11}' & s_{12}' & s_{15}' \\ s_{17}' & s_{11}' & s_{15}' \\ s_{15}' & s_{17}' & s_{14}' \end{pmatrix}, \quad B_8 = \begin{pmatrix} s_{11}' & s_{14}' & s_{15}' \\ s_{12}' & s_{15}' & s_{15}' \\ s_{15}' & s_{45}' & s_{44}' \end{pmatrix} \] (24c)

\[ B_9 = \begin{pmatrix} s_{11}' & s_{12}' & s_{14}' \\ s_{12}' & s_{11}' & s_{15}' \\ s_{15}' & s_{17}' & s_{45}' \end{pmatrix}, \quad B_{10} = \begin{pmatrix} s_{45}' & s_{45}' & d_{15}' \\ s_{45}' & s_{44}' & d_{15}' \\ d_{15}' & d_{15}' & \varepsilon_{11}' \end{pmatrix} \] (24d)

\[ B_{11} = \begin{pmatrix} s_{11}' & s_{15}' & d_{15}' \\ s_{15}' & s_{15}' & d_{15}' \\ d_{15}' & d_{11}' & \varepsilon_{11}' \end{pmatrix}, \quad B_{12} = \begin{pmatrix} s_{44}' & s_{45}' & s_{15}' \\ s_{45}' & s_{44}' & s_{45}' \\ d_{15}' & d_{15}' & d_{14}' \end{pmatrix} \] (24e)
\[
B_{13} = \begin{pmatrix}
\delta'_{14} & s'_{45} & d'_{15} \\
\delta'_{15} & s'_{44} & d'_{15} \\
\epsilon'_{12} & d'_{15} & \epsilon'_{11}
\end{pmatrix}, \quad B_{14} = \begin{pmatrix}
s'_{44} & d'_{14} & d'_{15} \\
s'_{45} & d'_{15} & d'_{15} \\
\delta'_{15} & \epsilon'_{12} & \epsilon'_{11}
\end{pmatrix}, \quad (24f)
\]

\[
B_{15} = \begin{pmatrix}
s'_{44} & s'_{45} & d'_{14} \\
s'_{45} & s'_{44} & d'_{15} \\
d'_{15} & d'_{15} & \epsilon'_{12}
\end{pmatrix}, \quad B_{16} = \begin{pmatrix}
\delta'_{12} & s'_{12} & s'_{15} \\
\delta'_{12} & s'_{11} & s'_{15} \\
\epsilon'_{14} & s'_{15} & s'_{44}
\end{pmatrix}, \quad (24g)
\]

\[
B_{17} = \begin{pmatrix}
s'_{11} & d'_{12} & s'_{15} \\
\delta'_{12} & s'_{12} & s'_{15} \\
\delta'_{11} & d'_{14} & s'_{44}
\end{pmatrix}, \quad B_{18} = \begin{pmatrix}
s'_{11} & s'_{12} & d'_{12} \\
\delta'_{12} & s'_{11} & d'_{12} \\
\delta'_{15} & s'_{15} & d'_{14}
\end{pmatrix}, \quad (24h)
\]

The symmetry of these effective material properties is at least \( mm2 \). Some may show degeneracy in certain components.

Similar calculation can be carried out for any arbitrary material symmetry and arbitrary orientation of domains and DW.

IV. NUMERICAL EXAMPLES FOR \( m3m - 3m \) AND \( m3m - 4mm \)

FERROELECTRIC SPECIES

In order to make some comparison between our method and the volume ratio weighted average, we have performed numerical computation for two systems that have experimental data available in the single domain single crystal state. Unfortunately, the lack of experimental results prevented us from directly compare to measured data for a two-domain twin band system. The two systems calculated represent domains formed at the ferroelectric phase transitions of \( m3m - 3m \) (LiNbO\(_3\)) and \( m3m - 4mm \) (BaTiO\(_3\)).

According to Ref.\([5]\), if the effective material properties could be calculated based on volume ratio weighted average, the effective material properties can have very a compact form. In vector notation, the effective material properties of a two-domain system are given by a 9x9 matrix.
\[ M = \begin{pmatrix} s & d^T \\ d & \epsilon \end{pmatrix}, \] (25)

where \( s \) is a 6x6 matrix of the elastic compliances, \( d \) is a 6x3 matrix of piezoelectric constants and \( \epsilon \) is a 3x3 matrix of the dielectric constant. Because the volume ratio weighting method eliminated the cross coupling between domain 1 and domain 2 and ignored the orientation effect, the effective material properties can be simply expressed as

\[ M = \left( M^{(1)}(m^{(1)})^{-1}m^{(2)} + \frac{v^{(2)}}{v^{(1)}}M^{(2)} \right) \left( (m^{(1)})^{-1}m^{(2)} + \frac{v^{(2)}}{v^{(1)}}I \right)^{-1}. \] (26)

where \( M^{(1)} \) and \( M^{(2)} \) are matrices of material properties of both domains and \( I \) is a 9x9 unit matrix. The matrices \( m^{(1)} \) and \( m^{(2)} \) are given by

\[ m^{(i)} = \begin{pmatrix}
  s_{11}^{(i)} & s_{12}^{(i)} & s_{13}^{(i)} & s_{14}^{(i)} & s_{15}^{(i)} & s_{16}^{(i)} & d_{11}^{(i)} & d_{21}^{(i)} & d_{31}^{(i)} \\
  0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  s_{13}^{(i)} & s_{23}^{(i)} & s_{33}^{(i)} & s_{34}^{(i)} & s_{35}^{(i)} & s_{36}^{(i)} & d_{13}^{(i)} & d_{23}^{(i)} & d_{33}^{(i)} \\
  0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
  s_{15}^{(i)} & s_{25}^{(i)} & s_{35}^{(i)} & s_{36}^{(i)} & s_{56}^{(i)} & d_{15}^{(i)} & d_{25}^{(i)} & d_{35}^{(i)} \\
  0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
  d_{21}^{(i)} & d_{22}^{(i)} & d_{23}^{(i)} & d_{24}^{(i)} & d_{25}^{(i)} & d_{26}^{(i)} & \epsilon_{12}^{(i)} & \epsilon_{22}^{(i)} & \epsilon_{23}^{(i)} \\
  0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}, \quad i = 1, 2. \] (27)

Numerical values for two-domain system of LiNbO$_3$ and BaTiO$_3$ calculated using this approach (labeled as Ref.[8]) are listed in Table I to compare with the numerical values obtained by using the method given in this paper (also listed in Table I).

**V. DISCUSSION AND CONCLUSIONS**

It is important to point out that the global symmetry of the twin structure is maintained no matter if the intercoupling between the two domains has been considered. For the case of LiNbO$_3$ (\( m\overline{3}m - 3m \)), the symmetry belongs to \( mm2 \) class. For BaTiO$_3$ (\( m\overline{3}m - 4mm \))
the symmetry of the system is also \( mm2 \), but there are additional degeneracy for some material properties. They are: \( s_{11}^{\text{eff}} = s_{22}^{\text{eff}}, s_{13}^{\text{eff}} = s_{23}^{\text{eff}} \), and \( s_{44}^{\text{eff}} = s_{55}^{\text{eff}} \). Using the method in Ref.\[8\], only two of the degenerate relations \( s_{11}^{\text{eff}} = s_{22}^{\text{eff}}, s_{13}^{\text{eff}} = s_{23}^{\text{eff}} \) hold for the elastic compliance tensor.

From Table I, the difference in elastic properties calculated using these two methods is small. This is because the elastic properties of the two variants are very similar. The intercoupling effect is not significant. The difference is much larger in the piezoelectric and dielectric constants for lower symmetry systems. For LiNbO\(3\), the calculated piezoelectric coefficient \( d_{13} \) using these two methods differ by more than 100\% and the dielectric coefficient \( \varepsilon_{13} \) even have different signs. It appears that the difference becomes smaller for higher symmetry systems. For the 4\( mm \) symmetry BaTiO\(3\), the difference is within a few percent for most of the quantities. Therefore, the volume ratio averaging method could give good predictions on the effective properties for higher symmetry systems but may run into problems for lower symmetry systems.

In summary, we have reported in this paper a general procedure to calculate the effective material properties of a two variant twin structures. The method has taken into account specifically all the boundary conditions and used more realistic relations for each individual tensor component rather than using a unified volume ratio averaging scheme. This procedure requires to solve two sets of linear systems of equations and could be easily implemented using computer. The equations are all linear which can be solved without much difficulties.

In order to compare to the volume averaging scheme, we have calculated two systems with polar symmetries of 3\( m \) and 4\( mm \) using both methods. It was found that the new method gives similar results for a 4\( mm \) system but predict quite different piezoelectric and dielectric coefficients for 3\( m \) systems. In some components, the difference can exceed 100\%.

The elastic properties, however, differ very little for both symmetries because the two type of domains are very similar in elastic properties. the coupling of the two domains does not make significant difference while performing the property average.

Two variant twins are the basis of all twin structures as revealed by all microscopy
works. Properly calculate the effective property of the two variant twins will pave a way to calculate more complicated multi-domain single crystal ferroelectric systems more precisely rather than using the less rigorous statistical approach.
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FIG. 1. The two domain system with coordinate systems chosen with the y-axis perpendicular to the domain wall (DW).
TABLES

TABLE I. Effective material properties for two variant twin structure of LiNbO$_3$ and BaTiO$_3$.

The coordinate system is chosen in the way that the y-axis is perpendicular to the DW. Zero values of tensor components are listed by dots.

<table>
<thead>
<tr>
<th>Material property</th>
<th>LiNbO$_3$ DW(010)</th>
<th>BaTiO$_3$ DW(110)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_S[111]$</td>
<td>$P_S[\bar{1}1]$</td>
</tr>
<tr>
<td>$S_{\alpha\beta}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5.60</td>
<td>5.60</td>
</tr>
<tr>
<td>[10$^{-12}$m$^2$N$^{-1}$]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-1.36</td>
<td>-1.36</td>
</tr>
<tr>
<td>13</td>
<td>-1.36</td>
<td>-1.36</td>
</tr>
<tr>
<td>14</td>
<td>-1.35</td>
<td>1.35</td>
</tr>
<tr>
<td>15</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>16</td>
<td>0.26</td>
<td>-0.26</td>
</tr>
<tr>
<td>22</td>
<td>5.60</td>
<td>5.60</td>
</tr>
<tr>
<td>23</td>
<td>-1.36</td>
<td>-1.36</td>
</tr>
<tr>
<td>24</td>
<td>0.26</td>
<td>-0.26</td>
</tr>
<tr>
<td>25</td>
<td>-1.35</td>
<td>-1.35</td>
</tr>
<tr>
<td>26</td>
<td>0.26</td>
<td>-0.26</td>
</tr>
<tr>
<td>33</td>
<td>5.60</td>
<td>5.60</td>
</tr>
<tr>
<td>34</td>
<td>0.26</td>
<td>-0.26</td>
</tr>
<tr>
<td>35</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>36</td>
<td>-1.35</td>
<td>1.35</td>
</tr>
<tr>
<td>44</td>
<td>15.65</td>
<td>15.65</td>
</tr>
<tr>
<td>45</td>
<td>-0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>46</td>
<td>-0.98</td>
<td>-0.98</td>
</tr>
<tr>
<td>56</td>
<td>-0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>66</td>
<td>15.65</td>
<td>15.65</td>
</tr>
<tr>
<td>$d_{\alpha\alpha}$</td>
<td>11</td>
<td>16.28</td>
</tr>
<tr>
<td>$d_{ia}$</td>
<td>11</td>
<td>16.28</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>$[10^{-12} \text{CN}^{-1}]$</td>
<td>12</td>
<td>-5.83</td>
</tr>
<tr>
<td>13</td>
<td>-5.83</td>
<td>-5.83</td>
</tr>
<tr>
<td>14</td>
<td>-47.11</td>
<td>47.11</td>
</tr>
<tr>
<td>15</td>
<td>26.44</td>
<td>26.44</td>
</tr>
<tr>
<td>16</td>
<td>26.44</td>
<td>-26.44</td>
</tr>
<tr>
<td>21</td>
<td>-5.83</td>
<td>5.83</td>
</tr>
<tr>
<td>22</td>
<td>16.28</td>
<td>-16.28</td>
</tr>
<tr>
<td>23</td>
<td>-5.83</td>
<td>5.83</td>
</tr>
<tr>
<td>24</td>
<td>26.44</td>
<td>26.44</td>
</tr>
<tr>
<td>25</td>
<td>-47.11</td>
<td>47.11</td>
</tr>
<tr>
<td>26</td>
<td>26.44</td>
<td>26.44</td>
</tr>
<tr>
<td>31</td>
<td>-5.83</td>
<td>-5.83</td>
</tr>
<tr>
<td>32</td>
<td>-5.83</td>
<td>-5.83</td>
</tr>
<tr>
<td>33</td>
<td>16.28</td>
<td>16.28</td>
</tr>
<tr>
<td>34</td>
<td>26.44</td>
<td>-26.44</td>
</tr>
<tr>
<td>35</td>
<td>26.44</td>
<td>26.44</td>
</tr>
<tr>
<td>36</td>
<td>-47.11</td>
<td>-47.11</td>
</tr>
<tr>
<td>$\varepsilon_{ij}$</td>
<td>11</td>
<td>3.45</td>
</tr>
<tr>
<td>$[10^{-10} \text{Fm}^{-1}]$</td>
<td>12</td>
<td>-0.44</td>
</tr>
<tr>
<td>13</td>
<td>-0.44</td>
<td>-0.44</td>
</tr>
<tr>
<td>22</td>
<td>3.45</td>
<td>3.45</td>
</tr>
<tr>
<td>23</td>
<td>-0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>33</td>
<td>3.45</td>
<td>3.45</td>
</tr>
</tbody>
</table>
Domain Formation in 0.90 Pb( Zn$_{1/3}$ Nb$_{2/3}$ )O$_3$ – 0.10PbTiO$_3$ Single Crystals under Electric Field along [111] Direction

Uma Belegundu, M. Pastor, X. H. Du, L. E. Cross and Kenji Uchino
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Abstract: Domain switching has been observed in the 0.9PZN – 0.1PT single crystals with electric field along [111] direction. Their formation as the temperature is reduced is discussed here. It is shown that these are remarkably similar to the domains formed, when the temperature is fixed and the concentration of PT varied. This may partly explain the high $k$ values obtained in these crystals.

INTRODUCTION

Relaxor materials such as Pb(Zn$_{1/3}$Nb$_{2/3}$)O$_3$ (PZN), Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3$ (PMN), Pb(Sc$_{1/3}$Nb$_{2/3}$)O$_3$ (PSN) and their solid solutions with PbTiO$_3$ have come into prominence due to their very high electromechanical coupling factors $k^1,2,3,4$. Strain rates of 1.7% have been observed$^2,3$ in such single crystals. Currently, these materials are being studied intensively for actuator / transducer applications in medical imaging. Among the materials mentioned above, the solid solution of Pb( Zn$_{1/3}$ Nb$_{2/3}$ )O$_3$ - PbTiO$_3$ (PZN -PT) single crystals have the highest reported value of piezoelectric coefficient $d_{33} \approx 2000$ pC/N and electromechanical coupling factors $k_{33} \approx 94\%$ $^1,2$. The phase diagram for this system is shown in Fig.1. One of the end members of the system is a relaxor. The relaxor ferroelectrics are characterized by large frequency dependence of the permittivity, broad phase transition region, tapering off of the polarization charge. The other end member, lead titanate, (PT) is a regular ferroelectric characterized by the sharp phase transition and frequency independent permittivity. The solid solution of this system forms a morphotropic phase boundary (MPB) near PT = 0.09 which shows the high values of $k_{33}$, $d_{33}$ and elastic compliances$^5$. An issue of great importance is the direction in which the crystal must be poled to obtain the highest $k_{33}$ value. These values are obtained when the crystals of rhombohedral composition are poled along [001]. The spontaneous polarization direction for the rhombohedral compositions is along [111] and for tetragonal compositions is along [001]. However, the mechanism relating this poling direction and $k$-value is not very clear. Two aspects for this explanation can be considered- the crystal orientation dependence of the piezoelectric properties and the domain motion in relaxor ferroelectrics and possibly their behavior under the electric field.

Phenomenological calculations$^6$ for orientation dependence of piezoelectric properties have been calculated for the PZT system. These show that the maximum $k_{33}$, and $d_{33}$ occur in the direction canted about 50°–60° from the spontaneous polarization direction for the rhombohedral PZT.

Domain motions in relaxor ferroelectrics contribute towards the piezoelectric properties. The relation between the dielectric property and the domain motion was shown for pure PZN$^7$. A large dielectric relaxation was observed over a wide temperature for unpoled crystal. On poling, the dielectric dispersion occurs over a narrow temperature range, showing that a micro to macro
domain change takes place under the influence of electric field. In the present paper, domain motion under the influence of electric field is discussed for crystals of composition 0.90PZN - 0.10 PT (near MPB).

EXPERIMENTAL DETAILS

Single crystals of 0.90PZN - 0.10PT were grown by flux method. Crystallographic direction [111] and [110] were then determined using a Laue x-ray diffractometer. The crystal was then thinned down to 90 μm. Sputtered gold was used as electrodes. The plane of the Figures shown in 2e - 2h are perpendicular to [110], and the [111] direction lies along top to bottom in the plane of the figure. Electric field was applied along [111] through the surface electrode gap.

RESULTS

The present crystal consisted of a mixture of two phases; rhombohedral and tetragonal. The rhombohedral domains have spindle like morphology and the tetragonal domains show clear stripe pattern.

Figures 2a - 2d show the domain evolution as the concentration of PT is changed from x = 0.20 to 0 in (1-x)PZN - x PT single crystals. All the figures were taken at room temperature with the field of 12kV/cm essentially following the line A in Fig. 1. Fig. 2a is for x = 0.2 and shows clearly the tetragonal domains formed. As the x is reduced to 0.11 (Fig. 2b) and x = 0.05 (Fig 2c), the configuration becomes more complex. The domain pattern consists of stripes and the spindles showing the co-existence of both the phases.

Figures 2e - 2h show the typical domain configuration observed during switching while reducing temperature for 0.90PZN - 0.10 PT single crystals. The field value is 3 kV/cm. When the temperature is reduced without the applied field domain appear at 224° C, the co-existence region occurs between room temperature and 110° C. Below room temperature, the number density of rhombohedral increases as expected from the phase diagram in Fig. 1.

Figures 2e - 2h essentially follows the line B in Fig. 1. At a very high temperature, clear stripe patterns corresponding to the tetragonal state was observed only at the zero field value of the electric field cycle as the field is applied along [111] direction. As the temperature was reduced to 75° C, corresponding to co-existence region, the stripe pattern disappeared and long spindle like domains with a high aspect ratio and oriented along [111] was observed. During an electric field cycle, these domains switched between the top and the bottom surface of the crystal: domains that were darker during the positive value of the field became lighter during the negative value of the field. The switching of these domains became slower as the temperature was reduced. Also, the sharpness of these domains reduced with decreasing temperature. Instead, small spindle like domains

Figure 1. Phase diagram of the (1-x)PZN - xPT system near the MPB region. The changes in the domain configuration along lines A and B are discussed in this paper.
Figure 2 a) - d) Changes in the domain configuration in $(1-x)$ PZN - $x$ PT with varying amounts of $x$ (PT) content at room temperature with field 12kV/cm along [111]. Data taken from Ref. 8.

2 e) - h) Changes in the domain configuration in 0.90PZN - 0.10PT with decreasing temperature T and field of 3kV/cm along [111]. Present data.
with a smaller aspect ratio emerged in between and almost perpendicular to the larger domains. The switching of these smaller domains occur in wave like fashion during the maximum value of the field. The switching speed reduced as the temperature was reduced. The domains oriented along [111] disappeared completely and were replaced by domains of a smaller aspect ratio. A typical domain configuration is shown for -40°C. The domain motion was frozen below -30°C.

The similarities between the two sets of the domain configuration are quite clear. Figures 2a to 2d show the domain configuration for decreasing amount of PT content from \( x = 0.20 \) to \( x = 0.0 \) (PZN); Figures 2e to 2h show the changes in the domain configuration while changing the temperature for one composition of \( x = 0.10 \). Clear stripe patterns corresponding to the tetragonal phase are observed at room temperature for high content of PT (\( x = 0.2 \)) and at high temperature (223 °C) for \( x = 0.10 \) (MPB composition). As the temperature is lowered, small spindles with a smaller aspect ratio are observed in between the spindles having a larger aspect ratio corresponding to the domain pattern for composition \( x = 0.05 \) and finally, only the smaller domains remain at very low temperatures which corresponds to the domain pattern of pure PZN.
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SUMMARY

It can be summarized that the domain evolution with field along [111] and reducing temperature for 0.90PZN - 0.10 PT crystals are similar to that formed at a constant temperature and decreasing amount of PT content in the crystals. This type of domain hierarchy in combination with the crystal orientation dependence of piezoelectric properties may be the contributing factors for the high \( k \) observed in these materials. Further studies are required to quantify these results.
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Pyroelectric and Piezoelectric Imaging of Ferroelectric Domains in LiTaO$_3$ by Scanning Electron Microscopy

Shining Zhu* and Wenwu Cao
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Abstract

Ferroelectric domains of a LiTaO$_3$ single crystal were directly observed by the scanning electron microscopy (SEM) on its polished polar surface without metal coating. Two kinds of domain contrast were found with slow scan rate under the conditions of cathode voltage $V_c=5kV$ and probe current $I_p=8\times10^{-11}A$. These two kinds of contrast are antiparallel domains and domain boundaries that appeared at the initial and subsequent frames of scanning, respectively. The formation of these two different kinds of contrast is explained as pyroelectric and piezoelectric effects.

PACS: 77.70.+a, 77.22.Ej, 77.84.-s, 61.16.Bj

*Permanent address: National Laboratory of Solid State Microstructures and Physics Department, Nanjing University, Nanjing, 210093, People’s Republic of China.
I. INTRODUCTION

Visualization of domains by using scanning electron microscopy (SEM) and investigating effects of surface charge deposition in ferroelectric crystals have gained broad interests in both physics and material science communities in recent years\textsuperscript{(1,4)}. This is attributed to its promising potential of resolving several problems in the observation of engineered domains in nonlinear optical and ultrasonic materials\textsuperscript{(5,6)}. One may also gain more physical insight into the behaviors of ferroelectric crystals under the electron-irradiation on the surface. Investigation of several ferroelectric crystals using SEM had been made with low electron energy of $E = 1-5$ keV\textsuperscript{(1,7)}. For most ferroelectric, the secondary electron emission yield is close to one within this energy range. The obstacle of obtaining imaging using SEM, i.e. charge accumulation on the surface of insulation materials, may be overcome under this low energy condition. Recently, we have successfully observed domain contrast using environmental scanning electron microscopy (ESEM) using an ion conduction charge neutralization mechanism\textsuperscript{(8)}. The domain contrast image from ESEM can be kept stable at the condition of 2 Torr chamber pressure and a 30 kV accelerating voltage.

Aside from the depolarization field influence to the secondary-electron emission, other physical effects provided by the non-centersymmetry characteristics, such as the pyroelectric and piezoelectric, also have influence on the electron emission rate in ferroelectric materials. It is expected that surface charge accumulation on insulating crystals can lead to the formation of different kinds of domain images under certain conditions.

II. EXPERIMENTAL PROCEDURE

In this paper we analyze in detail an in situ observation of ferroelectric domains and the evolution of the image using SEM technique in a polished c-cut LiTaO$_3$ (LT) single crystal plate. Consider the situation shown in Figure 1. The LT sample is 0.5 mm thick with a pair of parallel surfaces. The bottom surface was loosely fixed to a conducting holder and the electron probe of current $I_b$ was radiated into the sample from the top surface. The cathode voltage was set at $V_0$. The conducting sample holder was connected to the ground.
The irradiated surface emitted secondary- and backscatter-electrons. The total emitted electron coefficient $\delta + \eta$ as a function of acceleration voltage $V_a$ of probe electrons is shown in figure 2, where $\delta$ and $\eta$ are the yields of secondary- and backscattered-electrons, respectively. If the cathode voltage $V_0 = V_2$, where $V_2$ is the voltage of the equilibrium point at which $\delta + \eta = 1$, the charges injected to the sample by the probe are the same as total emitted electrons, thus, no net charge accumulation occur in the sample. If $V_0 > V_2$, then $\delta + \eta < 1$, the sample will be charged negatively, i.e., more electrons are injected than emitted until $V_a = V_0 - V_a = V_2$. If $V_0 < V_2$, more electrons are emitted before reaching the same condition of $V_a = V_2$ and the sample will be charged positively. Under parallel plate capacitance approximation, the electric potential of the top surface can be written as $V_s = q\varepsilon\varepsilon_0 a^2$, where $q$, $l$ and $a$ are surface charge, sample thickness and the beam radius, respectively; $\varepsilon$ and $\varepsilon_0$ are, respectively, the relative dielectric constant and free space permittivity. For $\delta + \eta \neq 1$, the effective potential from the cathode to the sample surface $V_a$ is equal to $V_0 + |V_a|$ for $V_1 > 0$ and $V_0 - |V_a|$ for $V_1 < 0$.

In our experiment, the LT sample with 180° anti-parallel domains was fabricated by field poling method on a single domain single crystal at room temperature (11). The poled sample was first etched. Some positive domains with triangular shape on the $c$ face were confirmed by optical microscopy. Second, the etched surface was re-polished to remove the topographic domain patterns and the sample was put into the SEM chamber. The SEM observations were performed with the scan rate of 20 second(s) per frame using a "JEOL JSM-6300" scanning electron microscope in the secondary electron emission mode. The experimental conditions are as follows: chamber pressure $p < 10^{-6}$ Torr, probe current $I_b = 8 \times 10^{-11} A$ and the cathode voltage $V_0 = 5$ kV. The small probe current ensures a longer effective observation time. The voltage $V_0 > V_2$ since we found that the sample surface was gradually charged negatively during the scan.

III. RESULTS AND DISCUSSION

Two kinds of SEM contrast images were obtained at the above experimental conditions. The first kind was a brightness contrast between the positive and negative domains, and the second is domain boundary contrast. The first kind of contrast was
shown only at the initial frame of electron probe scanning. The image of positive domains was brighter than that of negative domains as shown in Fig. 3. This means that the secondary electron emission yield from the surface of positive domains is larger than that from the surface of negative domains. In subsequent frames, the first kind of contrast disappeared completely leaving only the second kind—domain boundary contrast. Shown in Fig.4 is a topographic image with the surface of positive domain higher than that of negative domains. The topographic origin of the image can be seen from the shadowing effect in Fig.4, i.e., one side of the boundary is brighter and the opposite side is darker. Similar result was also reported by Roseman et al. from the SEM observation of KTP \(^{(12)}\). These two kinds of contrast are of different physical origin as analyzed in more detail below.

III.1. Pyroelectric imaging

The average energy per incident electron is \(E_s = eV_s\) before they entering the sample. A portion of this energy is used to excite the secondary electrons, backscattered-electrons and X-ray. While the major portion of this energy was absorbed by the sample and it converted into heat. Since the thermal conductivity of the sample is finite, there will be some temperature difference, \(\Delta T\), between the irradiated region and the rest of the sample. This temperature rise may be estimated using the follow formula:

\[
\Delta T = \frac{t_d \left( \left[ I_s (E_a - \delta \tilde{E}_s - \eta \tilde{E}_b) / e \right] - \tilde{A}_s - \tilde{B}_r \right)}{\nu \rho c_p}
\]

where \(I_s\) is the probe current, \(e = 1.60 \times 10^{-19} \text{C}\) is the basic charge unit, \(\nu = \pi a^2 h\) is the irradiated volume, \(h\) is the penetration depth of the electron, \(c_p\) is the heat capacity per unit volume, \(\rho\) is the density of crystal, \(\tilde{E}_s\) and \(\tilde{E}_a\) are the average energies of secondary- and backscattered-electrons, and \(\tilde{A}_s\) and \(\tilde{B}_r\) are the energy losses related to the X-ray generation and thermal conduction, respectively. The dwell time \(t_d\) of the probe can be evaluated from \(t_d = \frac{2t_a}{l_s}\), here \(l_s\) and \(t_l\) are the line scan length and line scan time, respectively. In Eq.(1), the product \(t_d I_s E_f e\) is the incident energy of probe electrons.
which could be estimated from the experimental parameters. Without efficient thermal conduction and other energy losses, the temperature rise in the irradiated local region for a LT crystal ($\rho = 7.456 \text{ g cm}^{-1}$ \(^{(14)}\) and $c_p = 0.424 \text{ J g}^{-1} \cdot \text{K}^{-1}$\(^{(15)}\)) could be over one hundred degrees. However, in reality, due to thermal conduction, the actual local temperature rise is only a few degrees in a bulk sample. According to Ref.[16], the last term $\vec{B}_r$, which is related to the geometry and dimension of the sample as well as its thermal conductivity, is the main factor to prevent the local temperature increase. A temperature rise of a few degrees Celsius was observed for bulk samples with a typical SEM current $I_0 = 1 \times 10^{-9} \text{ A}\(^{(16)}\). For our case, smaller current was used but the scan rate was also slower, a temperature rise of 2 - 3 degrees Celsius in the irradiated local region is a reasonable estimate. This thermal effect can generate a pyroelectric potential $U_{pym}$ in the positive and negative domain regions,

$$U_{pym} = \frac{\kappa \Delta T h}{\varepsilon_0 \varepsilon}, \quad (2)$$

where $\kappa$ is the pyroelectric coefficient of the sample. For LT crystal\(^{(15)}\) $\kappa = -17.6 \times 10^{-5} \text{ C K}^{-1} \text{ m}^{-2}$ and $\varepsilon = 43.4$. Assuming a small local temperature rise of $\Delta T \approx 3 \text{ K}$, the generated potential will be $U_{pym} = -2.5 \text{ V}$ (2.5 V) for the positive (negative) domains. The pyroelectric potential difference between the positive and negative domains $\Delta U_{pym}$ can be amounted to 5.0 V. This potential difference is large enough to produce a potential contrast on the surfaces of the positive and negative domains. This is because secondary electrons are low in energy (most are emitted with less than 10 eV), they are sensitive to the effects of surface potential and the electric field gradients near the sample surface. If $U_{pym} = 2.5 \text{ V}$ for the negative domains, the secondary electrons with energies less 2.5 eV will not escape the sample, therefore, less electrons will arrive at the Everhart-Tornley detector. While for the positive domains, a bias of -2.5 V will act as a booster for the escape of secondary electrons, hence more electrons are likely to arrive at the detector. Experimentally, a higher yield of the secondary electrons can be observed on the surface of positive domains making them brighter.

LT is a good insulator with low electrical conductivity. When the cathode voltage $V_0 > V_2$, $\delta + \eta < 1$, electrons tend to accumulate on the irradiated surface producing
additional electric filed in the interior of the sample. In our experiment, the dwell time \( t_d \) of the probe is approximately \( 10^5 \) s and the frame interval \( t_f \) is 20 s, therefore, the incident charge density per frame is estimated to be \( 2 \times 10^5 \, \text{C/cm}^2 \). Because a significant fraction of the charge is scattered and emitted in the form of secondary electrons, the effective charge density for the surface build up is much lower. These accumulated charges may be dissipated through Maxwell relaxation process with a typical relaxation time \( \tau_m = \varepsilon \varepsilon_0 / \sigma \), where \( \sigma \) is the conductivity of the crystal. For a LT crystal, \( \sigma < 10^{11} \, \Omega^{-1} \, \text{m}^{-1} \) \((17)\), so that \( \tau_m > 30 \) s. Therefore, the accumulated charges will not be sufficiently relaxed within the dwell time \( t_d \). Even after the frame interval time \( t_f (\sim 20 \) s) there are still remaining changes. This charge accumulation will cause the reduction of the effective acceleration potential \( V_a \) between the sample and the cathode to reduce the velocity of the injected electrons. It will continue accompanying the scan until the condition \( \delta + \eta = 1 \) is reached, at which time the total charge on the surface of sample reached a dynamic equilibrium.

Before reaching the dynamic equilibrium, the surface charge is time-dependent, and follows a simple rule \( q = q_0 (1 - e^{-\varepsilon \tau}) \), where \( q_0 \) is the surface charge at the equilibrium, \( t \) is the observation time, and \( \varepsilon \) is the effective relaxation time which depends on the conductivity of the sample, the voltage and the current of the probe, the degree of vacuum in the chamber etc., thus, the surface potential \( V_s \) can be written as the following

\[
V_s = (V_0 - V_2) (1 - e^{-\varepsilon \tau}) \tag{3}
\]

The average energy of an incident electron becomes

\[
E_s = e(V_0 - V_s) = eV_2 + e(V_0 - V_2) e^{-\varepsilon \tau}. \tag{4}
\]

When the observation time \( t \gg \varepsilon \), \( E_s \rightarrow eV_2 \). Equation (4) means that the probe energy is a function of the observation time \( t \). At the initial stage of scan, \( V_s = 0 \), \( E_s = eV_0 \). The resulting surface pyroelectric potential, according to Eqs. (1), (2), (3) and (4), may be estimated as

\[
U_{pyrm} = \frac{\kappa \sigma \varepsilon \varepsilon_0 [V_2 + (V_0 - V_2) e^{-\varepsilon \tau} - L]}{\varepsilon_0 \varepsilon \varepsilon_0 \sigma^2 \rho c}, \tag{5}
\]

where \( L \) is related with the terms of energy losses in Eq.(1). The pyroelectric potential on the LT sample surface will monotonously decrease with time during scan. The surface potential \( V_s \) of the positive and negative domains will differ by \( 2U_{pyrm} \). When \( t \ll \varepsilon \), \( V_s \)
$=U_{pyro}$, the dominant effect is the pyroelectric potential. On the other hand, when $t \gg \tau$, $V_2 > U_{pyro}$, the potential difference between the positive and negative domains becomes insignificant. Experimentally, the pyroelectric domain contrast can only be unambiguously observed in the first frame of the scan. The image fades away rapidly with the increase of $V_2$.

**III.2. Piezoelectric imaging**

With the build up of the surface potential $V_s$, piezoelectric effect becomes more and more obvious, which leads to a topographic domain pattern. The field induced by the surface charge accumulation along the thickness direction is $E = V_s / l$, where $l$ is the thickness of the sample, which induces an elastic strain $S = \Delta l / l = d_{33} E$ in the sample through the converse piezoelectric effect. For LT, $d_{33} = 9.2 \times 10^{-12} \text{C N}^{-1}$ \cite{18}, thus the surface displacement $\Delta l$ is given by

$$\Delta l = d_{33} V_s = d_{33} (V_0 - V_2) (1 - e^{-\psi \tau}), \quad (6)$$

When $t \gg \tau$, for $V_s = 3 kV$, $\Delta l = \pm 0.03 \mu m$. For positive domains, the field $E$ is parallel to the polarization $P$ so that $\Delta l$ is positive. While for the negative domains, $E$ is anti-parallel to $P$ so that $\Delta l$ is negative. Because the bottom surface of the sample is only loosely bounded to the sample holder and free to deform, the surface displacement difference between the positive and negative domain on the top surface is 0.03 $\mu m$. Experimental results confirmed our analysis. The boundaries between positive and negative domains show sub-micron steps as shown in Fig.3. We also observed the boundary contrast at lower $V_0$ ($V_0 \leq 3 \text{ kV}$); the image was the same except shallower boundary steps as expected. This fact revealed that the equilibrium potential $V_2$ of the secondary electron emission in LT is lower than 3 kV.

The brightness of the topographic contrast actually observed depends on the physical location of Everlart-Thornely detector relative to the sample. Because the detector was located on one side of the sample, it has a non-perpendicular view. The secondary electrons emitted from the domain boundaries near the detector have a higher collective efficiency, therefore, these boundaries are brighter, and those emitted from the boundaries away from the detector have a relatively lower collective efficiency, therefore, appear
darker. In addition, the backscattered electrons mixed with secondary electrons may enhance the contrast.

IV. CONCLUSIONS

In conclusion, two different kinds of image contrast, i.e., domain contrast and domain boundary contrast, were observed in LT using SEM. They appeared in different stages during the scanning process by electron probe. At the initial frame, lower surface potential and higher probe energy produced contrast in antiparallel domains through pyroelectric effect. As charge accumulation began to occur on the polar surface of the sample due to the insulating nature of the sample and the imbalance of charge flow, i.e., $\delta + \eta \neq 1$, topographic images were produced by the piezoelectric effect in subsequent frames of scan. These two different kinds of contrast reveal that ferroelectric domains may be imaged by different physical mechanisms in which electrons play different roles.
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Figure captions:

Fig.1: Definition of electrical potential levels in the experimental set-up.

Fig.2: The sum of secondary- and backscattered-electron yield verses the effective acceleration voltage $V_0$ of probe electron for an insulating crystal.

Fig.2: Domain contrast on the $-c$ polar surface of a LT single crystal at the initial scanning frame. The triangular positive domains surrounded by the negative domains are brighter.

Fig.4: In subsequent frames, only boundary contrast can be observed on the polar surface of the LT sample.
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DETERMINATION OF DOMAIN AND DOMAIN WALL FORMATION
AT FERROIC TRANSITIONS
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Abstract: Through the example of the \(Pm\bar{3}m\) - \(I4/mmm\) structural phase transition in \(LaAg_{1-x}In_x\) (\(x\approx 0.2\)), a general procedure is given in this paper to model and predict the domain pair and domain wall formation using a group theoretical approach and a Landau-Ginzburg type continuum theory. The heterogeneous order parameter profile can then be calculated by using an initial value scan method based on the equilibrium conditions of the order parameter and the minimization of the total elastic energy. The dependence of the domain wall profile on different expansion coefficients of the free energy is demonstrated numerically in several examples.

Keywords: Group theory, Domains, Domain walls, Phase transitions, Ferroelastic, Landau-Ginzburg theory.

INTRODUCTION

Group theoretical methods provide the tools to obtain a great deal of information about phase transitions and the resulting domain structures. The symmetry change at a transition allows us to obtain the following: (1) the Landau-Ginzburg free energy, including gradient and secondary order-parameter (OP) invariants, (2) the number and the physical properties of possible homogeneous domains,
(3) the classification of equivalent domain and twin pairs and their symmetry,  
(4) the sets of non-linear equations which define the domain wall profiles in the  
heterogeneous structures, (5) the criteria for stability, and (6) the merging and  
splitting of domain walls.

In this paper we use the improper ferroelastic phase transition in a CsCl  
structure to illustrate the methodology of the symmetry approach. The transition  
is from a \( Pm\bar{3}m \) to \( I4/mmm \) structure\(^1\) and is induced by an \( M^-_5 \) mode  
softening in the pseudo-binary rare earth alloy \( LaAg_{1-x} In_x \) (\( x \sim 0.2 \)). Structural  
details of the transition in CsCl are given in Ref. 1. We use the software program  
\textit{ISOTROPY}\(^2\) by Stokes and Hatch to quickly obtain some of the pertinent details  
of the invariants and domain twins.

THE LANDAU -GINZBURG FREE ENERGY

The symmetry of the \( I4/mmm \) distorted phase with cell quadrupling initially  
gives two possible choices\(^2\) for this symmetry change from \( Pm\bar{3}m \). However,  
comparison with the observed displacements leads uniquely to the realization that  
the transition is induced by the soft mode of the \( M^-_5 \) irreducible representation,  
corresponding to a six-component OP \( \eta = (\eta_1, \eta_2, \eta_3, \eta_4, \eta_5, \eta_6) \), with the direction\(^1\)  
of \( P_{10} = (a, a, 0, 0, a, -a) \). The Landau-Ginzburg free energy is constructed by  
forming polynomials which are invariant under the complete set of transformations of the higher symmetry group \( Pm\bar{3}m \). The invariants obtained  
from \textit{ISOTROPY} can be collected into two parts. The first, the Landau energy  
part, is composed of invariant polynomials of the primary and secondary OPs.  
These terms are indicated in the following manner \( F_L(\eta) = F_{primary} + F_{secondary} +  
F_{couple} \) with invariants up to sixth order in the primary and fourth order in  
secondary OPs, and terms coupling these two sets of parameters\(^1\). As far as the  
space group symmetry change is concerned, the first order vs second order nature  
of a transition does not play a prominent role, therefore, we take the expansion
for the primary OP only up to fourth order in this paper, which allows us to obtain some simple analytic and numerical solutions. The Ginzburg portion, \( F_G \), is an invariant combination of spatial derivatives of the primary OP. The free energy form for this portion is given in Eq. (1). Euler’s equations then lead to six coupled partial differential equations in \( \eta \) and three equations in stress as shown in Eq. (2),

\[
F_G = b_1 \left( \frac{3}{4} \eta_{1,s}^2 - \frac{1}{\sqrt{3}} \eta_{1,s} \eta_{1,v} + \frac{1}{2} \eta_{1,v}^2 + \frac{1}{3} \eta_{2,s}^2 + \frac{1}{3} \eta_{2,v}^2 + \frac{1}{2} \eta_{3,s}^2 + \frac{1}{3} \eta_{3,v}^2 \right) \\
+ b_2 \left( \frac{1}{2} \eta_{1,s}^2 + \frac{1}{2} \eta_{1,v}^2 + \frac{1}{2} \eta_{2,s}^2 + \frac{1}{2} \eta_{2,v}^2 + \frac{1}{2} \eta_{3,s}^2 + \frac{1}{2} \eta_{3,v}^2 \right) \\
+ b_3 \left( \frac{1}{2} \eta_{1,s}^{\prime 2} + \frac{1}{2} \eta_{1,v}^{\prime 2} + \frac{1}{2} \eta_{2,s}^{\prime 2} + \frac{1}{2} \eta_{2,v}^{\prime 2} + \frac{1}{2} \eta_{3,s}^{\prime 2} + \frac{1}{2} \eta_{3,v}^{\prime 2} \right) \\
+ b_4 \left( \frac{1}{2} \eta_{1,s} \eta_{1,v} + \frac{1}{2} \eta_{1,s} \eta_{2,v} + \frac{1}{2} \eta_{1,s} \eta_{3,v} + \frac{1}{2} \eta_{2,s} \eta_{1,v} + \frac{1}{2} \eta_{2,s} \eta_{2,v} + \frac{1}{2} \eta_{2,s} \eta_{3,v} + \frac{1}{2} \eta_{3,s} \eta_{1,v} + \frac{1}{2} \eta_{3,s} \eta_{2,v} + \frac{1}{2} \eta_{3,s} \eta_{3,v} \right)
\]

\[
(j=1,2,3; \ i=1,\ldots,6),
\]

\[
\sum_m \frac{\partial}{\partial x_j} \left[ \frac{\partial F}{\partial \eta_i} \right] - \frac{\partial F}{\partial \eta_i} = 0,
\]

\[
\sum_m \sigma_{nm,m} = 0, \quad (m,n=1,2,3).
\]

**DOMAIN TWINS**

The transition from \( Pm\bar{3}m \) to \( I4/mmm \) produces twelve homogeneous single domain states, labeled \( S_1, S_2, \ldots, S_{12} \). The set of all elements of the parent group that do not change \( S_1 \) comprise the isotropy group \( I4/mmm \) of the first domain. We label this group \( F_1 \), which is a subgroup with basis vectors \((2,0,0)\), \((0,2,0)\), \((0,0,2)\) and origin \((\frac{1}{2}, \frac{1}{2}, 0)\) with respect the parent group. Those elements of the
parent group that transform $S_i$ into the particular domain $S_j$ will form a left coset with respect to $F_i$ and the cosets can be used to write the parent group, denoted as $G$, in the form $G = F_i + g_{2,1}F_i + g_{3,1} + \ldots + g_{12,1}F_i$, where $g_{k,i}$ is an element that transforms $S_i$ to domain $S_j$. The isotropy group of $S_j$ is $g_{k,i}F_i g_{k,i}^{-1} = F_i$.

A domain pair is of the form $(S_p, S_j)$ and is made up of two domains which simultaneously exist in space without being combined and without interacting. Two domain pairs are said to be equivalent if there is some element $g$ of the parent group $G$ for which $g(S_p, S_j) = (gS_p, gS_j) = (S_k, S_l)$. This procedure allows all possible domain pairs for the LaAg$_{1-x}$In$_x$ transition to be grouped into four classes. The identity class $(S_p, S_j)$, two antiphase classes exemplified by the domain pairs $(S_1, S_{10})$ and $(S_1, S_4)$, and an orientation class exemplified by the pair $(S_1, S_2)$. Equivalent domain pairs are indicated in Table I. We will not discuss here the case of the identity class. The study of domain walls will then be reduced to studying one representative from each of three classes.

A domain twin is defined as two semi-infinite single domain regions separated by a thin planar wall, with normal $n$, and containing the point $p$. Following Janovec's notation$^3$, this twin will be labeled $(S/n, p/S_j)$. Its symmetry group (hereafter called its twin group) consists of four parts:

$$J_y = \hat{F}_y + \hat{L}'_y \hat{F}_y + \hat{E}_y \hat{F}_y + s'_y \hat{F}_y.$$  \hspace{1cm}(3)
Here, \( \hat{F}_y \) contains those elements that leave \( S_i \), \( S_j \), and \( n \) invariant; \( L_y \hat{F}_y \) contains those elements that interchange \( S_i \) and \( S_j \), and reverse \( n \); \( L_y \hat{F}_y \) contains those elements that leave \( S_i \) and \( S_j \) invariant and reverse \( n \); and \( s_y \hat{F}_y \) contains those elements that interchange \( S_i \) and \( S_j \), and leave \( n \) invariant; while all of the above leave \( p \) invariant. Representative twin groups are indicated in Table II.

<table>
<thead>
<tr>
<th>Twin, Group, Basis, Origin</th>
<th>( \hat{F}_{ij} )</th>
<th>( t_{iy} \hat{F}_{ij} )</th>
<th>( s_{iy} \hat{F}_{ij} )</th>
<th>( r_{iy} \hat{F}_{ij} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1/0,0,1),(0,0,0)/10 P4/m2/m2/m (1,-1,0),(-1,-1,0) (1/2,1/2,0)</td>
<td>P4mm</td>
<td>(C2b</td>
<td>0,0,0)</td>
<td>(E</td>
</tr>
<tr>
<td>(1/0,0,1),(0,0,0)/4 P2/m2/m2/m (0,2,0),(-1,0,0) (0,1/2,0)</td>
<td>P2mm</td>
<td>(C2y</td>
<td>0,0,0)</td>
<td>(E</td>
</tr>
<tr>
<td>(2/1,1,0),(0,0,0)/3 C2mm (0,0,2),(2,-2,0) (0,0,-1/2)</td>
<td>C11m</td>
<td>none</td>
<td>(C2a</td>
<td>0,0,1)</td>
</tr>
<tr>
<td>(2/(-1,1,0),(0,0,0)/3 Cm2m (-2,2,0),(2,2,0) (0,-1,0)</td>
<td>C11m</td>
<td>none</td>
<td>none</td>
<td>(C2a</td>
</tr>
</tbody>
</table>

**Table II Representative Twin Groups in LaAgIn**

*(in terms of the parent cubic setting)*

**DOMAIN WALL SOLUTIONS**

(1) The (1,10) antiphase boundary (APB) is formed between \( P_i(\eta^i) = (\sqrt{2} a, 0,0,0,0, \sqrt{2} a) \) and \( P_{10}(\eta^i) = (-\sqrt{2} a,0,0,0,0,-\sqrt{2} a) \). For convenience new OP components have been defined where \( \eta^i_i = \sqrt{2} (\eta_i + \eta_{i+1}) \) or \( \eta^i_i = \sqrt{2} (\eta_i - \eta_{i-1}) \) for \( i \) even or odd, respectively. The APB is formed by half a lattice constant
translation of the lower symmetry phase along the \( z \) direction. The single domain states serve as boundary conditions for heterogeneous solutions, and we consider the \textit{inverse} boundary value problem based on the assumption that both the primary and the secondary OP depend only on the position coordinate \( z \) perpendicular to the domain wall, thus \( \eta' = \eta'(z) \). The strains are subjected to

\[-(2D_4 - D_5) \frac{d^2 \eta'}{dz^2} + k^* \eta' + (A_{\gamma}^* + A_{\delta}^*) \eta'^3 = 0. \tag{4}\]

compatibility relations\(^4\). Assuming \( \eta'_2 = \eta'_3 = \eta'_4 = \eta'_5 = 0 \), the Euler equations reduce to two non-linear coupled second-order ordinary differential equations for \( \eta'_1(z) \) and \( \eta'_6(z) \). Both order parameter components satisfy the same equation. The solutions are \( \eta'_1 = \eta'_6 = \tanh(z/\xi_{\text{APB}}) \), where \( \xi_{\text{APB}} = [-2(2D_4 - D_5)/k^*]^{1/2} \) is the half width of the APB and \( k^* \) is a renormalized second-order coefficient.

\((\text{II})\) The \((1,4)\) antiphase boundary is formed between \( P_1(\eta') = (\sqrt{2} a,0,0,0,0,0) \) and \( P_4(\eta') = (-\sqrt{2} a,0,0,0,0,0) \). This APB is formed by half a lattice constant translation of the lower symmetry phase along the \( x \) direction. We assume \( \eta'_2 = \eta'_3 = \eta'_4 = \eta'_5 = 0 \) and a domain wall perpendicular to \( x \). The set of coupled nonlinear equations are given in Eq. (5). If we take no coupling, i.e., \( A_{\gamma,\delta}^* = 4A_1^* + 2A_3^* = 0 \), we can find the following solution: \( \eta'_1 = \sqrt{2} a \tanh(x/\xi_{\text{APB}}) \), \( \eta'_6 = \sqrt{2} a \), and \( \xi_{\text{APB}} = [-2(2D_4 + D_5)/k^*]^{1/2} \). In addition, the strain components \( e_2, e_3 \) are constant and \( \sigma_{12} = \sigma_{23} = \sigma_{13} = \sigma_{11} = 0 \).

\((\text{III})\) The \((2,3)\) orientation twin boundary (OTB) is formed between \( P_2(\eta') = (0,0,0,\sqrt{2} a, \sqrt{2} a, 0) \) and \( P_3(\eta') = (0, \sqrt{2} a, \sqrt{2} a, 0,0,0) \). The domains 2 and 3 are related by a three-fold rotation along the [111] direction of the \( Pm\bar{3}m \) structure. Note that the (2,3) OTB is equivalent to the (1,2) OTB. In contrast to
the antiphase domains, orientation twin domains are distinguished by their ferroic properties, i.e., the two twin domains have different strains which can be detected optically or with x rays. The order-parameter profile representing the twin boundary has the following form: \( \eta' = (0, \eta'_2, \eta'_3, \eta'_4, \eta'_5, 0) \) and contains the \( x = y \) plane. For the special case \( Q_1 = \eta_2' = \eta_3', \eta_4' = \eta_5' = Q_2 \) we get the two coupled differential equations:

\[
D^+ \frac{d^2 Q_1}{ds^2} + 2k_1^+ Q_1 + 4A_1^+ Q_1^3 + 2A_2^+ Q_2^2 = 0,
\]

\[
D^- \frac{d^2 Q_2}{ds^2} + 2k_2^- Q_2 + 4A_2^- Q_2^3 + 2A_4^- Q_2^2 = 0.
\]

Assuming \( A_{1,2}^+ = 0 \) and by defining \( \xi_{TB} = \sqrt{D^- / k_2^-} \), we get \( Q_1 = 1/\sqrt{2a}[1 + \tanh(s / \xi_{TB})] \) and \( Q_2 = 1/\sqrt{2a}[1 - \tanh(s / \xi_{TB})] \). The domain wall energy is \( E = -\xi_{TB}(\frac{10}{3}k_2^-a^2 + \frac{8}{3}A_1^- a^4 + 2A_4^- a^4) \). The strains \( e'_r, e'_s \) are constant and \( \sigma_{rs} = 0 \), where \( r \) and \( s \) denote the [110] and [110] directions, respectively.

(IV) Numerical Solutions: General solutions for both the antiphase and twin boundaries can be obtained by numerically solving the nonlinear coupled differential Eqs. (4), (5), and (6). From the mathematical formulations, the differential equations for the OTB (2,3) is the same as that for the AP twin boundary (1,4); therefore, we will analyze the equations for (1,4) using normalized variables and the normalized equations can also apply to the OTB case. The differential equations for a (1,4) AP boundary were given in Eq. (5). This set of coupled nonlinear differential equations can be solved by using the initial value scan method, and the solutions are expected to be similar to the solutions of Cao and Barsch in.

The solutions for \( A_{1,2}^+ = 0 \) were given in our discussion after Eq. (5). For the more general case, \( A_{1,2}^+ \neq 0 \), we must solve Eq. (5) numerically. To simplify the mathematical problem, the following substitutions are introduced:
\( q_1 = \frac{n_1}{\sqrt{2a}}, \quad q_2 = \frac{n_2}{\sqrt{2a}}, \)  
(7a,b) 

\[ \alpha = \sqrt{\frac{2D_1 \kappa}{\kappa (2D_1 + D_2)}}, \quad \beta_1 = \frac{A_\delta}{A_\delta + A_{\delta}^*}, \quad \beta_2 = \frac{A_{\delta}^*}{A_\delta + A_{\delta}^*}, \]  
(7c,d,e) 

\[ x = \gamma \xi, \quad \gamma = \sqrt{\frac{(2D_1 + D_2)D_1}{\kappa_1 \kappa_2}}. \]  
(7f,g) 

With these substitutions, Eqs. (6a,b) becomes dimension-less, i.e.,

\[ \frac{1}{\alpha} \frac{d^2 q_1}{d \xi^2} = q_1 + (1 - \beta_1)q_1^3 + \beta_1 q_1 q_2^2, \]  
(8a,b) 

\[ \alpha \frac{d^2 q_1}{d \xi^2} = q_1 + (1 - \beta_2)q_1^3 + \beta_2 q_2 q_1, \] 
and the boundary conditions become

\[ \lim_{\xi \to \pm \infty} q_1 = \pm 1, \quad \lim_{\xi \to \pm \infty} q_2 = 1. \]  
(9a,b) 

From Eqs. (8) and (9), the function \( q_1(\xi) \) should be an odd function, \( q_2(\xi) \) should be an even function, and the following conditions hold:

\[ q_1(0) = 0, \quad \frac{dq_2(0)}{d \xi}. \]  
(10a,b) 

One integral exists for Eqs. (8a,b), and is shown in Eq. (11),

\[ \beta_2 \left( \frac{dq_1}{d \xi} \right)^2 + \alpha^2 \beta_1 \left( \frac{dq_2}{d \xi} \right)^2 + \alpha \beta_2 (q_1^2 - 1) - \frac{\alpha}{2} \beta_2 (1 - \beta_1)(q_1^4 - 1) \]

\[ + \alpha \beta_1 (q_2^2 - 1) - \frac{\alpha}{2} \beta_1 (1 - \beta_2)(q_2^4 - 1) - \alpha \beta_1 \beta_2 (q_1^2 q_2^2 - 1) = 0. \]  
(11) 

Analyzing Eqs. (8a,b), one finds that stability requires \( \beta_2 < 1 \), which means that the coefficients \( A_\delta^* \) and \( A_{\delta}^* \) must have the same sign. The coefficient \( \alpha \) should be on the order of one and positive. There are three independent parameters in Eqs. (8a,b), \( \beta_1, \beta_2 \) and \( \alpha \), which control the variation of the
order parameter across a domain wall or an AP boundary. Fig. 1 shows the influence of $\beta_1$ while the parameters $\alpha$ and $\beta_2$ are fixed. One can see that the anti-symmetric component $q_1$ of the order parameter changes the most while $q_2$, the symmetric component, shows little change. In Fig. 2, $\alpha$ and $\beta_1$ are fixed and $\beta_2$ changes from -0.4 to 0.2. For this case, only the symmetric component of the OP $q_2$ changes its amplitude while $q_1$ is practically un-changed. For both cases, only the amplitude of the OP varies but the thickness of the transition region is almost unchanged by the variation of $\beta_1$ and $\beta_2$. In Fig. 3, both $\beta_1$ and $\beta_2$ are fixed but changes in $\alpha$ go from -0.4 to 0.4. As we can see the wall thickness increases with $\alpha$. The OP amplitude variation across a domain wall is determined by the nonlinear coefficients in the free energy expansion while the domain wall thickness is mainly controlled by the gradient coefficients.

Figure 1 Numerical solutions for Eq. (8 a,b) with the coefficients $\alpha = 2.0$, $\beta_2 = 0.2$ and $\beta_1 = -0.4$, 0.0 and 0.4, respectively.

Figure 2 Numerical solutions for Eq. (8 a,b) with the coefficients $\alpha = 0.5$, $\beta_1 = 0.1$ and $\beta_2 = -0.4$, 0.0 and 0.2, respectively.
Stronger non-local coupling (large gradient coefficients) results in broader domain walls.

CONCLUSION

We have described a systematic method for studying the domains and also domain walls that occur in ferroic phase transitions. Use of the continually expanding ISOTROPY program gives information about primary and secondary order parameters and their invariants, gradient invariants, domain pairs and domain twins, as well as symmetry determined physical properties. Numerical solutions for the domain walls provided additional insight into the detailed OP variation in the spatial transition region and the influence of different physical parameters in the free energy.
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The nonlinear ac-field dependence of dielectric and piezoelectric coefficients in soft PZT piezoceramics is studied at \( f = 100 \text{ Hz} \). We demonstrate that two different thresholds for the onset of nonlinearity exist at \( E_{c1} = 1 \text{ V cm} \) and \( E_{c2} = 100 \text{ V cm} \), respectively. At weak fields, the ac-field dependence of the effective dielectric coefficients obeys a scaling law \( x = x_0 - A(E - E_c)^\gamma \), with the effective coefficient \( \gamma = 1.5 \pm 0.1 \). Above the large field threshold, both dielectric and piezoelectric coefficients exhibit a non-analytic scaling behavior. The nonlinearity is here anisotropic which is reflected by exponents \( \gamma = 1.0 \pm 0.1 \) and \( \gamma = 1.2 \pm 0.1 \) for fields parallel and perpendicular to the poling direction of the ceramic, respectively. The nonlinear domain wall response at fields well below the electrical depoling field is apparently dominated by the depinning of domain walls rather than by the inharmonicity of the potential energy of the wall.

Keywords: Nonlinearity; PZT; domain wall

INTRODUCTION

PZT-piezoceramics are widely used in technically applications such as piezoelectric actuators, resonators and motors. In these applications, the material is usually driven in high electric fields resulting in a substantial nonlinearity in the piezoelectric and dielectric behavior. Nevertheless, up to date little understanding was developed about the mechanisms causing the nonlinear field dependence of the piezoelectric and dielectric properties of PZT.

It is well known that the motion of domain walls driven by external electric or elastic fields has an important influence on the linear dielectric and piezoelectric response of the piezoceramic (see for example reference\(^2\, -\, 5\)).
A large amount of experimental work was done to separate this extrinsic domain wall contribution to the material coefficients from the intrinsic properties of a (hypothetical) single domain PZT-single crystal. In donor doped (soft) PZT, where the mobility of the walls is exceptionally high, the domain wall contribution to the permittivity at room temperature was shown to be approximately 60%. The data available up to now indicate that, depending on the amplitude of the driving ac-field, at least two different types of domain wall contributions exist in PZT.

First, domain walls were shown to contribute already at low ac fields $20 \text{ mV/cm} < E < 40 \text{ V/cm}$ both to the permittivity $\varepsilon_3$ and the piezomodule $d_33$ and no ac-field dependence could be detected within the measuring accuracy in this ac-field range. It is assumed that weak ac-fields excite oscillations of domain walls which are pinned at the grain boundary and at randomly distributed defects within the grain. The amplitude of these oscillations is thereby much smaller than the lattice constant. This type of domain contribution is referred to as reversible domain wall motion because no field hysteresis of the polarization $P$ could be observed at weak fields.

Results of several authors indicate, on the other hand, that a threshold for the onset of nonlinearity exists in soft PZT at $E_c \approx 100 \text{ V/cm}$. Since the intrinsic nonlinearity in PZT is believed to be negligible at these fields, it was suggested that an additional type of domain wall movement sets in at $E_c$. Above threshold, the $P(E)$ dependence is hysteretic and can be described by the Rayleigh law originally discovered in ferromagnetic systems. Therefore, the additional domain wall contribution at $E > E_c$ is referred to as irreversible domain wall motion. The threshold field $E_c$ is usually defined to be the smallest value of the electric field for which a field dependence of the corresponding quantity can be detected. Clearly, this procedure depends on the accuracy of the measurement and can give only an upper limit for $E_c$.

In addition to the threshold behavior due to the onset of irreversible domain wall motion, other sources of nonlinearity related to the domain wall interaction, the electrical and mechanical boundary conditions and the nucleation and coalescence of domains may be of importance at higher field strengths. These effects were considered in a formal phenomenological approach by treating the motion of the wall in an anharmonic potential.

In this paper, we have studied the ac-field dependence of the dielectric and electromechanical properties of a soft PZT-piezoceramic. We compare data obtained in fields parallel and perpendicular to the poling direction of the ceramic, respectively. Special attention was paid to the range of low ac-fields in order to get information about the threshold for the onset of irreversible domain wall motion in this material.
Experimental

All samples were cut from a commercial available PZT-ceramic (Motorola 3203HD) which had been poled for 1 minute at a temperature $T = 373 \text{ K}$. The poling field was thereby $E = 20 \text{kV/cm}$. The measurements parallel to the poling direction were performed at thin plates (typical dimensions $3\times3\times1 \text{ mm}^3$), whereas perpendicular to this direction rectangular parallelepips (typical dimensions $5\times3\times3 \text{ mm}^3$) were chosen. Gold electrodes were sputtered onto the major faces.

The longitudinal and shear strain $S_3$ and $S_5$, respectively, were measured using a glass fibre sensor (MTI 2000). The sample was glued with its bottom electrode on a stage and a mirror was mounted on to the top electrode from which the motion of the top surface, originated from either $S_3$ or $S_5$, can be sensed. The sinusoidal measuring voltage ($f = 100 \text{ Hz}$) was generated by a function generator (Stanford Research Systems DS 345) and a high voltage amplifier (TREK 610 C). The output signal of the glass fiber sensor was fed both into a digital oscilloscope displaying the strain-field dependence and a lock-in amplifier (Stanford Research Systems DSR-830) analyzing its first harmonic component $S_1$ from which we determined the effective piezoelectric coefficient $d_{ij} = S_1 / E_i$. A Sawyer-Tower circuit was used to measure simultaneously the polarization of the sample which was analyzed in its first harmonic $P_1$ by another lock-in amplifier to obtain the effective dielectric coefficients $e_{ii} = P_1 / E_i$.

In order to estimate the influence of dielectric heating and field induced changes of the domain structure in large fields, we compared the results obtained in the continuous wave mode and tone burst mode where 5 periods of the ac-voltage are followed by a 3 seconds zero voltage dwelling time. The measurements were restricted to the field range where the results do not depend on the mode chosen in the experiment. At weak fields, only the permittivity was measured using a General Radio 1616 precision capacitance bridge with an DSR-830 lock-in amplifier as a null indicator.

RESULTS AND DISCUSSION

All effective dielectric and piezoelectric coefficients show qualitatively the same ac-field dependence (Figs. 1a,b). The nonlinear contribution to these coefficients increases considerably with increasing amplitude $E$ of the ac-field so that at a field $E \approx 3 \text{kV/cm}$ the coefficients are about two times of the corresponding small signal value. By adjusting the weak signal coefficient,
the large field data can be scaled in such a way that, in a double logarithmic scale, they can be well approximated by straight lines. This indicates that the ac-field dependence of the coefficients obeys in large fields a simple power law. However, deviations from the power law appear at $E < 100 \text{ V/cm}$ and the ac-field dependence is much smaller in this field range. This supports the hypothesis suggested previously \cite{T,12} that the onset of irreversible domain wall motion in electric fields above a threshold $E_c$ causes the significant nonlinearity of PZT. In order to test this scenario, the data were analyzed with the scaling relation

$$x = x_0 + A \left( \frac{E - E_c}{E_c} \right)^\phi$$

(1)

where $x$ stands for $\varepsilon_{31}$, $\varepsilon_{33}$, $d_{15}$ and $d_{33}$, respectively, and the threshold field $E_c$, the weak field coefficient $x_0$, the prefactor $A$ and the exponent $\phi$ are used as free fitting parameters.
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**FIGURE 1** AC-field dependence of the field dependent part of the effective coefficients a) $\varepsilon_{31}$, $d_{15}$; b) $\varepsilon_{33}$, $d_{33}$. Full symbols represent dielectric data, open symbols piezoelectric data. The straight lines illustrate the power law at fields $E > 100 \text{ V/cm}$.
The data above threshold can be fitted quite well by Eq. (1). For an accurate determination of $E_c$, however, the parameter $x_0$ would have to be fixed. This requires the precise knowledge of the weak signal coefficient which we find to have itself a weak but distinctive ac-field dependence which we will discuss later. For this reason, we can give here only a rough estimation $E_c = 100 \pm 50$ V/cm. For a given direction of the field, the fit parameters $\varphi$ and $E_c$ obtained on piezoelectric and dielectric data do not show significant difference. Since the piezoelectric response can only be from the non-180° wall motion, the data suggest that it is predominantly the non-180° walls which are depinned and contribute to the nonlinear response above $E_c$. On the other hand, the effective exponent $\varphi$ depends on the direction of the ac-field which indicates a significant anisotropy of the nonlinearity of the ceramic. We determined exponents $\varphi = 1.0 \pm 0.1$ for fields parallel and $\varphi = 1.2 \pm 0.1$ for fields perpendicular to the poling direction.

Now we discuss the observed nonlinearity of PZT piezoceramics in terms of the motion of domain walls driven by the external electric field. At low frequencies where the inertia of the wall can be neglected, this motion is
given by [3, 5]

\[ \frac{\partial U}{\partial \Delta x} + F_F = \frac{-\partial W_E}{\partial \Delta x} \]  

(2)

Here, \( \Delta x \) is the wall displacement from the equilibrium position due to the driving force given by the electric energy \( W_E \) of the wall in the external electric field. The energy dissipation of the moving walls is usually treated by introducing a friction force \( F_F \propto \Delta x \), depending linearly on the wall velocity. Finally, the restoring force \( F_r \) is determined by the potential energy \( U(\Delta x) \) of the wall which may be strongly anharmonic. In this case, \( F_r \) acting on a wall would depend nonlinearly on the displacement \( \Delta x \) from its equilibrium position. Nevertheless, any nonlinearity attributed to an anharmonic potential \( U(\Delta x) \) has to meet the symmetry conditions which imply that the Taylor expansion of a coefficient depending on a field \( E_1 \) perpendicular to the poling direction can contain only even order terms of \( E_1 \). The exponent \( \gamma = 1.2 \pm 0.1 \) determined from the ac-field dependence of \( d_{15} \) and \( s_{11} \), respectively, is obviously inconsistent with this symmetry restriction. It should be noted that this non-analytic nonlinearity can be found also in other soft PZT materials and the results of a more comprehensive study will be published elsewhere. [15]

In small fields \( E < 100 \text{ V/cm} \), the resolution of the strain measurement was insufficient to provide an accurate analysis of the ac-field dependence of the piezoelectric coefficients so that we present here only dielectric weak field data. Though much weaker than in large fields, the ac-field dependence of the dielectric coefficients shown in Figure 2 is apparently more intricate than in large fields and depend moreover on the particular sample under investigation. A closer examination shows, however, that the sample properties have changed during the measurement by the measuring field itself. That is, the value \( \chi(E_0) \) of the susceptibility, determined for sufficiently small fields \( E_0 \leq 0.3 \text{ V/cm} \) for which no ac-field dependence can be detected, changes during the measurement and depends on the value of the measuring field \( E_m \) before (see Fig. 2). We interpret this behavior as a deaging phenomenon due to the measuring field. This deaging effect has in weak fields the same order of magnitude as the reversible ac-field dependence which we separate by considering the difference

\[ \Delta \chi = \chi(E_m) - \chi(E_0). \]  

(3)

The resulting values \( \Delta \chi(E_m) \) are independent of the particular aging state of the sample and can be fitted according to Eq. (1) in the same way as the corresponding data in large fields. In this manner, we found for both
directions of the external field the effective exponent $\varphi = 1.5 \pm 0.1$ (Fig. 3). As in the large field region, this ac-field dependence can not be attributed to a simple Taylor-expansion of the dielectric coefficient. On the other hand, the threshold in weak fields can be determined much more precisely because the field independent part $x_{\text{lin}}$ has not to be taken into account as an additional fitting parameter. Therefore, the data prove unambiguously the existence of a non-zero threshold $E_{\text{c2}} = 0.6 \pm 0.2 \text{ V/cm}$ for the onset of nonlinearity in the ceramic at weak fields. Since we could not obtain sufficiently accurate piezoelectric data in weak fields, it is not clear whether the threshold at $E_{\text{c2}}$ is connected with the onset of 180° wall motion or with another kind of non-180° wall motion.

One approach to introduce a nonlinearity into the model of moving domain walls, which is compatible with the experimental results, is to modify the assumption of a linear friction force-velocity dependence $F_T(x)$.

![Figure 2](image-url)  
**Figure 2** AC-field dependence of the dielectric coefficients in weak fields (full symbols). The data are normalized to the value $\varepsilon(0)$ measured initially at the AC-field $E_0 = 0.3 \text{ V/cm}$. Open symbols represent data measured at $E = E_0$ immediately after the measurement at the particular measuring field $E_{\varphi} > E_0$ was completed.
We note that theoretical models treating the depinning transition of elastic interfaces as a dynamical critical phenomenon predict a scaling behavior similar to Eq. (1) between force and velocity above the onset of interface motion. The introduction of a nonlinear friction force changes Eq. (3) into a nonlinear differential equation

$$\Delta \dot{x} = 3 \left[ \left( -\frac{\partial W_E}{\partial \Delta x} + \frac{\partial U}{\partial \Delta x} \right) - F_c \right]^\beta,$$

where $\beta$ is a friction coefficient and $F_c$ the critical depinning force. The critical exponent $\beta$ depends on the spatial dimensionality $d$ and no result is available up to now for $d = 3$. It is believed that the exponent for $d = 3$ is between 1 and the mean-field exponent $3/2$.  

We are aware that the values for threshold field and effective exponent obtained in a technical piezoceramic represent the average over all grains, $180^\circ$- and several types of non-$180^\circ$ domain walls with different
orientations to the external field. In addition, our experiments may not probe the critical region of a probable depinning transition in the sense of the theory mentioned above. As more it is surprising, that the exponents determined in this study seem to be consistent with the theoretical expectations. Moreover, an exponent $\varphi = 1.45 \pm 0.03$ was found recently for (non-ferroelastic) $180^\circ$ domain walls in the ferroelectric lock-in phase of a purified incommensurate single crystals.\cite{18} Clearly, more experimental work especially on single crystals is necessary to obtain further information about the depinning transition of ferroelectric non-$180^\circ$ walls.

Another related issue is the nature of the restoring force which cannot be ignored in Eq. (4) since this would lead to a nonlinear conductivity. It should be pointed out that only a small amount $\Delta P < 0.1 P_0$ of the spontaneous polarization $P_0$ is switched in our experiments. Apparently, the mean displacement of the walls is considerably smaller than the mean wall-wall distance provided that the majority of the walls are displaced by the field and contribute to $\Delta P$. For small displacements $\Delta x$, it is reasonable to assume that the wall moves in a quasiharmonic potential and the restoring force depends approximately linearly on $\Delta x$. On the other hand, the motion of the interface close above the depinning threshold is jerky and the elasticity of the wall itself may also contribute to the restoring force.

To conclude, evidence for the onset of nonlinearity in soft PZT piezoceramics at two threshold fields $E_{c_1}$ and $E_{c_2}$ was obtained by analyzing the nonlinear ac-field dependence of their dielectric and piezoelectric coefficients. The result suggests that dynamical critical phenomena connected with the onset of collective interface motion above a threshold field $E_c$ determine the nonlinear response of the piezoceramics. The nonlinearity of ferroelectrics in the field range of so called “Raleigh loops”\cite{12} appears therefore to be attributed to the dynamics of domain walls moving in a medium with randomly distributed pinning centers rather than by the anharmonicity of the potential energy of the wall.

The authors are grateful to the Motorola Ceramics Products Division for providing ceramic material for this study and acknowledge financial support from the office of Naval Research.
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The electric field induced acoustic emission (AE) in ferroelectric ceramics under bipolar electric fields has been studied. From the AE event rate and the AE signal amplitude distribution, it is assumed that there are two origins of the field induced AE in the ferroelectric ceramics: domain reorientation related deformation and piezoelectric deformation without domain reorientation. The fractal dimension (m) in the field induced AE signal amplitude distribution of the ferroelectric ceramic is found to be m = 1 for the domain reorientation related deformation. The fractal dimension of m = 2.5 is observed for the piezoelectric deformation unrelated to domain reorientation after domain reorientation is completed. It is shown that the fractal dimension of the AE caused by the domain reorientation related deformation is lower than that of the AE generated by the piezoelectric deformation unrelated to domain reorientation at high electric fields.

KEYWORDS: acoustic emission (AE), domain, ferroelectrics, fractal dimension, PLZT, PMN-PT, PZT

1. Introduction

Acoustic emission (AE) method is a non-destructive technique used to detect pulses of released elastic strain energy caused by deformation, crack growth and phase change in a solid. The AE method has also been used to investigate fundamental domain motions in ferromagnetic and ferroelectric materials, as well as mechanical and fatigue properties of materials. In ferroelectric and piezoelectric materials, the AE method has been used to determine phase change and to monitor crack propagation. However, recent research has revealed a significant problem in most of the previous field induced AE studies in the ferroelectrics. Acoustic waves were generated by a sample's mechanical vibration, which was caused by an electrical coupling between the power supply feedback and the piezoelectricity of sample. The acoustic wave generated by the vibration was large enough to conceal the true AE signal and was constantly observed at high signal amplification of the AE measurement system. It was clarified that the fundamental Kaiser effect in terms of the electric field took place in ferroelectric ceramics by eliminating the sample vibrations. The field induced AE will not be present after poling as long as the applied field is maintained lower than that of the poling field. Therefore, the previous reported ferroelectric domain contributions in the field induced AE generation should be reexamined through the new AE measurement technique.

This paper deals with the electric field induced AE generations in the ferroelectric and related ceramics under bipolar fields. A fractal analysis of the AE signal amplitude distribution, which is used in the AE method to determine the damage of materials, was applied. The effect of the existence of the domain structure to the AE generation in ferroelectric lead zirconate titanate Pb(Zr0.52Ti0.48)O3 (PZT) ceramics has been discussed with comparisons to the electrostrictive lead magnesium niobate-lead titanate solid solution zPb(Mg1/3Nb2/3)O3-(1-z)PbTiO3 (zPMN-(1-z)PT) and soft piezoelectric lead lanthanum zirconate titanate Pb1-x2La2(Zr1-y,Tiy)O3 (PLZT: (z/y)/1-y) ceramics.

2. Experimental Setup

Figure 1 shows the measurement system. The electric field induced AE and displacement were observed simultaneously. The AE signal was detected by an AE sensor (NF Corp., AE-904E) with its resonant frequency of ~50 kHz. The AE signal was amplified by 40 dB through a pre-amplifier (NF Corp., AE-9913) and again up to 60 dB with a main amplifier (NF Corp., AE-922). The amplified signal was counted after passing through a high-pass filter (100 kHz) and a discriminator. Disc specimens of commercialized ferroelectric PZT ceramic (Morgan Matroc, PZT-5A) as well as electrostrictive ceramics 0.9 PMN-0.1PT and soft piezoelectric PLZT (9/65/35), with 12.7 mm in diameter and 0.4 mm in thickness were employed for this study. Gold electrodes were formed on both surfaces by sputtering. The AE sensor was attached to the sample through brass-foil with 0.025 mm in thickness, and silicone grease was used as a couplant to make a close adhesion. An external resistor R (R = 20 MΩ) and a capacitor C (C = 0.01 μF) were installed to the power supply in order to eliminate the electrical coupling by increasing the time constant r (=R x C) of the voltage application system (i.e., to suppress the high frequency feedback components). It should be noted that the external resistor and capacitor did not cause any electrical interference to the AE measurement system and also the intrinsic AE generations in the ceramics as long as the induced displacement was maintained and the field was applied at much lower frequency than the time constant r. The threshold level and amplification of the AE signal were changed from 400 mV at 100 dB to 400 mV at 60 dB. The samples were driven under the bipolar field at various electric field levels. The driving frequency of 0.0015 Hz was employed to obtain the saturation of the field induced displacement and AE to avoid the effect of the supplied current limited by the external resistor and capacitor.

3. Results and Discussions

3.1 The electric field induced AE

Figures 2(a) and 2(b) show the AE event count rate and the induced displacement of the ferroelectric PZT ceramics as a function of applied field at 0.0015 Hz with field levels
at the coercive field at which the induced displacement took a minimum. The critical electric field, where the AE started to be generated, was slightly higher than the coercive field. This critical electric field corresponded to the point of inflection at which the second derivative of the displacement with respect to the field, $d^2\text{(displacement)}/dE^2$, changes the sign. In Figs. 2(a) and 2(b), change of the first derivative of the displacement with respect to the field $d\text{(displacement)}/dE$ is shown for the point of inflection and the critical electric field corresponds to the point where $d\text{(displacement)}/dE$ is the maximum. Since the displacement induction rate started to decrease in spite of the field simply increasing and the AE was present above this field, these results might indicate that a damping process for the sample deformation existed above this field and the AE was generated through that process. The AE event count rate increased with the applied field when a field of $E = \pm 25$ kV/cm was applied to the sample. For a field of $E = \pm 35$ kV/cm, the maximum of AE event count rate was not observed at the maximum applied field. The maximum event rate occurred around 27.5 kV/cm. Considering that internal stress increases with the applied field in ferroelectrics, if this observed AE was caused only by the internal stress, the AE event count rate should have increased with the applied field. Thus, this decrease in the AE event rate might suggest that the internal stress could be the origin of the AE, but not only one source. Since the induced displacement in the ferroelectric ceramics consists of the domain reorientation related deformation and piezoelectric deformation without the domain reorientation, it was assumed that the field induced AE in the PZT ceramics was generated first through domain reorientation related deformation and, after domain reorientation was completed, the piezoelectric deformation unrelated to domain reorientation which was accompanied with induced stress was expected to be the origin of the AE. The decrease in the AE event might indicate the completion of the domain reorientation related deformation.

Figure 3 shows the induced displacement and AE event count rate of the electrostrictive PMN-PT ceramics. A quadratic induced displacement which showed much less hysteresis than that of ferroelectric PZT ceramics was observed. The AE event count rate increased with the applied field. Because of the absence of the domain in PMN-PT, the induced
displacement did not cause by the domain reorientation, but domain reorientation unrelated electrostrictive deformation. It was assumed that the origin of the AE was the internal stress caused by the electrostrictive deformation unrelated to domain reorientation, resulting in the increased AE event rate with applied electric field.

Figure 4 shows the AE event count rate and the induced displacement of the soft piezoelectric PLZT (9/65/35) ceramics, which showed an intermediate displacement change between the ferroelectric PZT and electrostrictive PMN-PT ceramics. The AE generation started above the coercive field which was determined from the induced displacement. A peak of the AE event rate was observed around 10 kV/cm, and the AE event rate increased with the applied field when a field higher than 10 kV/cm was applied. It was assumed that the peak of the AE event rate was due to the domain reorientation related deformation, and after the domain reorientation was completed, the AE was caused by the piezoelectric deformation unrelated to domain reorientation. These results suggest that both the domain reorientation related and unrelated deformations were the origins of AE in the PLZT (9/65/35) ceramics.

3.2 The fractal dimension of the electric field induced AE

When the AE event rate \( f(x) \) is the minus \( m \)-th power of \( x \), where \( x \) is the AE signal amplitude,

\[
f(x) = cx^{-m} \quad (c: \text{constant})
\]

the number of \( m \) is defined as a fractal dimension. The fractal dimension \( m \) is used to estimate the damage in the materials. In general, the fractal dimension is found to be more than 2 for the AE generated from the plastic deformation. The fractal dimension of \( m = 2 \) is the critical number to evaluate the condition of materials. If there is a damage (i.e., crack) in the material, the fractal dimension becomes lower than 2.

The integrated AE event \( F(x) \),

\[
F(x) = \int_{x}^{\infty} f(z) \cdot dz = \frac{1}{m-1} cx^{-m+1} \quad (m > 1)
\]

was observed through changing the AE signal threshold level in the measurements.

Figures 5(a) shows the AE event count per cycle as a function of the AE signal threshold level in the ferroelectric PZT
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**Fig. 4.** AE event count and the induced displacement as a function of applied field of soft piezoelectric PLZT (9/65/35).

**Fig. 5.** AE event count per cycle as a function of the AE signal threshold level (a) ferroelectric PZT, (b) electrostrictive 0.9 PMN-0.1 PT, and (c) soft piezoelectric PLZT (9/65/35).
concept of the fractal dimension, the obtained dimension indicated that the sample had been damaged. However, since repeatable and stable field induced AE were observed, it was supposed that the lowered fractal dimension was due to the existence of ferroelectric domain and the effect of the domain reorientation related deformation, instead of the damage. When a field of $\pm 35 \text{kV/cm}$ was applied, the higher AE signal threshold level parts did not follow to logarithmic change. The lower signal threshold level still could be fitted to a logarithmic curve and the extended line also ended around the AE signal threshold level obtained for $\pm 25 \text{kV/cm}$.

The fractal dimension of higher signal threshold level part was found to be $m = 2.3$. Since the domain reorientation was supposed to be completed at higher electric field, the origin of the AE with the fractal dimension of 2.8 was assumed to be piezoelectric deformation without domain reorientation. It was shown that the fractal dimension of the field induced AE for the domain reorientation related deformation ($m = 1$) was lower than that for the piezoelectric deformation without domain reorientation ($m = 2.3$). The fractal dimension greater than two corresponded to the plastic deformation. However, it was difficult to recognize the electrically induced deformation of ferroelectric ceramics as the plastic deformation, since the induced displacement recovers to the initial point after removing the field. Hence, it should be noted that the AE generation process in the ferroelectric ceramics would be different from that of reported AE in the materials such as metals and structural ceramics.

Figure 5(b) shows the AE event count per cycle for the electrostrictive PMN-PT as a function of the AE signal threshold level. The same slopes for the AE event count were observed at various applied fields, and the critical fractal dimension of $m = 2$ was obtained. It seems that the origin of AE in the electrostrictive PMN-PT ceramics did not change with the applied field level, and was assumed to be the internal stress caused by the electrostrictive deformation unrelated to domain reorientation.

In the PLZT (96/35) ceramics, the AE event count fluctuated with the applied field [Fig. 5(c)]. This fluctuation in the AE was probably due to the field induced phase change and/or domain creation. It seems that the domain reorientation related deformation, the piezoelectric deformation unrelated to domain reorientation and the field induced domain creation as well as phase related behavior caused the AE generations in the PLZT (96/35) ceramics. The fractal dimension of the PLZT (96/35) did not take a constant intermediate number between $m = 1$ and $m = 2$, but fluctuated. This was probably due to the change of AE generation source caused by the applied field.

4. Conclusion

The electric field induced acoustic emissions (AE) under the bipolar fields were studied in the ferroelectric PZT, soft piezoelectric PLZT (96/35) and electrostrictive 0.9 PMN-0.1 PT ceramics. The AE event rate as a function of applied field and AE signal threshold level distribution were employed to identify the origin of field induced AE.

The AE event rate in ferroelectric PZT and soft piezoelectric PLZT (96/35) ceramics showed two origins: domain reorientation related deformation and piezoelectric deformation without domain reorientation. On the contrary, the internal stress caused by the induced electrostrictive deformation was supposed to be the dominant AE generation source in the electrostrictive 0.9 PMN-0.1 PT ceramics.

The fractal dimension of the ferroelectric PZT ceramics consisted of the domain reorientation related $m = 1$ and the domain reorientation unrelated $m = 2.3$ when the electric field of $\pm 35 \text{kV/cm}$ was applied. The fractal dimension of $m = 2$ was obtained in the ferroelectric PZT. The fluctuation of the fractal dimension was observed in PLZT (96/35) ceramics, which showed an intermediate state between PZT and PMN-PT in terms of the induced displacement.

It was shown that the domain reorientation and unrelated deformations were the origins of the field induced AE in the ferroelectric ceramics. The fractal dimension of the AE caused by the domain reorientation related deformation was found to be lower than that of the AE associated with the piezoelectric deformation without domain reorientation.
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ABSTRACT

Electrostriction is the basis of electromechanical coupling in all insulators. The quadratic electrostrictive strain $x_{ij}$ associated with induced polarization components $P_k$ and $P_l$ is given by $x_{ij} = Q_{ijkl} P_k P_l$. Two converse electrostrictive effects may also be defined. In this paper, some trends in structure-property relationships that govern electrostriction are identified, along with the problems that limit our understanding of this fundamental electromechanical property. Electrostrictive coefficients range from the $\sim10^{-9} \text{m}^4/\text{C}^2$ in relaxor ferroelectrics to $\sim10^3 \text{m}^4/\text{C}^2$ in some polymers. High sensitivity techniques such as interferometry or compressometry are necessary to accurately measure electrostrictive effects in most insulators. But even in low-K dielectrics, electrostrictive stresses may initiate breakdown in high field environments such as microelectronic components with small dimensions, high voltage insulators or in high power lasers. In polymeric materials, charge injection mechanisms may produce local electric field concentrations that can cause large electrostrictive strains. The electromechanical properties in polymers have also been observed to vary with the thickness of the specimen. A brief description of the anharmonic nature of electrostriction and its frequency dependence is included.

INTRODUCTION

Many of the recent innovations in the field of electroceramics have exploited the nonlinearties of material properties with factors such as electric field, frequency, or temperature. The nonlinear dielectric behavior of ferroelectric ceramics (fig.1), for example, has opened up new market segments in electronics and communication. In these materials, the polarization increases nonlinearly to a saturation value as the applied electric field is increased. Polarization $P_i$ varies with applied electric field $E_j$ as:

$$P_i = \eta_{ij} E_j + \eta_{ijk} E_j E_k + ...$$

where $\eta_{ij}$ is the dielectric susceptibility, and $\eta_{ijk}$ the higher order dielectric susceptibility. $\eta_{ij}$ is related to the dielectric constant $K_{ij}$ by the linear relation $\eta_{ij} = (K_{ij} - 1)\varepsilon_0$.
Fig. 1: Nonlinear polarization vs. electric field behavior for the relaxor ferroelectric 0.9PMN-0.1PT in its paraelectric regime (Ref. 1).

Similarly the nonlinear elastic behavior of materials such as polymers (fig.2) has also been exploited in composite structures. In the natural vulcanized rubber shown, the strain obtained saturates as stress is increased in the low MPa range².

Fig. 2: Nonlinear strain vs. stress behavior of a typical natural vulcanized rubber (Ref. 2).

Linear stress-strain behavior conforming to Hooke's law is observed only in regions of low stress. In the linear region, the strain $x_{ij}$ is related to the stress $X_{kl}$ by the relation $x_{ij} = s_{ijkl} X_{kl}$. Nonlinear elastic behavior in general may be described by the equation:

$$x_{ij} = s_{ijkl} X_{kl} + s_{ijklmn} X_{kl} X_{mn} + ...$$

where $s_{ijkl}$ is the elastic compliance, and $s_{ijklmn}$ the higher order elastic compliance. Materials which display large electromechanical interactions have been exploited in the areas of stress or displacement sensing and in actuating. While most
commercial electromechanical materials and structures are based on linear or piezoelectric mechanisms, nonlinear electromechanical interactions are of interest in engineering material systems and structures with tunable properties\(^3\). Strains caused by linear and nonlinear electromechanical interactions may be expressed as:

\[
x_{ij} = g_{ijm} P_m + Q_{ijmn} P_m P_n + \ldots
\]

where the linear effect is associated with the piezoelectric constants \(g_{ijm}\) and quadratic nonlinear effect with the electrostriction coefficients \(Q_{ijmn}\). These strains may also be expressed in terms of electric field related coefficients \(d_{ijm}\) and \(M_{ijmn}\) as:

\[
x_{ij} = d_{ijm} E_m + M_{ijmn} E_m E_n + \ldots
\]

Piezoelectricity is absent in centric crystals, but electrostriction, being a tensor property of even rank, can be observed in all insulating materials. Quadratic
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**Fig. 3**: Electrostrictive strain can be observed in all insulating materials. Quadratic strain vs. electric field relationships for single crystal <100> oriented MgO and spodumene glass measured by interferometry are illustrated here.

electrostrictive strain in MgO and spodumene glass (Li\(_2\)O-Al\(_2\)O\(_3\)-4SiO\(_2\)) is illustrated in fig. 3\(^4\). It is also the primary electromechanical coupling mechanism in centrosymmetric materials. In this review, we look at nonlinear electromechanical interactions in the different ways in which it may be observed in materials, along with trends in structure property relationships that affect these interactions.

**PHENOMENOLOGY OF ELECTROSTRICITION**

Nonlinearity in electrical, elastic and electromechanical properties may be defined using the Devonshire formalism\(^5,6\). The elastic Gibbs function \((G)\) for the free energy of a material may be expressed in differential form as:
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\[ dG = -Sd\mathbf{T} - \mathbf{x}_{ij}d\mathbf{x}_{ij} + \mathbf{E}_i d\mathbf{P}_i \]

where \( S \) is the entropy, \( \mathbf{T} \) the temperature, \( \mathbf{x}_{ij} \) the elastic strain tensor, \( \mathbf{X}_{ij} \) the stress tensor, and \( \mathbf{E}_i \) and \( \mathbf{P}_i \) the electric field and polarization vectors. Properties relating derived variables such as \( S, \mathbf{x}_{ij} \) or \( \mathbf{E}_i \) to fixed variables of state such as \( T, \mathbf{X}_{ij} \) or \( \mathbf{P}_i \) are obtained by taking the second derivative of this free energy function. For example, the first order terms for inverse dielectric susceptibility \( \chi_{mn} \) and elastic compliance \( s_{ijkl} \) may be expressed as:

\[
\chi_{mn} = \left( \frac{dE_m}{dP_n} \right)\mathbf{X}, T = \left( \frac{d^2 G}{dP_m dP_n} \right) X, T, \text{ and } \\
s_{ijkl} = \left( \frac{dx_{ij}}{dx_{kl}} \right) P, T = \left( \frac{d^2 G}{dx_{ij} dx_{kl}} \right) P, T
\]

Cross-coupled properties can be derived by changing the differentiation variable for the second differential. The properties that introduce strain in a material are derived by differentiating the elastic Gibbs function with respect to stress. The tensor properties associated with these effects are elastic constants, linear and nonlinear thermal expansion, linear piezoelectric constants \( (g_{ijm}) \), and quadratic \( (Q_{ijmn}) \) electrostriction constants. These electromechanical interactions can be expressed in a power series to the second order (fixed \( X, T \)) as:

\[ x_{ij} = g_{ijm} P_m + Q_{ijmn} P_m P_n + \ldots \]

Electrostriction may be thus defined as the quadratic coupling between strain and electric field, or between strain and polarization. It is a fourth rank tensor defined by the following relationships:

\[ x_{ij} = M_{ijmn} E_m E_n, \text{ or } \\
x_{ij} = Q_{ijmn} P_m P_n \]

where \( M_{ijmn} \) the fourth rank field related electrostriction tensor and \( Q_{ijmn} \) the fourth rank polarization related electrostriction tensor. The \( M \) and \( Q \) coefficients are equivalent in linear dielectrics. Conversions between the two coefficients are carried out using the field-polarization relationships \( P_m = \eta_{mn} E_n \) and \( E_n = \chi_{mn} P_m \) where \( \eta_{mn} \) is the dielectric susceptibility tensor, and \( \chi_{mn} \) is the inverse dielectric susceptibility tensor. The need for defining a polarization related electrostriction tensor arises from the fact that ferroelectrics and other materials often show nonlinearity of dielectric properties with changing electric fields. Electrostrictive strain is not always quadratic with electric field, especially in high permittivity materials with nonlinear \( P_i - E_i \) relationships (Fig. 4). Thus, it is useful to define a polarization related electrostriction coefficient \( Q_{ijmn} \) better express the quadratic nature of electrostriction in all materials.

The \( M \) coefficients are defined in units of \( \text{m}^2/\text{V}^2 \). Their values range from about \( 10^{-24} \text{m}^2/\text{V}^2 \) in low permittivity materials to \( 10^{16} \text{m}^2/\text{V}^2 \) in high permittivity actuator materials such relaxor ferroelectrics such as lead magnesium niobate - lead

---
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titanate compositions. Large strains of the order of strains in ferroelectric piezoelectric materials such as lead zirconate titanate may be induced in these materials for similar fields. Q coefficients are defined in units of $m^4/C^2$. Q values vary in an opposite way to M values. Q ranges from $10^{-3} m^4/C^2$ in relaxor ferroelectrics to greater than the order of $10^3 m^4/C^2$ in polyurethane films.

Fig. 4: Electrostrictive strain is not always quadratic with electric field, especially for high K materials such as PMN (Ref. 1).

Fourth rank electrostriction tensors may also be expressed in collapsed Voigt notation as $M_{ij}$ or $Q_{ij}$. Expressing these tensors in matrix form illustrates the effects of point group symmetry on this tensor, as applied through Neumann's principle. For example, the electrostriction matrix for cubic materials (point group $m3m$) is:

\[
\begin{bmatrix}
Q_{11} & Q_{12} & 0 & 0 & 0 \\
Q_{12} & Q_{11} & 0 & 0 & 0 \\
Q_{12} & Q_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & Q_{44} & 0 \\
0 & 0 & 0 & 0 & Q_{44} \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

while the matrix for isotropic materials such as unoriented ceramics, glasses or polymers (Curie groups $\infty\infty\infty m$ and $\infty\infty\infty$) would be of the form:

\[
\begin{bmatrix}
Q_{11} & Q_{12} & Q_{12} & 0 & 0 \\
Q_{12} & Q_{11} & Q_{12} & 0 & 0 \\
Q_{12} & Q_{12} & Q_{11} & 0 & 0 \\
0 & 0 & 0 & 2(Q_{11}-Q_{12}) & 0 \\
0 & 0 & 0 & 0 & 2(Q_{12}-Q_{11}) \\
0 & 0 & 0 & 0 & 2(Q_{11}-Q_{12})
\end{bmatrix}
\]
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It is also useful to define a hydrostatic electrostriction coefficient $Q_h$, as the variation of susceptibility with applied hydrostatic pressure. This coefficient can be useful in comparing electrostrictive effects in materials with different anisotropy characteristics. Since applied compressive stress is by convention negative, $Q_h$ values are positive for ceramic materials, indicating the decrease of inverse dielectric susceptibility ($\chi$) with applied pressure. $Q_h = 0.5(d\chi/dp) = Q_{11} + 2Q_{12}$ (for materials with cubic or isotropic symmetry). The $Q_{h}$ dielectric permittivity, and elastic compliance values for some common dielectric materials$^9-16$ are listed in Table 1.

As a consequence of the quadratic nature of the electrostriction effect, the sign of the strain produced in the material is independent of the polarity of the field. This is in contrast with linear piezoelectricity where reversing the direction of the field would cause a change in the sign of the strain.

Another consequence is that electrostrictive strain occurs at twice the frequency of an applied AC field. In acentric materials where both piezoelectric and electrostrictive strains may be observed, this fact is very useful in separating the strains arising from piezoelectricity and from electrostriction.

The electrostriction tensor can also be treated as a complex quantity, similar to the dielectric and the piezoelectric tensors. The imaginary part of the electrostriction is also a fourth rank tensor. Such a treatment could be very useful in providing a better understanding at electromechanical energy conversion in materials with relaxation mechanisms such as glasses containing alkali ions$^7$ or polymeric materials$^8$. In this review, though, the discussion is confined to the real part of the electrostriction tensor.

Also, electrostriction in liquid and gaseous dielectrics has been studied since late in the 19th century, when studies by Roentgen$^17$ showed that all liquids expanded when an electric field was applied to them. In liquids, electrostriction is observed mainly as the contraction of a solvent around solute ions. Similar to solids, the electrostrictive effect in liquids is observed to be proportional to the square of the charge of the ions, inversely proportional to the ionic radius, and proportional to the value of $K^{-2}dK/dP$ for the solute$^18$. This discussion, however, is confined to solid dielectrics.

**DIRECT AND CONVERSE ELECTROSTRICITION EFFECTS**

The electrostriction effect defined in the previous section, which relates the quadratic dependence of strain on applied field or induced polarization may be termed the direct electrostrictive effect. This effect may be expressed in terms of field related and polarization related electrostriction coefficients as:

$$Q_{ijmn} = \left( d^2 x_{ij} / dP_m dP_n \right) = \left( d^3 G / dX_{ij} dP_m dP_n \right) \text{ or}$$

$$M_{ijmn} = \left( d^2 x_{ij} / dE_m dE_n \right) = \left( d^3 G / dX_{ij} dE_m dE_n \right)$$

By changing the order of differentiation in the free energy term, we may derive an equivalent converse effect of electrostriction, as:

$$Q_{ijmn} = -1/2 \left( d\chi_{ij} / dX_{mn} \right) = \left( d^3 G / dP_i dP_j dX_{mn} \right) \text{ or}$$
\[ M_{ijmn} = \frac{1}{2} \left( \frac{d \eta_{ij}}{d X_{mn}} \right) = \left( \frac{d^3 G}{d E_i d E_j d X_{mn}} \right) \]

which is the variation of dielectric susceptibility or its inverse with applied stress.

### Table 1: List of dielectric constants, elastic constants, and electrostriction coefficients of common dielectrics.

<table>
<thead>
<tr>
<th>Materials</th>
<th>K</th>
<th>S</th>
<th>S/κe₀</th>
<th>Qₜ</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relaxor Ferroelectric</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLZT (11/65/35)</td>
<td>5900</td>
<td>9.50</td>
<td>1.82</td>
<td>0.007</td>
<td>9, 10, 11</td>
</tr>
<tr>
<td>BaTi₅Sn₁₃O₁₅ (x=0.38)</td>
<td>10300</td>
<td>8.90</td>
<td>1.01</td>
<td>0.00099</td>
<td>11</td>
</tr>
<tr>
<td>BaSr₂Ti₄O₉, (x=0.35)</td>
<td>25000</td>
<td>4.55</td>
<td>0.206</td>
<td>0.0069</td>
<td></td>
</tr>
<tr>
<td>La₄PMN-PT (1/3/9/7)</td>
<td>13000</td>
<td>16.42</td>
<td>1.43</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>Perovskite Ferroelectric</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SrTiO₃</td>
<td>450</td>
<td>1.82</td>
<td>4.57</td>
<td>0.07</td>
<td>11</td>
</tr>
<tr>
<td>PbTiO₃</td>
<td>270</td>
<td>7.81</td>
<td>32.6</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>BaTiO₃</td>
<td>1070</td>
<td>6.02</td>
<td>6.36</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Pb₀.₇₅Ti₀.₂₅Zr₀.₀₂O₃</td>
<td>1700</td>
<td>1.52</td>
<td>1.01</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>Glass-Ceramics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coming 888VE</td>
<td>300</td>
<td>7.25</td>
<td>27.31</td>
<td>0.079</td>
<td>9</td>
</tr>
<tr>
<td>Coming 888YT</td>
<td>370</td>
<td>5.85</td>
<td>17.87</td>
<td>0.055</td>
<td></td>
</tr>
<tr>
<td>Coming 888ZF</td>
<td>440</td>
<td>4.93</td>
<td>12.66</td>
<td>0.064</td>
<td></td>
</tr>
<tr>
<td>Linear Dielectrics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Crystals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaF₂</td>
<td>6.8</td>
<td>6.92</td>
<td>1150</td>
<td>0.47</td>
<td>13, 4</td>
</tr>
<tr>
<td>BaF₂</td>
<td>7.4</td>
<td>15.3</td>
<td>2342</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>KMnF₃</td>
<td>9.8</td>
<td>9.72</td>
<td>1121</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>MgO</td>
<td>9.8</td>
<td>4.03</td>
<td>465</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Ceramics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MgO-Doped Al₂O₃</td>
<td>10.5</td>
<td>2.90</td>
<td>312</td>
<td>1.58</td>
<td>This work</td>
</tr>
<tr>
<td>AlN</td>
<td>9.5</td>
<td>3.03</td>
<td>360</td>
<td>0.318</td>
<td>work</td>
</tr>
<tr>
<td>Si₃N₄</td>
<td>8.7</td>
<td>3.13</td>
<td>406</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td>Glasses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na-Aluminosilicate</td>
<td>10.2</td>
<td>15.3</td>
<td>1696</td>
<td>0.519</td>
<td>12, 14</td>
</tr>
<tr>
<td>Fused-SiO₂</td>
<td>3.8</td>
<td>14.0</td>
<td>4163</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Na₂O.35IO₂</td>
<td>11.3</td>
<td>16.3</td>
<td>1629</td>
<td>0.765</td>
<td>This work</td>
</tr>
<tr>
<td>Spodumene Glass</td>
<td>7.9</td>
<td>1.18</td>
<td>169</td>
<td>0.43</td>
<td>work</td>
</tr>
<tr>
<td>Polymers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PVDF</td>
<td>16</td>
<td>420</td>
<td>29660</td>
<td>2.4</td>
<td>15, 16,</td>
</tr>
<tr>
<td>VDF/TPE</td>
<td>11</td>
<td>400</td>
<td>41900</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>PVC</td>
<td>3.4</td>
<td>333</td>
<td>110700</td>
<td>10.1</td>
<td>This work</td>
</tr>
<tr>
<td>Polyurethane</td>
<td>6.5</td>
<td>25000</td>
<td>4346000</td>
<td>850</td>
<td></td>
</tr>
</tbody>
</table>
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It is also possible to define a second converse effect, in which electrostriction is defined as the variation of the piezoelectric voltage coefficient $g_{ijk}$ with the induced polarization.

$$Q_{ijkl} = -\frac{1}{2} \left( \frac{\partial g_{ijk}}{\partial P_l} \right)$$

**ELECTROSTRICITION IN RELATION TO OTHER ANHARMONIC MATERIAL PROPERTIES**

It is necessary to model anharmonic behavior to describe some macroscopic properties that cannot be modeled using the harmonic approximation in solid state theory. Some of these properties are the thermal expansion coefficient, the isothermal compressibility, its pressure coefficient, and electrostriction, all of which contribute to the macroscopic Gibbs free energy, and are typically defined like compliance coefficients.

Modeling anharmonic properties from first principles involves much effort in computational theoretical physics. However, simpler atomistic models, in combination with empirical correlations, can provide some understanding of electrostriction in relation with other anharmonic properties.

Under the action of an applied electric field, the cations and anions in a crystal structure are displaced in opposite directions by an amount $\Delta r$. This displacement is responsible for the electric polarization, the dielectric constant, and the electrostrictive strain. To a first approximation, we may express the relation between these as:

$$Q = \chi/P^2 = (\Delta r / \Delta r)^2 = 1/\Delta r \sim 1/K$$

Plotting $Q$ as a function of the dielectric permittivity (fig. 5) reveals two distinct trends. one for materials with cubic perovskite structures and another for other materials. Perovskite materials of comparable compliances follow the $Q \sim 1/K$ relation. However, linear dielectric with a large range of compliances and a small range of dielectric constants do not follow this relationship. For example, diamond is a very covalent material with a very low compliance, and has a $Q \sim 0.02$. Introducing a larger compliance range by including soft polymer dielectrics can further dilute this relationship.

Large strains in compliant solids such as polymers can introduce large changes in the dielectric stiffness and in anharmonic potentials. Electrostrictive strain is displacive and acts against the elastic forces in a material. Introducing the elastic compliance $s$ into the $Q$ vs. $K$ relationship can better express the correlation between these properties. Through the first converse effect, electrostriction is proportional to the change of dielectric stiffness $\beta$ with stress $X$, which may be expressed as $Q = (\Delta \beta)(X) \sim x/(x/s) - s$
Fig. 5: Variation of $Q_n (m^d/C^2)$ with dielectric constant for various materials.

Empirically, $\log (Q_n)$ is seen to vary nearly linearly with $\log (s/e_0 K)$ (Fig. 6). This combination of the compliance and the dielectric properties of a material may be used as a predictor of the size of electrostriction effects in insulators.

Fig. 6: Variation of $\log Q_n (m^d/C^2)$ with $\log (s/e_0 K)$ for various materials including polymers shows a near linear relationship.

Electrostrictive coefficients have also been related to other anharmonic properties such as the thermal expansion coefficient, the isothermal volume compressibility, and the pressure derivative of the volume compressibility with comparable levels of correlation. More complicated shell models and quasiharmonic models have also been attempted for electrostriction\textsuperscript{19,20,21}. The development of an
a priori model to accurately predict electrostriction in linear dielectrics is held back in part by the lack of reliable and accurate measurements of electrostriction in these materials and also by the complexity of the problem.

**ELECTROSTRICITION IN ANTIFERROELECTRIC AND FERROELECTRIC MATERIALS**

In a ferroelectric material, that exhibits both spontaneous and induced polarizations, $P^F_i$ and $P^S_i$, the strains arising from spontaneous polarizations, piezoelectricity, and electrostriction may be formulated as:

$$\epsilon_{ij} = Q_{ijkl}P^F_kP^F_i + 2Q_{ijkl}P^F_kP^S_i + Q_{ijkl}P^S_kP^S_i$$

Leaving out the negligibly small pure electrostrictive contribution in the ferroelectric state, we may express the piezoelectric voltage coefficient $g_{ijk}$ as:

$$g_{ijk} = \frac{dx_{ij}}{dP^S_i} = 2Q_{ijkl}P^F_k$$

Electrostriction has been shown to be the origin of piezoelectricity in ferroelectric materials in conventional ceramic ferroelectrics such as barium titanate as well as in organic polymer ferroelectrics such as vinylidene fluoride copolymers (PVDF).

Fig. 7: Variation of longitudinal and transverse d coefficients with applied electric field for electrostrictive PMN, 18°C (Ref. 1).

This origin of piezoelectricity in electrostriction provides us an avenue into nonlinearity. The piezoelectric coefficient and the dielectric behavior of a transducer can be tuned to the desired values. The piezoelectric coefficient varies with the polarization induced in the material, and may be controlled by an applied electric field (Fig. 7). The electrostrictive element may be tuned from an inactive to a highly active state. The electrical impedance of the element may be tuned by exploiting the
dependence of permittivity on the biasing field for these materials, and the saturation of polarization under high fields \(^3\). \(^7\)

Electrostrictive coupling between sublattices has also been proposed as a mechanism to explain piezoelectric anisotropy in antiferroelectric ceramics \(^2\). In a two-sublattice model, if \(Q_{ij}\) denotes the conventional electrostriction tensor, and \(q_{ij}\) the corresponding intersublattice coupling parameters, then the strains arising from spontaneous polarizations and induced polarizations \(P_{ik}^F\) and \(P_k\), in the ferroelectric state may be written in Voigt notation as:

\[
x_k = (Q_{kl} + q_{kl})(P_{ik}^F)^2 + 2(Q_{kl} + q_{kl})P_{ik}^FP_k + (Q_{kl} + q_{kl})(P_k)^2
\]

When a spontaneous polarization is induced, the pure electrostrictive contribution from induced polarizations alone is negligible, and we may express the piezoelectric coefficient \(d_{ik}\) as \(d_{ik} = dx_{ik}/dP_k = 2(Q_{kl} + q_{kl})P_k^F\).

The strains \(x^{AF}_k\) associated with the field induced transition from antiferroelectric to ferroelectric states and spontaneous strains \(x^{PF}_k\) observed at the transition from paraelectric to antiferroelectric states can be expressed in terms of the spontaneous polarization in the ferroelectric state, \(P_{ik}^F\), and \(P_{ik}^A\), the spontaneous polarization in the antiferroelectric state as:

\[
x^{AF}_k = 2q_{ik}(P_k^F)^2 \text{ and } x^{PF}_k = (Q_{kl} - q_{kl})(P_k^A)^2
\]

The piezoelectric anisotropy factor \(d_{ik}/d_{ik}\) may then be calculated as:

\[
d_{ik}/d_{ik} = (Q_{ij} + q_{ij})/(Q_{ik} + q_{ik})
\]

Estimations of \(q_{ij}\) (~0.01 m\(^4\)/C\(^2\)) show in antiferroelectric materials show that they are comparable to but smaller than \(Q_{ij}\) (~0.06 m\(^4\)/C\(^2\)) values.

**SOME APPLICATIONS OF ELECTROSTRICTION**

Despite the fact that electrostriction was initially relegated to the role of an esoteric and at best secondary effect, the number of applications of the phenomenon, both theoretical and practical, has been increasing significantly since the introduction of PMN as a prototype electrostrictive material \(^1\). Most applications take advantage of the electrostrictor as an actuator, exploiting the anhysteretic, tunable nature of the electromechanical response. Mechanical applications range from stacked actuators, through inchworms, micro-angle-adjusting devices, and oil pressure servo valves \(^23\), \(^24\). These are in the main servo-transducers, deployed as micropositioning devices, featuring a reproducible, non-hysteretic deformation response on the application of an electric signal of suitable magnitude.

The advantages that electrostrictors have over other actuator materials include low hysteresis of the strain-field response, no remanent strain (walk off), reduced aging and creep effects, a high response speed (<10 ms), and strain values (>0.03%) achievable at realizable electric fields. Displacement ranges of several tens of microns may be achieved with ±0.01 μ reproduciability. Most actuator
applications of electrostrictors as servo transducers and micropositioning devices take advantage of these characteristics. Mechanical applications range from stacked actuators through inchworms, microangle adjusting devices, and oil pressure servo valves. Multilayer actuators produce large displacements and high forces at low drive voltages. The linear change in capacitance with applied stress of an electrostrictor can be used as a capacitive stress gage. Electrostrictors may also be used as used in field tunable piezoelectric transducers. Recently, electrostrictive materials have been integrated into ultrasonic motors and novel flexitional transducers.

Electrostrictors have also been integrated into “smart” optical systems such as bistable optical devices, interferometric dilatometers and deformable mirrors. Electrostrictive correction of optical aberrations is a significant tool in active optics. Electrostrictors also find applications in “very smart” systems such as sensor-actuator active vibration suppression elements. A shape memory effect arising from inverse hysteretic behavior and electrostriction in PZT family antiferroelectrics is also of interest.

In selecting electrostrictive relaxor ferroelectrics for actuator and sensor applications, the following criteria are commonly used. A large dielectric constant and field stability in the K vs. E relations are useful in achieving large electrostrictive strains. These criteria also lead to large induced polarizations and large induced piezoelectric coefficients through the second converse effect. Broad dielectric transitions allow for a large operating temperature range. Minimal E-P hysteresis and no remanent polarization are useful in achieving a low loss material that is not susceptible to Joule heating effects. These factors are listed in Table 2.

Table 2: Selection Criteria for Ceramics for Electrostrictive Devices.

<table>
<thead>
<tr>
<th>Desirable Properties</th>
<th>Material Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Large strain, induced polarization, and induced piezoelectricity</td>
<td>• Large dielectric constants</td>
</tr>
<tr>
<td>• Large operating temperature range</td>
<td>• Broad dielectric transition</td>
</tr>
<tr>
<td>• Low loss, low joule heating, minimal hysteresis, no remanent polarization</td>
<td>• Operation in paraelectric regime (T &gt; Tmax)</td>
</tr>
</tbody>
</table>

As a fundamental effect, electrostriction may prove to be an important factor in the design of sub-micron electronic devices. The present focus is on synthesis of materials with large electrostriction effects. The other extreme of the scale may prove to be of interest, too. As microelectronic devices are taken to smaller dimensions, the increased field levels on the materials can cause quadratic electrostrictive effects (x ∝ E² - 1/²) to predominate over linear piezoelectric effects (x ∝ E - 1/). This effect is illustrated for silica, using the piezoelectric d coefficients of quartz (d=10⁻¹² m/V) and electrostrictive M coefficients of silica glass (M=10⁻²¹ m²/V²) in fig.8. An applied voltage of 10V is assumed, and piezo and electrostrictive strains are plotted for devices of various thicknesses. Oxide layers in semiconductors are typically a few hundreds of angstroms thick. Around
thicknesses of 100 Å, the electrostrictive strain can be larger than the piezoelectric contribution, and close to breakdown strains for ceramics. It is then tempting to consider designing a material with zero electrostriction coefficients, for applications in areas where field induced damage is a significant risk. Other, more benign options are also offered by the effect in an increasing array of novel sensor and actuator applications, that make it well worth further study.

![Graph showing electrostrictive strain](image)

**Fig. 8:** Strains from piezoelectric quartz and electrostrictive amorphous silica glass for devices of varying thickness, with a voltage of 10V across the device. A typical d coefficient \( 10^{-12} \text{m/V} \) and M coefficient \( 10^{-21} \text{m}^2/\text{V}^2 \) were assumed.

**MEASURING A RANGE OF ELECTROSTRICITVE EFFECTS**

A variety of experimental methods have been employed to measure a wide range of electrostrictive effects in dielectric materials. The direct and converse electrostriction effects are of importance in that they offer two independent and equivalent techniques of measuring electrostriction in a material:

a) by measuring the strains induced in materials in response to applied fields or induced polarizations, using the direct effect, and

b) measuring the change in permittivity (via the change in capacitance) under an appropriate stress using the converse effect.

The detection of small electrostrictive strains and the accurate evaluation of electrostrictive properties in most low permittivity materials is a necessarily intricate process. For a field strength of \( 10^6 \text{ V/m} \), the typical induced strain in a centric ionic material is of the order of \( 10^{-9} \). This translates into a displacement of \( 10^{-12} \text{ m} \), or 0.01 Å for a sample 1 mm thick. However, experiments to measure electrostrictive effects have been carried out since the turn of the 20th century. An early review of electrostriction by Cady\(^26\) cites several measurements of electrostriction in insulators such as gases, oils, rubbers, glasses and cements. These effects were
measured by evaluating the expansion or the contraction of a condenser—probably a Leyden jar in the case of early measurements.

Widely used experimental techniques include the strain gauge method in which the output from a strain gage (usually pasted on the displacing sample) is used to measure the displacement in a given direction. The increased sensitivity and availability in linear voltage displacement transformers (LVDTs) and potentiometers have made them another tool to measure displacements in electrostrictive materials. The strain gage and LVDT techniques are typically used for materials with larger strains, typically of the order of $10^{-4}$ or greater. The technique of capacitance dilatometry involves measuring the change in capacitance arising from the electrostrictive displacement of one face of a parallel plate capacitor. The accuracy of early capacitance dilatometry measurements may have been limited by the unavailability of phase locking and sophisticated electronic feedback loops incorporated into the system to compensate for thermal drift.

---

Homodyne and heterodyne laser ultradilatometers based on Michelson interferometers have been used since the 1930s to measure very small displacements. These instruments detect the shifts in interference fringes caused by changes in path length of two laser beams, one of which is reflected from the surface of a sample under an ac field. Using phase locking and feedback loops to stabilize the system, interferometers are capable of resolutions of $10^{-3}\text{Å}$ or better, and usually operate in the range of 1kHz to 100kHz (Fig. 9). Typical results from interferometry measurements for MgO and spodumene glass are shown in fig. 3.

Recently, a bimorph based dilatometer similar in principle to an atomic force microscope has been introduced. This instrument is capable of measuring...
displacements of the order of 0.01Å in a frequency range of 1 to 100 kHz, and is useful in studying electrostriction in thin films (Fig. 10)\textsuperscript{34}.

![Schematic of the bimorph dilatometer for measuring electromechanical response in polymer thin films (Ref. 34)](image)

In most direct effect measurements, the electrostatic attractive stress between opposite charged faces of a dielectric material can contribute to the dimensional change. This stress is called the Maxwell stress, and the corresponding strain $x_M$ is dependent on the dielectric and elastic properties of the material. With all quantities being measured in the direction of the field, $x_M$ is given by\textsuperscript{35}:

$$x^M = -0.5 \varepsilon_0 \varepsilon_r s E^2$$

This correction is significant mainly in the case of low permittivity materials where very small strains are observed and for elastically soft polymers.

Techniques for measuring the converse effect call for precision evaluation of dielectric properties. Small capacitance changes of the order of $10^{-16}$ to $10^{-15}$ F need to be resolved for applied stresses of the order of 0.1 MPa for low permittivity ceramic materials. Other requirements are stable temperature control and the establishment of 'true' stress systems - completely hydrostatic if the hydrostatic $Q_h$ coefficients are being measured and truly uniaxial stresses in compressometry (Fig. 11a)\textsuperscript{7,36}.

Modifications to compressometric systems are aimed mainly at improving sensitivity or uniaxiality for accurate evaluation of the separated components of the electrostriction tensor\textsuperscript{37,38}. A correction corresponding the capacitance change due to the geometric shape change of the dielectric from elastic strain has to be performed to calculate accurate $Q_{ij}$ values in low permittivity dielectrics when the
converse method is used. Results from compressometry measurements for some common ceramics are illustrated in fig. 11b.

Fig. 11a: Schematic of a converse method measurement system. The sample is shown shaded (Ref. 48).

Fig. 11b: Compressometry results for ceramic alumina, aluminum nitride, and silicon nitride.

In the case of low permittivity materials, it is necessary to measure electrostriction by both direct and converse methods to calculate reliable and accurate Q or M values (Table 3).

Some recent studies on quartz have used the change in resonant frequency of the vibration modes of the material caused by a dc field, or the dc field induced variations in the transit times of ultrasonic pulses in the material. These methods are used to calculate combinations of the electroelastic and the electrostrictive
constants of quartz, as well as the nonlinear piezoelectricity and the permittivity tensors. While the method yields accurate results for the piezoelectricity, the electrostriction values show poorer agreement with values in the literature.

Table 3: Comparison of direct and converse method measurement results for a variety of dielectric materials. These values agree to within ±5% (Refs. 4, 12)

<table>
<thead>
<tr>
<th>Material</th>
<th>Direct (Q_{11} \text{ m}^4/\text{C}^2)</th>
<th>Converse (Q_{11} \text{ m}^4/\text{C}^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaF₂</td>
<td>-0.33</td>
<td>-0.31</td>
</tr>
<tr>
<td>Q₁₁</td>
<td>-0.29</td>
<td>-0.29</td>
</tr>
<tr>
<td>Q₁₂</td>
<td>1.46</td>
<td>1.48</td>
</tr>
<tr>
<td>Spodumene Glass (Li₃O·Al₂O₅·4SiO₂)</td>
<td>0.43</td>
<td>0.46</td>
</tr>
<tr>
<td>KMnF₃</td>
<td>0.51</td>
<td>0.49</td>
</tr>
<tr>
<td>Q₁₁</td>
<td>-0.09</td>
<td>-0.10</td>
</tr>
<tr>
<td>Q₁₂</td>
<td>1.16</td>
<td>1.15</td>
</tr>
<tr>
<td>CaF₂</td>
<td>-0.48</td>
<td>-0.48</td>
</tr>
<tr>
<td>Q₁₁</td>
<td>-0.48</td>
<td>-0.48</td>
</tr>
<tr>
<td>Q₁₂</td>
<td>1.99</td>
<td>2.01</td>
</tr>
<tr>
<td>LiF</td>
<td>0.79</td>
<td>0.57</td>
</tr>
<tr>
<td>888 VE Corning Glass Ceramic</td>
<td>0.081</td>
<td>0.079</td>
</tr>
<tr>
<td>MgO</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>BeO</td>
<td>1.45</td>
<td>1.48</td>
</tr>
<tr>
<td>SrF₂</td>
<td>-0.33</td>
<td>-0.33</td>
</tr>
<tr>
<td>Q₁₁</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td>Q₁₂</td>
<td>2.01</td>
<td>1.90</td>
</tr>
<tr>
<td>3% Ca / PMN-PT</td>
<td>0.00289</td>
<td>0.00333</td>
</tr>
<tr>
<td>Calcite</td>
<td>1.20</td>
<td>1.19</td>
</tr>
</tbody>
</table>

**ELECTROSTRICTION AND POLARIZATION MECHANISMS**

The basic mechanisms contributing to the polarization in dielectric materials have been identified and treated extensively\(^{41}\). Electrostriction is a polarization related effect defined as \(x_{ij} = Q_{ijkl}P_{kj}\). An understanding of the mechanisms of polarization, especially the ionic and electronic can offer further insight into the underlying mechanisms, and is useful in discerning trends in the electrostrictive behavior, especially in low permittivity linear dielectrics. Electrostriction measurements on most crystalline materials have been performed only over limited frequency ranges (10⁵Hz and below). Little variation of the Q coefficients with the frequency of measurement is seen for most crystalline ionic solids. Measurements over wider ranges of frequencies may be necessary to directly study the frequency dependence of electrostriction.
The variation of the low frequency dielectric constants with temperature and pressure has been a subject for analysis by physicists for several decades. Several studies review the changes in refractive index of solids with pressure, and attempt to explain these changes in terms of the polarizabilities of ions. These two sets of data may be combined to analyze electronic and ionic contributions to electrostriction. The electronic and ionic contributions to electrostriction may be compared for some well characterized oxide and fluoride materials. Results from studies on hydrostatic Qh electrostriction coefficients of low permittivity fluorides are used in this analysis, along with measurements of the change of refractive index of solids with pressure.

The electrostrictive contribution from both ionic and electronic polarization mechanisms at low frequencies is proportional to the ratio $1/\varepsilon_r (d\varepsilon_r/dp)$. Using the approximation $n^2 - \varepsilon_e$ where $n$ is the refractive index of the material and $\varepsilon_e$ the electronic or high frequency dielectric constant, we may calculate $1/\varepsilon_r (d\varepsilon_e/dp) - 1/\varepsilon_r (dn^2/dp)$ from the $dn/dp$ data. To compare the relative contributions of the electronic and ionic polarizations at low frequencies, the same low frequency (1kHz) value for $\varepsilon_e$ was used in both $1/\varepsilon_r (d\varepsilon_e/dp)$ and $1/\varepsilon_e (d\varepsilon_e/dp)$ ratios. The data used here was measured at pressures of 1 kbar and less so that no nonlinearity was apparent in $dn/dp$ or $d\varepsilon_r/dp$. The results are listed in Table 4 for eight oxide and fluoride materials.

**Table 4 : $1/\varepsilon_r (dn^2/dp)$ and $1/\varepsilon_r (d\varepsilon_r/dp)$ for some oxides and fluorides.**

<table>
<thead>
<tr>
<th>Material</th>
<th>$1/\varepsilon_r (d\varepsilon_r/dp)$</th>
<th>m²/N</th>
<th>$1/\varepsilon_r (dn^2/dp)$</th>
<th>m²/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMnF₃</td>
<td>-4.39 x 10⁻¹¹</td>
<td></td>
<td>8.79 x 10⁻¹³</td>
<td></td>
</tr>
<tr>
<td>CaF₂</td>
<td>-3.42 x 10⁻¹¹</td>
<td></td>
<td>1.5 x 10⁻¹²</td>
<td></td>
</tr>
<tr>
<td>BaF₂</td>
<td>-4.29 x 10⁻¹¹</td>
<td></td>
<td>3.8 x 10⁻¹²</td>
<td></td>
</tr>
<tr>
<td>LiF</td>
<td>-5.08 x 10⁻¹¹</td>
<td></td>
<td>4.2 x 10⁻¹³</td>
<td></td>
</tr>
<tr>
<td>MgO</td>
<td>-2.58 x 10⁻¹¹</td>
<td></td>
<td>-9.5 x 10⁻¹³</td>
<td></td>
</tr>
<tr>
<td>KTaO₃</td>
<td>-1.38 x 10⁻¹⁰</td>
<td></td>
<td>-6.7 x 10⁻¹⁴</td>
<td></td>
</tr>
<tr>
<td>SrTiO₃</td>
<td>-2.74 x 10⁻¹⁰</td>
<td></td>
<td>-2.9 x 10⁻¹⁴</td>
<td></td>
</tr>
<tr>
<td>Silica Glass</td>
<td>-1.5 x 10⁻¹¹</td>
<td></td>
<td>1.03 x 10⁻¹³</td>
<td></td>
</tr>
</tbody>
</table>

It may be seen that most of the oxides in this analysis show a decrease in refractive index with pressure. This is true also for $\alpha$-Al₂O₃, ZnO, stoichiometric and nonstoichiometric MgAl₂O₄ spinels, $\alpha$-ZnS and $\alpha$-CdS. Most fluorides on the other hand show an increase in $n$ with pressure. Low frequency dielectric...
constants decrease with pressure for both oxide and fluoride materials. The differing behaviors at different frequencies are caused by the relative magnitude of the electronic and ionic polarizations to electrostriction. In general the ionic contribution to electrostriction is at least two orders of magnitude greater than the electronic contribution, neglecting sign. The polarization effects caused by the relative shifting of the anion sublattice with respect to the cation sublattice in the crystal dominates the change in electronic polarizabilities of the various ions with pressure.

Both positive and negative values of dn/dp are observed. This holds out the tantalizing possibility of manipulating electrostriction values. By choosing materials with predominantly electronic polarizability contributions, and probably combining or doping them, it may be possible to achieve specific (especially zero) electrostrictive responses in materials. This would involve further research into the variation of electrostrictive effects with frequency, and possible mixing rules for electrostriction. The possibility of achieving zero electrostriction through the manipulation of crystal anisotropy has been discussed in an earlier work.48

ELECTROSTRICITION IN POLYMER DIELECTRICS

Piezoelectric and electromechanical coupling properties have been well characterized for ferroelectric polyvinylidene fluoride (PVDF) and its copolymers with trifluoroethylene (TRFE). Their applications have been limited mainly by their lower electromechanical activity when compared to conventional ceramic actuator materials. Recently, there has been renewed interest in nonferroelectric polyurethane elastomers because of their large field induced strain response, which is primarily electrostrictive. These materials could have promising applications in sensor, actuator and microelectromechanical systems technology.8,49,27
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**Fig. 12:** Elastic compliance vs. temperature curves for Dow 2105-80AE polyurethane elastomers at 10 and 100Hz (Ref. 50)
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Some unusual effects have been observed in these polymer electrostrictors. The first is the large strain response. Strains of the order of 0.25% have reproducibly been achieved in these polymer systems for fields of the order of 1MV/m. In discussing these materials, it may be more practical to define an effective field induced strain coefficient $R_e$ ($x = R_e E^2$), to calculate the large strains achieved in these materials.

A strong temperature effect is observed, as may be expected from the nonlinear temperature dependence of the compliance of this polymer (Fig. 12). The Maxwell stress induced strain in these materials is given by:

$$x_M = -0.5 s \varepsilon_0 K E^2$$

A Maxwell strain coefficient $R_m$ similar to $R_e$ can be defined to calculate the percentage of Maxwell stress contribution. Below the glass transition temperature $T_g$, the Maxwell stress contributions are fairly small (~10%) while above $T_g$, the Maxwell stress contribution to the field induced strain response increases to about 35-50%. A strong frequency dependence is also observed (Fig. 13a).

One effect that may help explain the large field induced strain in these materials is the thickness dependence of $R_e$. The induced strain and correspondingly, $R_e$, initially increased with increasing thickness and then decreases (Fig. 13b). Experiments with different electrode materials and thermally stimulated discharging current measurements support the hypothesis that effects related to charge injection, or interfacial charge may cause these dependencies.

---

**Fig. 13a**: Field induced strain coefficient $R_e$ and Maxwell strain coefficient $R_m$ for unfiltered polyurethane thin films, at RT, 10 and 100Hz, through the glass transition for Dow 2105-80AE polyurethane elastomer (Ref. 50).
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Some unusual effects have been observed in these polymer electrostrictors. The first is the large strain response. Strains of the order of 0.25% have reproducibly been achieved in these polymer systems for fields of the order of 1MV/m. In discussing these materials, it may be more practical to define an effective field induced strain coefficient \( R_e \) \((x = R_e E^2)\), to calculate the large strains achieved in these materials.

A strong temperature effect is observed, as may be expected from the nonlinear temperature dependence of the compliance of this polymer (Fig. 12). The Maxwell stress induced strain in these materials is given by:

\[
x_M = -0.5 \varepsilon_0 K E^2
\]

A Maxwell strain coefficient \( R_m \) similar to \( R_e \) can be defined to calculate the percentage of Maxwell stress contribution. Below the glass transition temperature \( T_g \), the Maxwell stress contributions are fairly small (~10%) while above \( T_g \), the Maxwell stress contribution to the field induced strain response increases to about 35-50%. A strong frequency dependence is also observed (Fig. 13a).

One effect that may help explain the large field induced strain in these materials is the thickness dependence of \( R_e \). The induced strain and correspondingly, \( R_e \), initially increased with increasing thickness and then decreases (Fig. 13b). Experiments with different electrode materials and thermally stimulated discharging current measurements support the hypothesis that effects related to charge injection, or interfacial charge may cause these dependencies.

Fig. 13a: Field induced strain coefficient \( R_e \) and Maxwell strain coefficient \( R_m \) for unfiltered polyurethane thin films, at RT, 10 and 100Hz, through the glass transition for Dow 2105-DMPE polyurethane elastomer (Ref. 50).

Advances in Dielectric Ceramic Materials 35
When a polymer dielectric with metal electrodes is subjected to a high voltage, charge injection can occur in this material. Injected charges can then be trapped in various sites such as defects, interfaces etc., and their effects can show a strong thickness and frequency dependence. Filtering polyurethane polymers before solution casting markedly reduces the field induced strain observed in these materials (Fig. 13b) and the frequency dispersion as well, supporting the charge injection hypothesis. The dielectric and elastic properties are not significantly changed by filtering.

Injected charges can also cause enhanced nonuniform local electric fields, depending on the film thickness. The depth of the region of the polymer with enhanced local fields from charge injection is determined by the transport coefficients of the charges in the polymer film under an electric field. The volume fraction of the polymer with enhanced local fields increases with a decrease in sample thickness. After a critical thickness, though, charge neutralization and homogenization processes reduces the local field enhancement. The strain responses correspondingly decrease.

The nonlinear compliance behavior of these polyurethane elastomers, combined with unusual polarization behavior from interfacial charge effects, can make for large induced strains that are thickness dependent. Further work in this area may identify the specific chemistry responsible for the large strains associated with charge injection, and their applications in sensor and actuator areas.

![Graph](image)

**Fig. 13b:** Induced strain as a function of thickness (using identical applied electric fields) for filtered and unfiltered electrostrictive polyurethane thin films, at RT, 10Hz (Ref. 50).

**SUMMARY**

As a summary, some common misconceptions about electrostriction to describe the key ideas set out in this paper are listed here.

1. **Electrostrictive strain is proportional to the square of the applied electric field:** For most low permittivity dielectrics, P is proportional to the applied field E, and therefore this statement is true. However, for high fields, polarization can saturate for high permittivity materials, especially in ferroelectric ceramics. A linear
relationship is observed when strain is plotted as a function of the square of polarization for these materials, but not as a function of the electric field. So it is more accurate to say that electrostrictive strain is proportional to the square of the induced polarization.

2. Large voltages are required to observe electrorstriction: Two factors have made this a misconception. The introduction of thick and thin film capacitors has enabled high field levels to be achieved even in low permittivity materials at low voltages. Also, the introduction of high dielectric constant relaxor ferroelectrics have raised polarization levels to new heights, further contributing to large electrostrictive strains with relatively modest voltages.

3. Electrostriction constants are about the same size for all materials, and materials with larger electrostriction coefficients produce the largest strains: Q constants measured for solids vary from the order of $10^4 \text{m}^2 \text{kg}^{-1} \text{C}^2$ for relaxor ferroelectrics to 1 for low permittivity insulators. Larger Q values have been observed for polymer materials. The induced electrostrictive strain is proportional to the square of the polarization, which implies the square of the relative permittivity is introduced in the strain - electric field relation. For similar electric fields, materials with large dielectric constants produce the larger strains.

4. Thermal expansion effects make electrostrictive micropositioners and stress gauges impractical: This statement is true for low permittivity oxide ceramics but not relaxor ferroelectrics. For PMN type ceramics, $Q \approx 0.01 \text{m}^2 \text{kg}^{-1} \text{C}^2$, $K \approx 10^3$ and the thermal expansion coefficient $\alpha \approx 10^{-6} \text{K}^{-1}$. The electrostrictive strain in these ceramics for a field around 1 MV/m is $10^{-3}$, which corresponds to a 1000°C change in temperature! Relaxor ferroelectrics can also have abnormally low thermal expansion coefficients near their diffuse phase transitions, where K values are quite large.

In conclusion, though electrostriction effects can be very small in common materials, experimental techniques using phase and frequency selection can help in achieving accurate and reliable measurements of M and Q coefficients. Being a nonlinear effect, electrostriction may be applied smart systems requiring tunable properties. Electrostriction is a significant electromechanical coupling mechanism in many high field situations. Investigating the variation of electrostriction with frequency can reveal the contributions of various polarization mechanisms to electrostrictive effects. In areas such as polymer thin films, the effects of charge injection and defects can produce anomalously large strains that are worth further investigation. Electrostriction still poses a range of problems and challenges in the areas of modeling, and in terms of a fundamental understanding of a well known effect.
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ABSTRACT

Some of the polarization mechanisms that affect the dielectric and electrostrictive responses of low dielectric permittivity glasses are examined in this work. Electrostriction is the basic electromechanical coupling mechanism in all insulators. It is defined as \( x_{ij} = Q_{ijkl} P_k P_l \), where \( x_{ij} \) is the strain tensor, \( Q_{ijkl} \) the electrostriction tensor, and \( P_k \) the induced polarization. The electrostriction constant \( Q_{11} \) (in Voigt notation) for glasses containing sodium was found to decrease with frequency in the range 0.1–10 kHz. \( Q_{11} \) decreased with frequency from 0.95 to 0.55 m \(^4\) /C \(^2\) for sodium trisilicate glass and from 0.6 to 0.45 m \(^4\) /C \(^2\) for sodium aluminosilicate glass. In contrast, the \( Q_{11} \) for two samples of silica glass remained nearly constant at −0.4 m \(^4\) /C \(^2\) in this frequency range. The role played by the Na\(^+\) ion and that of silicate coordination shells in effecting the different electrostrictive responses of these glasses was analyzed. © 1998 Elsevier Science Ltd

KEYWORDS: A. glasses, D. dielectric properties

INTRODUCTION

The basic mechanisms contributing to the polarization in dielectric materials have been identified and treated extensively [1]. Their individual contributions are illustrated by the
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frequency dispersion of the linear dielectric response, which separates the contributions from
the different mechanisms. Space charge effects and defects contribute to interfacial polar-
ization, which typically has a frequency regime of $10^5$ Hz and below. Orientation or dipolar
polarization may be seen in the range $10^2$–$10^{10}$ Hz in materials that have permanent dipoles.
Ionic or atomic polarization occurs in the range $10^{10}$–$10^{13}$ Hz, due to the relative displace-
ment of the ions in the material. Electronic polarization arises from the distortions of the
charge distributions around the ions of the material, in the optical frequency range of $10^{14}$ Hz
and above.

Electrostriction is a polarization-related effect defined as $x_{ij} = Q_{ijkl}P_kP_l$. An understand-
ing of the mechanisms of polarization that contribute to electrostrictive strain is of fundamental
interest. Of the mechanisms outlined above, the effects of the ionic and electronic contri-
butions are of primary concern. The separation of the contributions arising from these effects
offers further insight into the underlying mechanisms and is useful in discerning trends in the
electrostrictive behavior, especially in low-permittivity linear dielectrics.

Electrostriction measurements on most crystalline materials have been performed only
over limited frequency ranges ($10^5$ Hz and below) [2]. Little variation of the $Q$ coefficients
with the frequency of measurement is seen for most crystalline ionic solids. Measurements
over wider ranges of frequencies may be necessary to directly study the frequency depen-
dence of electrostriction. However, by choosing materials and methods carefully, it may be
possible to gain more insight into the contributions of polarization to electrostriction.

The amorphous structure and metastability in glasses make them interesting for study.
Random but continuous networks of $(SiO_2)_{tetrahedra}$ make up the basic silica glass
structure. Some silicate glasses show dielectric relaxations in the 10 Hz to10 kHz frequency
range. The effects of ion vibrations and the silicate “cage” structures can affect the elec-
trostrictive response of these materials.

In this study, the contribution of polarization mechanisms to electrostriction was exam-
ined. The effect of Na$^+$ ion response to electric fields was analyzed for four different glasses:
two silicate glasses and two silica glasses. The dielectric and electrostrictive properties of
these glasses were measured at various frequencies and are discussed in this article.

EXPERIMENTAL

Glass Samples. Sodium trisilicate (Na$_2$O·3SiO$_2$) and sodium aluminosilicate glass samples
obtained from the R&D Division of Corning Glass Works were the two silicate glasses
studied. For comparison, a sample of Corning 7940 silica glass and a sample of fused silica
(General Electric) were used for measurements. The samples were in the form of disks 22–25
mm in diameter and 1.5–3.2 mm in thickness, polished to an optical finish. Aluminum
electrodes were evaporated onto these samples. Guard gaps 0.1 mm wide and 16–17 mm in
diameter were scribed on the low electrodes. The compositions of the glasses are given in
Table 1.

Electrostriction Measurements. A General Radio 1621 capacitance bridge with a resolu-
tion of 0.1 aF ($10^{-15}$ F) in capacitance was used to measure the dielectric and electrostrictive
properties of the glasses. The compressometer cell shown schematically in Figure 1 was used
for electrostriction measurements.

The compressometer is designed for the application of a homogeneous pressure on the
sample surface from a completely uniaxial loading with tilt and thrust bearings in the load line. The error in load measurement is less than 0.5%. The dielectric susceptibility changes linearly with applied stress, and inhomogeneities in applied stress are averaged out by a comparatively large sample diameter and further diluted by the linear relationship. The thermal mass of the compression jig is large enough to smooth out minor drifts in ambient temperature. The drift in the fractional change in capacitance is less than 3 ppm/min. under quiet conditions.

The electrical stability of the system is also of a high order. The capacitance of the sample holder itself is less than 20 aF. Care is taken to ensure that the only capacitance path is through the sample itself, and all signal leads are coaxial and electrically guarded. The capacitance measurements were carried out in a 3-terminal mode using a General Radio 1621 Capacitance Measurement System capable of measuring down to 0.1 aF. The capacitance resolution with this system is on the whole better than 1 ppm, and the resolution in change in capacitance is less than 2 aF, even as estimated in a worst case analysis. This system is a powerful technique to establish the signs and magnitudes of the electrostriction constants of even low permittivity, low Q value materials.

RESULTS AND DISCUSSION

Dielectric Properties. A plot of the real and imaginary parts of the dielectric constant for the sodium aluminosilicate glass is shown in Figure 2. At low frequencies, the real part is expected to approach a fairly constant value, $\varepsilon_r$. However, interfacial (electrode) polarization effects can dominate at frequencies of 40 Hz and below. To eliminate this, the inverse dielectric constants $G'$ and $G''$ are plotted as a function of frequency. The inverse dielectric constants are defined by $G^* = 1/K^* = 1/(K' - iK'') = G' + iG''$. As may be seen in Figure 3, the $G''$ vs. frequency plots show a peak maximum at about 100 Hz for both glasses.
Real and imaginary parts of the dielectric permittivity of sodium aluminosilicate glass.

is an ionic relaxation peak arising from Na⁺ ion movements in the various silicate cages. The peak is too broad to be a single dipole relaxation and is also asymmetric with respect to the peak maximum. In contrast, the dielectric constants of the Corning 7940 glass ($\varepsilon_r = 3.842$) and the fused silica ($\varepsilon_r = 3.861$) are constant in the frequency range 10 Hz to 10 kHz.

Typically, glasses show loss curves as shown in Figure 4. Curve A shows the overall loss vs. frequency plot. Losses arising from dc conduction losses (B), localized conduction (C), vibration of heavy ions (D), and IR vibration modes (E) are possible. The mechanisms postulated to be associated with these loss curves are illustrated in Figure 5.

The dc conduction by alkali ions moving through the silicate channels is a common
low-frequency loss mechanism in the 1–100 Hz frequency range. Localized conduction is associated with space charge effects in the 1–10^3 Hz frequency range, which is the range of interest in this study. Alkali ions can move by "hopping" between positions in network coordination shells.

Losses associated with the vibrations of heavy ions such as Ba^{2+} or Pb^{2+} against the network cages are observed at even higher frequencies, centered around 10^7 Hz. Infrared frequency vibration modes of the silicate groups themselves contribute to losses at 10^9 Hz and above. The trisilicate and aluminosilicate glasses do not have any such heavy ions in them. Thus, the resonance effects seen are most likely due to the localized movement of alkali ions. This behavior of the alkali ions was also seen to affect the variation of the Q coefficients with frequency.

**Electrostriction Results.** For parallel plate capacitors such as the disks used in this study, the capacitance, C, is given by the following equation, where A is the area of the sample and t its thickness.

\[ C = \varepsilon_0 \varepsilon_r A / t \]

The change of permittivity with uniaxial applied stress X is related to both the change in capacitance and the capacitance change, \( \Delta C \), due to geometric deformation under stress.

\[ \text{dln} \varepsilon_r / dX = (C^{-1} dC / dX - \Delta C) \]

where \( \Delta C \) is given by \( \Delta C = -(\varepsilon_{11} - 2\varepsilon_{12}) \) = \((1/9 K - 2/3 \mu)\) for isotropic glasses. The bulk modulus, K, and the shear modulus, \( \mu \), are of the order of 10^9 N/m^2 for these glasses. Elastic data were taken from Karapetyan et al. [5].

**FIG. 5**

(a) Variation of fractional capacitance with stress for sodium trisilicate glass for frequencies from 100 Hz to 10 kHz. (b) Variation of fractional capacitance with stress for sodium aluminosilicate glass for frequencies from 100 Hz to 10 kHz.
The fractional change in capacitance $\Delta C/C$ was plotted as a function of stress to measure electrostriction. The results for the sodium trisilicate and sodium aluminosilicate glasses are shown in Figures 6a and 6b, respectively.

Corrections were made for the change in capacitance due to the elastic shape change of the samples. A typical correction for sodium trisilicate glass is given as an example as follows: At 1 kHz, $\varepsilon_r = 11.3$. $K = 365 \times 10^8$ N/m$^2$ and $\mu = 252 \times 10^8$ N/m$^2$. This gives a fractional change in permittivity with applied stress of $-2.339 \times 10^{-11}$ m$^2$/N. $C^{-1}dC/dx$ is $10.4 \times 10^{-11}$ m$^2$/N for sodium trisilicate glass at 1 kHz. It is very important to correct for geometric changes in capacitance for glasses and other low-permittivity materials.

$Q_{11}$ vs. frequency plots are shown for all four glasses in Figure 7. The $Q$ value for the trisilicate glass was within 5% of that obtained by Meng et al. [3]. The fused silica and Corning 7940 silica glass samples showed a fairly constant $Q_{11}$ vs. frequency trend in the 100-10,000 Hz range. The $Q_{11}$ value at 100 Hz for the Corning 7940 glass sample was 0.44 m$^2$/C$^2$ and for the fused silica sample 0.38 m$^2$/C$^2$. The $Q$ values for these silica glasses represent the electrostrictive response of the unmodified silicate network.

For the sodium trisilicate and aluminosilicate glass samples, the largest observed values of $Q_{11}$ occurred at 100 Hz, where the ionic relaxation was observed. $Q_{11}$ decreased with frequency from 0.95 to 0.55 m$^2$/C$^2$ for the sodium trisilicate glass sample and from 0.6 to 0.45 m$^2$/C$^2$ for the sodium aluminosilicate glass sample. This reflects the decreasing response of the Na$^+$ ion oscillations with increasing frequency. Around 10$^5$ Hz, the $Q_{11}$ values for both silicate glasses tended toward the values for the silica glasses. It can safely be inferred that the Na$^+$ ion polarizability caused the larger (nearly doubled at 100 Hz) electrostrictive response of the sodium trisilicate glass sample, compared to that of the silica glass samples.
The Q values of the aluminosilicate glass were smaller than those of the trisilicate glass at all frequencies. The extra oxygen introduced by Na₂O is nonbridging in the sodium trisilicate structure. Sodium aluminosilicate glass has far fewer nonbridging oxygen atoms than trisilicate glass. A reduction in the nonbridging oxygen content causes an expansion in the silicate network coordination shell around the Na⁺ ion. This change in volume may be electrostatic in origin [6]. An expanded silicate cage around the Na⁺ ion in the aluminosilicate glass is distorted less by the Na⁺ ion "hopping" in response to electric fields. Under these circumstances, the Na⁺ ion polarizability contributes less strongly to the total electrostriction for these glasses. The contributions of Na⁺ and other network modifiers to electrostriction are apparently very important for glasses. Studies on a wider variety of glasses such as borates or phosphates may reveal additional trends in their electrostrictive responses.

CONCLUSIONS

By choosing appropriate materials and methods, it is possible to analyze the ionic polarization contribution to electrostriction in low-permittivity dielectrics. Measurements on four glasses show that the "hopping" of alkali ions inside network cages has a significant effect on electrostriction at low frequencies. With increasing frequency, the effect of this localized conduction mechanism decreases. The network cage also has a significant effect on the electrostrictive response.
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