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We have developed and studied hybrid asymptotic-numerical methods to compute the acoustic field scattered by a large object. The asymptotic approximation is based on a short wavelength expansion of the scattered field in the form of uniformly valid geometrical theory of diffraction. These were combined with two numerical methods: finite elements and boundary spectral strip methods. The coupling to finite elements was achieved with the introduction of a new variational principle to couple two incompatible approximations. The boundary spectral strip method is a spectral approximation applied to a boundary integral formulation of the boundary value problem. With this method, we have successfully evaluated diffraction coefficients, surface wave excitation coefficients, and solved large scattering problems with several diffraction points. We have also studied the error introduced by joining the numerical and asymptotic approximations, and determined its properties and scalings.
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1 Research Objectives

We have developed an efficient framework for scattering calculations that combines the geometrical flexibility of FEM or BEM with the efficiency of high-frequency asymptotic methods. This framework is based on the definition of an asymptotically equivalent boundary value problem (ABVP) that replaces the original one. We have been studying the properties of this formulation.

2 Technical Approach and Review of Accomplishments

Our hybrid method is related to the method of matched asymptotic expansions where, in the short wavelength limit, the scattered field contains two asymptotic regions. In the “outer” domain, we have a “global” asymptotic expansion which we assume to be given by a geometrical optics ray series (short wavelength expansion.) This expansion is valid almost everywhere in the domain. Where it is not valid, we supplement the outer expansion with an “inner” or “local” solution. This local solution is found using either the finite element method or boundary integral equation method, and is patched to the outer expansion along an artificial boundary. Thus, the FEM/BEM is applied to a collection of small regions (size $O(\lambda)$ = wavelength) in the vicinity of diffraction points.

The total solution of a given scattering problem is thus decomposed into an application of the geometrical theory of diffraction (or any other suitable asymptotic approximation), in conjunction with a numerical solution of a problem defined over the union of several small domains.

We chose to develop this approach over adopting any of several existing approaches for a number of reasons (see Barbone, et al., 1997). The oldest hybrid approaches in scattering are based on single-layer potential integral equations and thus are prone to uniqueness problems at “forbidden frequencies.” Even so, these involve integrations of rapidly oscillating kernels over large domains. More recently, FEM has been used as a “preprocess” to evaluate scattering impedance matrices. These scattering impedances then get incorporated into a UTD or GTD solution.

Our approach, we feel, has several benefits over existing strategies. First, by incorporating the definition of an ABVP, we have separated the asymptotic from the numerical (discrete) approximation. Thus we can analyze and understand each one separately. Further, this step allows us to describe a hybrid asymptotic-numerical approach that is independent of whether we choose boundary integral equation methods or finite element methods. Finally, by defining the ABVP first on small domains (the size of a wavelength), we arrive at a numerical problem that is compact and easy to discretize. It contains no infinite nor even large integration domains. The domain sizes over which any integration must be performed scales with the size of the wavelength (for example, $2\lambda$, not $1000\lambda$.)

Having developed a strategy that can be combined with either FEM or boundary integral equations, we examined both. For FEM implementation, we developed a new variational principle that allowed us to couple the asymptotic field to the finite element representation (described in Harari, Barbone and Montgomery (1997).) For the boundary integral formulation, we have adapted the highly efficient Boundary Spectral-strip Method (BSM) (see Michael & Barbone (1997).) We demonstrated the feasibility of using either method on the problem of scattering from wedge geometries, and have extended both methods to allow modeling of surface waves (Michael & Barbone, 1999-2.)

Whether to fully develop the FEM or BSM formulation remained an open question. The
earlier analysis of Harari & Hughes showing FEM to be more computationally efficient than BEM does not apply to the Boundary Spectral-stripe Method. Therefore, we undertook a new study of the relative computational efficiencies of the corresponding spectral methods. Indeed, we found that when using 8-th order elements, BEM is always more cost effective than FEM, unless static condensation is used. When static condensation is used, then FEM regains a cost advantage in 3D. Generally speaking, BSM is more efficient in 2D, while high-order FEM is more efficient in 3D. The results of this study are available in report form in the appendix (Michael & Barbone, 1997-2).

In terms of implementation strategies, in FEM we have developed an element-like datastructure and basis for the asymptotic field. This allows the hybrid method to be coupled with existing FEM codes. This implementation can also be adapted to accommodate other analytical representations of the radiating field.

During the last year, we have devoted much of our attention to studying the error that is associated with the hybrid formulation, and understanding how it depends on various problem parameters. The unique aspect of the hybrid method lies in the “accurately transmitting” boundary conditions. These are the conditions that join the numerical domain to the asymptotic domain. These must not only be non-reflecting, but they must admit incoming radiation from other regions, and accurately predict diffraction coefficients. This study is summarized in Michael & Barbone (1999-3).

The error analysis includes estimates in errors of the diffraction coefficients for single and multiple diffraction points, and focuses on scalings with various problem parameters including geometry, boundary conditions, and frequency. We found that the method can produce reliable results for a large range of problem parameters. Typically, the results are as good as the asymptotics used to represent the field. If the field is accurately represented, the diffraction coefficients will be accurately predicted. If the field is not accurately represented in the asymptotic description, the associated diffraction coefficients will not necessarily be accurately predicted.

3 Conclusions

We believe that the hybrid method is currently sufficiently mature that it is ready to be incorporated into a test code. Our recommendation for the continuation of this project would be to try to interface it to an existing ray code and tackle problems as they emerge. The most efficient interface for a ray code would be probably through the FEM implementation described in Barbone, et al. (1997). Surface/creeping waves, including the acoustic fields associated with shell bending and shear waves, need to incorporated in a uniform manner as in the examples in Michael & Barbone (1999-2). The anticipated errors are as described in Michael & Barbone (1999-3), which should be mastered by anyone hoping to become a practitioner in the area.

4 Relevance to the Navy

Our research goal has been to develop and study a hybrid asymptotic-numerical method with application to the solution of the Helmholtz equation for large wavenumber. Our method is especially efficient at high wavenumber. For example, the standard FEM representation of a field scattered by an obstacle of dimension \( L \) requires \( O(kL^3) \) finite element degrees of freedom. With our hybrid formulation, we require only \( O(kL) \) degrees of freedom for the
same problem. At lower frequencies, our method reverts to a standard formulation which we know to be well suited there.

The ability to solve the Helmholtz equation efficiently for high frequencies would allow Navy designers to perform scattering and radiation calculations at frequencies not otherwise possible. The method could be used to provide the forward modeling step of an inverse scattering procedure, where high efficiency is especially important. Finally, the result of using the formulation itself is an expression for the radiated acoustic field in terms of traveling wave amplitudes. Repeated calculation in such terms will help engineers develop insight into various radiation and scattering mechanisms.
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Abstract

We describe a hybrid asymptotic/boundary integral equation method for the solution of scattering problems including surface waves and creeping waves. The hybrid method is based on short wavelength asymptotics coupled with a boundary integral equation formulation (boundary spectral strip). The method is described using non-uniform representations for both surface wave and creeping waves, and a uniform representation for surface waves. The method is illustrated and investigated through simple examples with analytical or semi-analytical solutions. These examples show that excitation amplitudes and diffraction coefficients can be reliably and accurately evaluated, and that multiple scattering effects can be systematically included. We demonstrate the importance of using uniform asymptotics and enforcing boundary conditions on the diffraction coefficients. We investigated different values of boundary impedance with single and multi-domains problems. The error in the diffraction coefficients is evaluated using both representations. Finally, we conclude with a large scale example which shows how the formulation leads naturally to an efficient and simple domain decomposition strategy.
1 Introduction

Computing the acoustic or electromagnetic field scattered by large obstacles remains a challenge. Traditional numerical methods (e.g. FEM or BEM) have meshing requirements which scale (at least naively) with the wavelength, $\lambda$. The size of the domain to be meshed, on the other hand, scales with the size of the obstacle, $L$. Thus, the computation cost can be prohibitively high when $\lambda/L \ll 1$.

Asymptotic methods, including GTD and UTD, are devised specifically to capture the limit of $\lambda/L \to 0$. In practical application, however, these are typically limited by the availability of diffraction coefficients.

Several hybrid asymptotic-numerical methods have been developed to try to overcome the limits of each approach. The first was introduced in 1975 by Burnside, et al. [4]. It is typical of several hybrid formulations developed since then, in that GTD inspired shape functions are used in an otherwise straightforward discretization of the original boundary value problem [4, 11, 15, 20, 22].

Wang [22] in 1991 was the first to introduce surface wave based shape functions in a hybrid method. These he included for two-dimensional scattering and scattering from bodies of revolution. Wang noted that integration of the GTD based shape functions in order to obtain the discretized equations was computationally expensive, and suggested that these integrals be evaluated asymptotically.

An alternative strain of hybrid methods that has developed is that in which the numerical part (FEM typically) is used as a “preprocess.” Jin and coworkers [21, 6, 8] describe some very recent work on combining FEM with a uniform theory of diffraction (UTD). These authors propose solving the canonical diffraction problem as a preprocess using FEM, and they describe how to build the result into a UTD formulation. Similar approaches are advocated in [19, 5, 18]. Calamia, Coccioi & Pelosi [5] make a point of adequately enforcing the radiation condition on the calculation of the inner solution in order to avoid uniqueness problems at interior eigenfrequencies.

We have recently presented a hybrid method that falls outside the two categories just described [17, 2, 3]. Our approach is conceptually related to the method of matched asymptotic expansions. The outer or global asymptotic expansion satisfies the equations of geometrical optics. The inner or local field must satisfy the full Helmholtz equation, but is defined on a problem with greatly simplified geometry. The inner solution is necessary to describe the field in the vicinity of those points where the outer expansion fails to be valid. Our hybrid approach depends on dividing the entire domain into an outer asymptotic region, and an inner numerical region. In the outer domain, we describe the field using the geometrical theory of diffraction [10]. In the inner region, we solve the full Helmholtz equations numerically. On the artificial boundary between the two domains we enforce continuity of the field and its normal derivative. Thus our hybrid approach could be described as patched expansions, in which the inner
expansion is found numerically.

Our method avoids many of the problems associated with other hybrid methods. Our formulation completely circumvents the problem of evaluating large, high oscillatory integrals, noted in [22]. Further, our formulation naturally provides for appropriate enforcement of the radiation condition through patching on the artificial boundary.

In this contribution, we describe the treatment of surface and creeping waves in the hybrid method. In section §2 we describe our hybrid method in general. In section §3 we apply the method to the problem of radiation from a line-source on an impedance plane. This problem is known to give rise to surface wave phenomena for certain values of the impedance. We compare uniform vs. non-uniform representations of the surface wave fields. We derive the appropriate boundary conditions on the diffraction coefficients, and show their importance in numerical examples. We end section §3 with an examination of the error associated with surface wave coupling between two numerical regions. We treat a second example in section §4: radiation from a line source on a hard cylindrical surface. This problem is known to give rise to creeping wave phenomena. We discuss the asymptotic representation, the numerical formulation, and demonstrate high accuracy in predicting the diffracted field and the creeping wave amplitude. Finally, we conclude with an example that combines features of our first two examples. We show how our formulation leads naturally to an efficient and simple domain decomposition strategy.

2 The hybrid asymptotic-numerical method

We briefly discuss here the concepts of the hybrid method. More details and additional background are available in [17, 2, 3]. Here we shall present an outline of our hybrid method in the context of the scalar wave equation

\[ \Delta u + k^2 u = 0 \quad x \in \Omega. \]

(1)

Here \( u \) is the (complex) field relative to a time dependence of \( e^{-i\omega t} \). \( \Omega \subset \mathbb{R}^d \) is the \( d \)-dimensional infinite domain exterior to the scatterer; i.e. \( \Omega = \mathbb{R}^d \setminus \tilde{S} \), where \( S \) represents the scatterer. On the surface of the scatterer \( \partial S \), \( u \) satisfies a (linear) boundary condition:

\[ u = B \frac{\partial u}{\partial n} \quad x \in \partial S. \]

(2)

Here, \( B \) is an operator related to the impedance of the surface.

We shall consider scattering from this body due to an incident wave \( u_{\text{inc}} \), and write the total field as:

\[ u = u_{\text{inc}} + u_{\text{scat}} \]

(3)

\[ \lim_{r \to \infty} r^{(d-1)/2} \left[ \frac{\partial u_{\text{scat}}}{\partial r} - ik u_{\text{scat}} \right] = 0. \]

(4)
With \( u_{inc} \) specified, equations (1-4) completely determine the scattered field \( u_{scat} \).

For simplicity, we shall discuss our hybrid method in the context of GTD and a boundary integral equation formulation. Other hybrid formulations (UTD, modal expansions, Floquet theory with FEM/BEM/MoM, etc.) are also possible with our formulation. We begin by assuming that we have a GTD representation of the scattered field:

\[
u_{scat} \approx u^G(x) = \sum_{\text{ray } j} a_j(kR)A_j(x) \exp(ik\psi_j(x)). \tag{5}\]

In (5) we require that the phase functions \( \psi \) and the amplitude functions \( A \), satisfy the eiconal and transport equations:

\[
(\nabla \psi)^2 = 1 \tag{6}
\]

\[
2\nabla \psi \cdot \nabla A + \Delta \psi A = 0. \tag{7}
\]

Such an expansion (5) typically results in an approximation which is asymptotic in \( kR \) \((R \text{ is a length scale to be specified})\):

\[
\lim_{kR \to \infty} u^G = u_{scat} \quad \text{almost everywhere in } \Omega. \tag{8}
\]

Those points at which \( u^G \), the geometrical field, is not asymptotic to the scattered field \( u_{scat} \) are called “diffraction points”. Thus we define the diffraction points as:

\[
X^D = \{ x \mid \lim_{kR \to \infty} u_{scat} - u^G \neq 0 \} \tag{9}
\]

We note that since \( u^G \) is not asymptotic to \( u_{scat} \) at \( x^D \), then for any finite value of \( kR \), \( u^G \) will typically provide a very poor approximation to \( u_{scat} \) in a whole neighborhood of \( x^D \). For that reason, we must consider local corrections to \( u^G \) valid in the vicinity of \( x^D \) in order to obtain a practically useful approximation for moderate values of \( kR \). This is one purpose of the numerical aspect of the hybrid method.

A diffraction point can be classified as either essential or inessential. The local solution valid in the vicinity of an essential diffraction point provides some coefficient needed in the global expansion (i.e. a diffraction coefficient). Local solutions valid near inessential diffraction points do not. UTD can provide solutions that have only essential diffraction points. In practice, we use local solutions available in the literature to describe the field in the vicinity of inessential diffraction points.

Around each contiguous set of essential diffraction points, we define a diffraction region \( \Omega^D \) such that:

\[
\Omega^D = \left\{ x \mid ||x - x^D|| \leq (kR)^a f \left( \frac{x - x^D}{|x - x^D|} \right) \right\} \tag{10}
\]
Here, $x^D$ is a diffraction point and $R$ is a fixed distance, a parameter to be chosen by the analyst, which determines the size of the diffraction region. The accuracy of our hybrid method depends on $kR \gg 1$. We denote by $\Gamma_R$ the boundary of each diffraction region.

Now we are in position to define an asymptotically equivalent boundary value problem. This problem is nothing more than a restriction of our original boundary value problem to the diffraction regions, with continuity enforced across the artificial boundary $\Gamma_R$. Thus we define

$$\Delta u^D + k^2 u^D = 0 \quad x \in \Omega^D$$

$$u^D = B \partial_n u^D \quad x \in \delta \Omega^D \cap \partial \Omega$$

$$u^D = u_{inc} + u^A \quad x \in \Gamma_R$$

$$\partial_n u^D = \partial_n u_{inc} + \partial_n u^A \quad x \in \Gamma_R.$$  \hfill (11-14)

Here, $u^A$ is our global asymptotic approximation. It could be obtained by GTD as indicated in equation (5), by UTD, or by GTD with local corrections near inessential diffraction points. Figure 1 illustrates the method. We wrap all the diffraction points by a numerical domain and patch the numerical solution to the asymptotic solution which is valid elsewhere.

The main solution stage of our hybrid method involves solving the asymptotically equivalent boundary value problem ABVP (11-14). This problem is defined on a union of domains, each of which is size $O(R) = O(\lambda)$. Thus each is easily discretized with few degrees of freedom. The coupling of one region to another is accomplished through the definition of $u^A$. We note that $u^A$ has undetermined functions in its definition. Any discretization of the ABVP must allow for these functions to be evaluated, and enforce continuity on $\Gamma_R$ (equations (13) and (14)). A formulation that accomplishes these goals in the context of the finite element method is described in [7, 17]. A formulation based on boundary integral equations is presented in [2].

3 Surface waves

We shall start with surface waves problems and demonstrate the method by solving the problem of a source over half a plane with an impedance boundary condition as shown in Figure 2. The problem is given by:

$$\Delta u + k^2 u = 0 \quad \text{in} \; \Omega$$

$$\partial_n u + k \beta u = f(x) \quad \text{on} \; y = 0$$

$$u = \text{outgoing.}$$

We shall treat the case in which the support of $f(x)$ is smaller than a wavelength $\lambda$. We will define the arbitrary boundary $\Gamma_R$ as a semi circle (as shown in Figure 2) providing $kR \gg 1$. The discretization takes place along the boundary of the domain which is bounded inside $\Gamma_R$. Note
that it is an interior problem and therefore uniqueness problems which might arise in boundary
integral equation are not relevant here.

3.1 Global Solution: Non-Uniform Representation

The solution of the eiconal equation (6) in \( y > 0 \) is:

\[ \psi_1 = r. \quad (18) \]

From (16) we find an additional solution which is:

\[ \psi_2 = \sqrt{1 + \beta^2} | x | - \beta y. \quad (19) \]

Substituting these solutions into the transport equation (7) yields the non-uniform asymptotic
solution \( u^{NU} \):

\[ u^A = u^{NU} = (kR)^{-1/2} D(\theta) \sqrt{\frac{R}{r}} e^{ikr} + A_{swL} F^{NU}_{swL}(\theta, r) + A_{swR} F^{NU}_{swR}(\theta, r) \quad kR \to \infty; \ r \neq 0; \ \theta \neq \pi/2. \quad (20) \]

Note that the first term represents a cylindrical wave while the last two represent two surface
waves going in the \( \pm x \) directions. \( A_{swL}, A_{swR} \) are the amplitudes of the two surface waves, while
their corresponding functions are:

\[ F^{NU}_{swL} = \mathcal{H}(\theta - \frac{\pi}{2}) e^{-ikr \cos(\theta + \theta_{sw})} \quad (21) \]

\[ F^{NU}_{swR} = \mathcal{H}(\frac{\pi}{2} - \theta) e^{ikr \cos(\theta - \theta_{sw})}. \quad (22) \]

Here \( \mathcal{H} \) is the Heaviside step function and \( \theta_{sw} \) is:

\[ \theta_{sw} = i \left| \cosh^{-1} \sqrt{1 + \beta^2} \right| \quad (23) \]

3.1.1 Boundary condition

Equation (20) should satisfy the boundary condition given in equation (16). Asymptotic expansion
of this boundary conditions shows that the leading term satisfies:

\[ \left( \frac{\partial \psi_1}{\partial y} + \beta \right) D(\theta) = 0 \quad \theta = 0, \pi. \quad (24) \]
3.2 Global Solution: Uniform Representation

The non-uniform representation is not valid along the line \( \theta = \pi/2 \). We shall use a boundary layer solution [1] to obtain a uniform representation. In this case the uniform scattered field \( u^U \) is:

\[
    u^A = u^U = D^U(\theta) \frac{e^{ikr}}{\sqrt{kr}} + A_{swL} F_{swL}^U(\theta, r) + A_{swR} F_{swR}^U(\theta, r) \quad kR \to \infty; \ r \neq 0
\]

while the uniform surface wave functions are defined as:

\[
    F_{swL}^U = \frac{1}{\sqrt{\pi}} e^{ikr - i\pi/4} F \left[ (2kr)^{1/2} \sin \frac{1}{2} (\pi - \theta_{sw} - \theta) \right]
\]

\[
    F_{swR}^U = \frac{1}{\sqrt{\pi}} e^{ikr - i\pi/4} F \left[ (2kr)^{1/2} \sin \frac{1}{2} (\theta - \theta_{sw}) \right]
\]

where:

\[
    F(z) = e^{-iz^2} \int_z^\infty e^{it^2} dt
\]

3.2.1 Uniform boundary condition

We wish to derive a boundary condition that would yield a relation between the directivity and the surface wave amplitudes. We also want that this boundary condition would be suitable for a large range of impedance values \( \beta \).

In this section we will develop such a boundary condition for a more general case with different impedance values at \( \theta = 0, \pi \) noted by \( \beta_L \) and \( \beta_R \), respectively. We will start with the right going surface wave. From eqs. (25,27) we can write the right going surface wave as:

\[
    u_{swR} = A_{swR} \frac{e^{-i\pi/4}}{\sqrt{\pi}} e^{ikr} F(z_R)
\]

where

\[
    z_R = (2kr)^{1/2} \sin \frac{1}{2} (\theta - \theta_{sw}) = -i [k \sigma_R x + ik \beta_R y - kr]^{1/2}.
\]

Here, \( \sigma_R = \sqrt{1 + \beta_R^2} \) and \(-\pi/2 \leq \arg(z_R) \leq 0 \) for \( y \geq 0 \). Expanding \( F(z_R) \) for large \( z_R \) [9] yields:

\[
    F(z_R) \sim \sqrt{\pi} e^{i \pi/4} e^{(i k z_R - k \beta_R y) - i k r} + \frac{i}{2z_R} + O\left(z_R^{-3}\right).
\]

The right going surface wave can then be written as:

\[
    u_{swR} = A_{swR} \left\{ e^{(ik \sigma_R x - k \beta_R y)} + \frac{e^{-i\pi/4}}{\sqrt{\pi}} \frac{e^{ikr}}{\sqrt{kr}} \left[ \frac{1}{2} d_R(\theta) \right] \right\}
\]
where
\[ d_R(\theta) = \left[ \sigma_R \cos \theta + i \beta_R \sin \theta - 1 \right]^{-1/2}. \] (33)

Similarly, we obtain for the left going wave:
\[ u_{swL} = A_{swL} \left\{ e^{i k \sigma_L \pi - k \beta_L y} + \frac{e^{-i \pi/4}}{\sqrt{\pi}} \frac{e^{i k r}}{\sqrt{k r}} \left[ - \frac{1}{2} d_L(\theta) \right] \right\} \] (34)

with
\[ d_L(\theta) = [\sigma_L \cos \theta + i \beta_L \sin \theta - 1]^{-1/2}. \] (35)

After setting the directivity \( D(\theta) \) at the surface at \( \theta = 0, \pi \) to zero in accord with equation (24), we obtain the desired boundary condition.

\[ D^U(0) = \frac{e^{-i \pi/4}}{2\sqrt{\pi}} \left[ \frac{A_{swR}}{\sqrt{\sigma_R - 1}} + \frac{A_{swL}}{i \sqrt{\sigma_L + 1}} \right] = 0 \] (36)

\[ D^U(\pi) = \frac{e^{-i \pi/4}}{2\sqrt{\pi}} \left[ \frac{A_{swR}}{i \sqrt{\sigma_R + 1}} + \frac{A_{swL}}{\sqrt{\sigma_L - 1}} \right] = 0. \] (37)

### 3.3 Local solution

After we have defined the global solution, we can proceed and define the local problem. Based on equations (11-14) we can formulate the local problem:

\[ \Delta u^D + k^2 u^D = 0 \quad x \in \Omega^D \] (38)

\[ \partial_n u^D + k \beta u^D = f(x) \quad x \in \partial \Omega^D \cap \partial \Omega \] (39)

\[ u^D = u^A \quad x \in \Gamma_R \] (40)

\[ \partial_n u^D = \partial_n u^A \quad x \in \Gamma_R. \] (41)

Here, the asymptotic solution \( u^A \) is given by eq. (20) or eq. (25) for the non-uniform or the uniform representation, respectively.

To solve the inner problem, we use the boundary strip method [16]. By using BIE, we can obtain a relation between the scattered field and its normal derivative along the boundary. This can be written in discrete form as:

\[ H u = G \partial_n u \quad \text{on} \quad \partial \Omega^D \] (42)

Here \( u \) and \( \partial_n u \) are two column vectors of the nodal values (or coefficients of approximating series in the case of BSM) of the variables \( u \) and \( \partial_n u \), respectively. \( H \) and \( G \) are the associated coefficient matrices evaluated by a weighted residual or collocation procedure. In the examples we shall show, we used a collocation procedure.
By dividing the boundary of the computational domain $\partial \Omega^D$ into the artificial boundary $\Gamma_R$ and the rest of the boundary $\Gamma_R$ we can rewrite the last equation (42) as:

$$
\begin{bmatrix}
H_{\Gamma_R} & H_{\Gamma_R} \\
\end{bmatrix}
\begin{bmatrix}
u_{\Gamma_R} \\
u_{\Gamma_R} \\
\end{bmatrix}
= 
\begin{bmatrix}
G_{\Gamma_R} & G_{\Gamma_R} \\
\end{bmatrix}
\begin{bmatrix}
\partial_n u_{\Gamma_R} \\
\partial_n u_{\Gamma_R} \\
\end{bmatrix}
(43)
$$

In the case of impedance boundary condition on $\Gamma_R$ both $u_{\Gamma_R}$ and $\partial_n u_{\Gamma_R}$ are unknown. In order to solve both vectors we use the impedance boundary condition eq. (16):

$$
\partial_n u_{\Gamma_R} + k\beta u_{\Gamma_R} = f(x), \quad x \in \Gamma_R.
(44)
$$

Using equation (20) or (25), and its normal derivative together with eqs. (43,44) yields the following set of equations:

$$
\begin{bmatrix}
- M_D & - F_{sw_D} & - F_{sw_R} & M_U & 0 & 0 \\
- M_{\partial_n D} & - \partial_n F_{sw_D} & - \partial_n F_{sw_R} & 0 & M_{\partial_n U} & 0 \\
0 & 0 & 0 & H_{\Gamma_R} & - G_{\Gamma_R} & H_{\Gamma_R} + k\beta G_{\Gamma_R} \\
\end{bmatrix}
\begin{bmatrix}
D \\
A_{sw_D} \\
A_{sw_R} \\
N_{\Gamma_R} \\
\partial_n u_{\Gamma_R} \\
u_{\Gamma_R} \\
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
G_{\Gamma_R} f(x) \\
\end{bmatrix}
(45)
$$

Note that if eq. (42) represents nodal values of $u$ and $\partial_n u$ then the matrices $M_U, M_{\partial_n U}$ are unit matrices while the matrices $M_D$ and $M_{\partial_n D}$ are unit matrices multiplied by the constants $e^{ikR}/\sqrt{kR}$ and $(ik - 1/2R)e^{ikR}/\sqrt{kR}$, respectively.

### 3.4 Numerical results

To demonstrate the half-plane problem, we have chosen the radius of the numerical domain to be $R = 2\lambda$, the wave number as $k = \pi$, the impedance as $\beta = 1$ and the source is described by a Gaussian $f(x) = \exp(-\frac{1}{2}\gamma x^2)$ where $\gamma = 10$. The problem was solved using the uniform and non-uniform representations and the results were compared to the analytical solution given in the appendix. Figure 3 depicts the results obtained for the values of the field $u$ along the surface of the half-plane. In this figure and in the following figures the dashed and full lines denote the imaginary and real part of the field, respectively, unless specified otherwise. It can be seen that both representations yield excellent agreement with the analytical results. However, if we examine the error obtained by the two representations as shown in Figure 4, we will see that the uniform representation generally gives better results.

In order to further investigate the error, we present in Figure 5 the error in the surface wave amplitudes as a function of the impedance. As expected, the results of the uniform representation gives much better results over a much wider range of impedance values.
We next investigate the error in the directivity. Figures 6a,b describe the amplitude of the directivity for impedance values of $\beta = 1, 0.1$ using both representations. It can be seen that for the value of $\beta = 1$, both representations yield very accurate results. For the value of $\beta = 0.1$, however, only the uniform representation gives acceptable results. We note here that though the directivity result from the non-uniform representation looks bad, the results of the field $u$ matches the analytical results very well. This indicates that a "non-reflecting" boundary condition which gives good results for the interior field does not necessarily represent the problem correctly (i.e. diffraction coefficients can be wrong). We will extend the discussion of the error after introducing a multi-domain problem in the next section.

3.5 Multiple diffraction points: Domain coupling

We now consider problems with multiple diffraction points. For this discussion we consider the case in which each diffraction point is associated with three diffraction coefficients: two surface waves and a directivity. The field $u$ can be written as the contribution from all diffraction points:

$$u^A = \sum_{n=1}^{N} \left\{ D_n(\theta_n) \frac{e^{ikr_n}}{\sqrt{kr_n}} + A_{swL}^n F_{swL}^n(\theta_n, r_n) + A_{swR}^n F_{swR}^n(\theta_n, r_n) \right\} \quad (46)$$

Here $N$ is the total number of the essential diffraction points. Along each artificial boundary $\Gamma_{R}$, we have to find the normal derivative of the field $\partial_n u$. Assuming that this boundary is defined by an arc with a radius $R_n$ we can write (with implied summation over $n$):

$$\partial_n u^A |_{\Gamma_{R}} = \frac{\partial u}{\partial r_j} = \frac{\partial r_n}{\partial r_j} \frac{\partial u}{\partial r_n} + \frac{\partial \theta_n}{\partial r_j} \frac{\partial u}{\partial \theta_n}. \quad (47)$$

Thus,

$$\partial_n u^A |_{\Gamma_{R}} = \sum_{n=1}^{N} \left\{ \left[ \frac{\partial r_n}{\partial r_j} \left( ik - \frac{1}{2r_n} \right) D_n(\theta_n) + \frac{\partial \theta_n}{\partial r_j} D_n'(\theta_n) \right] \frac{e^{ikr_n}}{\sqrt{kr_n}} + \right.\right.$$

$$A_{swL}^n \left[ \frac{\partial r_n}{\partial r_j} \frac{\partial F_{swL}^n(\theta_n, r_n)}{\partial r_n} + \frac{\partial \theta_n}{\partial r_j} \frac{\partial F_{swL}^n(\theta_n, r_n)}{\partial \theta_n} \right] + \left. \right.$$ \n
$$A_{swR}^n \left[ \frac{\partial r_n}{\partial r_j} \frac{\partial F_{swR}^n(\theta_n, r_n)}{\partial r_n} + \frac{\partial \theta_n}{\partial r_j} \frac{\partial F_{swR}^n(\theta_n, r_n)}{\partial \theta_n} \right]. \quad (48)$$

The global set of equations would be composed from several sets of equations like eq. (45). Note that in the case of multi-domains the matrices $M_D$ and $M_{\partial_n D}$ would not be just a unit matrix multiplied by a constant (as in the case of single domain) but they would include coupling terms as in eqs. (46,48) respectively.
3.6 Numerical results

We will demonstrate the multi-domain problem using an extension of the example given in section 3.4 for a single domain. Here we consider a second diffraction point a distance $d$ from the first, as shown in Figure 7. This diffraction point might be due, say, to a sudden change in the impedance from one value to another. In order to highlight any error associate with coupling two numerical domains together, we choose the second diffraction point so that it has identically zero diffraction coefficients; i.e. we consider zero step in the impedance. In this case we expect the surface wave excited by the source to pass through the second computational domain, and result in zero diffraction from the second domain. We chose all the data to be the same as in the first example and the distance between the domains was set to $d = 100\lambda$. The result for the field $u$ in the first domain looks very much like the single domain case which was shown in Figure 3 and therefore we choose not to present it again. The result of the field on the second domain is presented in Figure 8.

Figure 9 depicts the amplitude of the directivity of the second domain. It can be seen that the directivity is almost zero (about 0.1% of the maximal value of the directivity of the first domain). Figure 10 presents the error in the directivity in the second domain as a function of the distance between the domains. It can be seen very clearly that this error behaves like one over the distance, which agrees with our approximation order. However, if we will plot the error in the amplitude of the surface waves as function of the distance (Figure 11) we see that the error is not a function of the separation distance $d$.

4 Creeping waves

The second class of problems that we consider here is those that contain creeping waves. We will demonstrate the method through an investigation of a source on a cylinder. Figure 12 illustrates the problem. The coordinate system of the cylinder will be $(r_c, \theta_c)$ and its radius is $R_c$; the coordinate system $(r, \theta)$ shall remain centered in the numerical domain. The governing equations are:

\[
\Delta u + k^2 u = 0 \quad \text{in} \quad \Omega \tag{49}
\]

\[
\partial_n u + k \beta u = f(\theta_c) \quad \text{on} \quad r_c = R_c \tag{50}
\]

\[
u = \text{outgoing}. \tag{51}
\]

Here the source function $f(\theta_c)$ is assumed to have support which is smaller than a wavelength.

In the next sections we will develop the non-uniform representation for the creeping waves problem. A convenient, fully uniform representation is at present unknown to the authors. We note, however, that the fully uniform representations can be found in the literature [12, 13, 14].
4.1 Global solution: Non-Uniform representation

The eiconal equation (6) for \( r_c > R_c \) yields:

\[
\Psi_1 = r_c.
\]  (52)

Equation (49) and the homogeneous form of the boundary condition (50) also admit non trivial solutions of the form:

\[
u = A_{\nu} H_{kv}^{(1)}(kr_c)e^{ik\nu|\theta_c|}
\]  (53)

Here \( \nu \) satisfies the homogeneous form of (50):

\[
\frac{\partial}{\partial r_c} \left[ H_{kv}^{(1)}(kR_c) \right] + k\beta H_{kv}^{(1)}(kR_c) = 0
\]  (54)

Thus we find the asymptotic global solution:

\[
u^A = \nu^{NU} = \begin{cases} (kR)^{-1/2}D(\theta)\sqrt{\frac{R}{r}} e^{ikr} & \theta_{co} < \theta < \pi - \theta_{co} \\ A_{cw_L}F^{NU}_{cw_L}(\theta, r) & \theta > \pi - \theta_{co} \\ A_{cw_R}F^{NU}_{cw_R}(\theta, r) & \theta < \theta_{co} \end{cases} \quad kR \to \infty; \quad r \neq 0 \quad \theta \neq \pi/2.
\]  (55)

Here \( \theta_{co} \) is the cut-off angle shown in Figure 13. \( A_{cw_L} \) and \( A_{cw_R} \) are the creeping wave amplitudes and related functions are given by:

\[
F^{NU}_{cw_L} = H_{kv}^{(1)}(kr_c)e^{-ik\nu\theta_c}
\]  (56)
\[
F^{NU}_{cw_R} = H_{kv}^{(1)}(kr_c)e^{ik\nu\theta_c}
\]  (57)

Unlike the surface wave formulation where the cylindrical wave and the surface waves could both contribute to the field at one point (in both uniform or non-uniform formulations), the creeping waves and the cylindrical waves do not appear together in the non-uniform representation. The cylindrical wave will appear only in the region above the cut-off line (the horizontal line tangent to the point where the source is applied as shown in Figure 13). Below the cut of line on each side of it, a creeping wave exists starting at the cutoff line.

4.2 Local solution

The formulation of the local problem is nearly identical to that of the surface wave problem, eqs. (38-41). The set of equations that we form in the case of the creeping waves consists of the following: Along the whole computational boundary the BIE holds (eq. (42)). On the boundary \( \Gamma_R \) we will use a hard boundary condition:

\[
\partial_n u = f(\theta) \quad \text{on} \quad \Gamma_R
\]  (58)
The artificial boundary $\Gamma_R$ is divided into three parts: the part above the cutoff line (denoted by $\Gamma_{R2}$) and the two segments below the cutoff line (denoted by $\Gamma_{R1}$ and $\Gamma_{R3}$ for the left and right segments, respectively). From eqs. (40,41,55) we set the boundary condition on $\Gamma_R$ to be the following:

$$
\begin{align*}
    u &= D(\theta) \frac{e^{ikr}}{kr} \\
    \partial_n u &= (ik - \frac{1}{2r})D(\theta) \frac{e^{ikr}}{kr} \\
    u &= A_{cwL} F_{cwL}^{NU}(\theta, R) \\
    \partial_n u &= A_{cwL} \partial_n F_{cwL}^{NU}(\theta, R) \\
    u &= A_{cwR} F_{cwR}^{NU}(\theta, R) \\
    \partial_n u &= A_{cwR} \partial_n F_{cwR}^{NU}(\theta, R)
\end{align*}
\text{on } \Gamma_{R2}
$$

(59)

$$
\begin{align*}
    u &= A_{cwL} F_{cwL}^{NU}(\theta, R) \\
    \partial_n u &= A_{cwL} \partial_n F_{cwL}^{NU}(\theta, R) \\
    u &= A_{cwR} F_{cwR}^{NU}(\theta, R) \\
    \partial_n u &= A_{cwR} \partial_n F_{cwR}^{NU}(\theta, R)
\end{align*}
\text{on } \Gamma_{R1}
$$

(60)

$$
\begin{align*}
    u &= A_{cwL} F_{cwL}^{NU}(\theta, R) \\
    \partial_n u &= A_{cwL} \partial_n F_{cwL}^{NU}(\theta, R) \\
    u &= A_{cwR} F_{cwR}^{NU}(\theta, R) \\
    \partial_n u &= A_{cwR} \partial_n F_{cwR}^{NU}(\theta, R)
\end{align*}
\text{on } \Gamma_{R3}.
$$

(61)

On the boundary $\Gamma_{R2}$ we use the same set of equations as in the surface wave case. On the boundaries $\Gamma_{R1}$ (and $\Gamma_{R3}$) we have to fit the functions $F_{cwL}^{NU}$ (or $F_{cwR}^{NU}$) and their normal derivatives $\partial_n F_{cwL}^{NU}$ (or $\partial_n F_{cwR}^{NU}$) to the nodal values of $u$ or $\partial_n u$. Since the field on $\Gamma_{R1}$ (or $\Gamma_{R3}$) is described simply in terms of a single creeping wave solution, we have some flexibility in the way we enforce the continuity conditions (60) (or 61). We shall choose to enforce continuity of $\partial_n u$ at each of the collocation points on $\Gamma_{R1}$ (or $\Gamma_{R3}$). That leaves us with just one equation to enforce continuity on $u$. This we enforce in a least squares sense. Thus, we are led to the following matrix equation:

$$
\begin{bmatrix}
-M_D & M_U & 0 & 0 \\
-M_{\partial_n D} & 0 & M_{\partial_n U} & 0 \\
0 & H_{\Gamma_R} & -G_{\Gamma_R} & H_{\Gamma_R}
\end{bmatrix} \times
\begin{bmatrix}
\{D&A_{cwR} & A_{cwL}\} \{u_{\Gamma_{R1}} & u_{\Gamma_{R2}} & u_{\Gamma_{R3}}\} \\
\{\partial_n u_{\Gamma_{R1}} & \partial_n u_{\Gamma_{R2}} & \partial_n u_{\Gamma_{R3}}\}
\end{bmatrix}^T =
\begin{bmatrix}
0 \\
0 \\
G_{\Gamma_R} f(x)
\end{bmatrix}.
$$

(62)

Here

$$
M_D =
\begin{bmatrix}
0 & F_{cwR}^T & 0 \\
F_{cwR} & 0 & 0 \\
0 & 0 & F_{cwL}^T \cdot F_{cwL}
\end{bmatrix} ;
M_U =
\begin{bmatrix}
F_{cwR}^T M_{U_1} & 0 & 0 \\
0 & M_{U_2} & 0 \\
0 & 0 & F_{cwL}^T M_{U_3}
\end{bmatrix}
$$

(63)

$$
M_{\partial_n D} =
\begin{bmatrix}
0 & \partial_n F_{cwR} & 0 \\
\partial_n F_{cwR} & 0 & 0 \\
0 & 0 & \partial_n F_{cwL}
\end{bmatrix} ;
M_{\partial_n U} =
\begin{bmatrix}
M_{\partial_n U_1} & 0 & 0 \\
0 & M_{\partial_n U_2} & 0 \\
0 & 0 & M_{\partial_n U_3}
\end{bmatrix}
$$

(64)
In the last set of equations we have used least squares on the functions $F_{cwL}$ and $F_{cwR}$. It is also possible to use least squares on the normal derivatives. In this case the matrices would be:

$$M_D = \begin{bmatrix} 0 & F_{cwR} & 0 \\ M_{D_2} & 0 & 0 \\ 0 & 0 & F_{cwL} \end{bmatrix} \quad ; \quad M_U = \begin{bmatrix} M_{U_1} & 0 & 0 \\ 0 & M_{U_2} & 0 \\ 0 & 0 & M_{U_3} \end{bmatrix} \quad (65)$$

$$M_{\partial_n,D} = \begin{bmatrix} 0 & \partial_n F_{cwR}^T \cdot \partial_n F_{cwR} & 0 \\ M_{\partial_n,D_2} & 0 & 0 \\ 0 & 0 & \partial_n F_{cwL}^T \cdot \partial_n F_{cwL} \end{bmatrix}$$

$$M_{\partial_n,U} = \begin{bmatrix} \partial_n F_{cwR}^T \cdot M_{\partial_n,U_1} & 0 & 0 \\ 0 & M_{\partial_n,U_2} & 0 \\ 0 & 0 & \partial_n F_{cwL}^T \cdot M_{\partial_n,U_3} \end{bmatrix} \quad (66)$$

### 4.3 Numerical results

The first example is of a cylinder of a radius $R_c = \sqrt{29}\lambda \approx 5.39\lambda$ with a hard boundary condition. The radius of the numerical domain is $R = 2\lambda$ and the source is a Gaussian $f(\theta_c) = \exp(-\frac{1}{2}\gamma R_c^2 \cos^2 \theta_c)$ where $\gamma = 5$ and the wave number is $k = \pi$.

Figure 14a shows the result along the cylinder surface within the numerical domain. Since we find the amplitude of the creeping waves, we can also evaluate the field outside of the numerical domain along the cylinder surface, as shown in Figure 14b. We see that for both cases the analytical and numerical results agree well. We also see very good correlation between the numerical and the analytical results in the directivity, as shown in Figure 15.

We will not show here the derivation of multi-region coupling since it is very similar to the surface wave case. We will present however, an additional example related to coupling between domains. This problem involves an external creeping wave which propagates along the cylinder as shown in Figure 16. The results for the field $u$ and for the directivity are presented in Figure 17a and 17b, respectively. Again a very good agreement is obtained in the $u$ values while the directivity is almost zero (as we expected, since the wave should “pass” through the domain).

### 5 A Concluding Example

So far we have presented some simple examples with analytical solution in order to verify our method. We would like to conclude with a more complex problem which will demonstrate the potential of the method. Figure 18 defines that problem. We will consider a source over a 2D cylinder with circular ends. The length between the arcs centers is 40 wavelengths and the radius
of the arcs is 10 wavelengths. On the straight lines we use an impedance boundary condition with $\beta = 1$, while on the arcs we apply a hard surface boundary condition. On the intersections between the straight lines and the arcs we have a geometrical discontinuity and a boundary condition discontinuity. Therefore we expect to see diffraction from these points.

We solve this problem by defining four numerical domains around each diffraction point. The results for the directivity of each corner are presented in Figure 19.

6 Domain Decomposition

Because of the fact that there is no coupling between the cylindrical wave and the creeping waves in the non-uniform representation, we can use a very efficient domain decomposition technique to solve complex problems such as that defined in the last section.

We will decompose the problem in places where we have creeping waves. Figure 20 describes how we decompose the last problem. Along the arcs only creeping waves exist. We will solve the top problem first assuming that there is no influence from the bottom problem. Then after solving the amplitude of the creeping waves we would apply them as external waves (as we did before; see Figure 16) to the bottom problem. Thus we get new amplitudes for the creeping waves which we use as external input for the top problem. We repeat these procedure until convergence is achieved. Figure 21 shows the convergence obtained by this procedure. It can be seen that the convergence rate is exponential and that we achieve machine precision after only four iterations.

7 Remarks and Conclusions

In this work we have extended the applicability of the hybrid method to surface and creeping wave problems. We have presented a non-uniform and a uniform representation for surface wave problems and gave the non-uniform representation for creeping waves problems. We investigated the method through some simple test case problems and presented the behavior of the error for different impedance values. We have also presented a more complicated problem that might shed more light on the class of problems for which this method is suitable.

8 Appendix: a Gaussian source over an impedance surface

In this appendix we briefly present the solution for a Gaussian source over an impedance surface. We wish to solve eqs. (15-17) with $f(x) = e^{-\frac{1}{2} \gamma x^2 - i\omega t}$ where $\gamma$ is an arbitrary constant. Using
a Fourier transform in the $x$-direction leads us to the solution:

$$ u(x, y) = \frac{1}{\sqrt{2\pi\gamma}} \int_{-\infty}^{\infty} e^{\frac{x^2}{\gamma} + i[sx + \sqrt{k^2 - s^2}y]} \frac{ds}{i\sqrt{k^2 - s^2} + k\beta} $$  \hspace{1cm} (67) $$

The integrand has two poles at $s_0 = \pm k\sqrt{1 + \beta^2}$ which corresponds to the two surface waves. The contour in (67) is indented below any singularities on the right of the real axis, and above any singularities to the lest. By the residue theorem, we find that the surface wave contribution is:

$$ u_{sw}(x, y) = \frac{2\pi i}{\sqrt{1 + 1/\beta^2}} e^{\frac{-1}{2}k^2(1+\beta^2)/\gamma - k\beta y + ik\sqrt{1+\beta^2}|z|} $$  \hspace{1cm} (68) $$

The far field can be evaluated using stationary phase:

$$ u_d(r, \theta) = \frac{\sin \theta}{\sqrt{ik\gamma}} \frac{1}{(i\sin \theta + \beta)} e^{-\frac{1}{2}k\gamma \cos^2 \theta / \gamma - ikr} \quad r \to \infty, \quad \theta \neq 0, \pi $$  \hspace{1cm} (69) $$

An alternative way to evaluate the integral (67) is numerically by using FFT. When doing so, however, one should first subtract the pole singularities and only then perform the FFT.
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Figure captions

Fig. 1 The hybrid method: The numerical domains are shown shaded.

Fig. 2 Surface wave on an infinite plane with an impedance boundary condition.

Fig. 3 Surface wave, one diffraction point: Results of the field $u$.

Fig. 4 Surface wave, one diffraction point: Error in the field results.

Fig. 5 Surface wave, one diffraction point: Error in the surface wave amplitudes.

Fig. 6 Surface wave, one diffraction point: Directivity results. (a) $\beta = 1$. (b) $\beta = 0.1$.

Fig. 7 Surface wave, two diffraction points: Problem definition.

Fig. 8 Surface wave, two diffraction points: Results of the field $u$ on the second domain.

Fig. 9 Surface wave, two diffraction points: Results of the directivity of the second domain.

Fig. 10 Surface wave, two diffraction points: Error in the directivity of the second domain.

Fig. 11 Surface wave, two diffraction points: Error in the surface wave amplitudes.

Fig. 12 Creeping wave: A source over a cylinder.

Fig. 13 Creeping wave: Coordinate systems and cut-off line.

Fig. 14 Creeping wave: Results of the field $u$:
(a) Results within the numerical domain ($r_c = R_c; \quad \theta_{co} \leq \theta \leq 2\pi - \theta_{co}$).
(b) Results outside the numerical domain ($r_c = R_c; \quad \theta \leq \theta_{co}$).

Fig. 15 Creeping wave: Directivity results.

Fig. 16 Creeping wave, wave traveling through a domain: Problem definition.

Fig. 17 Creeping wave, wave traveling through a domain:
(a) Field results.
(b) Directivity results.

Fig. 18 A 2D cylinder with circular ends: Problem definition.

Fig. 19 A 2D cylinder with circular ends: Directivity results.

Fig. 20 Domain decomposition.

Fig. 21 Domain decomposition: convergence results.
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Abstract

We describe a method to compute the field scattered or radiated by acoustically large objects. The method combines the a high frequency asymptotic approximation with a boundary integral equation (BIE) method. The method is based on patching a short wavelength “outer expansion” to a BIE representation of the “inner solutions”. The inner solutions describe the field in the vicinity of sharp changes in geometry or boundary condition. We describe the formulation and solution of the inner problems using a boundary spectral strip method. The hybrid formulation consistently includes effects of infinite order multiple diffraction. The method is demonstrated by scattering from a wedge, from two small circular cylinders, and from a triangular shaped obstacle. © 1999 Elsevier Science B.V. All rights reserved.

1. Introduction

We consider the problem of computing the complex acoustic pressure field $p(x)e^{-i\omega t}$ scattered by large bodies. We shall be content with finding an approximation to $p(x)$ (the time harmonic factor shall be suppressed from henceon). We seek an approximation strategy that is capable (at least theoretically) of being refined arbitrarily so that we can get as accurate a solution as desired. A traditional numerical method that has this property is said to be convergent. Classical asymptotic approximations, on the other hand, are typically divergent. That is, they cannot be refined arbitrarily in a given application.

Here we describe a hybrid method for scattering which combines short-wavelength asymptotics with a boundary integral equation (BIE) method. In our hybrid approach, we attempt to draw on the benefits from both methods while eliminating their largest individual deficiencies. For example, an asymptotic approach can be computationally efficient for acoustically large scatterers; its applicability, however, is limited since diffraction coefficients are available for only relatively simple geometries. Boundary integral equations, on the other hand, can accommodate arbitrary geometries. Computational cost limits their applicability, however, to relatively small problems. Another issue facing simple single layer potential BIE methods in time-harmonic acoustic scattering is nonuniqueness. Our approach eliminates all nonuniqueness issues associated with simple BIE formulations for the Helmholtz equation.
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Our hybrid method is based on patching a short-wavelength asymptotic expansion of the scattered field to a BIE representation of the near field. That is, the "inner" or "canonical" solutions required for the short wavelength asymptotic expansion of the scattered field are found using a BIE method. The BIE is applied to a small interior region (size $\lambda =$ wavelength) in the vicinity of a diffraction point. Inside that domain, the numerical solution can be refined to arbitrarily high accuracy. The patching condition to the "outer asymptotic approximation" takes place on an artificial boundary. The accuracy of the resulting boundary condition (on the numerical problem) depends on the (arbitrary choice of) the location of the artificial boundary. Thus, the "asymptotic approximation" can be refined arbitrarily by moving this boundary. The rate of "convergence" of the asymptotic approximation is determined by the order of the asymptotic approximation used in the "outer" domain.

This paper introduces our hybrid method (asymptotic-numerical) in the context of a BIE numerical formulation. Some earlier work in the area is summarized in the next section. Section 3 contains our problem formulation and describes our hybrid method. The first example application, diffraction from a wedge, is presented in Section 4. This example has been treated earlier in the context of the finite element method in [2,14]. Here we treat the problem using the boundary spectral strip method. We also include results that demonstrate the role of uniform asymptotics in defining the outer field. Following the wedge example in Section 4, we consider two more examples with interacting diffraction regions: scattering from two circular cylinders, and scattering from a triangular shaped obstacle.

2. Background

The first description of a hybrid GTD-integral equation approach is due to Burnside et al. [3]. His and other approaches since depend on a method of moments formulation of the overall problem. Shape functions based on a GTD ansatz (see Eq. (5)) are then substituted into the integral equation. (See [3,7,10,16,17].) This approach requires the evaluation of integrals over large domains of hypersingular kernels multiplying rapidly varying functions. Further, these formulations are based on integral equations that exhibit nonuniqueness at specific frequencies. For these reasons, we have rejected hybrid approaches based on these formulations.

Below we shall present a new hybrid GTD/BSM approach which combines GTD with BSM (boundary spectral strip method). The essential idea behind our method is to use a short wavelength asymptotic approximation wherever it provides an accurate representation of the field. In the neighborhoods of those points where it is not valid, we supplement the solution with a BIE representation. Thus, we divide the domain into two (not necessarily connected) regions: the asymptotic region and the numerical region.

In our formulation, we apply the BSM to interior domains, that are usually simply connected. Thus our formulation is free of any problems associated with nonuniqueness of the continuous BIE for exterior problems. The formulation naturally separates the asymptotic from numerical approximations, and can be refined systematically to obtain arbitrarily high accuracy. The formulation leads to a matrix system of equations in which the number of degrees of freedom scales as $N_{\text{dof}} = O((kL)^{d-2})$. Here, $k$ is the wave number, $L$ is the scatterer size, and $d$ represents the dimensionality of the problem (i.e. 2 or 3.) Thus, the direct factorization costs scale as cost $= O((kL)^{3d-2})$. In two dimensions, the cost is asymptotically independent of frequency.

3. Formulation

The complex acoustic pressure satisfies the Helmholtz equation:

$$\Delta p + k^2 p = 0, \quad x \in \Omega. \quad (1)$$

$\Omega \subset \mathbb{R}^d$ is the $d$-dimensional infinite domain exterior to the scatterer; i.e. $\Omega = \mathbb{R}^d \setminus \mathcal{S}$, where $\mathcal{S}$ represents the scatterer. On the surface of the scatterer $\partial \mathcal{S}$, $p$ satisfies a (linear) boundary condition consistent with continuity of
traction and normal velocity:

$$B \frac{\partial p}{\partial n} + p = 0, \quad x \in \partial S. \quad (2)$$

Here, $B$ is a (not necessarily local) operator related to the impedance of the surface.

The scattering excitation is due to an incident wave $p_{\text{inc}}$ that identically satisfies (1) but not necessarily (2). This gives rise to the scattered wave $p_{\text{scat}}$. The scattered field satisfies

$$p = p_{\text{inc}} + p_{\text{scat}},$$

$$\lim_{r \to \infty} r^{(d-1)/2} \left[ \frac{\partial p_{\text{scat}}}{\partial r} - ik p_{\text{scat}} \right] = 0. \quad (4)$$

Eqs. (1)–(4) define a unique boundary value problem for the scattered pressure $p_{\text{scat}}$.

We are especially concerned with obtaining solutions at large $kR$. Here, $R$ is a reference length which will be made specific later. We shall employ the geometrical theory of diffraction [6], or GTD, which has been devised especially to handle this limit. GTD can be thought of as an application of matched asymptotic expansions, in which the outer expansion is given by the ansatz

$$p_{\text{scat}} \sim p^G(x) = \sum_{\text{ray } j} a_j(kR)A_j(x) \exp(ik\psi_j(x)). \quad (5)$$

Such an expansion (5) typically results in an approximation which is asymptotic in $kR$:

$$\lim_{kR \to \infty} p^G \to p_{\text{scat}} \quad \text{almost everywhere in } \Omega. \quad (6)$$

To apply GTD, one must integrate the ray equations, integrate the phase along each ray, integrate the transport equations along each ray, etc. When a ray intersects the surface of the body, the wave can be reflected, transmitted, diffracted, etc., and corresponding reflected, transmitted, or diffracted rays are introduced accordingly [6]. Ray discretization requirements are determined by the geometry of the body (and the medium) and are therefore independent of $k$. Further, the ray and transport equations are independent of $k$. Thus the computational cost associated with computing the field scattered by a large body using GTD is independent of $k$.

At diffraction points (defined below), an inner or “canonical” problem must be solved and then asymptotically matched to the outer field. For matching purposes, such a solution is typically required in some analytical form. The availability of such solutions for complicated diffraction geometries practically limits the applicability of GTD to problems with simple discontinuities.

### 3.1. The hybrid asymptotic-numerical method

In most of the domain, we shall use the asymptotic approximation (5) based on $kR \gg 1$. In the rest of the domain, we shall use a BIE representation of the field. In this section, we first describe how we divide the domain into these asymptotic and numerical regions. This division depends on the concept of a diffraction point. Then we define an asymptotically equivalent boundary value problem on a union of “diffraction regions”. This is illustrated in Fig. 1. In this figure, we have noted “asymptotic regions” and “numerical regions”. (We use the terms “numerical regions” and “diffraction regions” interchangeably here). This example is treated in a later section, as are several other simpler examples. Those readers familiar with [2] may choose to skip ahead to Section 4.
3.1.1. Diffraction points

In order to obtain an approximation to $p_{\text{scat}}$, we proceed as follows. We first apply the principles of GTD to obtain a "global" asymptotic solution.¹ Some of the coefficients (diffraction coefficients in particular) in the outer expansion cannot be determined from the outer equations alone. These coefficients are associated with homogeneous solutions of the outer equations. Further, there is a set of points of zero measure at which expansion (5) is not asymptotic; i.e. that set of points where (6) is not valid. Thus we define the set of diffraction points $X^D$ to be

$$X^D = \left\{ x \left| \lim_{kR \to \infty} p_{\text{scat}} - p^G \neq 0 \right. \right\}. \quad (7)$$

We note that since $p^G$ is not asymptotic to $p_{\text{scat}}$ at $X^D$, then for any finite value of $kR$, $p^G$ will typically provide a very poor approximation to $p_{\text{scat}}$ in a whole neighborhood of $X^D$. For that reason, we must consider local corrections to $p^G$ valid in the vicinity of $X^D$ in order to obtain a practically useful approximation for moderate values of $kR$.

The diffraction points can be classified as either of two types. We shall refer to them as essential diffraction points and inessential diffraction points. The local solution valid in the neighborhood of an essential diffraction point is necessary to evaluate some undetermined functions (i.e. diffraction coefficients) in the homogeneous solutions of the outer equations. The local solution valid in the neighborhood of an inessential diffraction point on the other hand, yields no such global information. Typically, the locations of essential diffraction points do not depend on the properties of the incident field (such as its angle of incidence). They are purely geometric in origin and are typically associated with edges and vertices. The locations of inessential diffraction points, on the other hand, often change with the incident field parameters. Examples include shadow boundaries, foci and caustics. The distinction between essential and inessential diffraction points is hardly important except that we shall deal with the former numerically and with the latter analytically.

In order to obtain an approximate solution which is valid at the diffraction points, it is necessary to find an inner or local solution. This solution is then matched to the outer solution. The result is a set of approximations (local and global) that together have a range of validity that includes the entire domain. We again emphasize the importance of

¹ We shall alternatively use the terms "outer" and "global" to refer to quantities asymptotically valid in regions away from diffraction points. "Local" or "inner" regions are $\lambda$ sized neighborhoods of diffraction points, where $\lambda$ is the wavelength of sound in the fluid. Diffraction points are defined later in the text.
the local corrections when using the asymptotic approximations at any finite value of $kR$. For inessential diffraction points, local solutions are typically available in the literature. (see, e.g., [9]) For essential diffraction points, solutions are typically available for only simple shapes and boundary conditions. The hybrid method that we propose describes a way to obtain approximate solutions valid near essential diffraction points.

3.1.2. Diffraction regions

To do so, we introduce diffraction regions. Around each contiguous set of essential diffraction points, we define a diffraction region $\Omega_D$ such that

$$
\Omega_D = \left\{ x \mid \| x - x_D \| \leq (kR)^\alpha f \left( \frac{x - x_D}{|x - x_D|} \right) \right\}.
$$

Here, $x_D$ is a diffraction point and $R$ is a fixed distance, a parameter to be chosen by the analyst, which determines the size of the diffraction region. The function $f((x - x_D)/|x - x_D|)$ determines the shape of the diffraction region. The outer boundary of the diffraction region shall be denoted by $\Gamma_R$, indicating that its location depends on the choice of $R$. The value of $\alpha$ is chosen so that, as $kR \to \infty$, $\Gamma_R$ is entirely contained in the domain of validity of the expansion (5) (e.g. typically the far-field of the diffraction point). The accuracy of our hybrid method depends on $kR \gg 1$.

3.2. Asymptotically equivalent boundary value problem

Now we are in a position to define an asymptotically equivalent boundary value problem. This problem is nothing more than a restriction of our original boundary value problem to the diffraction regions, with continuity enforced across the artificial boundary $\Gamma_R$. Thus we define

$$
\Delta p^D + k^2 p^D = 0, \quad x \in \Omega_D,
$$

$$
B \partial_n p^D = -p^D, \quad x \in \partial \Omega_D \cap \partial \Omega,
$$

$$
p^D = p_{\text{inc}} + p^A, \quad x \in \Gamma_R.
$$

$$
\partial_n p^D = \partial_n p_{\text{inc}} + \partial_n p^A, \quad x \in \Gamma_R.
$$

Here, $p^A$ is our global asymptotic approximation. It could be obtained by GTD as indicated in Eq. (5), by the uniform theory of diffraction (e.g., [8]), or by GTD with local corrections for inessential diffraction points. We shall give examples using both corrected and uncorrected GTD below. Montgomery and Barbone [14] have shown in wedge geometries that patching $p^D$ on $kR = \text{constant}$ as described in Eqs. (11) and (12) is asymptotically equivalent to matching.

Our hybrid GTD/BSM method is now simply stated. We have the “asymptotically equivalent” boundary value problem (9)-(12) defined on the small (size $kR$) interior domain $\Omega^D$. We shall formulate and solve that boundary value problem using BSM. Any other numerical method might be adapted to solve this boundary value problem, too. Barbone and coworkers [2,14] demonstrate its solution using finite elements.

We shall now illustrate our method through simple examples. We shall first consider a simple wedge geometry. This will allow us to show examples of essential and inessential diffraction points, and show how to deal with each. Then we investigate the interaction between two essential diffraction points by considering the scattering from two small circular cavities. Finally, we discuss how to generalize the formulation to consider more complicated geometries. We demonstrate this by computing the field scattered by a large triangular scatterer.
4. Application to a wedge

4.1. Formulation

Our first example is that of plane wave scattering from a soft blunted wedge. Since we have considered this example before in the context of FEM, we shall include only an outline of the asymptotic solution here. Readers interested in more detail should consult [2].

The problem of interest here is depicted in Fig. 2. We shall allow the end of the wedge to be truncated with some shape. Such geometrical detail is assumed to be the size of a wavelength or smaller. For definiteness, we consider the wedge blunted with a circle of radius \( a = \lambda / 2 \). Since the wedge is soft, the boundary condition on the wedge surfaces is \( p = 0 \), or Eq. (2) with \( B = 0 \).

The incident plane wave is taken to be of the form

\[
p_{\text{inc}} = e^{ik(x \cos \theta_1 + y \sin \theta_1)} = e^{ikr \cos(\theta - \theta_1)}.
\]

Here, \( \theta_1 \) is the angle of incidence and \( k \) is the wave number. Thus, \( p_{\text{scat}} \) satisfies (1)–(4) with \( B = 0 \) and \( p_{\text{inc}} \) given by (13).

4.2. The global solution

We apply the laws of GTD [6] to the wedge shown in Fig. 3. Thus we write the scattered field as a sum of two plane waves (shadow and reflected, denoted by \( p_{\text{shd}} \) and \( p_{\text{ref}} \), respectively) and a diffracted cylindrical wave (\( p_{\text{diff}} \)) as indicated in Fig. 3:

\[
p_{\text{scat}} \sim p^0 = p_{\text{shd}} + p_{\text{ref}} + p_{\text{diff}}. \quad r \neq 0, \quad \theta \neq \theta_r, \theta_s.
\]

We have chosen an incident angle for which there is both a reflected and a shadow wave. For other angles of incidence (i.e. \( 0 < \theta_1 < 2\pi - \beta \)), however, there could be two reflected waves. If (i.e. \( \beta - \pi < \theta_1 < \pi \)) then there will be two shadow waves.
The individual terms in (14) are given as follows:

\[
P_{\text{shd}} = -e^{ikr \cos(\theta - \theta_s)}, \quad 0 \leq \theta < \theta_s
\]

\[
P_{\text{ref}} = -e^{ikr \cos(\theta - \theta_r)}, \quad \theta_s < \theta \leq \beta,
\]

\[
P_{\text{diff}} = (kR)^{-1/2} D(\theta) \sqrt{\frac{R}{r}} e^{ikr} \quad 0 \leq \theta \leq \beta, \quad kr \to \infty.
\]

(15)

The reflected and shadow wave amplitudes are known from the boundary condition (2) on the wedge faces. The angles \(\theta_s\) and \(\theta_r\) are the angles in which the shadow-wave and the reflected-wave propagate, respectively, as shown in Fig. 3. The function \(D(\theta)\), the diffraction coefficient for the edge, is considered unknown at this stage.

We note that the plane waves expressions are defined only for certain values of the angle. Outside the ranges specified in (15) they are understood to be zero. Thus our expression for \(p^G\) has discontinuities at \(\theta = \theta_s, \theta_r\).

4.3. Local solutions: diffraction points

We note that Eq. (14) is not valid at \(r = 0\), nor at \(\theta = \theta_s, \theta_r\). These define sets of "diffraction points". The point \(r = 0\) is classified as an essential diffraction point since the local solution there is required to evaluate \(D(\theta)\). The boundary layer solutions around the angles \(\theta = \theta_s, \theta_r\), on the other hand, merely provide local smoothness corrections, and are not associated with homogeneous solutions of the outer equations. Thus the set of points that make up the lines \(\theta = \theta_s, \theta_r\) are classified as inessential diffraction points. We shall consider local solutions near the inessential diffraction points first.

4.3.1. Inessential diffraction points

An inner solution valid along the line \(\theta = \theta_s\) represents a boundary layer solution. It can be found in many textbooks, either directly or indirectly (see, e.g., [4,5,15,18]). Here we simply state the result from one such choice:

\[
P_{\text{shadow}} = P_{\text{shd}} = -\frac{1}{\sqrt{\pi}} \{F[(2kr)^{1/2} \sin 1/2(\theta - \theta_s)]\} \exp \left\{ikr - \frac{ir}{4}\right\}.
\]

(16)
Here, $F(z)$ is defined as (note that we use the complex conjugate of that used by Jones [5]):

$$F(z) = e^{-iz^2} \int_{-\infty}^{\infty} e^{it^2} \, dt.$$  

We note that

$$p_s \sim p_{\text{sh}}^0 + O(kR)^{-1/2} \quad \text{for} \quad (kr)^{1/2} \sin \frac{1}{2} (\theta - \theta_0) \ll 1.$$  

Thus, $p_{\text{sh}}^0$ provides our asymptotic approximation to the scattered field that is valid in the vicinity of the shadow boundary. It has the advantage of some other representations in that it is an exact solution of Helmholtz equation. Similarly, we define $p_{\text{ref}}^u$ for the reflection boundary region:

$$p_{\text{ref}}^u = \frac{1}{\sqrt{\pi}} \{ F((2kr)^{1/2} \sin \frac{1}{2} (\theta - \theta_0)) \} \exp \left\{ ikr - \frac{ix}{4} \right\}.$$  

With $p_{\text{ref}}^u$ and $p_{\text{sh}}^0$, we write an approximation to the scattered field valid at all angles:

$$p_{\text{scat}}^u \sim p_{\text{asymp}}^u = p_{\text{ref}}^u + p_{\text{sh}}^0 + p_{\text{diff}}^u \quad \forall \theta, r \neq 0,$$

$$p_{\text{diff}}^u = (kR)^{-1/2} D^u(\theta) \sqrt{\frac{R}{r}} e^{ikr}.$$  

Eqs. (14) and (20) both provide asymptotic approximations to $p_{\text{scat}}$. They are both formally accurate to $O(kR)^{-1/2}$. The difference between them is that (20) is valid for all angles $\theta$, while (14) is not valid at the two angles $\theta = \theta_0, \theta_s$. In the case of Eqs. (14) and (15), the function $D(\theta)$ is unknown and needs to be determined. In the case of (20) and (21), the as yet unknown function is $D^u(\theta)$.

4.3.2. The essential diffraction point

The point $r = 0$ we have classified as an essential diffraction point. We note that the approximation in (20) is formally valid everywhere except at $r = 0$. The “hybrid method” that we propose involves obtaining the solution in the vicinity of essential diffraction points numerically rather than analytically. Therefore, we shall formulate and solve numerically an “asymptotically equivalent boundary value problem” on a “diffraction region” which includes the neighborhood of $r = 0$.

We begin by defining our diffraction region:

$$\Omega^D = \{(r, \theta) \mid r \leq (kR)/k \}.$$  

Thus, for fixed $kR$, the diffraction region shrinks as $k \to \infty$. On the other hand, for fixed $k$, the diffraction region grows as $kR \to \infty$.

We now wish to solve the problem described in Eqs. (9)-(12) with $\Omega^D$ as described in (22). This yields the following boundary value problem for $p^D = p_{\text{scat}}(x)|_{\Omega^D}$:

$$\Delta p^D + k^2 p^D = 0, \quad r < R, \quad 0 < \theta < \beta,$$

$$p^D = -p_{\text{inc}}, \quad \theta = 0, \quad \theta = \beta,$$

$$p^D = p^A \quad \text{on} \quad r = R,$$

$$\partial_n p^D = \partial_n p^A \quad \text{on} \quad r = R.$$  

Here, $p^A$ is given by either $p^G$ in (15) or by $p_{\text{asymp}}^A$ in Eq. (20). The boundary condition in (25) and (26) would be over specified if $p^A$ were known completely, since we cannot specify both $p$ and its normal derivative on the same surface, in general. Since $D(\theta)$ is unspecified in $p^A$, however, conditions (25) and (26) are not over specified.
We now discuss the numerical solution of the boundary value problem (23)–(26).

4.4. **Numerical solution for local problem**

The method that we use for the numerical solution is the boundary spectral strip method (BSM). This numerical method is based on a boundary integral formulation and utilizes a spectral series basis rather than elements and nodes. The details of the method can be found in [11–13]. The model which is used for numerical solution is

---

**Fig. 4.** The scattered field from the blunted wedge. Analytical and numerical results evaluated on the artificial boundary, $\Gamma_R$: (a) $p^A$ given by $p^\text{asym}$; (b) $p^A$ given by $p^G$. 

---
depicted in Fig. 2. It uses sixth-order polynomial strips: 10 for the outer boundary \((r = R)\), 5 for the inner boundary \((r = a)\), and two for each straight edge \((\theta = 0, \beta)\). Note that the problem is formulated on a simply connected inner domain. Therefore there are no uniqueness problems as appear in the Helmholtz single layer potential BIE for exterior domains. The geometry is defined by \(a = \lambda/2\) and \(R = 2\lambda\), where \(\lambda\) is the wave length. The angle of the incident wave was chosen to be 30° as shown in Fig. 3.

We first consider the case of \(p^A\) given by \(p^{\text{Asym}}\). In this case, we get very good agreement between the numerical results and the analytical results (See Appendix A.) Fig. 4(a) shows this agreement for the real and the imaginary parts of the scattered field on \(\Gamma_R\).

To demonstrate the importance of using uniformly valid asymptotics in \(p^A\), we now consider \(p^A\) given by \(p^G\) in Eqs. (14) and (15). We recall that \(p^G\) has discontinuities along the shadow and reflected field boundaries, \(\theta = \theta_s\), \(\theta = \theta_r\). Fig. 4(b) shows a comparison of the results obtained by our hybrid method and the exact solution evaluated on \(\Gamma_R\). We note that away from \(\theta = \theta_r, \theta_s\), the results agree well with the exact solution. In large regions near the shadow and reflected field boundaries, however, we see that the presence of the discontinuities pollutes the quality of the hybrid solution. For large enough \(kR\), the pollution would affect a very small portion of the full angular range. For practical values of \(kR\) like that used here, however, this range can be significant.

5. Interacting essential diffraction points

In this section we shall demonstrate our hybrid method on a problem with interacting diffraction points. For simplicity, we consider two-dimensional scattering from two small soft cylindrical cavities (with radius \(a = O(\lambda)\)) as shown in Fig. 5. The distance between their centers along the \(x\)-axis is \(d \gg \lambda\). We shall consider the special case of symmetry about the \(x\)-axis.

5.1. The global asymptotic approximation

For the analysis of this problem, we introduce two polar coordinate systems, with the origins located at the centers of the two circles. Each point is located by either \((r_1, \theta_1)\) or \((r_2, \theta_2)\). Therefore, the boundaries of the two circles

![Fig. 5. Two pressure release cavities embedded in an infinite domain, problem definition.](image-url)
are described by the equations:

\[ \Gamma_1 = \{(r_1, \theta_1) | r_1 = a\}, \quad \Gamma_2 = \{(r_2, \theta_2) | r_2 = a\}. \] (27)

In this case, we will write the exact solution and from it, extract the outer asymptotic expansion. In terms of the given coordinate system, the exact solution of (1)–(4) for the total field can be written as

\[ p_{\text{tot}} = p_1 + p_2 + p_{\text{inc}} \text{ in } \Omega, \] (28)

\[ p_1 = \sum_{n=0}^{\infty} A_n H_n^{(1)}(kr_1) \cos(n\theta_1). \] (29)

\[ p_2 = \sum_{m=0}^{\infty} B_m H_m^{(1)}(kr_2) \cos(m\theta_2). \] (30)

The coefficients \( A_n \) and \( B_m \) would in general be determined from the boundary conditions on the cylinders. We treat the cavities as soft, but allow forcing on the boundaries. Thus the boundary condition is (Eq. (2) with \( B = 0 \), and nonzero right-hand side):

\[ p_{\text{tot}} = f_{1,2}(\theta_{1,2}) \text{ on } \Gamma_{1,2}. \] (31)

We shall later compare our asymptotic approximation to a reference numerical solution. To obtain the reference solution, the sums in Eqs. (29) and (30) are truncated at large finite values. Eq. (31) is then enforced at various points and the coefficients \( A_n \) and \( B_m \) are determined by inverting the resulting matrix equation.

For \( kr_1 \gg 1 \), or for \( r_1 > R \) and \( kr_2 \gg 1 \), we can approximate \( p_1 \) and \( p_2 \) in (29) and (30) using the large argument expansion of the Hankel functions [1]:

\[ p_1 \sim \sum_{n=0}^{\infty} \sqrt{\frac{2}{\pi}} \exp(-i n \pi/2 - i \pi/4) A_n \cos(n\theta_1) \frac{1}{\sqrt{kr_1}} \exp i kr_1 \]

\[ \sim D_1(\theta_1) \frac{1}{\sqrt{kr_1}} \exp i kr_1, \quad k \to \infty, \quad r_1 \neq 0, \] (32)

\[ p_2 \sim \sum_{m=0}^{\infty} \sqrt{\frac{2}{\pi}} \exp(-i m \pi/2 - i \pi/4) B_m \cos(m\theta_2) \frac{1}{\sqrt{kr_2}} \exp i kr_2 \]

\[ \sim D_2(\theta_2) \frac{1}{\sqrt{kr_2}} \exp i kr_2, \quad k \to \infty, \quad r_2 \neq 0. \] (33)

Eq. (28) with expansions (32) and (33) is our outer asymptotic approximation of the field. This is the expression which is to be used as \( p^A \) in the asymptotically equivalent boundary value problem, (9)–(12). The limits on the validity of the expansions in (32) and (33) indicate that \( r_1 = 0 \) and \( r_2 = 0 \) are essential diffraction points. We note that the two functions \( D_1(\theta_1) \) and \( D_2(\theta_2) \) are as yet unknown.

5.2. The local solutions

We define the two diffraction regions as follows:

\[ \Omega_1^D = \{(r_1, \theta_1) | a < r_1 < R\}, \] (34)

\[ \Omega_2^D = \{(r_2, \theta_2) | a < r_2 < R\}. \] (35)

Here, we have chosen \( R < d/2 \). If we had chosen \( R > d/2 \), then a single boundary surrounding both the cylinders would be used. Examples like this will be treated separately in a forthcoming publication.
We now must solve the boundary value problem (9)-(12) on each of the diffraction regions $\Omega_D^1$ and $\Omega_D^2$. To enforce Eq. (23), we write a boundary integral equation on the boundary of each diffraction region separately. This can be expressed in discrete operator form as

$$Hp = Gv.$$  

(36)

Eq. (36) represents a (discretized) relation between the field $p$ and its normal derivative $v = \partial p/\partial n$. $H$ and $G$ are two coefficient matrices, while $p$ and $v$ are two column vectors containing the coefficients of the series that approximate the functions $p$ and $v$, respectively.

The boundaries of each diffraction region $\partial \Omega_D^m$ can be partitioned into $\Gamma_R$, the artificial boundary separating the diffraction and asymptotic regions, and $\Gamma_{R,\infty}$, the rest of the boundary of the diffraction region.

$$\partial \Omega_D^m = \Gamma_R \cup \Gamma_{R,\infty}.$$  

(37)

We likewise partition Eq. (36) to write

$$[H_{\Gamma_R}, H_{\Gamma_{R,\infty}}] \begin{bmatrix} p_{\Gamma_R} \\ p_{\Gamma_{R,\infty}} \end{bmatrix} = [G_{\Gamma_R}, G_{\Gamma_{R,\infty}}] \begin{bmatrix} v_{\Gamma_R} \\ v_{\Gamma_{R,\infty}} \end{bmatrix}.$$  

(38)

We note that Eq. (38) represents two independent, and so far uncoupled, equations. The value $m = 1$ corresponds to the discretized BIE for the region on the left, while the value $m = 2$ represents the discrete form of the BIE for the region on the right.

In order to enforce the continuity conditions (11) and (12), we seek expressions for $\partial_n p^A$ on $\Gamma_R$, $m = 1, 2$. In the asymptotic regions, the scattered field is given by $p_1 + p_2$, which, using (32) and (33), can be written as

$$p_{\text{scat}} \sim \sum_{m=1}^2 D_m(\theta_m) \frac{e^{ikr_m}}{\sqrt{kr_m}}.$$  

(39)

Since $\Gamma_R$ is a circle, the normal derivative is equal to the radial derivative. Thus we can write

$$v \big|_{\Gamma_R} = \frac{\partial p}{\partial n} \big|_{\Gamma_R} = \frac{\partial}{\partial r_m} \left[ \sum_{n=1}^2 D_n(\theta_n) \frac{e^{ikr_n}}{\sqrt{kr_n}} \right] \bigg|_{\Gamma_R}.$$  

(40)

Applying the chain rule to (40) yields:

$$\frac{\partial p}{\partial r_m} = \sum_{n=1}^2 \left[ \frac{\partial r_n}{\partial r_m} \left( ik - \frac{1}{2r_n} \right) D_n(\theta_n) + \frac{\partial \theta_n}{\partial r_m} D'_n(\theta_n) \right] \frac{e^{ikr_n}}{\sqrt{kr_n}}.$$  

(41)

Here $D'_n(\theta_n)$ is the derivative of $D_n$ with respect to $\theta_n$. For the coordinate system employed here, we obtain the following relationships:

$$\frac{\partial r_n}{\partial r_m} = \cos(\theta_m - \theta_n), \quad \frac{\partial \theta_n}{\partial r_m} = \frac{1}{r_n} \sin(\theta_m - \theta_n).$$  

(42)

At this stage, we have a choice of different ways to proceed. One way is to introduce interpolations of $D_n(\theta_n)$ into Eqs. (39)-(41), and substitute the result directly into (38). We chose the second option. That is to interpolate $v$ and $p$ on $\Gamma_R$ separately from $D_n(\theta_n)$. Then enforce the continuity conditions (39) and (40) weakly. This affords two benefits. First, it allows added freedom in the choice of interpolations functions to be used in $D_n(\theta_n)$ and $p$. Second, it provides an obvious route to adapt our hybrid method to existing BEM codes.
Finally, using the relations between \( p, v \) and \( D \) given in Eqs. (39)–(41) together with Eq. (38) yields the following system of equations:

\[
\begin{bmatrix}
-M_{DP} & M_P & 0 & 0 \\
-M_{DV} & 0 & M_V & 0 \\
0 & H_{\Gamma R} & -G_{\Gamma R} & -G_{\Gamma k} \\
\end{bmatrix}
\begin{bmatrix}
D \\
P_{\Gamma k} \\
V_{\Gamma k} \\
V_{\Gamma k} \\
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
-H_{\Gamma R}D_{\Gamma k} \\
\end{bmatrix}.
\]

(43)

Each of the vectors \( D, P_{\Gamma k}, P_{\Gamma k}, V_{\Gamma k}, V_{\Gamma R} \) contain two sub-vectors of series coefficients representing the relevant variable on the two diffraction regions. The matrices \( M_{DP} \) and \( M_{DV} \) are evaluated using Eqs. (39) and (40), respectively.

We note that we make no special attempts to interpolate \( D_n(\theta_n) \) smoothly. The interpolation assumes discontinuous shape functions, and continuity results from the solution of the equations themselves.

5.3. Numerical results

Here we let the two cavities have radius \( a = 0.5 = \lambda/4 \) at a distance \( d = 10 \). The wave number was chosen as \( k = \pi \), and \( R = 2 \). The boundary conditions are \( f_1 = \cos \theta_1 + \frac{1}{2} \cos 2\theta_1 \) and \( f_2 = 0 \), with \( p_{\text{inc}} = 0 \). The boundary

Fig. 6. Two cavities embedded in an infinite domain: (a) pressure field amplitude along the artificial boundary: right cavity; (b) pressure field amplitude along the artificial boundary: left cavity; (c) diffraction coefficients: right cavity; (d) diffraction coefficients: left cavity.

\( \cdot \) Simple Numerical Model
\( \times \) Hybrid Asymptotic Numerical Model
strip model used sixth-order polynomial strips. On each cavity, six strips were used to describe the boundary of the cavity and 20 strips on the artificial boundary.

We compare the results from the hybrid method to those obtained from a reference solution (described above). Fig. 6 shows a comparison of the amplitude of the scattered field and the directivity coefficients obtained from the reference solution and the hybrid asymptotic BSM solution. We see that there is a good agreement between the results of the two models. Other test cases showed similar agreement provided that the boundary data had sufficiently slow circumferential variation. For \( f_1(\theta_1) = \cos n \theta_1 \), good agreement was obtained for \( n < 14 \) when comparing the total pressure. When comparing the directivities, however, discrepancies in excess of 20% were apparent for \( n = 3 \). In general, comparisons of \( p_{\text{tot}} \) along an artificial boundary showed closer agreement than comparisons of \( D_m(\theta) \).

Using higher-order asymptotics in the outer field improved accuracy of the directivities considerably. Increasing the order of accuracy in the outer field to \( O(kR)^{-3/2} \) led to error in the directivities that was smaller than 5% for \( n \leq 20 \). Issues related to error estimation, numerical accuracy, and higher-order asymptotic approximation shall be addressed in detail in a forthcoming paper.

6. Scattering from a triangle

We shall now apply our method to a more challenging geometry: scattering from a triangle with blunted corners. The boundary condition on the surface of the triangle is \( p_{\text{ot}} = 0 \), and we consider a plane wave incident:

\[
p_{\text{inc}} = e^{ikr_1 \cos(\theta_1 - \theta_0)}.
\]

For definitiveness, we assume that the angle of incidence \( 0 \leq \theta_1 \leq 3\pi/4 \) measured with respect to corner 1. The corners of the triangle are blunted in a manner analogous to the wedge treated earlier. As with the examples described before, we begin with an expression for the global asymptotic approximation.

6.1. Global asymptotic approximation

The geometry of our triangular scatterer is described in Fig. 7. We choose three polar coordinate systems with origins located at the corners of the triangle. As with the wedge example, we obtain both plane wave contributions to the scattered field and diffracted cylindrical waves from each corner:

\[
p_{\text{scat}} \sim p_{\text{inc}} = p_{\text{diff}} + \sum_{n=1}^{3} p_{\text{pw}(n)}, \quad r_n \neq 0, \quad \theta_n \neq 0, \quad \beta_n, \quad \theta_n \neq \theta_{n+3}\.
\]

\[
p_{\text{pw}1} = -e^{ikr_1 \cos(\theta_1 - \theta_{1w1})} e^{ikr_2 \cos(\theta_2 - \theta_{2w1})},
\]

\[
0 \leq \theta_1 < \theta_{1w1} \quad \text{and} \quad \theta_{2w1} < \theta_2 < \beta_2.
\]

\[
p_{\text{pw}2} = -e^{ikr_2 \cos(\theta_2 - \theta_{2w2})} e^{ikr_3 \cos(\theta_3 - \theta_{3w2})},
\]

\[
0 \leq \theta_2 < \theta_{2w2} \quad \text{and} \quad \theta_{3w2} < \theta_3 < \beta_3.
\]

\[
p_{\text{pw}3} = -e^{ikr_3 \cos(\theta_3 - \theta_{3w3})} e^{ikr_1 \cos(\theta_1 - \theta_{1w3})},
\]

\[
\theta_{1w3} < \theta_1 < \beta_1 \quad \text{and} \quad 0 \leq \theta_3 < \theta_{3w3}.
\]

\[
p_{\text{diff}} = (kR)^{-1/2} \sum_{m=1}^{3} D_m(\theta_m) \sqrt{R/r_m} \exp ikr_m.
\]
Here, \( r_{ij} \) represents the distance between corners \( i \) and \( j \), and \( \theta_{i}^{pw(j)} \) represents the angle of propagation of plane wave \( j \) as measured with respect to the \( \theta_{i} \) origin. In regions of the domain where the value of \( p_{pw(m)} \) is not explicitly specified in (46)–(48), it is understood to be zero.

Eqs. (45) and (49) show apparent discontinuities at the angles \( \theta_{n} = 0, \beta_{n} \) (see Fig. 7). These we classify as inessential diffraction points since their local solutions yield no required information for the global field. Because of the soft boundary condition on the scatterer, we require that

\[
D_{n}(\theta_{n}) = 0 \quad \text{on} \quad \theta_{n} = 0, \beta_{n}. \tag{50}
\]

Therefore, \( p^{G} \) is in fact continuous at these angles. The derivative of \( p^{G} \), however, is discontinuous. For the purposes of describing our hybrid method, we shall not address these inessential diffraction points and shall witness their (small) effect on our solutions.

As with the wedge, the shadow and reflected field boundaries \( \theta_{n} = \theta_{n}^{pw(j)} \) also represent inessential diffraction points. We deal with them in a manner similar to that described in Section 4.3. Thus we write

\[
P_{\text{scat}} \sim p^{\text{Asymp}} = P_{\text{diff}}^{u} + \sum_{n=1}^{3} P_{pw(n)}^{u}, \quad r_{n} \neq 0, \quad \theta_{n} \neq 0, \beta_{n}. \tag{51}
\]

Here,

\[
P_{\text{diff}}^{u} = (kR)^{-1/2} \sum_{m=1}^{3} D_{m}^{u}(\theta_{m}) \sqrt{\frac{R}{r_{m}}} \exp(ikr_{m}), \tag{52}
\]

\[
D_{n}(\theta_{n})
\]
\[ p_{PW1}^n = p_{PW1} + B(r_1, \theta_1 - \delta_{PW1}^n) + e^{ikr_12 \cos \delta_{PW1}^n} B(r_2, \theta_{PW1}^n - \theta_2), \]  
(53)

\[ p_{PW2}^n = p_{PW2} + e^{ikr_{12} \cos \delta_{PW1}^n} \left[B(r_2, \theta_2 - \delta_{PW2}^n) + e^{-ikr_{23} \cos \delta_{PW2}^n} B(r_3, \theta_{PW2}^n - \theta_3)\right], \]  
(54)

\[ p_{PW3}^n = p_{PW3} + e^{ikr_{13} \cos \delta_{PW3}^n} \left[B(r_3, \theta_3 - \delta_{PW3}^n) + e^{-ikr_{31} \cos \delta_{PW3}^n} B(r_1, \theta_{PW3}^n - \theta_1)\right]. \]  
(55)

In (51)–(55), we have introduced the plane wave boundary layer corrections defined by

\[ B(r, \theta) = \frac{1}{\sqrt{\pi}} F[(2kr)^{1/2} \sin \frac{1}{2} \theta] e^{ikr \sin \theta} - H(\frac{kr}{\lambda}) e^{ikr \sin \theta}, \]  
(56)

The function \( F(z) \) is defined in Eq. (17), while \( H(x) \) is the Heaviside step function. \( B(r, \theta) \) differs significantly from zero only in a region of angular thickness \( O(\sqrt{kr})^{-1/2} \) around the line \( \theta = 0 \). It provides a uniformly valid additive correction along plane wave boundaries.

6.2. Local solutions for essential diffraction points

Here we have three interacting diffraction regions. The unknown functions in the outer field are the three "uniform" directivities \( D_m(\theta), m = 1, 2, 3 \). The formulation of the local problems is nearly identical to that described in Section 5 for two regions, except that summation over regions must be extended to three.

Two configurations of the triangle were considered. In each case, the incident angle was 70° (as indicated in Fig. 7), the wavelength was \( \lambda = 2 \), and the radius of each circular blunt was \( a = \lambda/2 \). In the first configuration the height of the triangle was \( 8\lambda \) and in the second it was \( 50\lambda \).

We have no reference solution for this problem. We know, however, that to a first approximation there is no mutual influence between the diffraction regions. For a corner in isolation, we have the exact solution to which our approximation was compared in Section 4. Fig. 8 shows the diffraction coefficients for each corner as compared to the case when there is no mutual influence between corners. We see that the influence is indeed small. Further, the effect of the nonuniformities at \( \theta_n = 0, \beta_n \) is also apparently small.

![Fig. 8. Scattering from a triangle: diffraction coefficients of each corner for \( h = 8\lambda, 50\lambda \).](image-url)
6.3. Far field directivity

In many domain based numerical methods, evaluating the far field can be difficult. In our method, the outer field is given semi-analytically (51) and so can be easily evaluated at arbitrarily large distances. Alternatively, the far field can be derived explicitly from (51) in terms of the quantities already evaluated. There is no integration required to evaluate the far field.

To derive an explicit expression for the far field, we begin by noting that as \( r = r_1 \rightarrow \infty \) with \( \theta = \theta_1 \), we have

\[
\begin{align*}
    r_2 & \sim r - r_{12} \cos \theta, \\
    r_3 & \sim r - r_{13} \cos(\theta - \beta_1), \\
    \theta_2 & \sim \theta + \beta_2 - \pi + (r_{12} \sin \theta)/r, \\
    \theta_3 & \sim \theta - \beta_1 + \pi + (r_{12} \sin(\theta - \beta_1))/r.
\end{align*}
\]

Eqs. (53)–(56) and the asymptotic expansion for \( F(z) \) [5] can then be used to write

\[
p_{pwl}^u \sim \frac{-e^{\text{i} \pi/4} e^{\text{i}kr}}{2\sqrt{2\pi} \sqrt{k} r} \left[ \frac{1 - \exp(\text{i} kr_{12} \cos \theta_{pwl}^u - \cos \theta)}{\sin(\theta - \theta_{pwl}^u)} \right], \quad r \rightarrow \infty,
\]
Fig. 10. Far field directivity for a triangle, \( h = 50\lambda \): (a) Contribution from cylindrical wave fields as expressed in Eq. (64). (b) Contribution from plane wave fields as expressed in Eqs. (61)–(63). (c) Combined contributions.

\[
P_{p w 2}^u \sim \frac{e^{-in/4}}{2\sqrt{2\pi}} e^{ikr_1 \cos \theta_{p w 1}} \frac{e^{ikr}}{\sqrt{kr}} \left[ \frac{1 - \exp(ikr_{p w 2} (\cos \theta_{p w 2} + \cos(\theta + \beta_2)))}{\sin(\theta - \theta_{p w 2})} \right].
\]

\[
P_{p w 3}^u \sim \frac{e^{-in/4}}{2\sqrt{2\pi}} e^{ikr_3 \cos \theta_{p w 3}} \frac{e^{ikr}}{\sqrt{kr}} \left[ \frac{1 - \exp(-ikr_{p w 3} (\cos \theta_{p w 3} + \cos(\theta - \beta_1)))}{\sin(\theta - \theta_{p w 3})} \right].
\]

Finally, we need only the far field form of \( P_{\text{diff}}^u \). Using (57)–(60) in (52) yields

\[
P_{\text{diff}}^u \sim (kR)^{-1/2} \sqrt{\frac{R}{r}} e^{ikr} [D_1^u(\theta) + e^{-ikr_1 \cos \theta} D_2^u(\theta + \beta_2 - \pi) + e^{-ikr_3 \cos(\theta - \beta_1)} D_3^u(\theta - \beta_1 + \pi)].
\]

Eqs. (61)–(64) yield the far field, directly in terms of \( D_m^u(\theta) \) (Eq. (64)) or quantities that are already known (61)–(63).

Figs. 9 and 10 show the far field scattering pattern for the two triangle configurations studied. We note the large specular peaks (described by Eqs. (61)–(63)) and the highly oscillatory "fuzz", which results from interference of the cylindrical waves as described in Eq. (64).

7. Remarks and conclusion

We have described and demonstrated a hybrid GTD/BSM technique for the calculation of high frequency scattered fields. Our method is based on patching the asymptotic outer expansions to BIE expressions of the near fields.
This is the first presentation of such a technique in which the inner field was described by a BIE. Further, we have demonstrated the application of the method to problems with multiple diffraction points, i.e. interacting computational regions.

In application to a wedge, we have shown the importance of using uniform asymptotic approximations to describe plane wave boundaries. Nonuniformities in the asymptotic expansion can pollute the hybrid solution in a large region of the computational domain.

In the application to scattering from circular cylinders, we demonstrated the hybrid technique when there are interacting numerical regions. In this case, we observed significant error (20%) in the directivities when $D'(\theta) = O(k)$. We conjecture that this error arises from the fact that $p_1|\Omega_2$ (Eq. (32)) provides a poor approximation to a solution of Helmholtz equation over the whole of $\Omega_2$. (And vice versa for $p_2$ and $\Omega_1$.)

Our final application was to a triangularly shaped obstacle. It is easy to see that by changing the geometry of the tip truncations, and choosing a short enough wavelength, one could develop a problem that is impossible to solve by any means other than a hybrid asymptotic-numerical method. In this example, we also see one of the benefits of our hybrid formulation, which is a semi-analytical expression for the outer field. Thus we can easily evaluate the outer field at arbitrary locations in the asymptotic domain, and derive expressions for the far field directly in terms of the unknowns in the formulation.
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Appendix A. Analytical solution for blunted wedge

In this appendix we present the analytical solution describing plane wave scattering from a soft wedge with a circularly blunted tip.

The boundary value problem that we wish to solve is:

$$\Delta p + k^2 p = 0,$$

$$p = 0, \quad r = a, \quad \theta = 0, \beta,$$

$$p_{inc} = e^{ikr \cos(\theta - \theta_0)}$$

$$p - p_{inc} = \text{outgoing}.$$

The simplest starting point is to decompose $p$ into two parts:

$$p = p_{\text{sharp}} + p_{\text{circ}}.$$

Here, $p_{\text{sharp}}$ is the total field (incident plus scattered field) with minimum singularity outside a sharp soft wedge illuminated by a plane wave. It is given by [5]:

$$p_{\text{sharp}} = \frac{4\pi}{\beta} \sum_{n=1}^{\infty} J_n(kr)e^{in\pi/2} \sin \nu_n \theta_0 \sin \nu_n \theta.$$

Eq. (A.6) satisfies Eqs. (A.1)--(A.4), except for the boundary condition on $r = a$. 
We now use (A.5) and (A.6) to find that $p_{\text{circ}}$ satisfies:

\[
\begin{align*}
\Delta p_{\text{circ}} + k^2 p_{\text{circ}} &= 0, \\
p_{\text{circ}} &= 0, \quad \theta = 0, \beta, \\
p_{\text{circ}} &= -p_{\text{sharp}}, \quad r = a, \\
p_{\text{circ}} &= \text{outgoing}.
\end{align*}
\]  

(A.7)  

(A.8)  

(A.9)  

(A.10)

Thus, we determine $p_{\text{circ}}$ by separation of variables and obtain

\[
p_{\text{circ}} = \frac{4\pi}{B} \sum_{\nu=1}^{\infty} \frac{J_{\nu}(ka)}{H_{\nu}^{(1)}(ka)} e^{i\nu_\theta x/2} \sin \nu_\theta \theta_0 \sin \nu_\theta \mathcal{H}_{\nu}^{(1)}(kr).
\]  

(A.11)
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Abstract

We describe a hybrid asymptotic/finite element method with application to the solution of the Helmholtz equation for large wavenumber. Thus, this method is suitable to compute the acoustic field radiated or scattered by acoustically large objects. The method is based on patching a short wavelength asymptotic expansion of the ‘outer’ field to an FEM interpolation of the ‘inner’ field. The patching takes place on an artificial boundary. Continuity of the field and its normal derivative across the artificial boundary is enforced weakly in a variational setting. The variational principle is described, as is an element-like implementation strategy. Two example applications are included: diffraction by a truncated wedge and radiation by a source on a wave bearing surface. © 1998 Elsevier Science S.A. All rights reserved.

1. Introduction

We describe a hybrid method for scattering which combines short-wavelength asymptotics with the finite element method (FEM). In our hybrid approach, we attempt to draw on the benefits from both methods while eliminating their largest individual deficiencies. For example, an asymptotic approach can be computationally efficient for acoustically large obstacles; its applicability, however, is limited, since diffraction coefficients are available for only relatively simple geometries. The finite element method, on the other hand, can accommodate arbitrary geometries and material properties. It is practically limited, however, to relatively low frequencies by its computational cost. A further complication of applying the finite element method to unbounded domains is the treatment of the radiation condition. In our formulation, the radiation boundary condition is satisfied by appropriately joining the finite element discretization with the asymptotic representation of the field.

The hybrid method presented here is related to the method of matched asymptotic expansions [8] where, in the short wavelength limit, the scattered field contains two asymptotic regions. In the ‘outer’ domain, we have a ‘global’ asymptotic expansion, which we assume to be given by a geometrical optics ray series (short wavelength expansion.) This expansion is valid almost everywhere in the domain. Where it is not valid, we supplement the outer expansion with an ‘inner’ or ‘local’ solution. This local solution is found using the finite element method, and is patched to the outer expansion along an artificial boundary. Thus, the FEM is applied to a collection of small regions (size O(λ) = wavelength) in the vicinity of diffraction points. See Fig. 1.

The total solution of a given scattering problem is thus decomposed into an application of the geometrical theory of diffraction (GTD) or any other suitable asymptotic approximation, in conjunction with a finite element solution of a problem defined over the union of several small domains.

This paper combines and extends incremental contributions described previously into a unified framework, and makes precise several notions upon which our earlier work [1,23] was based. In some respects, it is the FEM counterpart to Barbone and Michael [3], which describes a hybrid GTD/BIE method and applies it to several examples. In [1], Montgomery and Barbone described a hybrid GTD/FEM method to evaluate
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Fig. 1. Example scatterer. Almost everywhere outside the scatterer, a global asymptotic expansion in the form of a ray series is valid. We use this representation of the field in the 'asymptotic domain'. At each of the two corners in the scatterer, however, the ray-based asymptotic representation of the field is invalid. Near these corners, therefore, we represent the solution on a finite element mesh. The union of these two 'diffraction regions' is our 'numerical region'.

diffraction coefficients. The applicability of their implementation was limited to cylindrical waves in the outer field only. This was slightly generalized in [23].

In this paper, we define 'essential and inessential diffraction points' for the first time, and make precise the concept of a 'diffraction region'. This is the region within which we represent the solution on a finite element basis. We also describe an element-based data structure which allows our method to be incorporated into existing FEM codes. This strategy can accommodate any analytical representation of the outer field. We demonstrate this fact with the first reported example of our hybrid method that incorporates surface waves.

The paper is composed of the following sections. Section 2 describes the background of hybrid asymptotic-numerical methods in scattering. This is followed in Section 3 by a description of our hybrid method. This is presented in a manner which is independent of the numerical method chosen. Readers familiar with [3] in which our hybrid GTD/BIE method is described may elect to skip directly to Section 4, where a variational formulation suitable for finite element implementation is described. Section 5 describes an element-like data structure that simplifies FEM programming, and can easily accommodate any analytical representation of the outer field. Finally, two example applications are presented in Sections 6 and 7. The first of these represents scattering from a wedge, while the second applies to radiation from an impedance plane and includes trapped surface waves.

2. Background

We consider the problem of computing the complex acoustic pressure field scattered by large obstacles. In particular, we are interested in finding an efficient method to solve the Helmholtz equation for large wave number $k$:

$$\Delta u + k^2 u = 0 \quad x \in \Omega.$$  \hspace{1cm} (1)

Here, $u$ is the (complex) acoustic pressure perturbation or velocity potential relative to a time dependence of $e^{-i\omega t}$. $\Omega \subset \mathbb{R}^d$ is the $d$-dimensional infinite domain exterior to the obstacle; i.e. $\Omega = \mathbb{R}^d \setminus \mathcal{O}$, where $\mathcal{O}$ represents the obstacle. On the surface of the obstacle $\partial \mathcal{O}$, $u$ satisfies a (linear) boundary condition consistent with continuity of traction and normal velocity. Though we later describe an example treating an impedance boundary condition, for simplicity of this presentation we shall employ the Dirichlet boundary condition:
\[ u = 0 \quad x \in \partial \Omega. \] (2)

The scattering excitation is due to an incident wave \( u_{\text{inc}} \) that identically satisfies (1) but not necessarily (2). This gives rise then to the scattered wave \( u_{\text{scat}} \). The scattered field satisfies
\[ u = u_{\text{inc}} + u_{\text{scat}} \] (3)
\[ \lim_{r \to \infty} r^{(d-1)/2} \left[ \frac{\partial u_{\text{scat}}}{\partial r} - ik u_{\text{scat}} \right] = 0 \] (4)

Eq. (1)–(4) define a unique boundary value problem for the scattered pressure \( u_{\text{scat}} \).

2.1. Traditional numerical approaches

Many methods exist already to find approximate solutions of the above boundary value problem. Finite element methods are, perhaps, the most popular. A naive estimate of the cost of solving such a problem with FEM can be obtained by considering the discretization requirements to scale with the wavenumber (i.e. \( kh = \text{constant}; \ h \) is the element size).\(^2\) For a three-dimensional body \( \Omega \) with typical dimension \( L \), this requirement translates into \( N_{\text{dof}} = O((kL)^3) \). Here, \( N_{\text{dof}} \) is the number of degrees of freedom in the discrete equations. Considering the banded structure of the finite element matrix, direct inversion cost scales as \( \text{Cost} = O((kL)^4) \).

Another popular strategy for finding an approximate solution to the boundary value problem (1)–(4) is to apply boundary integral equation (BIE) techniques. These form the basis of the ‘Surface Variational Principle’ which is described in [26]. More traditionally, the BIE gives rise to Boundary Element Methods, Method of Moments, or the more recently described Boundary Strip Method. We shall neglect discussing formulation costs and uniqueness issues, and focus only on discretization requirements. Meshing the two-dimensional surface of a three-dimensional body according to \( kh = \text{constant} \) yields a scaling that grows as \( N_{\text{dof}} = O((kL)^2) \). The cost associated with the direct factorization of the resulting full, non-symmetric matrix grows as \( \text{Cost} = O((kL)^3) \).

The result of applying finite element or boundary element methods is an approximate solution \( u_{\text{scat}}^h \approx u_{\text{scat}} \). The method is said to ‘converge’ if
\[ \lim_{kh \to 0} u_{\text{scat}}^h \to u_{\text{scat}}. \] (5)

Of course, in any particular application, \( h \) is finite. Eq. (5) indicates that the numerical solution is an asymptotic approximation of the exact solution, evaluated at a finite value of the asymptotic parameter \( h \). One important feature of numerical methods is that the user has control over the value of the asymptotic parameter. That is, the possibility usually exists of obtaining a better approximate solution by decreasing \( h \).

We conclude this discussion by noting that both FEM and BEM costs grow rapidly at large \( kL \). Further, the result of using either method is an asymptotic approximation of the exact solution which the user can refine as required. The relative cost at very large values of \( N_{\text{dof}} \) as presented here should not be taken too literally. For very large systems of equations, for example, iterative solvers would typically be employed. Therefore, our scalings based on direct inversion would be inapplicable. For more detailed cost considerations of the two methods, see Harari and Hughes [11] and Michael and Barbone [22].

2.2. Traditional asymptotic approaches

Since we are especially concerned with obtaining solutions at large \( kL \), we briefly discuss asymptotic methods devised to capture this limit. The method with which we shall work here is the Geometrical Theory of Diffraction, or GTD [17]. GTD can be thought of as an application of matched asymptotic expansions, in which the outer expansion is given by the ansatz
\[ u_{\text{scat}} = u^c(x) = \sum_{ray \ j} a_j(kL)A_j(x) \exp(ik\psi_j(x)). \] (6)

\(^2\) This estimate ignores 'pollution' effects arising from numerical dispersion.
In the first approximation, the phase functions $\psi$ and amplitude functions $A(x)$ satisfy the following eiconal and transport equations:

$$\left( \nabla \psi \right)^2 - 1 = 0$$

(7)

$$2 \nabla \psi \cdot \nabla A + \Delta A = 0.$$  

(8)

Such an expansion (6) typically results in an approximation which is asymptotic in $kL$:

$$\lim_{kL \to \infty} u^G \rightarrow u_{\text{calc}} \quad \text{almost everywhere in } \Omega.$$  

(9)

We note the similarity between (5) and (9). We also note a very important distinction. In (5), the analyst has control over the asymptotic parameter $h$, whereas in (9) the analyst is typically interested in the field at a fixed value of $kL$. Therefore, the possibility of obtaining a better approximation by raising $kL$ does not exist. There is the possibility of increasing the rate of 'convergence' by using a higher order approximation. This typically improves the accuracy at a fixed $kL$. By the nature of a (non-convergent) asymptotic expansion, however, it is impossible to obtain arbitrarily high accuracy for a fixed value of $kL$.

To apply GTD, one must integrate the ray equations, integrate the phase along each ray, integrate the transport equations along each ray, etc. When a ray intersects the surface of the body, the wave can be reflected, transmitted, diffracted, etc. and corresponding reflected, transmitted, or diffracted rays are introduced accordingly. Ray discretization requirements are determined by the geometry of the body (and the medium) and are therefore independent of $k$. Further, the ray and transport equations are independent of $k$. Thus the computational cost associated with computing the field scattered by a large body using GTD is independent of $k$.

At diffraction points (defined below), an inner or 'canonical' problem must be solved and then asymptotically matched to the outer field. For matching purposes, such a solution is typically required in some analytical form. The availability of such solutions for complicated diffraction geometries practically limits the applicability of GTD to problems with simple discontinuities.

2.3. Hybrid asymptotic-numerical approaches

The first description of a hybrid GTD-integral equation approach is due to Burnside [4]. His and other approaches since depend on a method of moments formulation of the overall problem. Shape functions based on the ansatz (6) are then substituted into the integral equation (see [4,29,18,21,31]). These methods all rely on a single global integral equation representation of the field. Thus, they require the integration of rapidly oscillating and hyper-singular functions over large domains. Therefore, we have rejected hybrid approaches based on these formulations.

Jin and coworkers [30,10,15] describe some very recent work on combining FEM with a uniform theory of diffraction (UTD). These authors propose solving the canonical diffraction problem as a pre-process using FEM, and they describe how to build the result into a UTD formulation. Similar approaches are advocated in [28,5,24]. Calamia et al. [5] make a point of adequately enforcing the radiation condition on the calculation of the inner solution in order to avoid uniqueness problems at interior eigenfrequencies.

Ross et al. [27] describe combining the FEM with a modal expansion for the analysis of a jet engine inlet. Again, the FEM computation and inversion is done as a first step in the analysis in order to obtain an approximate scattering matrix for the engine inlet. Calculations combining FEM with analytical expansions in Floquet wave bases are presented in [7,24].

In all the hybrid FEM analyses just described, the FEM problem is formulated and solved independently of the total scattering problem. One might think of this as a simple extension of the original GTD framework. The difference is that the solutions of the 'canonical' problems here are found numerically for every incident field and then stored.

Givoli and Keller [9] have proposed DtN maps as a general method of computation in truncated domains. They require an exact solution of the field equations in some portion of the domain in order to construct the DtN map. Effectively, in what follows, one may think of our approach as a way to construct the DtN map using any approximation to the field.
3. The hybrid asymptotic-numerical method

Here, we consider acoustic scattering from a large obstacle; i.e. one that satisfies $kL \gg 1$. In most of the domain, we shall use an asymptotic approximation based on this inequality. In the rest of the domain, we shall use an FEM representation of the field. In this section, we first describe how we divide the domain into these asymptotic and numerical regions. This division depends on the concept of a diffraction point. Then, we define an asymptotically equivalent boundary value problem on a union of 'diffraction regions.' We discuss the numerical solution of this boundary value problem through several examples in the following sections.

3.1. Diffraction points

In order to obtain an approximation to $u_{\text{scat}}$, we proceed as follows. We first apply the principles of GTD to obtain a 'global' asymptotic solution. Some of the coefficients (diffraction coefficients in particular) in the outer expansion cannot be determined from the outer equations alone. Further, there is a set of points of zero measure at which the expansion (6) is not asymptotic; i.e. that set of points where (9) is not valid. Thus we define the set of diffraction points $X^D$ to be

$$X^D = \{x | \lim_{kL \to \infty} u_{\text{scat}} - u^G = 0 \}$$

(10)

We note that since $u^G$ is not asymptotic to $u_{\text{scat}}$ at $x^D$, then for any finite value of $kL$, $u^G$ will typically provide a very poor approximation to $u_{\text{scat}}$ in a whole neighborhood of $x^D$. For that reason, we must consider local corrections to $u^G$ valid in the vicinity of $x^D$ in order to obtain a practically useful approximation for moderate values of $kL$.

The diffraction points can be classified as either of two types. We shall refer to them as essential diffraction points and inessential diffraction points. The local solution valid in the neighborhood of an essential diffraction point determines the coefficients of the homogeneous solutions of the global equations. The local solution valid in the neighborhood of an inessential diffraction point, on the other hand, yields no information about the global solution. Typically, the locations of essential diffraction points do not depend on the properties of the incident field (such as its angle of incidence.) They are purely geometric in origin and are typically associated with edges and vertices. The locations of inessential diffraction points, on the other hand, often change with the incident field parameters. Examples include shadow boundaries, foci and caustics. The distinction between essential and inessential diffraction points is hardly important except that we shall deal with the former numerically and with the latter analytically.

In order to obtain an approximate solution which is valid at the diffraction points, it is necessary to find an inner or local solution. This solution is then matched to the outer solution. The result is a set of approximations (local and global) that together have a range of validity that includes the entire domain. We again emphasize the importance of the local corrections when using the asymptotic approximations at any finite value of $kL$. For inessential diffraction points, local solutions are typically available in the literature (cf. [20]). For essential diffraction points, solutions are typically available for only simple shapes and boundary conditions. The hybrid method that we propose describes a way to obtain approximate solutions valid near essential diffraction points.

3.2. Diffraction regions

To do so, we introduce diffraction regions. Around each contiguous set of essential diffraction points, we define a diffraction region $\Omega^D$ such that:

---

3 We shall alternatively use the terms 'outer' and 'global' to refer to quantities asymptotically valid in regions away from diffraction points. 'Local' or 'inner' regions are $\lambda^2$ sized neighborhoods of diffraction points, where $\lambda$ is the wavelength of sound in the fluid. Diffraction points are defined later in the text.
\[ \Omega^D = \left\{ x \left| k|x - x^D| \leq (kR)^p f \left( \frac{x - x^D}{|x - x^D|} \right) \right. \right\} \]  

Here, \( x^D \) is a diffraction point and \( R \) is a fixed distance, a parameter to be chosen by the analyst, which determines the size of the diffraction region. The shape of the diffraction region is determined by the choice of \( f(x - x^D/|x - x^D|) \). The accuracy of our hybrid method depends on \( kR \gg 1 \). We denote by \( \Gamma_R \) the boundary of each diffraction region. The parameter \( \alpha \) is chosen so that \( \Gamma_R \) lies in the 'overlap' domain between the inner and outer regions. That is, it lies in the domain where both inner and outer expansions are valid.

3.3. Asymptotically equivalent boundary value problem

Now, we are in position to define an asymptotically equivalent boundary value problem. This problem is nothing more than a restriction of our original boundary value problem to the diffraction regions, with continuity enforced across the artificial boundary \( \Gamma_R \). Thus, we define

\[ \Delta u^D + k^2 u^D = 0 \quad x \in \Omega^D \]  

\[ u^D = u_{\text{inc}} \quad x \in \partial \Omega^D \cap \partial \Omega \]  

\[ u^D = u_{\text{Asympt}} \quad x \in \Gamma_R \]  

\[ \partial_n u^D = \partial_n u_{\text{Asympt}} \quad x \in \Gamma_R. \]  

Here, \( u_{\text{Asympt}} \) is our global asymptotic approximation. It could be obtained by GTD as indicated in Eq. (6), by the Uniform Theory of Diffraction [19], or by GTD with local corrections for inessential diffraction points. We shall give examples using both corrected and uncorrected GTD below. Montgomery and Barbone [1] have shown in wedge geometries that patching \( u^D \) on \( kR = \text{constant} \) as described in Eqs. (14) and (15) is asymptotically equivalent to matching.

Our hybrid GTD/FEM method is now simply stated. We have the 'asymptotically equivalent' boundary value problem (12)–(15) defined on the small (size \( kR \)) interior domain \( \Omega^D \). We shall formulate and solve that boundary value problem using FEM. Other numerical methods might be adapted to solve this boundary value problem, too. Barbone and Michael [3] demonstrate its solution using the boundary spectral strip method.

4. Variational formulation

We shall now describe a variational formulation suitable to solve the ABVP described above using the finite element method. The formulation was derived in [12].

The variational form of the boundary-value problem is stated in terms of sets of trial solutions, \( \mathcal{S}^i \) and \( \mathcal{S}^o \) for \( u^i \) and \( u^o \), respectively. Here, we define

\[ \mathcal{S}^i = \left\{ u^i | u^i \in H^1(\Omega^D), \quad u^i = u_{\text{inc}} \in \partial \Omega \cap \partial \Omega^D, \quad u^i = 0 \text{ in } \Omega^D \right\} \]  

The space \( \mathcal{S}^o \) is

\[ \mathcal{S}^o = \left\{ u^o | \Delta u^o + k^2 u^o = 0 \in \Omega^o, \quad u^o \text{ is outgoing}, \quad u^o = u_{\text{inc}} \in \partial \Omega \cap \partial \Omega^A, \quad u^o = 0 \text{ in } \Omega^D \right\} \]  

We introduce a functional \( \Pi(u^i, u^o) \), defined as

\[ \Pi(u^i, u^o) = \frac{1}{2} a(u^i, u^i) + \left( \partial_n u^o - u^i - \frac{1}{2} u^o \right) r_c \]  

\[ a(w, u) = \int_{\Omega^D} (\nabla w \cdot \nabla u - w k^2 u) \, d\Omega \]
\[(w, u)_{\Gamma_k} = \int_{\Gamma_k} w u \, d\Gamma \]  
(20)

\[a(\cdot, \cdot)_{\Gamma_k} \) are symmetric bilinear forms which are not inner products. We seek \(u^i \in \mathcal{S}^i\) and \(u^o \in \mathcal{S}^o\) that render \(\Pi\) stationary. This leads to the following equations that hold for all \(w^i \in \mathcal{V}^i\) and all \(w^o \in \mathcal{V}^o\):

\[a(w^i, u^i) + (w^i, \partial_n w^o)_{\Gamma_k} = 0 \]
\[\left(\partial_n u^o, u^i\right)_{\Gamma_k} - \left(\partial_n w^o, u^o\right)_{\Gamma_k} = 0 \]  
(21)

The sets of variations \(\mathcal{V}^i\) and \(\mathcal{V}^o\) are the counterparts of \(\mathcal{S}^i\) and \(\mathcal{S}^o\), respectively, satisfying homogeneous boundary conditions on the surface of the obstacle.

The Euler–Lagrange equations resulting from Eq. (21) include (12)–(15), the strong form of our boundary value problem on \(\Omega^B\). The weak form (21) requires integration only over the (small) diffraction regions, \(\Omega^B\), and the artificial boundary \(\Gamma_k\). Further, the formulation is symmetric, and accommodates different interpolations in \(\Omega^B\) and \(\Omega^A\), respectively. Continuity between the inner and outer fields is enforced weakly in the second of Eqs. (21). This equation also allows us to evaluate any unknown coefficients in the global expansion \(u^o\).

5. Implementation: element formulation

The weak form (21) has non-standard terms in it that fall outside the typical finite element framework. In this section, we describe an element-type structure that allows the above formulation to be readily implemented in an existing finite element code. The finite element code must be supplemented by a subroutine or function that can evaluate \(u^o(x)\).

We begin by replacing \(\mathcal{S}^i\) and \(\mathcal{S}^o\) by finite dimensional approximations. In particular, we approximate \(u^o\) and \(w^o\) as

\[u^o = u^{\text{Asympt}} = u^A = \sum_{a=1}^{N_{\text{dof}}} M_a(x) b_a + U(x) , \]

(22)

\[w^o = w^{\text{Asympt}} = w^A = \sum_{a=1}^{N_{\text{dof}}} M_a(x) \gamma_a . \]

(23)

Here, the coefficients \(b_a\) are unknown and \(\gamma_a\) are arbitrary weighting coefficients. The functions \(M_a(x) \in \mathcal{V}^o\) form the basis of our outer representation and are determined by a GTD analysis. The function \(U(x) \in \mathcal{S}^o\) is known, and results from the inhomogeneous boundary data on \(\partial \mathcal{C} \cap \partial \mathcal{A}\). We note that \(M_a(x)\) and \(U(x)\) have non-compact support in general.

We divide \(\Gamma_k\) into a collection of nonoverlapping elements:

\[\Gamma_k = \bigcup_{e=1}^{N_{\text{dof elem}}} \Gamma_{e} \quad \Gamma_{e} \cap \Gamma_{e'} = \emptyset \{a \neq b\} . \]

(24)

Within each element, \(\Gamma_{e}\), we approximate \(u^i\) by

\[u^i |_{\Gamma_{e}} = u^i_{\text{dof}} |_{\Gamma_{e}} = \sum_{\lambda=1}^{N_{\text{dof}^e}} N_{\lambda}(x) d_{\lambda} . \]

(25)

We now construct an ‘element’ that has \(N_{\text{dof}^e} + N_{\text{dof}^A}\) total degrees of freedom as depicted in Fig. 2. The \(N_{\text{dof}^e}\) degrees of freedom are shared by all the elements on \(\Gamma_k\), and represent all of the unknowns in \(u^A\). The \(N_{\text{dof}^e}\) represent the nodal values of \(u^i\) at the finite element nodes in \(\Gamma_{e}^B\).

With these definitions, we can introduce a complex symmetric ‘element stiffness’ matrix that has the form:

\[K^e = \begin{bmatrix} 0 & K_{12}^e \\ K_{21}^e & K_{22}^e \end{bmatrix} = (N_{\text{dof}^e} + N_{\text{dof}^A}) \times (N_{\text{dof}^e} + N_{\text{dof}^A}) \]

(26)
The terms in the individual blocks are given by:

\[
K^{12}_{\alpha\alpha} = \int_{\Gamma_{\alpha}} N_{\alpha} \frac{\partial M_{\alpha}}{\partial n_0} \, d\Gamma 
\]  
(27)

\[
K^{21}_{\alpha\alpha} = K^{12}_{\alpha\alpha} = \int_{\Gamma_{\alpha}} N_{\alpha} \frac{\partial M_{\alpha}}{\partial n_0} \, d\Gamma 
\]  
(28)

\[
K^{22}_{\alpha\alpha} = K^{22}_{\beta\alpha} = -\int_{\Gamma_{\alpha}} \frac{\partial M_{\alpha}}{\partial n_0} M_{\beta} \, d\Gamma 
\]  
(29)

Similarly, the function \( U(x) \) gives rise to an element force vector, given by

\[
f^e = \left\{ f^1, f^2 \right\} = (N^\text{FEM}_{\text{dof}} + N^\text{A}_{\text{dof}}) \times 1
\]  
(30)

\[
f^1 = -\int_{\Gamma_{\alpha}} N_{\alpha} \frac{\partial U}{\partial n_0} \, d\Gamma \quad A = 1, \ldots, N^\text{FEM}_{\text{dof}}
\]  
(31)

\[
f^2 = -\int_{\Gamma_{\alpha}} \frac{\partial U}{\partial n_0} U(x) \, d\Gamma \quad \alpha = 1, \ldots, N^\text{FEM}_{\text{dof}}
\]  
(32)

The element can be treated geometrically using the standard isoparametric concept based on the FEM nodes alone. The integrals indicated in Eqs. (27)-(29) and (31)-(32) can be evaluated using low order Gaussian quadrature (based on the order of the finite element interpolations functions, \( N_{\alpha} \), when the inner field is sufficiently resolved.) To form the element stiffness, a function or subroutine must be available to evaluate \( M_{\alpha} \) and \( U(x) \) at the element Gauss points.

We shall now illustrate our method through simple examples. We shall first consider a simple wedge geometry. This will allow us to show examples of essential and inessential diffraction points, and show how to deal with each. Then we shall investigate radiation by a source on an impedance plane. In this latter example, the outer field has both radiated cylindrical waves and surface waves.
6. Application to a wedge

Our first example is diffraction from an infinite blunted wedge. This example was also treated in [1,3]. Montgomery and Barbone [1] required the solution for the corresponding sharp wedge, while Barbone and Michael [3] described the solution using a boundary integral formulation.

6.1. Formulation

Here, we consider scattering of a plane wave by a soft blunted wedge. The problem is depicted in Fig. 3. We shall allow the end of the wedge to be truncated with some shape. Such geometrical detail is assumed to be the size of a wavelength or smaller. For definiteness, we consider the wedge truncated with a circle of diameter $2a = \lambda$. Since the wedge is soft, the boundary condition on the wedge surfaces is $u = 0$.

The incident plane wave is taken to be of the form

$$u_{\text{inc}} = e^{i\theta_1 \cos \theta_1 + y \sin \theta_1} = e^{ikz \cos(\theta - \theta_1)}.$$  \hspace{1cm} (33)

Here, $\theta_1$ is the angle of incidence and $k$ is the wave number. Thus, $u_{\text{scat}}$ satisfies (1)–(4) with $u_{\text{inc}}$ given by (33).

6.2. The global solution

To find a global approximation to the solution, we begin with a GTD ansatz in terms of $R$, a chosen reference length:

$$u_{\text{scat}} \sim [A_0(x) + (kR)^{-1}A_1(x) + \cdots] e^{ik\phi_1(x)} + (kR)^{-1/2}[B_0(x) + (kR)^{-1}B_1(x) + \cdots] e^{ik\phi_2(x)}.$$  \hspace{1cm} (34)

The factor of $(kR)^{-1/2}$ in the second term on the right-hand side of (34) is inserted for scaling purposes. We apply the laws of GTD [17] to the wedge shown in Fig. 4. Thus, we write the scattered field as a sum of two plane waves and a diffracted cylindrical wave as indicated in the Fig. 4:

$$u_{\text{scat}} \sim u^G = u_{\text{shadow}} + u_{\text{reflected}} + u_{\text{diffracted}} \quad r \neq 0; \; \theta \neq 0, \theta_1.$$  \hspace{1cm} (35)

Here, the first two terms are associated with the $A_0$ solution in (34), while $u_{\text{diffracted}}$ is associated with the $B_0$ term in (34). We shall neglect $A_1, B_1$ and all higher order terms. We have chosen an incident angle for which there is both a reflected and a shadow wave. For angles of incidence $0 < \theta_1 < 2\pi - \beta$, however, there would be two reflected waves. If $\beta - \pi < \theta_1 < \pi$ then there will be two shadow waves.

The individual terms in (35) are given as follows:

---

Fig. 3. A blunted wedge. Dark shaded area is the 'diffraction region,' which is subsequently meshed. The 'outer domain' corresponds to $r > R$, and $\Gamma_R$ is the curve $r = R$. 
The reflected and shadow wave amplitudes have been determined by enforcing the boundary condition (2) on the wedge faces to leading order in $kR$. The $r$ dependence in $u^\text{diff}$ is determined by the transport equation for $B_0$. The function $D(\theta)$, the diffraction coefficient for the edge, is unknown at this stage, and depends on the precise form of the truncation.

We note that the plane wave expressions in (36) are defined only for certain values of the angle. Outside the ranges specified in (36) they are understood to be zero. Thus, our expression for $u^G$ has discontinuities at $\theta = \theta_1, \theta_2$.

6.3. Local solutions

We note that Eq. (35) is not valid at $r = 0$, nor at $\theta = \theta_1, \theta_2$. These define sets of ‘diffraction points.’ The point $r = 0$ is classified as an essential diffraction point since its location is independent of the incident field parameters. The angles $\theta = \theta_1, \theta_2$, on the other hand, clearly do depend on the incident field parameters. The set of points that make up the lines $\theta = \theta_1, \theta_2$ are classified as inessential diffraction points. We shall consider local solutions near the inessential diffraction points first.

6.3.1. Reflection and shadow boundaries

The inner solution valid along the line $\theta = \theta_1$ represents a boundary layer solution. It can be found in many text books, either directly or indirectly (see for example [32,6,16,25]). The boundary layer solution is required to satisfy the parabolic wave equation in the direction of propagation ($\theta = \theta_1$). The matching conditions require the boundary layer solution to tend to zero outside the shadow region and to reproduce the shadow wave in the shadow region.

There is no unique solution to the boundary layer equations. Many different representations are possible, including one that is an exact solution of the Helmholtz equation. (Recall that this is not required by the
asymptotic analysis.) We choose this representation for our boundary layer solution. It is expressed as

\[ u_{\text{shadow}}^{\text{uniform}} = -\frac{1}{\sqrt{\pi}} \left\{ F \left[ (2kr)^{1/2} \sin \frac{1}{2} (\theta - \theta_r) \right] \right\} \exp \left\{ ikr - \frac{i\pi}{4} \right\}. \]  

(37)

Here, \( F(z) \) is defined as (note that we use the complex conjugate of that used by Jones [16]):

\[ F(z) = e^{-iz^2} \int_e^z e^{t^2} dt. \]  

(38)

We note that

\[ u_s \sim u_{\text{shadow}}^{\text{uniform}} + O(kR)^{-1/2} \quad \text{for} \quad (kr)^{1/2} \sin \frac{1}{2} (\theta - \theta_r) \ll 1. \]  

(39)

Thus, \( u_{\text{shadow}}^{\text{uniform}} \) provides our asymptotic approximation to the scattered field that is valid in the vicinity of the shadow boundary. Similarly, we define \( u_{\text{reflected}}^{\text{uniform}} \) for the reflection boundary region:

\[ u_{\text{reflected}}^{\text{uniform}} = -\frac{1}{\sqrt{\pi}} \left\{ F \left[ (2kr)^{1/2} \sin \frac{1}{2} (\theta - \theta) \right] \right\} \exp \left\{ ikr - \frac{i\pi}{4} \right\}. \]  

(40)

The function \( F(z) \) has the property that \( F(-z) = \sqrt{\pi} e^{-iz^2 + i\pi/4} - F(z) \) [16]. Further, when \( z \gg 1 \), \( -\pi/2 < \arg(z) < \pi \), \( F(z) \) can be approximated by the expansion [16]

\[ F(z) \sim i/2z + 1/4z^3 + O(z^{-5}). \]  

(41)

Combining the two features of \( F(z) \) shows that

\[ u_{\text{shadow}}^{\text{uniform}} \sim u_{\text{shadow}}^{\text{uniform}} \quad \text{for} \quad (kr)^{1/2} \sin \frac{1}{2} (\theta - \theta_r) \gg 1. \]  

(42)

\[ u_{\text{reflected}}^{\text{uniform}} \sim u_{\text{reflected}}^{\text{uniform}} \quad \text{for} \quad (kr)^{1/2} \sin \frac{1}{2} (\theta - \theta) \gg 1. \]  

(43)

Thus, we see that \( u_{\text{shadow}}^{\text{uniform}} \) and \( u_{\text{reflected}}^{\text{uniform}} \) reproduce \( u_{\text{shadow}} \) and \( u_{\text{reflected}} \) in the outer regions. Therefore, we conclude that \( u_{\text{shadow}}^{\text{uniform}} \) and \( u_{\text{reflected}}^{\text{uniform}} \) provide approximations to the scattered field valid at all angles. This allows us to write

\[ u_{\text{scat}} \sim u_{\text{Asympt}} = u_{\text{shadow}}^{\text{uniform}} + u_{\text{reflected}}^{\text{uniform}} + u_{\text{diff}} \quad \forall \theta; r \neq 0. \]  

(44)

\[ u_{\text{diff}} = (kR)^{-1/2} D^{*}(\theta) \sqrt{\frac{R}{r}} e^{ikr}. \]  

(45)

Eqs. (35) and (44) both provide asymptotic approximations to \( u_{\text{scat}} \). They are both formally accurate to \( O(kR)^{-1/2} \). The difference between them is that (44) is valid for all angles \( \theta \), while (35) is not valid at the two angles \( \theta = \theta_r \). In the case of Eqs. (35) and (36), the function \( D(\theta) \) is unknown and needs to be determined. In the case of (44) and (45), the as yet unknown function is \( D^{*}(\theta) \).

6.3.2. The essential diffraction point

The point \( r = 0 \) we have classified as an essential diffraction point. We note that the approximation in (44) is formally valid everywhere but at \( r = 0 \). The 'hybrid method' that we propose involves obtaining the solution in the vicinity of essential diffraction points using the finite element formulation described in the previous section.

We begin by defining our diffraction region:

\[ \Omega^D = \{(r, \theta) | r \leq (kR)/k \} \]  

(46)

Thus, for fixed \( kR \), the diffraction region shrinks as \( k \to \infty \). On the other hand, for fixed \( k \), the diffraction region grows as \( kR \to \infty \).

We now wish to solve the problem described in equations (12)–(15) with \( \Omega^D \) as described in (46). This yields the following boundary value problem for \( u^D = u_{\text{scat}}(r)|_{\Omega^D} \):

\[ \Delta u^D + k^2 u^D = 0 \quad r \leq R; 0 \leq \theta < \beta, \]  

(47)
\[ u^D = -u_{\text{inc}} \quad \theta = 0; \theta = \beta, \quad (48) \]
\[ u^D = u^{\text{Asymp}} \quad \text{on } r = R. \quad (49) \]
\[ \partial_r u^D = \partial_r u^{\text{Asymp}} \quad \text{on } r = R. \quad (50) \]

Here, \( u^{\text{Asymp}} \) is given by Eq. (44). The boundary condition in (49) and (50) would be over specified if \( u^{\text{Asymp}} \) were known completely, since we cannot specify both \( u \) and its normal derivative on the same surface, in general. Since \( D(\theta) \) is unknown in \( u^{\text{Asymp}} \), however, the conditions (49) and (50) are not over specified.

6.4. Numerical solution for local problem

We use the numerical formulation and implementation described in the previous section to solve (47)–(50). In this case, \( \hat{U}(\chi) \) (cf. Eqs. (22) and (44)) is given by

\[ U(\chi) = u^{\text{uniform}} + u^{\text{shadow}}. \quad (51) \]

The unknown portion of \( u^{\text{Asymp}} \) is \( u^{\text{uniform}} \), which is interpolated with the same finite element interpolation as the interior field:

\[ u^{\text{uniform}} = (kR)^{-1/2} D^*(\theta) \sqrt{\frac{R}{r}} e^{ikr} \]
\[ = (kR)^{-1/2} \sqrt{\frac{R}{r}} e^{ik(r-R)} \sum_{n=1}^{N_{\text{ref}}} b_n N_n(\chi), \quad (52) \]

Here, \( N_n(\chi) \) are the finite element shape functions for the interior domain, restricted to the boundary \( \Gamma_R \) as functions of the arc length \( \gamma \). The finite elements chosen were bilinear quadrilateral Helmholtz elements, implemented in Mlneh [14].

The interpolation in (52) violates the condition that \( u^0 \) be smooth, since the \( N_n(\chi) \) are \( C^0 \). Nevertheless, this condition was ignored with apparently negligible effects on the results. To account appropriately for jumps in derivatives in \( u^0 \), one must modify the variational formulation as in [13].

Fig. 5. FEM results for blunted wedge: real and imaginary parts of analytical solution in comparison to hybrid asymptotic- numerical solution.
6.4.1. Results

We first compare the analytical solution to our computed solution on $I_R$, as shown in Fig. 5. For this example, the radius of the artificial boundary is chosen to be at $R = 2\lambda$, and the angle of incidence is $30^\circ$. The exact analytical solution can be found in the appendix of [3]. The finite element solution was obtained with a very fine discretization (more than 20 elements/wavelength) in order to minimize discretization error and highlight the deficiencies of the hybrid asymptotic/FEM boundary condition.

Since the formulation enforces continuity between the inner and outer fields weakly, we expect that discontinuity between the two fields may appear. Therefore we next compare the numerically evaluated $u^I$ and $u^O$ on $I_R$. The outer field $u^O$ is evaluated by adding the contributions from $u_{\text{asymptotic}}$ (52) and $U(x)$ (51). This comparison is shown in Fig. 6 and we again note very good agreement between the two curves.

The next example shows that comparable results can be obtained even in the presence of more complicated forms of the outer field.

7. Application: Source on impedance plane

In this section we shall demonstrate our hybrid method on a problem with surface wave phenomena. The simplest geometry that exhibits such phenomena is a source placed near an impedance half-plane.

7.1. Formulation and global asymptotic approximation

We wish to solve the following:

$$\Delta u + k^2 u = 0 \quad \text{(53)}$$

$$\frac{\partial u}{\partial y} + k\beta u = f(x) \quad \text{on } y = 0 \quad \text{(54)}$$

$$u = \text{outgoing} \quad \text{(55)}$$

We shall assume that the support of $f(x)$ is much smaller than $\lambda$ in size, and is symmetric around the origin. The solution of the eiconal equation (7) in $y > 0$ with initial data at $r = 0$ gives rise to the solution:

$$\psi_1 = r \quad \text{(56)}$$
Further, on \( y = 0 \), we find a solution that satisfies (54) and (55) for \( \beta > 0 \) of the form

\[
\psi_2 = |x|/(1 + \beta^2)^{1/2} - \beta y. \tag{57}
\]

Substituting these into (8) yields the following expression for \( u^{\text{Asym}} \):

\[
u - u^{\text{Asym}} = (kR)^{-1/2} D(\theta) \sqrt{R/r} \exp[ikr] + A \exp[ik(1 + \beta^2)^{1/2}|x| - k\beta y] \quad \text{for} \quad kr \to \infty; \ r \neq 0, \ \theta \neq \pi/2. \tag{58}
\]

Here, \( A \) is a constant, and is the amplitude of a radiated surface wave. In order for \( u^{\text{Asym}} \) to satisfy the boundary condition (54) to leading order, we must require \( D(0) = D(\pi) = 0 \).

7.2. Local solution

We note that the expression (58) has a slope discontinuity along \( x = 0 \), and is not valid at \( r = 0 \). Further, (58) has a Stokes' line on \( \theta = 0 \) and an anti-Stokes line on \( \csc \theta = (1 + \beta^2)^{1/2} \), which prevent the expansion (as is) to be very accurate below \( \theta_\delta \), and invalid for \( \beta = 0 \) (see [2]).

We shall consider \( \beta = 1 \), and note that in this case the magnitude of the discontinuity at \( \theta = \pi/2 \) is small and we shall ignore it. Further, \( \beta \) is sufficiently far from zero that we need not be concerned with the Stokes line. For smaller values of \( \beta \), however, an expansion uniformly valid in \( \beta \) would be required for high accuracy.

Thus ignoring all the 'inessential' diffraction points, we concern ourselves only with the essential diffraction point \( r = 0 \). We again use the formulation described earlier, but suitably modified for impedance boundary conditions. In this case, \( U(x) = 0 \), and \( u^{\text{Asym}} \) is approximated as

\[
u^{\text{Asym}} = u^\Lambda = \sum_{\alpha = 1}^{30} b_\alpha \sin((2\alpha - 1)\theta) \exp ikr \sqrt{R/r} + A \exp[ik(1 + \beta^2)^{1/2}|x| - k\beta y]. \tag{59}
\]

We note that the problem is symmetric about \( \theta = \pi/2 \), and so only half the domain is discretized. The expression (59) satisfies the boundary conditions \( D(0) = 0 \) and \( D'(\pi/2) = 0 \).

7.3. Numerical results

We apply a force at the corner node of our domain and compare the results to the analytical solution of (53)–(56) with \( f(x) = \delta(x) \). Again, \( R = 2\lambda \) and the resolution is sufficiently high to make discretization error negligible.

The exact and computed directivities are shown in Fig 7. These show good agreement for angles above 45°, and a slight divergence for angles below 45°. This divergence represents about 2% of the total solution at these angles. The error of the magnitude of the surface wave is less than 2%. We suppose these errors to be reducible in several ways. First, a uniformly valid (in \( \beta \)) approximation can be used for \( u^{\text{Asym}} \). Second, a higher-order approximation (in \( kR \)) can be used in \( u^{\text{Asym}} \). Finally, a larger value of \( R \) can be used. In any case, at a distance of only two wavelengths, the error in far field quantities is of the order of a few percent.

Fig. 7. Polar plots of directivities for line source on an impedance plane computed numerically and analytically.
8. Remarks and conclusion

We have presented a hybrid GTD/FEM approach for acoustic scattering and radiation calculations which combines the benefits of GTD with those of FEM. The essential idea behind our method is to use a short wavelength asymptotic approximation wherever it provides an accurate representation of the field. In the neighborhoods of those points where it is not valid, we supplement the solution with a FEM representation, and patch the two representations together on an artificial boundary. Thus, we divide the domain into two (not necessarily connected) regions: the asymptotic region and the numerical region.

The formulation presented naturally separates the asymptotic from numerical approximations, and can be refined systematically to obtain arbitrarily high accuracy. The formulation leads to a matrix system of equations in which the number of degrees of freedom \( N_{\text{deg}} = O((kL)^{d-2}) \). Thus, the direct factorization costs scale as Cost = \( O((kL)^{3d-2}) \). In two dimensions, the cost is asymptotically independent frequency.

We presented a variational formulation that allows us to couple the inner and outer fields. To ease implementation in existing FEM codes, we have developed and describe an element-like formulation that provides an element-type data structure to evaluate the coupling terms necessary. The formulation naturally incorporates various types of far field expressions, including surface waves, and can be readily adapted to other analytical representations of the field.

Finally, we have demonstrated the method for application to both diffraction and radiation problems. An analysis of the asymptotic error incurred in our hybrid formulation is forthcoming in a future contribution by the authors.
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ABSTRACT

A new spectral Galerkin formulation is presented for the solution of boundary integral equations. The formulation is carried out with an exact singularity subtraction procedure based on analytical integrations, which provides a fast and precise way to evaluate the coefficient matrices. The new Galerkin formulation is based on the exact geometry of the problem boundaries and leads to a non-element method that is completely free of mesh generation. The numerical behaviour of the method is very similar to the collocation method; for Dirichlet problems, however, it leads to a symmetric coefficient matrix and therefore requires half the solution time of the collocation method. © 1998 John Wiley & Sons, Ltd.
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I. INTRODUCTION

Spectral methods are well established in the finite element method' (FEM). These methods are used because of their exponential convergence5 properties. Spectral methods are employed in FEM in two ways. In the more conventional implementations, high-order polynomials are used as the shape functions of the elements.3 An alternative, however, is to use a spectral series in one or two directions while the remaining directions are discretized using traditional FEM interpolations.4,5 The second approach is sometimes called the ‘finite strip’ method or the ‘spectral strip’ method. One of the disadvantages of using spectral methods in FEM is the fact that the bandwidth of the matrices increases with the order of interpolation, thus increasing the solution time. Typically, however, the overall time that is required to solve a given problem for a given precision by spectral FEM is still less than the time required by using regular FEM.3

Another common numerical method is the boundary element method (BEM) which is based on the boundary integral equation (BIE) formulation. In this method, the problem is formulated in terms of fields on the boundaries only, which leads to a reduction in the number of degrees of freedom required for solution as compared to FEM. On the other hand, unlike the banded matrices of the FEM, the BEM matrices are fully populated. Therefore, it usually takes more time
to solve the BEM equations. Comparisons between BEM and FEM can be found in many text books\textsuperscript{7,6} and papers.\textsuperscript{8,9}

Because of the fact that the BEM matrices are highly populated \textit{a priori}, then no bandwidth penalty is incurred by utilizing a spectral method. Thus, we get the convergence benefits of spectral methods without the computational cost disadvantages that characterize spectral methods in FEM.

Shaw\textsuperscript{10} suggested the usage of eigenfunctions as shape functions in BEM. Another spectral method for solution of BIE was proposed by Michael \textit{et al.}\textsuperscript{11} named the Boundary Spectral strip Method (BSM). In this method, the dependent variables in the BIE are expanded in a spectral series. Two spectral approximations were suggested. The first one was a Fourier series approximation\textsuperscript{11} which performs well for continuous boundaries. The second approximation was based on a high-order polynomial series and is more suitable for non-continuous geometries.\textsuperscript{12} In References 11 and 12, the BSM was shown to be both more precise and efficient than standard BEM.

One of the problems of BSM, BEM or the BIE, in general, is that generating the coefficient matrices requires the integration of singular kernels. This integration can be computationally expensive and is prone to numerical error.\textsuperscript{13} This is in fact one of the main reasons that the Galerkin formulation is not typically used in the BIE method, since it requires an additional integration which can be very computationally expensive. This is especially true in elastostatics where the second integration would also involve a singularity.

There are some advantages to using the Galerkin formulation. These include consistency of convergence and a unique structure of the coefficient matrices. In the FEM, the Galerkin formulation leads (for self-adjoint operators) to a symmetric coefficient matrix which for many problems is positive definite.\textsuperscript{14}

In this paper we present a procedure for singularity subtraction which is well suited to the spectral method. It is based on the analytical integrations given in References 11 and 12. We combine the singularity subtraction procedure with a fast transformation from collocation to Galerkin matrices. This yields a highly efficient spectral Galerkin formulation for the BIE. The new formulation shows improved numerical performance, such as partially symmetric coefficient matrices, reduction of the matrix population, and exponential convergence. The modified Galerkin formulation seems to be more accurate than the regular collocation-based BSM formulation which was already proven to be more accurate and efficient as compared to the BEM.\textsuperscript{11,12} Another very important advantage to the new formulation is the fact that it is completely free of mesh generation and there is no need for any grid definition.

Some analytical integration formulas, on which our singularity subtraction procedure is based, will be given for the Laplace and elastostatics equations, corresponding to both straight line and circle geometries.

2. GALERKIN FORMULATION FOR BOUNDARY SPECTRAL STRIP

Consider a domain $\Omega$ with a piecewise smooth boundary $\Gamma$ on which the BIE is satisfied:

\[ c(x_1)u(x_1) + \int_\Gamma p^*(x_1, x_2)u(x_2)\,d\Gamma = \int_\Gamma u^*(x_1, x_2)p(x_2)\,d\Gamma \]  \hspace{1cm} (1)

Here, u and p are the primary and secondary variables, and \( u^*, p^* \) are their kernels, respectively. c is a constant in the case of scalar equations such as Laplace or Helmholtz equation or a matrix of constants in the case of vector equations such as elastostatics or elastodynamics. Note that the point \( \mathbf{x}_2 \) is on the boundary \( \Gamma \), while the point \( \mathbf{x}_1 \) is the collocation point (the point where we apply the Dirac delta function).

We split the boundary \( \Gamma \) into 'strips', according to its shape, where each strip is a smooth part of the boundary. The strips can be closed (e.g. circle, ellipse, closed smooth spline, etc.) or open strips (e.g. line, open spline, etc.). The boundary \( \Gamma \) is the union of all the strips:

\[
\Gamma = \bigcup_{n_\alpha = 1}^{N\alpha} \Gamma_{n_\alpha}
\]  

(2)

where \( \Gamma_{n_\alpha} \) is the part of the boundary defined by the \( n_\alpha \)th strip, and \( N\alpha \) is the total number of strips which compose the boundary. We require further that \( \Gamma_{n_\alpha} \cap \Gamma_{m_\alpha} = \emptyset, n_\alpha \neq m_\alpha \). Using the last definition for \( \Gamma \) we can rewrite the BIE as

\[
c(x_1)u(x_1) + \sum_{n_\alpha = 1}^{N\alpha} \int_{\Gamma_{n_\alpha}} p^*(x_1, x_2)u(x_2) \, d\Gamma_{n_\alpha} = \sum_{n_\alpha = 1}^{N\alpha} \int_{\Gamma_{n_\alpha}} u^*(x_1, x_2)p(x_2) \, d\Gamma_{n_\alpha}
\]  

(3)

Equation (3) is the strip formulation. In order to get a spectral strip formulation we expand \( u \) and \( p \) on each strip by means of a spectral series:

\[
u(x) = \sum_{n_\alpha} u_{n_\alpha} f_{n_\alpha}(x) ; \quad p(x) = \sum_{n_\alpha} p_{n_\alpha} g_{n_\alpha}(x) \quad \text{for} \ x \in \Gamma_{n_\alpha}
\]  

(4)

where \( f_{n_\alpha} \) and \( g_{n_\alpha} \) are the spectral basis functions which are used for the approximation. \( u_{n_\alpha} \) and \( p_{n_\alpha} \) are the coefficients of these spectral series. Note that the spectral basis functions \( f_{n_\alpha} \) and \( g_{n_\alpha} \) need not be the same. For simplicity of formulation we shall take \( f_{n_\alpha} \) and \( g_{n_\alpha} \) to be the same spectral series on the same strip. We will also approximate \( u \) and \( p \) on the \( n_\alpha \)th strip, with the same order of approximation \( N\alpha_{n_\alpha} \). Thus for the \( n_\alpha \)th strip the variables \( u, p \) can be written as:

\[
u(x) = \sum_{n_\alpha = 1}^{N\alpha_{n_\alpha}} u_{n_\alpha} f_{n_\alpha}(x) ; \quad p(x) = \sum_{n_\alpha = 1}^{N\alpha_{n_\alpha}} p_{n_\alpha} f_{n_\alpha}(x) \quad \text{for} \ x \in \Gamma_{n_\alpha}
\]  

(5)

The integer parameter \( \nu \) is defined according to the series; for polynomial series, for example, \( \nu = 0 \) while for a full Fourier series \( \nu = -N\alpha_{n_\alpha} \). Substituting equation (5) into equation (3) yields the boundary spectral strip formulation based on collocation:\(^{1,1,2}\)

\[
\sum_{n_\alpha = 1}^{N\alpha_{n_\alpha}} \sum_{n_\alpha = \nu}^{N\alpha_{n_\alpha}} u_{n_\alpha} \left\{ c(x_1)f_{n_\alpha}(x_1) + \int_{\Gamma_{n_\alpha}} p^*(x_1, x_2)f_{n_\alpha}(x_2) \, d\Gamma_{n_\alpha} \right\} = \sum_{n_\alpha = 1}^{N\alpha_{n_\alpha}} \sum_{n_\alpha = \nu}^{N\alpha_{n_\alpha}} p_{n_\alpha} \left\{ \int_{\Gamma_{n_\alpha}} u^*(x_1, x_2)f_{n_\alpha}(x_2) \, d\Gamma_{n_\alpha} \right\}
\]  

(6)

For the Galerkin formulation, we multiply equation (3) by an arbitrary weight function \( w(x_1) \) and integrate over the boundary once more. This gives:

\[
\sum_{n_\alpha = 1}^{N\alpha_{n_\alpha}} \left\{ \int_{\Gamma_{n_\alpha}} w(x_1)c(x_1)u(x_1) \, d\Gamma_{n_\alpha} + \int_{\Gamma_{n_\alpha}} \sum_{n_\alpha = 1}^{N\alpha_{n_\alpha}} \sum_{n_\alpha = \nu}^{N\alpha_{n_\alpha}} w(x_1)p^*(x_1, x_2)u(x_2) \, d\Gamma_{n_\alpha} \, d\Gamma_{n_\alpha} \right\}
\]  

(7)

\[= \sum_{n_\alpha = 1}^{N\alpha_{n_\alpha}} \left\{ \int_{\Gamma_{n_\alpha}} \int_{\Gamma_{n_\alpha}} w(x_1)u^*(x_1, x_2)p(x_2) \, d\Gamma_{n_\alpha} \, d\Gamma_{n_\alpha} \right\}
\]
Choosing the approximation functions and the weight functions to be of the same form as equation (5) and substituting them into equation (7) yields:

$$
\sum_{n=1}^{NS} \sum_{m=1}^{NA_n} w_m \left\{ \sum_{s=1}^{NS} \sum_{n=1}^{NA_n} u_n \left[ \int_{\Gamma_m} c(x_1) f_n(x_1) f_s(x_1) d\Gamma_{ms} + \int_{\Gamma_m} p^*(x_1, x_2) f_n(x_1) f_s(x_2) d\Gamma_{ms} d\Gamma_{ms} \right] \right\} 
$$

$$
= \sum_{n=1}^{NS} \sum_{m=1}^{NA_n} w_m \left\{ \sum_{s=1}^{NS} \sum_{n=1}^{NA_n} p_s \left[ \int_{\Gamma_m} u^*(x_1, x_2) f_n(x_1) f_s(x_2) d\Gamma_{ms} d\Gamma_{ms} \right] \right\} \tag{8}
$$

Since $w$ is an arbitrary function, then for each $w_m$, the terms inside the curly brackets on the left-hand side and on the right-hand side of equation (8) must be equal. Thus, each coefficient $w_m$ will generate one equation. Hence, the total number of equations will be $\sum_{n=1}^{NS} (NA_n - v + 1)$, which is the number of unknown coefficients. This yields a set of equations of the form:

$$
HU = GP \tag{9}
$$

where $U$ and $P$ are two column vectors which contain the coefficients of the series that describe the variables $u$ and $p$, respectively, on each strip. The matrices $H$ and $G$ are block matrices with $NS \times NS$ block matrices:

$$
H = \begin{bmatrix}
\hat{H}_{1,1} & \cdots & \hat{H}_{1,NS} \\
\vdots & \ddots & \vdots \\
\hat{H}_{NS,1} & \cdots & \hat{H}_{NS,NS}
\end{bmatrix},
G = \begin{bmatrix}
\hat{G}_{1,1} & \cdots & \hat{G}_{1,NS} \\
\vdots & \ddots & \vdots \\
\hat{G}_{NS,1} & \cdots & \hat{G}_{NS,NS}
\end{bmatrix} \tag{10}
$$

The sub-matrices $\hat{H}_{ms,ns}$, $\hat{G}_{ms,ns}$ are rectangular matrices of the form:

$$
\hat{H}_{ms,ns} = \begin{bmatrix}
h_{1,1} & \cdots & h_{1,NA_m} \\
\vdots & \ddots & \vdots \\
h_{NA_m,1} & \cdots & h_{NA_m,NA_n}
\end{bmatrix}, \quad \hat{G}_{ms,ns} = \begin{bmatrix}
g_{1,1} & \cdots & g_{1,NA_m} \\
\vdots & \ddots & \vdots \\
g_{NA_m,1} & \cdots & g_{NA_m,NA_n}
\end{bmatrix} \tag{11}
$$

Finally, the sub–sub-matrices $h_{ms}$, $g_{ms}$ are defined as

$$
h_{ms} = \int_{\Gamma_m} c(x_1) f_m(x_1) f_s(x_1) d\Gamma_{ms} + \int_{\Gamma_m} p^*(x_1, x_2) f_m(x_1) f_s(x_2) d\Gamma_{ms} d\Gamma_{ms} 
$$

$$
g_{ms} = \int_{\Gamma_m} u^*(x_1, x_2) f_m(x_1) f_s(x_2) d\Gamma_{ms} d\Gamma_{ms} \tag{12}
$$

Note that in the case of vector equations $h_{ms}$ and $g_{ms}$ are also matrices since $c$, $u^*$ and $p^*$ would be matrices as well.

From equation (12) we observe a few interesting characteristics of the matrices $H$ and $G$. Since the kernel $u^*(x_1, x_2)$ is symmetric then the matrix $G$ is fully symmetric. Therefore, for Dirichlet problems, we see that this formulation leads to a symmetric coefficient matrix.

The first term in the $h_{ms}$ is also fully symmetric, and its contribution to the matrices $\hat{H}_{ms,ns}$ is zero in the case where $ms = ns$ (since $c = 0$ or a zero matrix in the case of vector equations). Furthermore, if we choose $f_m$ to be an orthogonal series then the contribution of this term to the $\hat{H}_{ms,ns}$ matrices would be diagonal.

We describe here two manners of spectral approximation: the first is a Fourier series which is suitable for closed continuous geometries; the second approximation uses high-order
polynomials and is more suitable for open non-continuous geometries. For Fourier series, the integrations to be performed in the collocation formulation are:

$$\oint_{\Gamma_n} e^{in\theta} u^*(x_1, x_2) d\Gamma_{ns}, \quad \oint_{\Gamma_n} e^{in\theta} p^*(x_1, x_2) d\Gamma_{ns} \quad (13)$$

In the Galerkin formulation, we need:

$$\oint_{\Gamma_n} e^{in\theta} \oint_{\Gamma_n} e^{in\theta} u^*(x_1, x_2) d\Gamma_{ns} d\Gamma_{ms}, \quad \oint_{\Gamma_n} c(x_1) e^{in\theta} e^{in\theta} d\Gamma_{ms}$$

$$\oint_{\Gamma_n} e^{in\theta} \oint_{\Gamma_n} e^{in\theta} p^*(x_1, x_2) d\Gamma_{ns} d\Gamma_{ms} \quad (14)$$

Here, $\theta_{ns}$ is the circumferential angle which is measured along the $ns$ strip. In the case of collocation in the polynomial approximation, we must evaluate the integrals:

$$\int_{\Gamma_n} (\eta_{ns})^m u^*(x_1, x_2) d\Gamma_{ns}, \quad \int_{\Gamma_n} (\eta_{ns})^m p^*(x_1, x_2) d\Gamma_{ns} \quad (15)$$

While for Galerkin, we require

$$\int_{\Gamma_n} (\eta_{ns})^m \int_{\Gamma_n} (\eta_{ns})^n u^*(x_1, x_2) d\Gamma_{ns} d\Gamma_{ms}, \quad \int_{\Gamma_n} c(x_1) (\eta_{ms})^m d\Gamma_{ms}$$

$$\int_{\Gamma_n} (\eta_{ns})^m \int_{\Gamma_n} (\eta_{ns})^n p^*(x_1, x_2) d\Gamma_{ns} d\Gamma_{ms} \quad (16)$$

Here, $\eta_{ns}$ is a non-dimensional length co-ordinate which is measured along the boundary of the $ns$ strip.

The integrations indicated in equation (13) can be evaluated analytically for a circular geometry both for the case where the collocation point lies on the strip (the singular case) or for the case where it lies off the strip. For the Laplace and elastostatics kernels, these integrals are known in closed form.\footnote{11} For the elastodynamics kernels, they are available in a series form.\footnote{15} The integrations indicated in equation (15) can also be evaluated analytically for straight-line geometries: in closed form for the Laplace and elastostatics kernels,\footnote{12} and in a series form for elastodynamics.\footnote{16} In the special cases of a straight-line or a circle geometry, the integrals in equations (14) and (16) can be also formed analytically for the Laplace’s equation and for elastostatics. The analytical results for these integrals for the singular case where $ms = ns$, are given in the appendix.

In the case of geometries that are different from the above, the integrals must be evaluated numerically, both for collocation and Galerkin. One of the problems in evaluating these integrals numerically is that their integrands are singular. In the case of elastostatics or elastodynamics integrating the singularity can be almost prohibitively expensive. In the next section we will present a procedure for subtracting the singularities of the kernels by using a procedure which is based on the analytical results for a circle and for the line geometry.

3. SINGULARITY SUBTRACTION: LAPLACE AND ELASTOSTATICS

3.1. Continuous geometries

Consider an arbitrary closed smooth curve as shown in Figure 1. If we collocate along the boundary \( \Gamma \) at the point where \( \theta = \theta_0 \), then the kernels are singular at this point. Let us denote the primary and secondary kernels by \( \tilde{u}^*(\theta, \theta_0) \) and \( \tilde{p}^*(\theta, \theta_0) \), respectively. We also define the kernels \( \tilde{u}^*(\theta, \theta_0) \) and \( \tilde{p}^*(\theta, \theta_0) \) which are the corresponding kernels of a circular geometry, (with radius to be determined). (see Figure 1). The integrals to be evaluated are of the form:

\[
\oint_{\Gamma} e^{i\theta} \tilde{u}^*(\theta, \theta_0) \, d\Gamma, \quad \oint_{\Gamma} e^{i\theta} \tilde{p}^*(\theta, \theta_0) \, d\Gamma
\]  

(17)

We will present the singularity subtraction procedure only for the primary variable kernel \( \tilde{u}^*(\theta, \theta_0) \), since that for \( \tilde{p}^*(\theta, \theta_0) \) is identical. Changing the integration variable in equation (17) to \( \theta \) and adding and subtracting the function \( e^{i\theta} \tilde{u}^*(\theta, \theta_0) \, d\Gamma / d\theta (\theta_0) \) from the integrand yields:

\[
\oint_{\Gamma} e^{i\theta} \tilde{u}^*(\theta, \theta_0) \, d\Gamma = \int_0^{2\pi} e^{i\theta} \left[ \tilde{u}^*(\theta, \theta_0) \frac{d\Gamma}{d\theta} (\theta_0) - \tilde{u}^*(\theta, \theta_0) \frac{d\Gamma}{d\theta} (\theta_0) \right] \, d\theta + \frac{d\Gamma}{d\theta} (\theta_0) \int_0^{2\pi} e^{i\theta} \tilde{u}^*(\theta, \theta_0) \, d\theta
\]  

(18)

Note that we choose the radius of the circle to be \( d\Gamma / d\theta (\theta_0) \) as shown in Figure 1. The integral in equation (18) now contains two integrals. The first one has a non-singular integrand and it can be evaluated efficiently and accurately based on its special form, as we will describe later. The second integral has a singular integrand. We evaluate it analytically based on the closed form results of these integrals given in Reference 11. Figure 2 depicts the subtracted integrand \( [\tilde{u}^*(\theta, \theta_0) \, d\Gamma / d\theta - \tilde{u}^*(\theta, \theta_0) \, d\Gamma / d\theta (\theta_0)] \) compared to the original integrand \( \tilde{u}^*(\theta, \theta_0) \, d\Gamma / d\theta \) for the Laplace kernel on an elliptical boundary.

![Figure 1. Singularity subtraction from a closed geometry](image-url)
3.1.1. Evaluation of the reduced integrals. The reduced integrals with non-singular integrands can be evaluated using any integration rule such as Simpson or Gauss quadrature. However, when it comes to evaluation of high harmonics, these integrands vary rapidly and the evaluation of these integrals can be problematic and time consuming. In order to overcome this difficulty we suggest exploiting the special characteristics of these integrals.

The integral that has to be evaluated has the form of $\int_{\theta_0}^{2\pi} e^{i\omega f(\theta)} d\theta$. The function $f(\theta)$ which stands for the reduced singularity kernel, is smooth and periodic (e.g. see Figure 2). This integral is precisely the Fourier transform of $f(\theta)$. By using the fast Fourier transform (FFT) algorithm to evaluate the required integrals, we reduce the integration time for a given precision in a remarkable way as compared to other integration rules.

3.2. Non-continuous geometries

In the case of non-continuous geometries, the strips are open rather than closed. Here we define the geometry of the boundary $\Gamma$ using a non-dimensional variable $\eta$ which is the normalized length along the straight line connecting the start and end point of the strip as shown in Figure 3. Note that $\eta = 0$ and $\eta = 1$ at the start and end points of the strip, respectively.

For a given collocation point at $\eta = \eta_0$, the kernels in (15) will be denoted by $\tilde{u}^*(\eta, \eta_0), \tilde{p}^*(\eta, \eta_0)$.

The integrals that must be evaluated have the form:

$$\int_{\Gamma} \eta^* \tilde{u}^*(\eta, \eta_0) d\Gamma, \quad \int_{\Gamma} \eta^* \tilde{p}^*(\eta, \eta_0) d\Gamma$$

(19)
We note here that the regular polynomial basis functions are suitable only for 'regular problems', i.e. problems without singularities at the corners (e.g. a convex corner in a finite domain). For non-regular problems, singular shape functions are necessary to capture the behaviour in interior corners. We limit our discussion below to regular problems.

Analogous to the procedure for the continuous geometries, we define \( \tilde{u}^*(\eta, \eta_0) \) and \( \tilde{p}^*(\eta, \eta_0) \) to be the kernels along a straight line with a singularity point at \( \eta = \eta_0 \). Changing integration variable to \( \eta \) and adding and subtracting the function \( \eta^*\tilde{u}^*(\eta, \eta_0) d\Gamma/d\eta(\eta_0) \) from the integrand yields:

\[
\int_{\Gamma} \eta^*\tilde{u}^*(\eta, \eta_0) d\Gamma = \int_0^1 \eta^* \left[ \tilde{u}^*(\eta, \eta_0) \frac{d\Gamma}{d\eta} - \tilde{u}^*(\eta, \eta_0) \frac{d\Gamma}{d\eta}(\eta_0) \right] d\eta + \frac{d\Gamma}{d\eta}(\eta_0) \int_0^1 \eta^*\tilde{u}^*(\eta, \eta_0) d\eta \tag{20}
\]

Once again we get two integrals. One has a non-singular integrand, while the other can be evaluated in closed form.\(^{12} \)

A continuity condition between neighbouring strips might be imposed in a manner similar to that described in Reference 12, however, it is not necessary.

3.3. Singularity subtraction: Helmholtz and elastodynamics

One of the most problematic kernels to integrate is the hyper-singular elastodynamics kernel. The most convenient way to treat this kernel is to subtract from it the elastostatics kernel, leaving a non-singular kernel remaining.\(^{17} \) Rather than subtracting the elastostatics kernel for the same geometry, however, we propose subtracting the elastostatics kernel corresponding to the geometry of a circle or a straight line. This way, though we will still have to numerically evaluate the integrals over the subtracted kernel, the singular subtracted part of the integration is known analytically.

The same procedure can be applied to the Helmholtz equation. We subtract from the Helmholtz equation kernels for a curved geometry, the Laplace equation kernels for a circle or a straight line.

This procedure is applicable not just for BSM, since it can be used also in BEM using the polynomial approximation.
4. TRANSFORMING MATRICES FROM COLLOCATION TO GALERKIN

When we use Fourier series as the spectral series for the approximation, the coefficients matrices $\mathbf{H}$ and $\mathbf{G}$ can be transformed from collocation matrices to Galerkin matrices in a very rapid way using FFT.

In the collocation method the sub-sub-matrices have the form

$$
\begin{align*}
\mathbf{h}_{mn}^C &= c(x_1) e^{im\theta_m} + \int_{\Gamma_m} P^*(x_1, x_2) e^{im\theta_n} d\Gamma_n \\
\mathbf{g}_{mn}^C &= \int_{\Gamma_m} u^*(x_1, x_2) e^{im\theta_n} d\Gamma_n
\end{align*}
$$

In Galerkin they have the form

$$
\begin{align*}
\mathbf{h}_{mn}^G &= \int_{\Gamma_m} c(x_1) e^{i(m+n)\theta_m} d\Gamma_n^m + \int_{\Gamma_m} \int_{\Gamma_m} P^*(x_1, x_2) e^{i(m\theta_m + n\theta_n)} d\Gamma_n d\Gamma_m \\
\mathbf{g}_{mn}^G &= \int_{\Gamma_m} \int_{\Gamma_m} u^*(x_1, x_2) e^{i(m\theta_m + n\theta_n)} d\Gamma_n d\Gamma_m
\end{align*}
$$

The superscripts $C$ and $G$ stand for collocation and Galerkin, respectively. Note that in the case of collocation each row in the global matrices $\mathbf{H}^C$ and $\mathbf{G}^C$ is due to a different collocation point. We choose to collocate along the boundary in even increments of the circumferential angle $\theta$ (which is the simplest and most convenient way to collocate). We then use these collocation points in the FFT algorithm to transform equation (21) to (22). To do this we simply multiply each row in the matrices $\mathbf{H}^C$ and $\mathbf{G}^C$ by the value of $d\Gamma/d\theta$ at the corresponding collocation point and then perform a FFT on each column of these matrices:

$$
\begin{align*}
\mathbf{H}_{mn,ns}^G &= \text{FFT}_{ns}\left\{ \mathbf{H}_{mn,ns}^C \frac{d\Gamma}{d\theta} (\theta_{ns}) \right\} \\
\mathbf{G}_{mn,ns}^G &= \text{FFT}_{ns}\left\{ \mathbf{G}_{mn,ns}^C \frac{d\Gamma}{d\theta} (\theta_{ns}) \right\}
\end{align*}
$$

The case of polynomial basis functions is more complicated and less effective than the Fourier basis. Nevertheless, we can transform the matrices from collocation to Galerkin quite easily. In this case we collocate in even increments of the parameter $\eta$. To obtain Galerkin matrices, we then multiply each line in the matrices $\mathbf{G}^C$, $\mathbf{H}^C$ by $\eta^0 d\Gamma/d\eta(\eta_0)$ and integrate the columns by summation with relevant weights, e.g. using Simpson's integration or any other convenient integration rule which uses even spaces. This will give us the $n$th row in the Galerkin matrices $\mathbf{H}^G$, $\mathbf{G}^G$. Using an evenly spaced integration rule in $\eta$ has an advantage if refinement is needed. To refine, we collocate only at mid-points of the previous collocation points, and utilize the previous values. Note that in this case we can also apply the Richardson extrapolation for a further refinement.

There is a difficulty in using this transformation for elastostatics and for elastodynamics since the values of the integral over the $P^*(\eta, \eta_0)$ kernel are singular for the collocation points at the edges. (See, for example, Reference 12, Appendix A, equation A.1). We know, however, that the
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singularity at such points is logarithmic. Thus it can be subtracted using a procedure similar to that presented in this paper. Another possibility is using Gauss quadrature rule which would overcome the difficulty of singularity. Collocating at the Gauss points, however, prevents us from using previous function evaluations when refining our solution space.

5. NUMERICAL RESULTS

The collocation BSM was already compared to the BEM\textsuperscript{11,12} and BSM seems to be more efficient and accurate in most cases. Therefore, in this section we will focus on the comparison between the collocation BSM and the Galerkin BSM.

Three potential problems (Laplace equation) are investigated herein. The first problem involves an elliptical domain with an eccentric circular cavity as shown in Figure 4. The boundary conditions for this problem were taken as \( u = 0 \) and \( u = 10 \) on the outer and inner boundaries, respectively. The problem was modelled using two strips with a Fourier series approximation, and it was solved by BSM using both the collocation and Galerkin formulations. The converged results for \( \partial u / \partial n \) along the boundaries are shown in Figure 5. It can be seen as expected that the solution contains high gradients in the region where the cavity boundary and the outer boundary are close. We define an overall average percentage error of the variable \( v \) along the boundary as

\[
\text{Overall error} [\%] = 100 \times \frac{\int_{\Gamma} |v_{\text{ex}} - v_{\text{num}}| \, d\Gamma}{\max |v_{\text{ex}}| L_{\Gamma}}
\]  

(24)

Here \( L_{\Gamma} \) is the length of the integration path, \( v_{\text{ex}} \) is either the analytical solution (if available) or the converged numerical solution, and \( v_{\text{num}} \) is the numerical result. Figure 6 depicts the overall average percentage error for collocation and for Galerkin BSM as functions of the number of harmonics used for the approximation on each strip. Both formulations show an exponential

![Figure 4. Elliptical domain with an eccentric circular cavity: geometry and boundary conditions](image)

Figure 5. Elliptical domain with an eccentric circular cavity: $\partial u / \partial n$ distribution along the boundaries.

Figure 6. Elliptical domain with an eccentric circular cavity: overall error along the boundaries for collocation and for Galerkin BSM.

convergence rate. Furthermore, both formulations yield numerical results with an accuracy that is better than BEM for the same number of DOF. It can be seen that the Galerkin formulation is more consistent than collocation and that its convergence rate is almost purely exponential. The results of the Galerkin formulation are at least as accurate and often more accurate than the collocation formulation.

The second problem, which is described in Figure 7, is on a quarter-circle domain. The boundary conditions $\frac{\partial u}{\partial n} = 0$ are applied on the straight edges, while $u = \cos 2\theta$ on the curved edge. The analytical solution for this problem is $u = (r/R)^2$ on the straight edges and $\frac{\partial u}{\partial n} = 2\cos 2\theta/R$ on the arc. Three strips are used to model the problem, two for the straight edges and one for the arc. The exact analytical solution is achieved when a polynomial approximation is used along the straight lines and a spectral half cosine approximation of the form $\sum \cos(n\theta/2)$ is used on the arc. However, in order to check the convergence of the polynomial approximation we used high order polynomials along all three strips. Figure 8 presents the overall percentage error as function of the order of polynomial which is used for the approximation on the arc strip, for collocation, for Galerkin and for an ‘equivalent’ (i.e. same number of DOF) BEM model of quadratic elements. As in the case of the harmonic approximation, the polynomial approximation yields exponential convergence for both spectral formulations. The Galerkin formulation seems to be more consistent than collocation in this problem as well.

Since the solution on the arc is an even function we expect that the odd polynomial orders will not contribute to the solution. We obtain this behaviour exactly in the Galerkin formulation (the steps), but not in the collocation formulation.

There is divergence in the collocation results when a polynomial order is higher than 15, and in the Galerkin formulation when it is higher than 10. Numerical experimentation shows that this divergence is due to accuracy of the numerical integration. The Galerkin formulation diverges first since it involves a double integration and therefore accumulates more error. We note, however, that ill-conditioning for high order polynomials (15 to 20 and more) will appear even

---

Figure 8. Quarter of a circle domain: overall percentage error versus number of degrees of freedom along the arc, for collocation and Galerkin BSM and for BEM quadratic elements.

when using exact analytical integration.\textsuperscript{12} We found the computational effort involved in integrating more accurately to be impractical. Therefore, without improved integration procedures, the polynomial Galerkin BSM is limited to \( p10 \). We emphasize that we found that no such limitation using Fourier series.

The third problem is of a curved cavity in an infinite domain as shown in Figure 9. The boundary conditions for this problem are \( u_\infty - u = \text{Constant} \). The problem was modelled using only one strip with a Fourier series approximation. The results for \( \partial u / \partial n \) along the boundary are depicted in Figure 9 for 2, 4 and 16 harmonics. For this problem the results of the collocation and the Galerkin results were almost identical, with only a small advantage to the Galerkin formulation.

Although the difference between the collocation and the Galerkin formulation in this problem is minor, this problem demonstrates the merits of the BSM, in general, and the Galerkin BSM in particular. Excellent results were achieved using only 4 harmonics (9 DOF). Equivalent results clearly would demand a much denser grid and thus a larger problem size if other BIE methods were used.

6. SUMMARY AND COMMENTS

In this paper we presented and considered a Galerkin formulation for spectral solutions of the boundary integral equation. To simplify and improve its implementation, we developed a procedure for exact singularity subtraction based some known analytical integrations. To our knowledge, this is the first regularization technique for spectral boundary integral methods.\textsuperscript{21} Further, we note that the subtracted integral functions are continuous. We presented a new Galerkin
formulation for the boundary strip method, and showed a way to obtain the Galerkin BSM matrices directly from the collocation matrices by using a simple transformation rule (FFT in the case of harmonics or a summation with weights in the case of polynomials).

The new Galerkin BSM formulation shows some unique numerical properties and advantages that are not available in other BIE solution methods. The Galerkin BSM is completely free of mesh generation, and apart from the definition of the strips (as might be done anyway by any CAD system) there is no further requirement for a mesh. Another important advantage related to mesh generation is the fact that unlike the BEM, both collocation and Galerkin BSM solve the problem in the original geometry and there is no geometry distortion.

Both collocation and Galerkin BSM show exponential convergence rates. Generally, the Galerkin BSM seems to be more consistent and numerically stable for Fourier basis functions and low order polynomials. When using polynomial base functions, however, the Galerkin BSM becomes unstable at a $p \approx 10$.

Another advantage of the BSM is that the approximation coefficients are uncoupled. Thus, in order to increase the approximation order, we simply add to the old matrices, rows and columns that correspond to the added approximation coefficients.

Furthermore, we developed some analytical integrations for the Laplace and elastostatics kernels which can be used to improve numerical accuracy and efficiency. The integrations for the straight line geometry can be used also in a Galerkin formulation of a linear BEM. Using these integrals we can construct the integrals for required linear BEM shape functions.

Finally, comparing between Galerkin and collocation BSM, we conclude the following: Galerkin and collocation perform almost the same. Galerkin is completely meshless. The pre-processing time (i.e. the time to generate the coefficient matrices) is only modestly higher in
Galerkin since the Galerkin matrices can be obtained from a straightforward transformation of the collocation matrices. Further, for Dirichlet problems, the Galerkin coefficient matrix is symmetric and therefore would require about half of the time to solve the resulting system of equations as compared to the full unsymmetric coefficient matrix of collocation.²⁰

**APPENDIX**

*Analytical integrations*

In this appendix the analytical results for the integrals of equation (14) and (16) for Laplace's equation and for elastostatics are presented.

The kernel for the 2D Laplace equation is

\[
u^*(x_1, x_2) = \frac{1}{2\pi} \ln \left( \frac{1}{r} \right), \quad p^*(x_1, x_2) = -\frac{1}{2\pi r} \frac{\partial u^*(x_1, x_2)}{\partial n}
\]

(25)

Here \(r\) is the distance between the points \(x_1, x_2\). Using the integrations in Reference 11 we have the following integrals along a circular path of radius \(R\):

\[
\oint_{r} e^{i\phi} \left[ \oint_{r} e^{i\phi} u^* d\Gamma \right] d\Gamma = \pi R^2 \begin{cases} -\ln R, & m = n = 0 \\ 1, & m = -n, \ |m| \geq 1 \\ 0, & \text{otherwise} \end{cases}
\]

(26)

\[
\oint_{r} e^{i\phi} \left[ \oint_{r} e^{i\phi} p^* d\Gamma \right] d\Gamma = \pi R \begin{cases} 1, & m = -n, \ |m| \geq 0 \\ 0, & \text{otherwise} \end{cases}
\]

For a straight line, we derive the integrals of equation (16) based on:²¹

\[
\int_{r} \eta^n \left[ \int_{r} \eta^n u^* d\Gamma \right] d\Gamma = \frac{L^2}{2\pi(n + 1)} \left\{ \ln \left( \frac{1}{L} \right) m + 1 - \sum_{k=0}^{m+1} \binom{n + m + 1}{k} \left( -1 \right)^k \right. \\
+ \frac{1}{(n + m + 2)^2} + \sum_{k=0}^{m} \binom{m}{k} \left( -1 \right)^k + \sum_{k=1}^{n+1} \frac{1}{(n-k+2)(m+k)} \right\}
\]

\[
\int_{r} \eta^n \left[ \int_{r} \eta^n p^* d\Gamma \right] d\Gamma = 0
\]

(27)

where \(L\) is the total length of the line strip.

The 2D elastostatics kernel is given by

\[
u_{ik}^*(x_1, x_2) = \frac{1}{8\pi\mu(1-\nu)} \left[ (3 - 4\nu) \ln \left( \frac{1}{r} \right) \delta_{ik} + r_{ik} \right]
\]

\[
p_{ik}^*(x_1, x_2) = -\frac{1}{4\pi r(1-\nu)} \left\{ \frac{\partial r_{ik}}{\partial n} (1 - 2\nu)(\delta_{ik} + n_i r_{ik} - n_k r_{ij}) + 2 \frac{\partial r_{ik}}{\partial n} r_{ik} \right\}
\]

(28)
Here, $\nu$ is Poisson's ratio and $\mu$ is the shear modulus. The elastostatics related harmonics integrals are:

\[
\oint_{\Gamma} e^{i\mathbf{m} \cdot \mathbf{u}^*} d\mathbf{r} = \frac{\pi R^2}{4\mu(1 - \nu)} \begin{cases} 
[1 - 2(3 - 4\nu) \ln R] \mathbf{I}, & n = m = 0 \\
(3 - 4\nu) / n \mathbf{I}, & n = -m, \quad |n| \geq 1 \\
(3 - 4\nu) \mathbf{I} - \frac{1}{2} \mathbf{A}, & n = -m = \pm 1 \\
0, & \text{otherwise}
\end{cases}
\]

\[
\oint_{\Gamma} e^{i\mathbf{m} \cdot \mathbf{p}^*} d\mathbf{r} = \frac{2(1 - \nu) \mathbf{I}}{2(1 - \nu)}, \quad n = m = 0
\]

\[
\begin{pmatrix}
\tau \mathbf{(1 - 2\nu)} & \mathbf{B}, \quad n = -m, \quad n > 1 \\
(1 - 2\nu) \mathbf{B} - \frac{1}{2} (1 - \nu) \mathbf{A}, & n = -m = \pm 1 \\
0, & \text{otherwise}
\end{pmatrix}
\]

(29)

where

\[
\mathbf{A} = \begin{bmatrix}
1 & \pm i \\
\pm i & 1
\end{bmatrix}, \quad \mathbf{B} = \begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}
\]

(30)

and for the spectral polynomial approximation:

\[
\begin{align*}
\int \eta^m \left[ \int \eta^* u^* d\mathbf{r} \right] d\mathbf{r} &= \frac{L^2}{8\pi \mu (1 - \nu) (n + 1)} \left\{ (3 - 4\nu) \left[ \frac{\ln(1/L)}{m + 1} + \frac{1}{(n + m + 2)^2} ight] \right. \\
&\quad - \sum_{k=0}^{n+m+1} \binom{n + m + 1}{k} \frac{(-1)^k}{(k + 1)^2} + \sum_{k=0}^{m} \binom{m}{k} \frac{(-1)^k}{(k + 1)^2} \\
&\quad + \sum_{k=1}^{n+1} \frac{1}{(n - k + 2)(m + k)} \left[ 1 + \frac{1}{m + 1} \mathbf{C} \right] \\
\int \eta^m \left[ \int \eta^* p^* d\mathbf{r} \right] d\mathbf{r} &= \frac{(1 - 2\nu) L}{4\pi (1 - \nu)} \left\{ \frac{1}{(n + m + 1)^2} + \sum_{k=0}^{n+m} \binom{n + m}{k} \frac{(-1)^k}{(k + 1)^2} \\
&\quad - \sum_{k=0}^{n+1} \frac{1}{(n - k)(m + k + 1)} \mathbf{B} \right. \right.
\end{align*}
\]

(31)

The matrix $\mathbf{C}$ is defined as

\[
\mathbf{C} = \begin{bmatrix}
\cos^2 \beta & \frac{1}{2} \sin 2\beta \\
\frac{1}{2} \sin 2\beta & \sin^2 \beta
\end{bmatrix}
\]

(32)

where $\beta$ is the orientation angle of the line strip.
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The application of a hybrid asymptotic/finite element method to the problem of scattering from two-dimensional, submerged objects is considered. The hybrid method is based on patching a short-wavelength asymptotic expansion of the scattered field to a finite element interpolation of the near field. In patching, the diffracted field shape functions with unknown amplitude are forced to agree smoothly with the solution in the near field along a curve at a prescribed distance from the diffraction points. A new hybrid finite element on this artificial boundary represents the effect of the outer domain on the solution within this new boundary. This allows the replacement of the original boundary value problem with an asymptotically equivalent boundary value problem, the domain of which is small and efficiently discretized. The method is applied to diffraction by a blunted wedge, which in this context represents a degenerate prism. The hybrid scattering solution shall be compared to an analytic field representation found using an exact Dirichlet-to-Neumann map.
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INTRODUCTION

We describe a hybrid method for scattering which combines short-wavelength asymptotics with the finite element method. In the hybrid approach, we attempt to draw on the benefits from both methods while eliminating their largest individual deficiencies. For example, an asymptotic approach can be computationally efficient for acoustically large scatterers; however, its applicability is limited since diffraction coefficients are unavailable for geometries with anything but simple discontinuities. Traditional numerical methods, on the other hand, can accommodate arbitrary geometries but are practically limited by their computational cost.

The hybrid method as presented here is related to the method of matched asymptotic expansions (MAE) where, in the short wavelength limit, the scattered field contains two asymptotic regions. In the inner (local) region, the full Helmholtz equation must be solved. In the outer (global) region, the field can be found by means of a suitable short wavelength asymptotic technique, such as the geometrical theory of diffraction (GTD). The representation of the outer field is written in terms of certain unspecified amplitude functions called "diffraction coefficients." In the MAE method, the solutions in the two regions would be asymptotically matched, thus determining these coefficients.

In our hybrid method, on the other hand, the inner solution is found numerically by patching smoothly to the outer asymptotic approximation. The patching is imposed on an artificial boundary, $\Gamma_R$, which is introduced around diffraction regions. This boundary is chosen to be located in an overlap domain where both the inner and outer solutions are valid. Patching the inner and outer fields on $\Gamma_R$ is equivalent to using the GTD solution to specify a radiation boundary condition for the inner numerical problem. Thus, we replace the original boundary value problem (b.v.p.) with an asymptotically equivalent one.

The combination of the geometrical theory of diffraction (GTD) with traditional numerical methods in scattering applications dates back to 1975. Burns et al. introduced the method and demonstrated its utility by computing the two-dimensional electromagnetic fields scattered by a perfectly conducting wedge and a perfectly conducting cylinder of square cross section. They substituted GTD-based shape functions for the fields diffraeted by the vertices into a current-based integral formulation of the scattering problem. The GTD-based shape functions were used for distances greater than $\lambda/2$ from the vertices, while pulse shape functions were used for distances smaller than $\lambda/2$. A set of discrete equations was obtained by collocation. Agreement with exact and benchmark solutions was remarkable, especially considering that the near field "numerical region" extended only to a distance of $\lambda/2$.

Since 1975, Burns's hybrid method has been applied to scattering from a tetrahedron, has been augmented to address grazing incidence, has been included within a Galerkin formulation, and applied to bodies of revolution.

Wang in 1991 was the first to introduce surface wave-based shape functions in a hybrid method. These he included for two-dimensional scattering and scattering from bodies of revolution. Wang noted that integration of the GTD-based shape functions in order to obtain the discretized equations was computationally expensive, and suggested that these integrals be evaluated asymptotically.

None of these authors address uniqueness issues associated with their boundary integral formulation for Helmholtz equation on exterior domains. Further, all rely on a surface integral equation formulation as a starting point of the analysis. Shape functions motivated by asymptotic expansions are...
then substituted into the equation in a straightforward manner.

There are several distinctions between our approach and these previous approaches. First, we begin with a short wavelength asymptotic expansion of the overall solution, rather than with an integral equation formulation of the overall solution. Within the short-wavelength analysis we embed a well-posed boundary value problem that can be solved numerically. This is in contrast to simply using asymptotic-motivated shape functions in an otherwise traditional numerical formulation as in the works cited above, or as in some applications of infinite elements.

Second, we patch the inner numerical solution to the outer short-wavelength asymptotic solution. This concept might be compared to using a far-field asymptotic expansion to derive an approximate boundary condition to be applied on an artificial boundary. Short wavelength expansions are valid when the wavelength λ is much shorter than all other dimensions in the problem. Far-field expansions, on the other hand, are valid when r, the distance from an origin "near" or in the scatterer, is much larger than all other distances in the problem. Only when λ and r are the only characteristic distances in a problem are the two expansions equivalent. (It so happens that the example we shall study in the following sections fits into this category.) One clear distinction between these two approaches is depicted in the cartoons in Fig. 1, which shows the numerical domains associated with each of the two approaches.

Even when the short wavelength expansion and the far-field expansion are equivalent, there is a considerable difference in the implementation of each approach. In the artificial/absorbing boundary condition (ABC) approach, the far-field expansions are used to derive boundary operators that must be satisfied by the numerical solution. The high-order versions of such operators require the evaluation of high-order tangential derivatives of the finite element field. Since most finite element interpolations are only C⁰, these implementations require special attention. Further, this formulation yields only the solution inside the artificial boundary, and some extra postprocessing is therefore necessary to obtain the field outside the artificial boundary. In the general formulation of our hybrid method described in Sec. IV, on the other hand, we enforce continuity (of both the function and its normal derivative) between the short-wavelength asymptotic approximation and the numerical solution. We thus avoid the need to derive a boundary operator that must be satisfied by the finite-element field. Our boundary condition on the artificial boundary requires no derivatives of the finite-element interpolants for any order asymptotic approximation.

Alternatively, one might compare our hybrid method to an application of infinite elements. One distinction is that, in our formulation, the outer field is required to satisfy the Helmholtz equation (at least asymptotically) before we even formulate the numerical boundary value problem. In typical infinite element applications, on the other hand, the outer field is interpolated in some convenient, or physically inspired, manner. These interpolations are then substituted into a weak form that enforces the approximate satisfaction of the field (Helmholtz, in this case) equation. Further, most infinite elements enforce continuity between the inner and outer fields strongly. Finally, our formulation is free of infinite or large domain integrals, while almost all infinite elements require infinite integrals of some kind. [The exceptions to these is the infinite element formulation devised by one of the authors (PEB) in collaboration with I. Harari, as described in Refs. 17 and 18.]

In addition, we remark that our hybrid approach is based on the formulation of an asymptotically equivalent boundary value problem defined on a small domain. We can choose any numerical method to solve this problem. (This is also in clear contrast to infinite elements, for example, in which the treatment of the outer domain is integral in the entire problem formulation.) Here we discuss solving this problem using finite elements, but in another contribution we discuss using the "boundary strip method." The idea of patching a short-wavelength expansion to a collection of numerical solutions (as needed to supplement the validity of the outer expansion) can obviously be applied to a quite complicated scatterer. We have elected to first study and present our method in the context of the most basic of problems, diffraction from a truncated wedge. The formulation and asymptotic solution of this problem is presented in Sec. II. We follow this in Sec. III by discussing the issue of patching inner and outer fields together as opposed to matching them. Our hybrid method depends on patching, yet matching is known to yield the correct directivities. The comparison between patching and matching makes it clear that the patched directivity can provide a good approximation to the exact directivity. More importantly, it shows that the approximation can, in principle, be improved to arbitrarily high accuracy. This gives us reassurance that the proposed technique can be built into a reliable numerical method.

Patching of the numerical solution to the outer asymptotic solution gives rise to a boundary value problem defined on a finite (and relatively small) domain. This boundary value problem is outside the realm of application...
II. ASYMPTOTIC EXPANSION

We seek an asymptotic approximation of the solution to (1)–(4), valid in the limit as \( k \to \infty \). In this section we discuss the process of obtaining the outer approximation to the field. We follow this by a description of the inner b.v.p. and characteristics of its solution. We then seek to compare the method used in patching these solutions to the method of matched asymptotics.

A. Outer solution

We assume a solution of the form

\[ u(x) \sim w(x,k)e^{ikx}, \quad k \to \infty. \tag{5} \]

Here \( w(x,k) \) is the amplitude, \( k \) is the wave number, and \( s(x) \) is the phase. Substituting (5) into (3) yields

\[ -k^2[(\nabla s)^2-1]w+2ik\nabla s \cdot \nabla w + ikw\Delta s + \Delta w = 0. \tag{6} \]

To solve (6) for large values of \( k \), we assume that \( w \) can be expanded in a series of inverse powers of \( k \):

\[ w(x,k) \sim k^{-\alpha} \sum_{m=0}^{N} w_m(x)(ik)^{-m} + o(k^{-N-\alpha}). \tag{7} \]

Inserting (7) into (6) and equating powers of \( k \) yields the eiconal equation

\[ (\nabla s)^2 = 1, \tag{8} \]

and the transport equations

\[ 2\nabla s \cdot \nabla w_m + w_m \Delta s = -\Delta w_{m-1}, \quad m = 0,1,2,\ldots, \tag{9} \]

where \( w_n = 0 \) for \( n < 0 \). These equations can be solved by standard characteristic methods which provide the rays of GTD. The phase can be determined using Fermat’s principle. The scattered field can be expressed as the sum of a reflected plane wave, a shadow wave, a diffracted cylindrical wave, plus higher order terms

\[ u \sim u_{\text{refl}} + u_{\text{shad}} + u_{\text{diff}} + O(k^{-3/2}). \tag{10} \]

The three different terms in the above equation represent the leading terms of three different expansions, each of the form (3) with (7). By defining an angle \( \phi = \phi' - 2\beta \), these contributions can be expressed as the following:

\[ u_{\text{shadow}} = -e^{ik(x\cos\theta' + y\sin\theta')} \quad \text{shadow region,} \]

\[ u_{\text{refl}} = -e^{ik(x\cos\phi + y\sin\phi)} \quad \text{reflected region,} \]

\[ u_{\text{diff}} = \frac{D(\theta,\theta')}{\sqrt{kr}} e^{ikr} \quad \text{everywhere.} \tag{11} \]

Here, \( D(\theta,\theta') \) is not yet determined. It represents the amplitude of the field diffracted into the \( \theta \) direction due to an incident wave in the \( \theta' \) direction. It is sometimes referred to as the “diffraction coefficient” associated with the wedge.

An immediate concern regarding this representation (11) is the discontinuity between the regions. In order to obtain a smooth transition across the boundaries, we introduce a boundary layer solution. Such solutions are readily available in many textbooks (e.g., Refs. 21–24).
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As an example, we consider the boundary between the shadow region (I) and the illuminated region (II). We introduce a change of coordinates:
\[ \xi = x \cos \theta' + y \sin \theta', \] (12)
\[ \eta = -x \sin \theta' + y \cos \theta'. \] (13)
In terms of these new variables,
\[ u_{\text{shadow}} \sim \mathcal{H}(\eta) e^{ik \xi}. \] (14)
Here \( \mathcal{H} \) is the Heaviside step function. This solution is clearly not valid on \( \eta = 0 \), where there is a discontinuity predicted. Following the example in Ref. 21 yields the boundary layer solution:
\[ u_{\beta}(\xi, \eta) = \frac{1}{\sqrt{\pi}} e^{-\eta/\eta \xi} e^{ik \xi} \int_{-\xi}^{\infty} e^{iz^2} dz. \] (15)
Equation (15) shows that in the limit of \( \eta \sqrt{k/\xi} \gg 1 \) there exists a plane wave, \( e^{ik \xi} \), for \( \eta > 0 \) and no first-order contribution for \( \eta < 0 \). On the boundary (\( \eta = 0 \)) the amplitude of the field is the average of the amplitudes in (I) and (II). Replacing \( u_{\text{shadow}} \) in (11) with \( u_{\beta} \) in (15) yields an asymptotic expansion for the field which is valid everywhere except at \( r = 0 \). We note that a representation that is uniformly valid in angle can be obtained without specific solution of a “canonical” inner problem near the wedge tip. Until the solution of the inner problem is obtained, however, the directivity \( D(\theta) \) that appears in (11) remains unknown.

B. Inner diffraction problem

It is the solution of the inner problem, or canonical problem, that provides the unknown diffraction coefficient. In the usual GTD or MAE approach, the inner solution is found analytically and then matched asymptotically to the outer solution. In our hybrid method, on the other hand, we shall find the inner solution numerically by patching it smoothly to the outer solution [Eqs. (11) and (15), or an equivalent solution]. In this section, we shall examine (analytically) the process of matching and patching to show that in some sense they are equivalent. This tells us that our hybrid method, based on patching, can provide a good approximation to the diffraction coefficient.

The inner problem is obtained by rescaling in “inner” variables:
\[ R = kr; \quad \Theta = \theta; \quad U(R, \Theta) = u(r, \theta). \] (16)
Rewriting the reduced wave equation (3) in polar coordinates gives the inner problem:
\[ \left( \frac{\partial^2}{\partial R^2} + \frac{1}{R} \frac{\partial}{\partial R} + \frac{1}{R^2} \frac{\partial^2}{\partial \Theta^2} \right) U + U = 0, \] (17)
\[ U = -U_{\text{inc}} \quad \Theta = 0, \beta, \quad R > ka, \] (18)
\[ U \text{ matches } u \text{ as } R \to \infty. \] (19)
We note that in contrast to the outer equations, the limit \( k \to \infty \) does not simplify the inner differential equation at all. We must solve the full Helmholtz equation.

In all that follows, we shall find it convenient to work in terms of \( \bar{U} = U - U_{\text{sharp}} \). Here \( U_{\text{sharp}} \) represents the field (with minimum singularity) scattered by a sharp wedge due to an incident field \( U_{\text{inc}} \). Further, \( U_{\text{sharp}} \) can be shown to match the plane wave and boundary layer solutions in the outer field. Thus, the function \( \bar{U} \) satisfies (17) and
\[ \bar{U} = \begin{cases} -U_{\text{inc}} - U_{\text{sharp}} & \text{on } R = ka(\theta), \\ 0 & \text{on } \Theta = 0, \beta. \end{cases} \] (20)
For a general \( \alpha(\theta) \), the solution for \( \bar{U} \) cannot be obtained in closed form. Without the analytical form, we cannot match \( \bar{U} \) to \( u \) as indicated in Eq. (19). Therefore, in Sec. IV, we shall describe a numerical method to find \( \bar{U} \) subject to a patching condition replacing (19). For either outer boundary condition, \( \bar{U} \) can be uniquely represented outside \( R = ka_{\text{max}} \) as
\[ \bar{U}(R, \Theta) = \sum_{n=1}^{\infty} A_n H_{n}^{(1)}(R) \sin \nu_n \Theta + B_n H_{n}^{(2)}(R) \sin \nu_n \Theta. \] (21)
Here, \( H_{n}^{(1)} \) and \( H_{n}^{(2)} \) are the Hankel function of the first and second kind of order \( \nu_n \), where \( \nu_n = n \pi R. A_n \) and \( B_n \) are unknown complex constants. For any given \( \alpha(\theta) \), there is a set of coefficients \( S_{nm} \) such that \( A_n \) and \( B_n \) can be related as follows:
\[ A_n = A_n^0 + \sum_{m=1}^{\infty} S_{nm} B_m. \] (22)
\( A_n^0 \) satisfies the inhomogeneous boundary condition (20). The sum \( \sum_{n=1}^{\infty} S_{nm} B_m \) represents the amplitude of the \( n \)th scattered mode due to all incident modes with amplitude \( B_m \).
We would now like to match (21) to the cylindrical wave in (11) to find \( D(\theta) \) in terms of \( A_n \) and \( B_n \). In the method of matched asymptotic expansions, this requires an overlap domain in which both (21) and (11) are valid (see Fig. 3). This domain occurs when
\[ R = k, \quad 0 < \alpha < 1. \] (23)
The hybrid method, on the other hand, relies on patching. The inner solution will be found numerically and forced to agree smoothly with the outer asymptotic solution (11) along $\Gamma_R$. Here, $\Gamma_R$ is chosen to be an arc of a circle lying in the aforementioned overlap domain.

C. Patching versus matching

The method of matched asymptotic expansions yields a solution which is asymptotic to the exact solution. Thus, we are guaranteed that the difference between the exact and asymptotic solutions vanishes in the limit as $k \to \infty$. Patching on the fixed curve $R = \text{const}$, on the other hand, has no such asymptotic validity. Here we shall compare the directivities obtained by patching ($\hat{D}_p(\theta)$) to those obtained by matching ($\hat{D}_m(\theta)$). In particular, we shall show that patching in the overlap domain results in the relation that

$$\hat{D}_p(\theta) \sim \hat{D}_m(\theta); \quad k \to \infty.$$  \hspace{1cm} (24)

We denote the outer solutions to be used in the comparison as follows:

$$\hat{u}_p(r, \theta) = \frac{\hat{D}_p(\theta)}{\sqrt{kr}} e^{ikr}, \hspace{1cm} (25)$$

$$\hat{u}_m(r, \theta) = \frac{\hat{D}_m(\theta)}{\sqrt{kr}} e^{ikr}. \hspace{1cm} (26)$$

1. Patching

We shall patch along the curve $R = k^2r_0$, or $r = k^2r - r_0$:

$$\hat{u}_p(k^2r - r_0, \theta) = \hat{U}(k^2r_0, \theta), \hspace{1cm} (27)$$

$$\hat{u}_m(k^2r - r_0, \theta) = \hat{U}(k^2r_0, \theta). \hspace{1cm} (28)$$

Equations (21), (25), (27), and (28) then yield $\hat{D}_p(\theta)$ as

$$\hat{D}_p(\theta) = \sum_{n=1}^{\infty} -\frac{4i}{\pi} \frac{A_n}{k^2r_0} \sin \nu_n \theta \times \frac{H^{(2)}_{\nu_n}(k^2r_0) - (i - 1/2k^2r_0)H^{(2)}_{\nu_n}(k^2r_0)}{H^{(2)}_{\nu_n}(k^2r_0) - (i - 1/2k^2r_0)H^{(2)}_{\nu_n}(k^2r_0)}. \hspace{1cm} (29)$$

In obtaining (29) we have used the identity

$$H^{(1)}_{\nu_n}(z)H^{(2)}_{\nu_n}(z) - H^{(2)}_{\nu_n}(z)H^{(1)}_{\nu_n}(z) = -\frac{4i}{\pi z}. \hspace{1cm} (30)$$

Similarly, we can eliminate $\hat{D}_m(\theta)$ from (27) and (28) to obtain a relation between $B_n$ and $A_n$:

$$B_n = \frac{(-1/2k^2r_0)H^{(1)}_{\nu_n}(k^2r_0) - H^{(1)}_{\nu_n}(k^2r_0)}{(-1/2k^2r_0)H^{(2)}_{\nu_n}(k^2r_0) - H^{(2)}_{\nu_n}(k^2r_0)} A_n \equiv O(k^2r_0)^{-2}. \hspace{1cm} (31)$$

Equations (22) and (31) show that patching yields

$$A_n = A_n^0 + O(k^2r_0)^{-2}. \hspace{1cm} (32)$$

2. Matching

We obtain $\hat{D}_m(\theta)$ by using Van Dyke’s matching rule. First we express the inner solution (21) in terms of outer variables:

Inner solution:

$$\hat{U}^{(1)}(R, \Theta) = \sum_{n=1}^{\infty} A_n H^{(1)}_{\nu_n}(R) \sin \nu_n \Theta + B_n H^{(2)}_{\nu_n}(R) \sin \nu_n \Theta. \hspace{1cm} (33)$$

In outer variables:

$$\hat{U}^{(0)}(kr, \theta) = \sum_{n=1}^{\infty} A_n H^{(1)}_{\nu_n}(kr) \sin \nu_n \theta + B_n H^{(2)}_{\nu_n}(kr) \sin \nu_n \theta. \hspace{1cm} (34)$$

We now expand (34) for large $k$ to obtain the outer expansion of the inner solution:

$$\hat{U}^{(0,-1/2)}(kr, \theta) = \sum_{n=1}^{\infty} \frac{2}{\pi k r} \left[ A_n e^{i(kr - (\pi/2)(\nu_n \pm m/2))} + B_n e^{i(kr - (\pi/2)(\nu_n \pm m/2))} \right] \sin \nu_n \theta. \hspace{1cm} (35)$$

Outer solution:

$$\hat{u}^{(-1/2)}(r, \theta) = \frac{\hat{D}_m(\theta)}{\sqrt{kr}} e^{ikr}. \hspace{1cm} (36)$$

Inner of outer:

$$\hat{u}^{(-1/2)}(\frac{R}{k}, \Theta) = \frac{\hat{D}_m(\Theta)}{\sqrt{R}} e^{iR}. \hspace{1cm} (37)$$

By Van Dyke’s matching rule, (35) and (37) must be equivalent. Thus we conclude that

$$\hat{D}_m(\theta) = \sum_{n=1}^{\infty} \sqrt{\frac{2}{\pi}} A_n e^{i(kr - (\pi/2)(\nu_n \pm 1/2))} \sin \nu_n \theta, \hspace{1cm} (38)$$

$$B_n = 0. \hspace{1cm} (39)$$

Equations (22) and (39) show that matching yields

$$A_n = A_n^0. \hspace{1cm} (40)$$

Therefore, we conclude from Eqs. (32) and (40) that matching and patching yield the same values for $A_n$ to order $O(k^2r_0)^{-2}$.

3. Error in directivity

We note that $\hat{D}_p(\theta)$ in (29) and $\hat{D}_m(\theta)$ in (38) appear to be different. Further, we note that $\hat{D}_p(\theta)$ depends explicitly on the location of our artificial boundary. This is a typical feature of patching. The matched directivity, $\hat{D}_m(\theta)$, is clearly independent of the purely artificial parameter $r_0$.

We measure the error in patching as the difference between $\hat{D}_m(\theta)$ in (38) and $\hat{D}_p(\theta)$ in (29). Thus, we define the following function:
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error \( (\theta) = \sum_n E_n \sin \nu_n \theta = D_n(\theta) - \hat{D}_p(\theta). \)  

(41)

Substituting Eqs. (29) and (38) into (41) leads to

\[
E_n = A_n \left[ \sqrt{\frac{2}{\pi}} e^{-i(\pi/2)\nu_n - i(\pi/4)} - \frac{4}{\pi} \frac{i e^{-ikr_0}}{\sqrt{k^2 r_0}} \cdot \frac{1}{H^{(2)}_{\nu_n}(k^2 r_0) - (1 - i/2 k^2 r_0)H^{(2)}_{\nu_n}(k^2 r_0)} \right] \nonumber \\
+ O(k^2 r_0)^{-3/2}.
\]

(42)

Since \( 0 < \alpha < 1, k^2 r_0 \to \infty \) as \( k \to \infty \). Therefore, we can obtain an asymptotic approximation for \( E_n \) as \( k \to \infty \) by expanding the Hankel functions for large argument. From Ref. 25 we have

\[
H^{(2)}_{\nu_n}(k^2 r_0) = \sqrt{\frac{2}{\pi}} \left[ 1 + i \frac{4}{\pi} \frac{\nu_n^2 - 1}{8 k^2 r_0} \right] e^{-i(\pi/2) \nu_n - i(\pi/4)} + O((k^2 r_0)^{-3/2}).
\]

(43)

Combining (42) with (43) yields an asymptotic approximation of the error as

\[
E_n \sim -i A_n \sqrt{\frac{2}{\pi}} \frac{4 \nu_n^2 - 1}{8 k^2 r_0} e^{-i(\pi/2) \nu_n - i(\pi/4)} + O((k^2 r_0)^{-3/2}).
\]

(44)

Clearly, as \( k \to \infty, E_n \to 0 \). We note, however, that \( E_n \) grows like \( n^2 \) for fixed \( kr_0 \). For solutions with bounded energy, however, it can be shown that \( A_n = o(\nu_n^{-2}) \) as \( \nu_n \to \infty \). Therefore, (44) vanishes as \( k \to \infty \) for all \( n \).

III. THE HYBRID METHOD

Up to now we have considered the asymptotic aspects of the hybrid asymptotic-numerical method. Here we discuss a numerical formulation suitable for determining the inner solution. Patching the outer asymptotic solution to the numerical solution on the artificial boundary effectively enforces the radiation condition on the inner field. In this section, we describe a weak form developed by us for this purpose. This is followed by a finite element discretization.

A. General formulation

We now describe a weak formulation of our boundary value problem that is suitably incorporated into our hybrid method. We denote the region outside of the scatterer by \( \Omega \). The “internal” boundary of \( \Omega \) is denoted by \( \Gamma \), which we assume to be piecewise smooth. We consider \( \Gamma \) as being partitioned into \( \Gamma_\Omega \) and \( \Gamma_h \), where \( \Gamma = \Gamma_\Omega \cup \Gamma_h \). The classical or strong form of the problem is to find \( u \) in \( \Omega \) such that

\[
(\Delta + k^2)u = -f \text{ in } \Omega, \quad (45)
\]

\[
u = g \text{ on } \Gamma_\Omega, \quad (46)
\]

\[
\frac{\partial u}{\partial n} = i k u \text{ on } \Gamma_h. \quad (47)
\]

\[
\lim_{r \to \infty} r \sqrt{-i} \left( \frac{\partial u}{\partial r} - i k u \right) = 0. \quad (48)
\]

The unbounded domain \( \Omega \) is decomposed by an artificial boundary \( \Gamma_\Omega \) into a bounded inner domain \( \Omega^i \) and its unbounded outer complement \( \Omega^o \). The solution to the original b.v.p. is decomposed into an inner and an outer field:

\[
u = \begin{cases} u^i & \text{on } \Omega^i, \\ u^o & \text{on } \Omega^o. \end{cases} \quad (49)
\]

In our hybrid method, we choose the outer field, \( u^o \), to be given by the expansion in Eqs. (10) and (11), wherein the directivity \( D(\theta) \) is unknown. [Or equivalently, when solving for \( u = u_{\text{sharp}} \), by (25) with \( \hat{D}_p(\theta) \) unknown.] Equations (45)-(47) are then supplemented by the patching boundary condition on \( \Gamma_\Omega \):

\[
u^i = \nu^o \text{ on } \Gamma_\Omega, \quad (50)
\]

\[
\frac{\partial \nu^i}{\partial n} = \frac{\partial \nu^o}{\partial n} \text{ on } \Gamma_\Omega. \quad (51)
\]

Standard finite element formulations are incompatible with the patching boundary conditions (50) and (51). Here we shall employ the weak formulation of Harari et al.\(^{27}\)

\[
\left( \omega, \frac{\partial u^o}{\partial n} \right)_{\Gamma_\Omega} = L(\omega^i), \quad (52)
\]

\[
\left( \frac{\partial \omega^o}{\partial n}, \frac{\partial u^o}{\partial n} \right)_{\Gamma_\Omega} = 0. \quad (53)
\]

It should be noted that \( a(\cdot, \cdot) \text{ and } (\cdot, \cdot)_{\Gamma_\Omega} \) are symmetric bilinear forms which are not inner products. Rather, they are defined as

\[
a(\omega, u) = \int_{\Omega^i} \left( \nabla \omega \cdot \nabla u - \omega k^2 u \right) \, d\Omega, \quad (54)
\]

\[
(\omega, u)_{\Gamma_\Omega} = \int_{\Gamma_\Omega} \omega u \, d\Gamma, \quad (55)
\]

\[
L(\omega) = \int_{\Omega^i} \omega f \, d\Omega + \int_{\Gamma_h} \omega i k u \, d\Gamma. \quad (56)
\]

We note that to evaluate the terms in (52) and (53), there is integration only over the inner region \( \Omega^i \) and the artificial boundary, \( \Gamma_\Omega \). Thus, there is no integration over infinite or even large domains. For (52) and (53) to be valid, the outer solution \( u^o \) must satisfy the Helmholtz equation as well as the radiation condition. If the scatterer is not completely contained in \( \Gamma_\Omega \), then \( u^o \) must also satisfy all natural and essential boundary conditions in \( \Omega^o \). The functions \( \omega^i \) and \( \omega^o \) represent the arbitrary weighting functions of \( u^i \) and \( u^o \), respectively. The Euler–Lagrange equations of (52) provide satisfaction of the governing differential equation in \( \Omega^i \) and enforce continuity of normal derivatives across \( \Gamma_\Omega \). The relation in (53) enforces continuity of the unknown functions across \( \Gamma_\Omega \).
B. Finite element formulation

We now turn our attention to the problem of the imperfect wedge. In what follows, we shall be solving for \( u_{\text{soft}} - u_{\text{sharp}} \). Thus, \( u_{\text{soft}} \) will contain only a cylindrical wave contribution. Inside of \( \Gamma_R \) we use standard bilinear, quadrilateral elements with degrees of freedom representing the real and imaginary parts of the field. Let \( N \) and \( D \) denote shape functions with local support, defined on \( \Omega' \) and \( \Gamma_R \), respectively. Then our inner field can be represented in the context of the finite element method:\textsuperscript{28}

Inner solution:

\[
\begin{align*}
\psi^i &= \sum_A d_A^i N_A(r, \theta), \\
\omega^i &= \sum_A c_A^i N_A(r, \theta).
\end{align*}
\]  
(57) \hspace{1cm} (58)

Here each sum is over the total number of elements in our mesh. Similarly, we choose a finite element representation for \( \hat{D}(\theta) \) on \( \Gamma_R \), and so obtain the following representation of the outer field:

Outer solution:

\[
\begin{align*}
\psi^o &= \sum_B d_B^o D_B^o(\theta) \sqrt{\frac{r_0}{r} e^{ik(r - r_0)}}, \\
\omega^o &= \sum_B c_B^o D_B^o(\theta) \sqrt{\frac{r_0}{r} e^{ik(r - r_0)}}.
\end{align*}
\]  
(59) \hspace{1cm} (60)

Equations (59) and (60) reflect the GTD form of our outer solution (11), normalized by the radius of \( \Gamma_R \).

To treat the boundary condition on \( \Gamma_R \) we introduce what will be referred to as a “hybrid element.” We shall assume that the shape functions \( N \) and \( D \) are both piecewise linear. Thus, for the special case treated here, the hybrid element has four nodes, two of which are shared with a Helmholtz element. The spatial coordinates of the two pairs match, forming what appears to be a one-dimensional element. We can then use (52) and (53) to find the following element stiffness matrix:

\[
K^e = \begin{bmatrix}
0 & \mathcal{A} \\
\mathcal{A}^* & -\mathcal{B}
\end{bmatrix}
\]  
(61)

Here \( \mathcal{A} \) is a \( 2 \times 2 \) complex matrix with entries:

\[
\begin{align*}
\mathcal{A}_{AB} &= \int_{\Gamma_R} C_{AB} N_A N_B^* d\Gamma, \\
C_{AB} &= \frac{1}{2r_0 - ik}.
\end{align*}
\]  
(62) \hspace{1cm} (63)

We note that this matrix is symmetric. The lower half of the block weakly enforces continuity between the inner and outer fields. The upper right-hand block contributes to the continuity of normal derivatives.

C. Comparisons

We have implemented the hybrid element and performed calculations for a wedge of angle \( \beta = 7\pi/4 \). The interior domain \( \Omega' \) was meshed with a minimum resolution of ten elements per wavelength (Fig. 4). On the blunted tip, we define \( a(\theta) = a_0 = \text{const} \), where \( k a_0 = \pi \). We locate the artificial boundary, \( \Gamma_R \), at \( kr_0 = 4\pi \). The solution is forced by the inner boundary condition (20), where the infinite sum for \( U_{\text{sharp}} \) (Ref. 22) is truncated with negligible error.

Our numerical interpolation is implemented twice: first we use the hybrid elements to represent the radiation boundary condition, and then we compare these results to those obtained using an “exact” DtN boundary condition.\textsuperscript{29} The DtN map is derived in the Appendix. Although error will occur due to the finite element discretization of the interior problem, we expect this error to be identical in both the hybrid element and DtN methods. Thus, any difference in the results highlights inaccuracies in the hybrid formulation.

Here we consider a plane wave incident from \( \theta = 7\pi/6 \). At this incident angle, we expect both a shadow and a reflected region to exist. Figure 5 shows the magnitude of the pressure on \( \Gamma_R \) for both the hybrid element and DtN methods. The first thing we notice in comparing the two solutions is that they are hardly distinguishable from one another. The same is true when comparing the phase, although this is not shown. From these results we conclude that the hybrid and exact DtN representations compare favorably.

The shape of the curve (Fig. 5) is another point of interest. We note that the tip blunting does not significantly displace the shadow boundary from that formed by a sharp wedge. Such a displacement would be signaled by two infinities in \( \hat{D}(\theta) \). One infinity would be associated with the new position of the shadow boundary. The other would be required to cancel the shadow boundary solution in \( u_{\text{sharp}} \).

To better interpret the shape of the previous curve, the magnitude of the pressure on \( \Gamma_R \) is plotted for different incident angles (Fig. 6). In addition, we use our original numerical solution for \( \hat{u} \), along with \( u_{\text{sharp}} \), to construct a total field representation (Fig. 7). The repetition in the first plot reinforces our assumption that no shadow boundary correc-
tion is present. The three "lobes" represent backscattering and interference between the diffracted and reflected fields, which differ from the solution to the sharp wedge. This difference is small when compared to the magnitude of the total field (Fig. 7).

In examining the total field representation, given the original angle of incidence, we observe all of the expected phenomena. The first is our soft boundary condition, which requires the pressure to be zero on the wedge. We further observe sharp variations in the field in the reflected region due to interference between the diffracted and reflected fields. But most interesting are the smooth transitions across the shadow and reflected boundaries. In particular, we notice very small pressures in the shadow region compared to those on the other side of the shadow boundary.

FIG. 6. Magnitude of \( \hat{u} \) on \( \Gamma_R \) for incident angles: 5\(^\circ\)/6 --, \( \pi --, 7\pi/6 \)

IV. CONCLUSIONS

We have described a hybrid GTD/FEM method to evaluate diffraction coefficients. The method depends on first performing an outer GTD analysis (less the diffraction coefficients) to obtain an outer asymptotic approximation of the field. An example of this procedure was presented in Sec. III. The outer approximation necessarily involves undetermined diffraction coefficients. To find those, an inner problem is formulated with a patching boundary condition on an artificial boundary. We found the relation between the patched directivity and the matched directivity in Sec. III C. In particular, we determined how their difference scaled with both \( kr \) and with \( \nu_n \).

In Sec. IV A, we described a weak formulation of the inner boundary value problem that allowed us to enforce the patching boundary condition within a FEM framework. In Sec. IV B, we specialized this to the problem at hand, diffraction from a wedge, and showed that the patching condition can be enforced by introducing a "hybrid element."

The results of our hybrid method in this simple geometry were compared to reference calculations performed using the DnF method. The DnF method provides an exact (modulo the truncation of an infinite series) representation of the artificial boundary condition. The two calculations were performed on the same inner mesh, and so any difference between the two highlights error in the patching boundary condition. We found the methods to be in excellent agreement with each other, and therefore conclude that our hybrid method might be successful in more complicated scattering geometries.
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APPENDIX: DERIVATION OF DTN MAP

The DTN map, or Dirichlet-to-Neumann map, is simply the impedance map for the fluid outside the artificial boundary $\Gamma_a$. To find the DTN map, we must solve the following problem. Given $\bar{u}(\theta)$, find $\partial u / \partial n |_{\Gamma_r}$ such that

$$ (\Delta + k^2)u = 0 \quad \text{in } \beta < \theta < 0; \quad r > r_0, \tag{A1} $$

$$ u = \begin{cases} 
\bar{u} & \text{on } \Gamma_r, \\
0 & \text{on } \theta = 0, \quad r > r_0, \\
0 & \text{on } \theta = \beta, \quad r > r_0.
\end{cases} \tag{A2} $$

Further, $u$ must satisfy a radiation condition as $r \to \infty$.

The solution of (A1) and (A2) can be written in the following form:

$$ u(r, \theta) = \sum_{n=1}^{\infty} \left[ A_n / H_n^{(1)}(kr) \right] H_n^{(1)}(kr) \sin \nu_n \theta. \tag{A3} $$

We recall that $\nu_n = n / \beta$. The constants $A_n$ are given by

$$ A_n = \frac{1}{2\beta} \int_{0}^{\beta} \bar{u}(\theta) \sin \nu_n \theta d\theta. \tag{A4} $$

We now use (A3) to evaluate $\partial u / \partial n$ on $r = r_0$:

$$ \partial u / \partial n (r_0, \theta) = \sum_{n=1}^{\infty} \left[ A_n / H_n^{(1)}(kr_0) \right] H_n^{(1)}(kr_0) \sin \nu_n \theta. \tag{A5} $$

The DTN is obtained by combining (A4) with (A5), and substituting $u(r_0, \theta)$ for $\bar{u}(\theta)$. Thus we obtain

$$ \partial u / \partial n (r_0, \theta) = \frac{k}{2\beta} \sum_{n=1}^{\infty} \int_{0}^{\beta} u(r_0, \phi) \sin \nu_n \phi d\phi $$

$$ \times \left[ H_n^{(1)}(kr_0) / H_n^{(1)}(kr_0) \right] \sin \nu_n \theta. \tag{A6} $$

Equation (A6) is the exact DTN boundary condition for scattering from a soft truncated wedge. In practice, the infinite sum must be truncated, which causes the boundary condition to be inexact. In our calculations with $kr_0 = 2\pi$, we included ten terms in the sum.

29. D. Givoli, Revisions of the FEM code DLMRN found in Ref. 28 to accommodate Helmholtz elements.
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Abstract
We derive Petrov-Galerkin finite element method. In one-dimension, our method is \( H^1 \) optimal and symmetric. In higher dimensions, our formulation must be approximated to maintain local coupling, which results in asymmetry. The formulation itself yields an expression for the “distance” from optimality, related to the lack of symmetry.

1 Introduction
The classical (Bubnov-) Galerkin finite element method is known to produce suboptimal results (sometimes referred to as quasi-optimal (Babuška and Sauter (1997)) when applied to problems involving the Helmholtz operator (Harari, et al. 1996.) One of the main practical ramifications of this fact is that a solution propagating on a finite element mesh will express a wavenumber other than that specified in the original continuous equation. Thus, even when a particular solution appears to be well resolved, “numerical dispersion” can cause small error to accumulate over large propagation distances. Numerical dispersion leading to the accumulation of large error is also called the “pollution effect” (Babuška and Sauter, 1997).

Formulations proposed to reduce this effect have existed since Courant’s time (Courant, 1943), and some of the most recent efforts are described by Harari, et al., (1996), and Brezzi, et al. (1997), and in references therein.

We consider the problem of finding \( \bar{u}(x) \), the \( H^1 \) projection onto a given finite element space \( \mathcal{S} \) of \( u(x) \), a solution of the Helmholtz equation. We show that the problem of finding \( \bar{u} \) is approximately equivalent to a Petrov-Galerkin formulation of the original boundary value problem. The optimally chosen weight functions must satisfy several criteria that are specified below. In particular, we show that the weighting functions are the shape functions themselves (i.e. what would be used in a Bubnov-Galerkin procedure) plus bubble functions. The bubbles can be found approximately in a straightforward and systematic manner.

2 Formulation
We consider the problem of finding \( \bar{u}(x) \in \mathcal{S} \) such that for \( u(x) \) in \( \mathcal{S} \):

\[
||u - \bar{u}||_{H^1(\Omega)} = \text{minimum}. \tag{1}
\]

Here, \( u(x) : \Omega \rightarrow \mathbb{C} \) is the (complex valued) unknown solution of Helmholtz equation. \( \Omega \subset \mathbb{R}^d \) denotes a \( d \)-dimensional domain with boundary \( \Gamma \). We shall consider the function spaces \( \mathcal{S} \) and \( \mathcal{S} \) to be defined as follows:

\[
\mathcal{S} = \{ u(x) \in H^1(\Omega) ; u(x) = u_\alpha(x) \text{ on } \Gamma_u \} \tag{2}
\]

\[
\mathcal{S} = \{ \bar{u}(x) \in \mathcal{S} ; \bar{u}(x) = \sum_A d_A N_A(x) \} \tag{3}
\]
Finally, we suppose that \( f \) is a complex valued function in \( L_2(\Omega) \) and that \( u(x) \) satisfies \((k^2 \text{ is a given known constant})\):

\[
\nabla^2 u + k^2 u + f = 0 \quad x \in \Omega
\]

\[
u_o(x) = u_o(x) \quad x \in \Gamma_u
\]

We shall consider \( f(x) \) to be known, though \( u(x) \) is not.

Minimizing (1) subject to the constraints (4-5) leads to the following weak form:

\[
\sum_{\Omega_e} \int_{\Omega_e} \left\{ \nabla \nu_o \cdot \nabla \bar{u} - k^2 \nu_o \bar{u} - \nu_o f \right\} \, dx = \sum_{\Gamma_e} k^2 \int_{\Gamma_e} (u - \bar{u}) \frac{\partial \nu}{\partial n} \, d\gamma.
\]

If we choose to neglect the right hand side term in (6), then what we are left with is just a Petrov-Galerkin formulation based on the original weak form.

In (6), \( \Omega_e \) is the element domain. \( \nu_o(x) \) is the "optimal" weight function, which for a given \( N_A(x) \) (a basis function in \( \mathcal{S} \)) satisfies \( \nabla^2 \nu_o + k^2 \nu_o = N_A(x) \) in \( \Omega \), and \( \nu_o = N_A(x) \) on \( \partial \Omega_e \).

In one-dimension, \( u - \bar{u} \) on the element boundaries is exactly zero, and so the last term in (6) is indeed zero. In that case, the method is truly optimal. In higher dimensions, the method is only approximately optimal. Since the function and the weights are in general different, the formulation is non-symmetric. In the special case that the right hand side of (6) is zero, however, the formulation can be shown to be symmetric (Barbone and Harari, 1997.)

3 Conclusions

We have developed a stabilized Petrov-Galerkin formulation for the Helmholtz equation. Our starting goal was to find an \( H^1 \) optimal projection of \( u(x) \) onto a given finite element basis. This seems to be a logical starting point for the development of stabilized and bubble methods, as well as a logical target for stabilized methods to try to obtain. Our formulation achieves nearly \( H^1 \) optimality in any dimension, and exact \( H^1 \) optimality in one dimension.
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Abstract

We study the computational cost associated with solving a given boundary value problem by BEM and FEM. The field equations considered relate to Laplace, Helmholtz, elastostatics, and time harmonic elastodynamics. The computational cost in floating point operations is determined as a function of number of nodes per edge \( n_{nd} \) and element order. We find that for any given element order, there is a crossover point \( n_{co} \) such that for \( n_{nd} > n_{co} \), BEM is more cost effective, while for \( n_{nd} < n_{co} \), FEM is more cost effective. The value of \( n_{co} \) is a strong function of element order. Based on the results of the study, we draw the following general conclusions: For high order finite elements, static condensation of FEM is crucial to achieve high efficiency. For 2-D problems, BEM is generally more efficient than both standard FEM and FEM with statically condensed elements for most element orders. For 3-D problems, FEM with statically condensed elements is more cost effective than BEM (and standard FEM) for most practical problem sizes. When using very high order elements \( (p \geq 8) \), BEM is generally more efficient than standard FEM (but not statically condensed FEM) for all problem sizes.
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1 Introduction

We consider the computational cost associated with solving a given linear boundary value problem using either the finite element method (FEM) [1] or the boundary element method (BEM) [2]. Both BEM and FEM have distinct advantages in different contexts. In many problems, however, which method to choose will depend on the computational cost associated with obtaining a solution. By computational cost, we mean both the CPU time required to get to the solution and the core memory required to obtain a solution. It is the purpose of this paper to determine under which conditions one method is more economical than another.

The relative benefits and drawbacks (in terms of efficiency) of the two methods are easily summarized. In FEM, the entire problem domain must be discretized. This leads to a relatively large number of equations, \( N_{eq}^{FEM} \). The coefficient matrix that must be inverted, however, is banded and (usually) symmetric. Once the coefficient matrix is inverted, the solution is known everywhere in the domain. In BEM, on the other hand, only the boundary of the domain needs to be discretized. This leads to a relatively small number of equations, \( N_{eq}^{BEM} \). The coefficient matrix that must be inverted is full and (usually) non-symmetric. Once the coefficient matrix is inverted, the solution is known only on the boundary. Additional computation is required to obtain the solution everywhere in the domain.

For "equivalent discretizations," the number of BEM equations required to solve a 3D boundary value problem can be related to the number of FEM equations to solve the same problem by \( N_{eq}^{BEM} \propto (N_{eq}^{FEM})^{2/3} \). When \( N_{eq}^{BEM} \) is a relatively small number,
the symmetry and bandedness of the FEM matrices gives FEM a cost advantage in direct inversion of the coefficient matrix. On the other hand, when $N_{eq}^{BEM}$ is a relatively large number, the smaller size of the BEM matrix gives BEM a cost advantage in direct inversion of the coefficient matrix. Thus it has long been assumed that for very large problems, BEM is more cost effective than FEM.

This idea was challenged in an enlightening paper by Harari and Hughes [3], who studied the relative cost of the two methods in solving the Helmholtz equation with linear elements. Those authors concluded for $N_{eq}^{BEM}$ large enough so that BEM is more efficient than FEM, the problem was too large for direct inversion techniques to be used. Therefore, in the full range of problem sizes in which direct inversion would be applied, FEM is more efficient. They also compared iterative inversion methods. In this case, they found that BEM was more cost effective for smaller problems, while FEM was more cost effective per iteration for larger problems. They thus concluded that in the range where iterative techniques would be applied, FEM was more cost effective than BEM.

The work of Harari and Hughes [3] is based on comparing the efficiencies of solving the Helmholtz equation using linear elements with FEM or BEM. A simple argument\(^1\) shows that their conclusions do not hold for arbitrarily high order elements. As the element order in a BEM application is increased, the structure of the BEM coefficient matrix remains unchanged. As the element order in a FEM application is increased, however, the bandwidth of the FEM coefficient matrix also grows. Thus, the efficiency advantage of FEM associated with its banded structure is gradually forfeited. Therefore, for any

\(^1\)Due to I. Harari.
given number of elements in a computation, one would expect to find an element order at which BEM would become more efficient than FEM.

The goals of this paper include determining the crossover point (the problem size where FEM and BEM have approximately the same cost) as a function of element order. We make the comparison for the Helmholtz equation, Laplace's equation, elastostatics, and (time harmonic) elastodynamics. In each case, we compare spectral (high order) BEM to spectral (high order) FEM. In the FEM case, we consider both statically condensed element-interior nodes and non-condensed element-interior nodes. In the case of BEM, we consider both the typical non-symmetric collocation formulation and a symmetric Galerkin formulation. We also compare the memory requirements for each method. This extends the work of Harari and Hughes [3] to high order elements, and to fields other than time harmonic acoustics.

The organization of this paper is as follows. In the next section, we discuss the basis of our comparison of the two methods. This is followed in section 3 by an evaluation of the factorization cost associated with directly inverting FEM/BEM coefficient matrices. In section 4 we consider the set-up cost of both Galerkin and collocation BEM and compare the overall solution time of the various methods. In section 5 we present the memory requirements of the different methods for the different field problems. This is followed in section 6 with a discussion of issues related to exterior problems. No direct comparisons are made in this context, since relevant conclusions can be drawn based on our earlier results. The final BEM/FEM comparison is made in section 7. There we consider iterative solvers and compare the cost of performing a given number of iterations for
each method. The penultimate section compares different versions of FEM to each other and different versions of BEM to each other. In particular, statically condensed FEM is compared to non-condensed FEM, while Galerkin BEM is compared to collocation BEM.

2 The basis of comparison

2.1 Computational Cost

Several choices must be made to determine a fair basis of comparison between the two methods. The first choice relates to the cost that should be measured. This choice depends to a certain extent on what cost is quantifiable. The main human-time cost associated with a computation is the definition of the computational model. This can be significantly easier in BEM than in FEM since BEM requires only the boundary of the domain to be meshed. In any case, the cost associated with this task is highly application specific. The main computational cost of solving a linear boundary value problem is usually associated with inverting the coefficient matrix in the equation $\mathbf{A} \mathbf{x} = \mathbf{b}$. In smaller BEM problems, the cost associated with evaluating the coefficients in $\mathbf{A}$, the “set-up cost,” can also be significant, as can the cost associated with evaluating the field in the interior of the domain.

We shall concern ourselves mainly with the cost associated with inverting $\mathbf{A}$. This cost can be primarily attributed to the factorization cost. This basis of comparison is consistent with that presented in [3]. We shall also consider the set-up cost associated with an efficient implementation of the BEM. We neglect the set-up cost associated
with FEM, since it is typically negligible compared to the factorization cost. We also ignore the cost associated with BEM in evaluating the field in the interior of the domain. Though this is not necessarily negligible compared to the factorization cost, the number of field point evaluations is often problem specific and therefore application dependent. Therefore, we believe that focusing on factorization cost and BEM set-up cost is a fair basis of comparison between the two methods.

2.2 Equivalent Meshes

BEM and FEM have different meshing requirements. In comparing the relative efficiency of the two methods, one must choose a basis to compare the space-filling finite element mesh with the on-surface boundary element mesh. There are two obvious choices available. The first is to compare the methods based on equal accuracy. That is, a FEM mesh would be "equivalent" to a BEM mesh if in some measure, they gave equally accurate results. The second choice is to make the BEM mesh the restriction of the FEM mesh to the boundary of the domain. Thus, on the surface of the domain, the FEM and BEM meshes would have an identical number of nodes.

The first basis of comparison is difficult if not impossible to quantify in a general manner. Though error estimates are available, the precise values of the constants in such estimates is problem and mesh specific. The second basis of comparison, on the other hand, is straightforward to consider and apply. Further, there is precedent in this choice in the comparisons that can be found in [3, 4, 5, 6]. For these reasons, we shall choose the second basis of comparison to define our "equivalent meshes."
It is noted in [4] that BEM typically yields more accurate results than FEM on such “equivalent meshes.” Thus, our choice of equivalent meshes may appear to favor FEM over BEM in the cost comparison. On the other hand, discretization requirements in practice are often set by geometrical considerations rather than accuracy requirements. In this case, a fine FEM mesh near the boundary of the domain might be blended into a coarser FEM mesh in the interior. Further, we shall choose a cube (or square in 2D) canonical geometry. (See section 4.) This shape that has the highest volume (area) to surface area (perimeter) ratio of any hexahedron (quadrilateral). These two considerations imply that the ratio of $N_{eq}^{FEM}/N_{eq}^{BEM}$ is higher in our comparison than in most applications. In this respect, our choice of equivalent meshes favors BEM. Therefore, our choice of equivalent meshes favors FEM in one respect, and BEM in another.

2.3 Operation Counts

The computational cost of any given algorithm is difficult to quantify in advance. Since multiplies and divides have the longest latencies of ALU (arithmetic logic unit) instructions, a count of these floating point operations (multiplies plus divides) can give an indication of algorithm efficiency. We emphasize, however, that this should serve only as an indication.Multiplies, for example, can be $2 - 4$ times faster than divides. More important, multiplies are usually pipelined, while divides are usually not [7]. This can make divides a factor of $10 - 20$ more costly than multiplies.

Perhaps more important than multiplies versus divides, however, is the branching and memory behavior of an algorithm [7]. In our comparison, we are assuming that the dom-
inant computational cost is in the inversion of the coefficient matrix. In that situation, almost all branching behavior is loop-oriented and can be well predicted. Further, many if not all floating point operations are vectorized with completely predictable memory requirements. Thus the compiler can take full advantage of the processor cache to minimize memory instruction delays.

With these caveats, we believe that our comparison of algorithms based on floating point operation (FLOP) counts can give a reasonable estimate of the relative efficiencies of inverting BEM and FEM coefficient matrices.

3 Direct solution technique

The standard BEM formulation leads to a full non-symmetric system of equations with a non-singular coefficient matrix which can be real or complex\(^2\), \(A \in \mathbb{R}^{n_{eq} \times n_{eq}} / \mathbb{C}^{n_{eq} \times n_{eq}}\). The most suitable solver for such a system of equations is LU decomposition. For this solver, two steps are required namely factorization and back-solve. The number of floating point operations-\textit{flops} which are required to factorize a real matrix \(A\) is given by Golub and van Loan ([8] pp. 53-58) as:

\[ A = LU, \quad n_{eq}^3 / 3 \text{ flops} \quad (1) \]

We note that in the second edition of Golub and van Loan [9] a slightly different terminology is used for "flops". Since we are using the paper of Harari and Hughes [3] as a basis of comparison for this work, we will stick to the terminology of the first edition [8]

\(^2\)For Laplace and elastostatics it is real and for Helmholtz and elastodynamics it is complex.
which is consistent with [3].

The back-solve step is composed of a forward reduction $L y = b$ and a back-substitution $U x = y$. Each step requires $n_{eq}^2/2$ flops, thus, the back-solve requires a total of $n_{eq}^2$ flops. For a complex coefficient matrix $A \in \mathbb{C}^{n_{eq} \times n_{eq}}$ the factorization and the back-solve time must be multiplied by a factor of four.

The FEM coefficient matrix is banded and symmetric and therefore, a more efficient solver can be used ([8], pp. 93-97, [1], pp. 635-643). In this case the factorization will be:

$$A = U^t D U, \quad n_{eq} b_w^2/2 - b_w^2/3 \text{ flops}$$

where $D$ is a diagonal matrix and $b_w$ is the mean half-bandwidth of the matrix $A$. The corresponding back-solve procedure would be:

$$U^t z = b, \quad \text{forward reduction, } n_{eq} b_w - b_w^2/2, \text{ flops}$$
$$D y = z, \quad \text{diagonal scaling, } n_{eq}, \text{ flops}$$
$$U x = y, \quad \text{back-substitution, } n_{eq} b_w - b_w^2/2, \text{ flops}$$

Thus, the FEM back-solve requires a total of $n_{eq} (2b_w + 1) - b_w^2 \approx 2n_{eq} b_w - b_w^2$ flops. Note that we can assume that $b_w \gg 1$. The FEM coefficient matrix is usually real. An exceptional case is wave problems with dissipation. In this case the coefficient matrix becomes complex and the factorization time and the back-solve time should be multiplied by four as in BEM.
4 Interior problems

The test case problem is chosen to be the same model discussed by Harari and Hughes [3] which is a square domain for 2D and a cube for 3D. Each edge or face is discretized using \( n \) divisions of \( p \) order elements as shown in Figure 1. We emphasize here that the equivalent BEM/FEM models are equivalent in the sense that they have the same number of nodes/elements per side, and they use the same interpolation for the elements.

For the 2D problem, the total number of nodes \( n_{nd} \) in the BEM model would be:

\[
n_{nd} = 4(n \times p) \tag{4}
\]

and for 3D we get\(^3\):

\[
n_{nd} = 6(n \times p)^2 + 2 \approx 6(n \times p)^2. \tag{5}
\]

For a 2D FEM model the total number of nodes will be:

\[
n_{nd} = (n \times p + 1)^2 \approx (n \times p)^2 \tag{6}
\]

and the corresponding bandwidth \( b_w \) would be:

\[
b_w = n_v [(n \times p + 1) + (p + 1)] \approx n_v n \times p^2. \tag{7}
\]

Here, \( n_v \) is the number of variables per node. Thus, for Laplace and Helmholtz equations \( n_v = 1 \), while for elastostatics and elastodynamics \( n_v = 2, 3 \) for 2D and 3D, respectively. If we staticly condense the FEM inner nodes so that the element would have only exterior nodes the total number of nodes and the related bandwidth would be for 2D:

\[
n_{nd} = (n \times p + 1)^2 - n^2(p - 1)^2 \approx n^2(2p - 1) \tag{8}
\]

\(^3\)Note that \( n \times p \gg 1 \).
\[ b_w = n_v \left[ (np+1)p + (p+1) - n(p-1)^3 \right] \approx n_v [n(2p - 1) + 2p]. \]  \hspace{1cm} (9)

For 3D FEM with inner nodes these values would be:

\[ n_{nd} = (np+1)^3 \approx (np)^3 \]  \hspace{1cm} (10)

\[ b_w = n_v \left[ (np+1)^2p + (np+1)p + (p+1) \right] \approx n_v n^2p^3, \]  \hspace{1cm} (11)

while for statically condensed 3D FEM these values become:

\[ n_{nd} = (np+1)^3 - n^3(p-1)^3 \approx n^3(3p^2 - 3p + 1) \]  \hspace{1cm} (12)

\[ b_w = n_v \left[ (np+1)^2p + (np+1)p + (p+1) - n^2(p-1)^3 \right] \approx n_v \left[ n^2(3p^2 - 3p + 1) + 3np^2 \right]. \]  \hspace{1cm} (13)

### 4.1 Factorization time crossover

Based on eqs.(1,4) and eqs.(1,5) we can evaluate the factorization time for 2D and 3D BEM, respectively:

\[ t_f = \frac{64}{3} c_m n_v^2 (np)^3, \quad \text{for 2D} \]

\[ t_f = 72c_m n_v^3 (np)^6, \quad \text{for 3D}. \]  \hspace{1cm} (14)

Here, \( c_m \) is a factor which is unity if \( A \) is real (Laplace and elastostatics) and is \( c_m = 4 \) if \( A \) is complex (Helmholtz and elastodynamics.)

For the FEM with interior nodes we derive from eqs.(2,6,7) and eqs.(2,10,11) the factorization time for 2D and 3D, respectively:

\[ t_f = n_v^3 n^3 (3n - 2)p^6/6, \quad \text{for 2D} \]

\[ t_f = n_v^3 n^6 (3n - 2)p^9/6, \quad \text{for 3D}. \]  \hspace{1cm} (15)
By equating eqs.(14) and (15) we find the crossover point from FEM (with inner nodes) to BEM:

\[ n_{co} = \left( \frac{128 c_m}{p^3} + 2 \right) / 3, \quad \text{for 2D} \]  

(16)

\[ n_{co} = 144 \frac{c_m}{p^3} + 2/3, \quad \text{for 3D.} \]  

(17)

Note that if \( n < n_{co} \) then FEM is more cost effective then BEM and vice versa for \( n > n_{co} \).

Similarly, using eqs.(2,8,9) and eqs.(2,1213) we find the factorization time for 2D and 3D statically condensed FEM:

\[ t_f = n_o^3 \left[ n(2p - 1) + 2p \right]^2 \left[ 3n^2(2p - 1) - 2n(2p - 1) - 4p \right] / 6, \quad \text{for 2D} \]

\[ t_f = n_o^3 \left[ n^2(3p^2 - 3p + 1) + 3np^2 \right]^2 \times \]

\[ \left[ 3n^3(3p^2 - 3p + 1) - 2n^2(3p^2 - 3p + 1) - 6np^2 \right] / 6, \quad \text{for 3D.} \]  

(18)

By equating (14,18) we can find the crossover between BEM and statically condensed FEM. The expressions for these crossover points can be found only in an implicit form.

The "crossover point" \( n_{co} \) is the number of elements on each edge of the domain. This corresponds to \( n_{nd_{co}} = n_{co}p + 1 \) nodes per edge, which is more closely related to the problem size than the number of elements. Therefore, we shall compare our results in terms of \( n_{nd_{co}} \), the number of nodes/edge at the crossover point from FEM to BEM.

We first compare the cost of non-condensed FEM to standard BEM. Figures 2a and 2b depict the number of nodes on each edge for the crossover case versus the order of the elements used. Figure 2a shows the crossover for Laplace and elastostatics where \( c_m = 1 \), while Figure 2b shows the crossover for Helmholtz and elastodynamics (\( c_m = 4 \)). Figures 2a,2b together show that BEM is more cost effective for all 2D problems where a 6-th or
higher order element is used. For 3D problems, BEM is always more cost effective when using 8-th or higher order element for Laplace or elastostatics equations, and a 9-th or higher order element for Helmholtz or elastodynamics.

We define the "optimal crossover" from staticly condensed FEM to BEM is that which yields the smallest problem size. It can be seen that for all types of equations (Laplace, Helmholtz, elastostatics and elastodynamics) the optimal crossover occurs for quadratic elements in 2D problems and for cubic or 4-th order elements in 3D problems.

In the 2D case, the optimal crossover point is $n_{nd_{de}}(p = 2) = 25$ for Laplace and elastostatics and $n_{nd_{de}}(p = 2) \approx 100$ for Helmholtz and elastodynamics. In either case, the model is modest in size and one could conclude that using BEM is generally preferred. For 3D problems the optimal crossover is $n_{nd_{de}}(p = 3, 4) \approx 45$ for Laplace and elastostatics and $n_{nd_{de}}(p = 3, 4) \approx 185$ for Helmholtz and elastodynamics. For the 3D cases, especially for Helmholtz and elastodynamics, these values represent large problems ($\approx 10^5$ fully-coupled, complex equations).

5 Set-up cost

For large problems, the factorization cost is certainly the dominant solution expense. For smaller problems, however, the formulation cost or set-up cost becomes an issue. It has been reported [5] that the set-up costs can dominate especially in relatively small problems. Therefore, we shall attempt to estimate the set-up costs of BEM as a fraction of the total solution costs.

Since we are going to evaluate the set-up cost time for symmetric Galerkin formulation
in BEM we will discuss in the next sub-section issues which are relevant to the Galerkin formulation.

5.1 Symmetric Galerkin formulation for BEM

One way to reduce the factorization time and the required memory when using BEM is to use a symmetric formulation (e.g. Galerkin [10, 11, 12, 13, 14, 15].) In [10, 11, 12, 13] a symmetric formulation is achieved for Dirichlet boundary value problems, while in [14, 15] symmetric formulations are presented for both Neumann and Dirichlet boundary conditions. A symmetric coefficient matrix leads to a reduction of the direct solution time and memory requirements by about half. On the other hand, in order to generate the symmetric matrices of the Galerkin formulation, a second integration must be performed. This might increase the set-up cost significantly and therefore it is not clear whether the overall solution time is reduced at all when a symmetric Galerkin formulation is used. In this section we will try to take into consideration the second integration and to compare between the regular collocation BEM and the symmetric Galerkin BEM.

5.2 Set-up cost evaluation

We will assume that for each nodal/collocation point the values of the Jacobian and the normal are given and stored in the memory, and that their computational cost is negligible compared to the time required to evaluate the coefficient matrix.\(^4\) For the evaluation of

\(^4\)We remark that the storage and retrieval of such data may not be performed as efficiently as in the case of inverting the coefficient matrix. Therefore, the CPU equivalent of one operation count of this section may differ significantly from that of the last section. Nevertheless, though our relative CPU time estimate may be off by a factor of two, it is unlikely to be off by more than a factor of ten.
the coefficient matrix, we will need the values of the kernel at the collocation points. We will denote this time by \( t_k \), and we will evaluate it later in this section. At this stage we will assume that the kernel is given at all collocation points. We will also neglect the time required for regularization of the singular elements because of the fact that this time scales linearly with the number of elements, and the additional computational cost which is required for this regularization can be reduced considerably if an efficient procedure is used [16, 10].

5.2.1 2-D BEM

We will start by evaluating the set-up cost of 2-D regular collocation. The number of entries in the coefficient matrix is:

\[ n_{el}^2 (p + 1)^2. \]  

(19)

For each entry we must evaluate an integral of the form:

\[ I = \int_{\Gamma} N(x_1) K(x_1, x_2) d\Gamma \]  

(20)

where \( N \) is a shape function and \( K \) is the kernel. This integral can be rewritten in discrete form as:

\[ I \approx \sum_{m=1}^{n_{int}} w_m \times J(x_1^m) \times K(x_1^m, x_2) \]  

(21)

Here, \( n_{int} \) is the number of integration points, \( w \) and \( J \) are the integration weight and the Jacobian at the relevant integration point. In the last equation \( w, N \) and \( J \) are all real numbers and therefore the product of \( w_m \times N(x_1^m) \times J(x_1^m) \) requires only two flops. The kernel \( K \) is an \( n_v \times n_v \) real or complex matrix and therefore the multiplication...
of the $w_m \times N(x_1^n) \times J(x_1^n)$ product by the kernel requires an additional $\tilde{c}_m n_v^2$ flops.\footnote{$\tilde{c}_m = 1$ or 2 for real or complex problems, respectively.} Therefore each integration point requires $(2 + \tilde{c}_m n_v^2)$. Considering all integration points and all matrix entries we find that the total integration time is:

$$t_{int2D}^c = n_{el}^2 (p + 1)^2 n_{int} (2 + n_v^2 \tilde{c}_m) \quad \text{flops}$$

(22)

The Galerkin coefficient matrix is symmetric and therefore requires evaluation of about half the number of matrix entries as does regular collocation. For each entry in the Galerkin matrix, we must evaluate an integral of the form:

$$I = \int_{\Gamma} N_j(x_2) \left\{ \int_{\Gamma} N_i(x_1) K(x_1, x_2) d\Gamma \right\} d\Gamma$$

(23)

and in discrete form:

$$I \approx \sum_{n=1}^{n_{int}} w_n \times N_j(x_2^n) \times J(x_2^n) \times \left\{ \sum_{m=1}^{n_{int}} w_m \times N_i(x_1^m) \times J(x_1^m) \times K(x_1^m, x_2^n) \right\}$$

(24)

In the former calculations we found that the product in the curly brackets requires $n_{int} (2 + n_v^2 \tilde{c}_m)$ flops. Multiplying this product (which is a real or complex $n_v \times n_v$ matrix) by the product of $w_n \times N_j(x_2^n) \times J(x_2^n)$ requires an additional $(2 + n_v^2 \tilde{c}_m)$ flops per integration point. Finally, considering all integration points and all the matrix entries we find the integration time for 2-D Galerkin to be:

$$t_{int2D}^c = \frac{1}{2} n_{el}^2 (p + 1)^2 n_{int} \left[ (2 + n_v^2 \tilde{c}_m) + n_{int} (2 + n_v^2 \tilde{c}_m) \right] \quad \text{flops.}$$

(25)

### 5.2.2 3-D BEM

For 3-D collocation the number of matrix entries is:

$$n_{el}^2 (p + 1)^4,$$

(26)
and the integrand must be evaluated at $n_{\text{int}}^2$ points since it is a 2-D integration. The integrand consists of a kernel, two shape functions, weight function and the Jacobian. The integral to be evaluated for each entry has the form:

$$I = \int_{S} N_{\eta}(x_1)N_{\xi}(x_1)K(x_1, x_2) dS. \quad (27)$$

The evaluation of the integrand at each integration point requires 3 real number operations (because of the additional shape function) and $n_\nu^2$ real or complex operations for the kernel multiplication. The integration cost in this case is:

$$t_{\text{int}_2D}^C = n_\nu^2(p+1)^4 n_{\text{int}}^2 (3 + n_\nu^2 e_m) \quad \text{flops} \quad (28)$$

For 3-D Galerkin, after considering the second integration and symmetry, we obtain:

$$t_{\text{int}_3D}^G = \frac{1}{2} n_\nu^2(p+1)^4 n_{\text{int}}^2 \left[ (3 + n_\nu^2 e_m) + n_{\text{int}}^2 (3 + n_\nu^2 e_m) \right] \quad \text{flops} \quad (29)$$

We will choose the integration order to be consistent with the element order $p$, thus, $n_{\text{int}} = (p+1)$. After using the fact that $n_{\text{el}} = 4n$ and $6n^2$ for 2D and 3D, respectively, we can rewrite the set-up cost as:

$$t_{\text{set}_2D}^C = 16n^2(p+1)^3(2 + n_\nu^2 e_m) + t_{k2D} \quad \text{flops} \quad 2D \text{ collocation}$$
$$t_{\text{set}_2D}^G = 8n^2(p+1)^3(p+2)(2 + n_\nu^2 e_m) + t_{k2D} \quad \text{flops} \quad 2D \text{ Galerkin} \quad (30)$$
$$t_{\text{set}_3D}^C = 36n^4(p+1)^6(3 + n_\nu^2 e_m) + t_{k3D} \quad \text{flops} \quad 3D \text{ collocation}$$
$$t_{\text{set}_3D}^G = 18n^4(p+1)^6 [(p+1)^2 + 1] (3 + n_\nu^2 e_m) + t_{k3D} \quad \text{flops} \quad 3D \text{ Galerkin}$$

We note that the time $t_k$ is identical for Galerkin or collocation.

We shall digress briefly here to compare the relative costs of standard BEM to symmetric Galerkin BEM. From equations (30), we get the difference between the set-up cost
of symmetric Galerkin and regular BEM:

\[
\Delta t_{su} = t_{su}^G - t_{su}^C = \begin{cases} 
8(2 + n_o^2 \bar{e}_m)n^2 p(p + 1)^3 & \text{2D} \\
18(3 + n_o^2 \bar{e}_m)n^4 p(p + 2)(p + 1)^6 & \text{3D} 
\end{cases}
\]  

(31)

We note that the factorization time of the symmetric Galerkin method is half the time of the regular BEM (14). The total difference in the solution time \(\Delta t_{sol}\), is the sum of \(\Delta t_{su}\) in (31) and the the difference in the factorization time (14). Thus we obtain:

\[
\Delta t_{sol} = \Delta t_{su} + \Delta t_f = \begin{cases} 
8(2 + n_o^2 \bar{e}_m)n^2 p(p + 1)^3 - \frac{32}{3} c_m n_v^3 (np)^3 & \text{2D} \\
18(3 + n_o^2 \bar{e}_m)n^4 p(p + 2)(p + 1)^6 - 36 c_m n_v^3 (np)^6 & \text{3D} 
\end{cases}
\]  

(32)

By using equation (32) we can find the conditions under which Galerkin BEM is more cost effective then regular collocation BEM:

\[
n \geq \frac{3(2 + n_o^2 \bar{e}_m)}{4 c_m n_v^3} \frac{(p + 1)^3}{p^2} & \text{2D} \\
n \geq \left[ \frac{(3 + n_o^2 \bar{e}_m)}{2 c_m n_v^3} \frac{(p + 1)^6(p + 2)}{p^5} \right]^\frac{1}{2} & \text{3D} 
\]  

(33)

Figures 3a,b show the crossover from regular BEM to symmetric Galerkin BEM for 2D and 3D problems, respectively. It can be observed from Figure 3a that in 2D, Galerkin is more cost effective for problems with about 5 or more elements per edge for quadratic elements (except for the Laplace equation case). For Laplace's equation, collocation is more cost effective up to about 15 element per edge. Similar trends are seen in the 3D case, as shown in Figure 3b.

From this study we conclude that generally speaking, symmetric Galerkin is more cost-effective than collocation, except in smaller problems where cost is less of an issue. We remind the reader that this conclusion was reached under the integration scheme described above. Other integration methods may lead to different results.
5.2.3 Evaluation of $t_k$

In order to compare the total solution time to that of FEM we have to estimate $t_k$ explicitly. We will start with the evaluation of $t_k$ for Laplace and Helmholtz equations. For these two equations the kernel is defined as: $G(x_1, x_2) = G(r)$ where $r = |x_1 - x_2|$. We will assume that the values of $G, \frac{1}{r} \frac{dG}{dr}$ are tabulated as functions of $r^2$. Given two points, $x_1$ and $x_2$, $d$-flops are required to evaluate $r^2$ ($d$ is the dimension of the problem). In order to locate the value of the kernel in the table another flop is required. If a finer value is needed then a linear interpolation can be used and another $2\bar{c}_m$ flops will be required. Higher order interpolation is possible, of course, but at greater expense. This gives a total of $(d + 1 + 2\bar{c}_m)$ flops to evaluate $G$. To integrate over the normal derivative $\frac{\partial G}{\partial n} = dG/dr \frac{\partial r}{\partial n}$, we must also evaluate $r \frac{\partial r}{\partial n}$. We find that $d$ flops are required to evaluate $r \frac{\partial r}{\partial n}$, since

$$r \frac{\partial r}{\partial n} = (x_{1j} - x_{2j})n_j \quad j = 1..d.$$  \hspace{1cm} (34)

The evaluation of $(\partial G/\partial r)/r$ is identical to the evaluation of $G$ and requires the same number of flops. An additional $\bar{c}_m$ flops are required to multiply $r \frac{\partial r}{\partial n}$ by $\frac{1}{r} \frac{dG}{dr}$. This sums to a total of $(2d + 1 + 3\bar{c}_m)$ flops to evaluate $\partial G/\partial n$. Table 5.2.3 summarizes the number of flops required for the evaluation of $\partial G/\partial n$:

We will choose the time to evaluate $\partial G/\partial n$ as representative for kernel evaluation. We denote by $t_{k1} = 2d + 1 + 3\bar{c}_m$ the time required to evaluate the kernel once. In order to find $t_k$, one should multiply $t_{k1}$ by the total number of nodes in the model, squared:

$$t_k = 16(np)^2(5 + 3\bar{c}_m) \quad 2D$$

$$t_k = 36(np)^4(7 + 3\bar{c}_m) \quad 3D$$
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Table 1: Number of flops required to find $\partial G/\partial n$ at one node.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Number of flops required</th>
</tr>
</thead>
<tbody>
<tr>
<td>evaluate $r^2$</td>
<td>$d$</td>
</tr>
<tr>
<td>locate $(dG/dr)/r$ in table</td>
<td>1</td>
</tr>
<tr>
<td>refine using linear interpolation</td>
<td>$2\tilde{c}_m$</td>
</tr>
<tr>
<td>evaluate $r(\partial r/\partial n)$</td>
<td>$d$</td>
</tr>
<tr>
<td>multiply $r(\partial r/\partial n)$ by $(dG/dr)/r$</td>
<td>$\tilde{c}_m$</td>
</tr>
<tr>
<td>Total</td>
<td>$2d + 1 + 3\tilde{c}_m$</td>
</tr>
</tbody>
</table>

Under similar assumptions,\(^6\) we find $t_{k_1}$ for elastostatics and elastodynamics to be:

\[
t_{k_1} = 6d^2 + 2d \quad \text{for Elastostatics}
\]

\[
t_{k_1} = 13d^2 + 10d + 28 \quad \text{for Elastodynamics}
\]

After multiplying $t_{k_1}$ by the relevant number of nodes squared we find that:

\[
t_k = 512(np)^2 \quad \text{for 2D Elastostatics}
\]

\[
t_k = 2160(np)^4 \quad \text{for 3D Elastostatics}
\]

\[
t_k = 1600(np)^2 \quad \text{for 2D Elastodynamics}
\]

\[
t_k = 8460(np)^4 \quad \text{for 3D Elastodynamics}
\]

The total set-up cost for BEM is thus given by using the values for $t_k$ together with equation (30). The total solution time for BEM is the sum of the set-up time and the factorization time given in (14).

\(^6\)We use the conservative assumption that we have to evaluate the traction kernel.
The set-up cost time of FEM scales linearly with the number of elements $n_{el}$, while the factorization time scales like $n_{el}^2$ and $n_{el}^4$ for 2D and 3D, respectively. Since in FEM $n_{el} \gg 1$ we will neglect the FEM set-up time as compared to the factorization time.

Finally, we will compare the statically condensed FEM and the BEM for the four equations.

5.3 Comparison of overall solution time

Since the BEM set-up time is non negligible, we will compare the BEM solution time (set-up and factorization) to that of the statically condensed FEM solution time (factorization). This comparison is presented in Figures 4a and 4b for 2D and 3D problems, respectively.

It can been seen that for 2D problems the optimal crossover point is for quadratic elements. The crossover for Laplace and elastostatics occurs for relatively small problems while for wave problems the crossover corresponds to much larger problems (more than 100 nodes per edge).

Similar conclusions can be obtained for 3D problems. The optimal crossover point is for quadratic or 4-th order elements. For Laplace and elastostatics BEM becomes more cost effective for relatively small problems while for wave problems BEM becomes better only after using a large number of nodes per edge (more than $\approx 110$). Another interesting feature of these graphs is the remarkable reduction of the crossover between linear and quadratic elements. For example, for 3D problems the crossover is about 5 times smaller in the quadratic case. This translates into a problem which is about 125 times smaller than in the linear case.
5.4 Set-up cost as a proportion of the overall solution time in BEM

The crossover between BEM and FEM generally occurs at relatively large problem sizes. At such values, our estimates indicate that set-up costs are relatively unimportant. Nevertheless, we find it interesting to estimate the percentage of total solution time that is dedicated to evaluating the coefficient matrix. We will choose Laplace equation as a representative equation. Figures 5a and 5b show the percentage of the set-up time out of the overall solution time as function of number of nodes on each edge for 2D and 3D, respectively. In both Figures the comparison is done for 4-types of elements (linear, quadratic, cubic and 4-th order). It can be seen that the differences between the elements types are very small.

In Figure 5a we see that the contribution of the set-up cost to the overall solution time is generally not negligible, especially for small to medium problems. For example, for problems smaller than 20 nodes per edge (total of 80 BEM nodes) the set-up cost is more expensive than the solution time.

Figure 5b shows the corresponding results for 3D. We see that the drop in the set-up cost as a function of the number of nodes per edge is much sharper. However, still for 10 nodes per edge (total of 600 BEM nodes) or fewer, the set-up cost is greater than the solution time.
6 Memory

One of the most important issues in solving large problems is the memory required to store the matrices. In many cases the memory issue is more crucial than the CPU time issue. This is because of the fact that a large problem that fits into memory may take a long time to solve, but it would still be solvable. A problem that cannot be fit into memory may never be solvable.

The memory required for BEM is \( n_{eq}^2 \) words, while for FEM it is \( b wn_{eq} \) words. In the case of complex equations the number of storage words in BEM is doubled. Using equations (4,5) we can find the number of words required for storage by BEM:

\[
16\tilde{c}_m n_v^2(n^p)^2 \quad \text{words for 2D} \\
36\tilde{c}_m n_v^2(n^p)^4 \quad \text{words for 3D}
\] (38)

Recall that \( \tilde{c}_m \) is 1 or 2 for a real or complex system of equations, respectively. For the symmetric Galerkin BEM the storage size is reduced by half. Using equations (6,7) and (10,11) we find the required storage for FEM with inner nodes:

\[
n_v^2n^3p^4 \quad \text{words for 2D} \\
n_v^2n^5p^6 \quad \text{words for 3D}
\] (39)

Using equations (8,9) and (12,13) we find the required storage for statically condensed FEM:

\[
n_v^2n^2(2p - 1)[n(2p - 1) + 2p] \quad \text{words for 2D} \\
n_v^2n^4(3p^2 - 3p + 1)[n(3p^2 - 3p + 1) + 3p^2] \quad \text{words for 3D}
\] (40)

By equating (38) and (39) we can find the memory crossover between BEM and FEM.
with inner nodes:

\[ n_{co} = 16\bar{c}_m / p^2 \quad \text{for 2D} \]
\[ n_{co} = 36\bar{c}_m / p^2 \quad \text{for 3D} \]  

(41)

Similarly, by equating (38) and (40) we find the memory crossover between BEM and statically condensed FEM:

\[ n_{co} = 16\bar{c}_m p^2 / (2p - 1)^2 - 2p / (2p - 1) \quad \text{for 2D} \]
\[ n_{co} = 36\bar{c}_m p^4 / (3p^2 - 3p + 1)^2 - 3p^2 / (3p^2 - 3p + 1) \quad \text{for 3D} \]  

(42)

We note that for high order elements, the memory crossover point tends to the value of \( n_{co} = 4\bar{c}_m - 1 \) for both 2D and 3D cases. Thus BEM is more cost effective after using 3 (real) or 8 (complex) elements on each edge.

Figures 6a, 6b describe the memory crossover. In comparing BEM and non-condensed FEM, we see that the crossover to BEM decreases as the approximation order grows. The problem size at which the crossover occurs is in fact quite small. We note that the 3D linear case for wave problems is an exception, where the problem size is relatively large.

In comparing statically condensed FEM to BEM, we find the optimal crossover to BEM for quadratic elements, except the 3D Laplace and elastostatics where it is cubic. In the cases of Laplace and elastostatics, the problem sizes for quadratic elements is 13 and 23 nodes per edge for 2D and 3D problems, respectively. For wave problems, it is 27 and 45 nodes per edge for 2D and 3D, respectively. In the case where we use a symmetric Galerkin BEM formulation, the required memory storage is half of the original value, and the crossover values decrease accordingly.
7 Exterior Problems

The FEM in its regular formulation is not capable of treating infinite domains and some modification is necessary. One of the methods which is suitable for exterior problems is the DtN method [17, 18]. The DtN method relates the function to its normal derivative along an artificial boundary. Typically a simple shape such as a circle or a sphere is chosen since the method requires the Green's function (or equivalent solution) on the exterior domain bounded by the artificial boundary. In this case, one must mesh the area between the artificial boundary and the original boundary as shown in Figure 7. The DtN coefficient matrix is full and symmetric and it has to be solved together with the additional elements which are used. Comparing factorization times for the coupled DtN/FEM method to the Galerkin BEM shows that the Galerkin BEM is faster provided the number of elements on the real and artificial boundary are about the same. This is due to the fact that the size of the DtN matrix and the Galerkin BEM would be about the same and they would both be symmetric. The DtN/FEM system, however, has the additional computational effort associated with the interior finite element nodes. This conclusion ignores issues of set-up costs.

An increasingly common way to treat exterior problems in FEM is through infinite elements [19, 20, 21]. The contribution of these elements to the coefficient matrix is similar to regular finite elements. Typically one uses several layers of regular elements to mesh an artificial boundary, outside of which infinite elements are used. In the case where the number of layers is large the comparison of BEM and FEM becomes similar to that of an interior problem. In the case where it is small then the bandwidth of the
FEM becomes much smaller than that in problems that we studied in the interior case, and therefore FEM would be more cost effective. These comparisons ignore the fact that in practice infinite and finite elements are usually different orders.

Some caveats are required in the discussion of exterior wave problems. The standard BIE formulation is known to be non-unique at frequencies of the interior domain [22, 23]. Various methods have been proposed to overcome this difficulty, [24, 25, 26]. The first two [24, 25] methods are more appropriate for lower frequency applications. The third [26], known as the Burton-Miller formulation, involves a highly singular kernel and thus requires additional computational effort in the set-up. For example, using Burton-Miller approximately doubles \( t_k \) (eq. 30) since both the kernel and its normal derivative must be evaluated. The cost of implementing such strategies has not been considered.

8 Iterative Solvers

Unlike direct solvers, the efficiency of iterative solvers depends strongly on the problem itself, including the boundary conditions and initial solution guess. In general, of course, there is no way to predict \textit{a priori} the number of iterations required for convergence. Therefore it is impossible to determine in general which of the methods FEM or BEM will converge faster. We can estimate, however, the time required to perform \( k \) iterations for each method. Therefore, we will compare only the cost for the same number of iterations for FEM and BEM and neglect the cost of pre-conditioning.

We shall consider the generalized minimal residual procedure - GMRES [27, 28] as our iterative solver. The solution is based on an iterative substitution which consists of
two steps[3]. The first is the $Au$ product:

$$u_{k+1} = Au_k \tag{43}$$

The second is an orthonormalization with respect to the Krylov space, and requires $c_mkn_\text{eq}$ flops, where $k$ is the iteration number.

The $Au$ product requires $c_mn_\text{eq}^2$ flops in the case of BEM and $\bar{c}_m n_\text{el}n_\text{edof}^2$ flops for FEM. Here $n_\text{el}$ is the number of elements and $n_\text{edof}$ is the number of DOF of each element. Note that the orthonormalization time is a linear function of the iteration number.

Using the former definitions we can tabulate the cost per iteration for the different methods:

<table>
<thead>
<tr>
<th>Mesh</th>
<th>No. of equations</th>
<th>$Au$ product</th>
<th>Orthonormalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n \times n$</td>
<td>$4n_vnp$</td>
<td>$16c_mn_v^2(np)^2$</td>
<td>$4c_mn_vknp$</td>
</tr>
<tr>
<td>$n \times n \times n$</td>
<td>$6n_v(np)^2$</td>
<td>$36c_mn_v^2(np)^4$</td>
<td>$6c_mn_vk(np)^2$</td>
</tr>
</tbody>
</table>

Table 2: Cost of $k$-th iteration using BEM.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>No. of equations</th>
<th>No. of elements</th>
<th>No. of DOF per element</th>
<th>$Au$ product</th>
<th>Orthonormalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n \times n$</td>
<td>$n_v(np)^2$</td>
<td>$n_v(p + 1)^2$</td>
<td>$\bar{c}<em>m n_v^2 n</em>\text{edof}^2$</td>
<td>$c_m n_v k(np)^2$</td>
<td></td>
</tr>
<tr>
<td>$n \times n \times n$</td>
<td>$n_v(np)^3$</td>
<td>$n_v(p + 1)^3$</td>
<td>$\bar{c}<em>m n_v^2 n</em>\text{edof}^3 (p + 1)^6$</td>
<td>$c_m n_v k(np)^3$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Cost of $k$-th iteration using non-condensed FEM.
<table>
<thead>
<tr>
<th>Mesh</th>
<th>No. of equations</th>
<th>No. of elements</th>
<th>No. of DOF per element</th>
<th>(Au) product [flops]</th>
<th>Orthonormalization [flops]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n \times n)</td>
<td>(n_v n^2(2p - 1))</td>
<td>(n^2)</td>
<td>(4n_v p)</td>
<td>(16\bar{c}_m n_e^2 (np)^2)</td>
<td>(c_m n_v k n_e (2p - 1))</td>
</tr>
<tr>
<td>(n \times n \times n)</td>
<td>(n_v n^3(3p^2 - 3p + 1))</td>
<td>(n^3)</td>
<td>(2n_v (3p^2 + 1))</td>
<td>(4\bar{c}_m n_e^2 n_v^3 (3p^2 + 1)^2)</td>
<td>(c_m n_v k n_e (3p^2 - 3p + 1))</td>
</tr>
</tbody>
</table>

Table 4: Cost of \(k\)-th iteration using statically condensed FEM.

Since the orthonormalization time behaves like \(k f(c_m, n_v, n, p)\), we find that the orthonormalization time required for \(k\) iterations is: \(\frac{1}{2}k(k + 1) f(c_m, n_v, n, p) \approx \frac{1}{2} k^2 f\) for \(k \gg 1\). The \(Au\) product time is not a function of the iteration number and therefore the time required for \(k\) iterations is simply \(k\) times the time of one iteration. The sum of these two steps is the total time required to perform \(k\)-iterations. These times are summarized in Table 5.

<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEM</td>
<td>(2k c_m n_v np (8n_v np + k))</td>
<td>(3k c_m n_v (np)^2 [12n_v (np)^2 + k])</td>
</tr>
<tr>
<td>Non-condensed FEM</td>
<td>(\frac{1}{2}k \bar{c}_m n_v n^2 \times)</td>
<td>(\frac{1}{2}k \bar{c}_m n_v n^3 \times)</td>
</tr>
<tr>
<td></td>
<td>([2n_v (p + 1)^4 + k \bar{c}_m p^2])</td>
<td>([2n_v (p + 1)^6 + k \bar{c}_m p^3])</td>
</tr>
<tr>
<td>Statically condensed FEM</td>
<td>(\frac{1}{2}k \bar{c}_m n_v n^2 \times)</td>
<td>(\frac{1}{2}k \bar{c}_m n_v n^3 \times)</td>
</tr>
<tr>
<td></td>
<td>([32n_v p^2 + k \bar{c}_m (2p - 1)])</td>
<td>([8n_v (3p^2 + 1)^2 + k \bar{c}_m (3p^2 - 3p + 1)])</td>
</tr>
</tbody>
</table>

Table 5: Cost of \(k\) iterations.

Based on the times given in Table 5, we find the crossover conditions for which BEM
becomes more cost effective: For non-condensed FEM:

\[
\begin{align*}
 k & \geq \frac{2nvn\{16\tilde{c}_m p^2-(p+1)^4\}}{\tilde{c}_m p n(p-4)} \quad \& n p > 4 \text{ for 2D} \\
 k & \geq \frac{2nvn\{36\tilde{c}_m p^4-(p+1)^6\}}{\tilde{c}_m p^2 n(p-6)} \quad \& n p > 6 \text{ for 3D}
\end{align*}
\]

(44)

and for condensed FEM:

\[
\begin{align*}
 k & \geq \frac{32nvn p^2(\tilde{c}_m-1)}{\tilde{c}_m \left[ n(2p-1)-4\right]} \quad \& n > 4p/(2p-1) \text{ for 2D} \\
 k & \geq \frac{5nvn\left[7\tilde{c}_m p^4-(3p^2+1)^2\right]}{\tilde{c}_m \left[ n(3p^2-3p+1)-6p^2\right]} \quad \& n p > 6 \text{ for 3D}
\end{align*}
\]

(45)

We emphasize again that these results reflect only which of the two methods is faster for the same number of iterations.

The second issue that we would like to investigate here is the memory consumption. We note here that this comparison is applicable to those situations in which all element stiffness matrices are stored prior to solution. The comparison will be based again on the same number of iterations for both methods. We will use the assumption that the number of the equations \(n_{eq}\) is much larger than the number of iterations \(k\), thus, \(n_{eq} \gg k\). From this assumption we find that the storage space for regular BEM would be \(\tilde{c}_m n_{eq}^2\) words, and half of that when a symmetric Galerkin BEM is used. In the case of FEM \(\tilde{c}_m k n_{eq}\) words are required for the storage of the Krylov vectors from the former iterations and \(n_{el}n_{dof}^2\) words are required for the storage of the coefficient matrix non-zero terms. The storage space for the different methods can be written as:

Using the values in Table 6 we can find the memory crossovers. In the 2D case we find that for Laplace and elastostatics, BEM always requires less memory space for the same number of iterations, while for waves problems the crossover from statically condensed FEM to Galerkin BEM occurs when \(k \geq 4n_{eq}p^2/(2p-1)\). For 3D problems the crossover
<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular BEM</td>
<td>$16\tilde{c}_m n_v^2 (np)^2$</td>
<td>$36\tilde{c}_m n_v^2 (np)^4$</td>
</tr>
<tr>
<td>Galerkin BEM</td>
<td>$8\tilde{c}_m n_v^2 (np)^2$</td>
<td>$18\tilde{c}_m n_v^2 (np)^4$</td>
</tr>
<tr>
<td>Non-condensed FEM</td>
<td>$n_v^2 n^2 (p+1)^4 + \tilde{c}_m kn_v (np)^2$</td>
<td>$n_v^2 n^3 (p+1)^6 + \tilde{c}_m kn_v (np)^3$</td>
</tr>
<tr>
<td>Condensed FEM</td>
<td>$16n_v^2 (np)^2 + \tilde{c}_m kn_v n^2 (2p-1)$</td>
<td>$4n_v^2 n^3 (3p^2+1)^2 + \tilde{c}_m kn_v n^3 (3p^2-3p+1)$</td>
</tr>
</tbody>
</table>

Table 6: Memory required for $k$ iterations [words].

between statically condensed FEM and Galerkin BEM will occur approximately when $k \geq 18n_v np^4/(3p^2 - 3p + 1)$ (for $n \gg p$).

9 FEM static condensation

Here we compare FEM to statically condensed FEM. Thus we evaluate the importance of static condensation in high order FEM approaches. Based on equations (15,18) we can find the factorization time ratio between the condensed and the non-condensed FEM for direct solvers. The memory ratio for direct solvers can be found from equations (39,40). For iterative solvers we can find the ratio of solution time for $k$ iteration from Table 5 and the memory ratio from Table 6. These ratios are summarized in Table 7 under the assumption of $n \gg p$.

The results in Table 7 neglect the cost of static condensation. The assumption that this cost is negligible becomes invalid when $p = O(n) \gg 1$. The cost associated with static condensation can be estimated to be that of inverting a $n_v (p-1)^d$ square, full
<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factorization time</td>
<td>$p^6/(2p - 1)^3$</td>
<td>$p^9/(3p^2 - 3p + 1)^3$</td>
</tr>
<tr>
<td>direct solvers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory direct solvers</td>
<td>$p^4/(2p - 1)^2$</td>
<td>$p^6/(3p^2 - 3p + 1)^2$</td>
</tr>
<tr>
<td>Solution time for $k$ iterations</td>
<td>$[2n_v(p+1)^4 + (k+1)\bar{c}_m p^2]/$</td>
<td>$[2n_v(p+1)^6 + (k+1)\bar{c}_m p^3]/$</td>
</tr>
<tr>
<td></td>
<td>$[32n_v p^2 + (k+1)\bar{c}_m(2p-1)]$</td>
<td>$[8n_v(3p^2+1)^2 + (k+1)\bar{c}_m(3p^2-3p+1)]$</td>
</tr>
<tr>
<td>Required memory for $k$ iterations</td>
<td>$[n_v(p+1)^4 + \bar{c}_m kp^2]/$</td>
<td>$[n_v(p+1)^6 + \bar{c}_m kp^3]/$</td>
</tr>
<tr>
<td></td>
<td>$[16n_v p^2 + \bar{c}_m k(2p-1)]$</td>
<td>$[4n_v(3p^2+1)^2 + \bar{c}_m k(3p^2-3p+1)]$</td>
</tr>
</tbody>
</table>

Table 7: Ratios between non-condensed and condensed FEM.

symmetric matrix for each element. This is given by the expression:

$$t_{condensation} = n_{el} n_v^3 (p - 1)^{3d}/6 = \begin{cases} 
n^2 n_v^3 (p-1)^6/6 & \text{flops, for 2D} 
n^3 n_v^3 (p-1)^9/6 & \text{flops, for 3D} \end{cases}$$ (46)

Comparing (14) to (46) shows that condensation cost is indeed negligible for $p < n$.

10 Remarks and Conclusions

We have presented an extensive theoretical cost comparison between FEM and BEM for low and high order elements. The work applies to four equations: Laplace, Helmholtz, elastostatics and elastodynamics in 2D and 3D. This comparison dealt both with direct and iterative solvers. We evaluated the set-up cost time for BEM in its regular form and in its symmetric Galerkin form and compared those two methods to each other. Finally
we compared pure FEM with statically condensed FEM. In this section we will summarize our conclusions from each comparison separately.

10.1 Direct solvers: Solution time

From the comparison between standard FEM and BEM, we find that there is a significant drop in the crossover values of high order elements as compared to linear elements. For Laplace and elastostatics BEM, becomes more cost effective when using just one element per edge of 6-th and 8-th order, for 2D and 3D, respectively. For waves problems, the order of that element is 9 and 13 for 2D and 3D, respectively.

From the comparison between statically condensed FEM and BEM, we find that the minimal crossover is obtained for quadratic elements in 2D and cubic in 3D. In 2D for quadratic elements the crossover occurred at about 100 nodes per edge for wave problems (equivalent to a total of 400 BEM nodes or 7,500 condensed FEM nodes). For 2D Laplace and elastostatics the crossover is at about 40 nodes per edge (equivalent to 160 BEM nodes or 1,200 condensed FEM nodes). These problems are well within the range of application of direct solutions methods.

The optimal crossover in 3D occurred for cubic elements at about 50 nodes per edge for Laplace and elastostatics equations. This corresponds to 15,000 BEM nodes or $10^5$ condensed FEM nodes. For the Helmholtz and elastodynamics equations, the corresponding figures are 190 nodes per edge giving 200,000 BEM nodes or $6\cdot10^6$ condensed FEM nodes. These problem sizes challenge the current capabilities of direct solvers. Therefore, we conclude that in 3D, FEM is more cost effective for the full range of applicability of direct
10.2 Direct solvers: Memory

From the comparison of the memory between statically condensed FEM and BEM we find that the minimal crossover is for quadratic elements (except for 3D Laplace and elastostatics where it is for cubic elements). In 2D, the crossover is about 15 or 30 nodes per edge for real or complex equations, respectively. This is equivalent to a total of 3,800 BEM nodes or 12,000 condensed FEM nodes for the static equations, and 12,000 BEM or 75,000 statically condensed FEM nodes for the dynamics equations. Since memory is typically a problem only for very large coefficient matrices, we conclude that BEM is generally more memory efficient than statically condensed FEM for 2D problems and for 3D Laplace and elastostatics. The case of 3D wave problems, where 12,000 BEM nodes with complex values need to be stored might be considered borderline. For Helmholtz, this corresponds to 4 GB of memory for double precision arithmetic, which is currently available on a few high performance computers.

10.3 BEM set-up cost

The BEM set-up cost might be a very significant part out of the overall solution time. We chose the Laplace equation as representative to find that the set-up cost is more expensive than the factorization cost for meshes of fewer than 10 (20) nodes per edge for 3D (2D) problems (equivalent to a total of 600 (80) BEM nodes). The set-up cost drops very rapidly with increasing number of nodes, and for large problems, has a small
contribution for the overall solution time. For example, for the Laplace equation the set-up cost is less than 10% of the overall solution time for a mesh of 40 (200) nodes per edge in 3D (2D) (equivalent to a total of 9,600 (800) BEM nodes).

We note that the set-up procedure is typically much more memory and data intensive than the matrix inversion procedure. Therefore, the unpredictable memory behavior of any given application would tend to make the true time estimates larger than those described here. Therefore, we can consider our estimates of the set-up costs to be lower bounds on what a user might expect in practice.

10.4 Standard BEM versus symmetric Galerkin BEM

The optimal element order where the symmetric Galerkin BEM formulation is more cost effective than collocation BEM is quadratic or cubic in 2D or 3D, respectively. For 2D quadratic elements in elastostatics and wave problems, Galerkin becomes more cost effective after using only 5 elements per edge. For Laplace’s equation, this crossover is at 15 elements per edge. In 3D for cubic elements the crossover to symmetric Galerkin BEM is at 7 elements per edge for elastostatics and wave problems and 13 elements per edge for Laplace. From these results (especially in the 2D case) we conclude that the expense of the extra set-up in the symmetric Galerkin BEM formulation is compensated in factorization time savings in most problems of interest. These conclusions were reached on the basis of the integration strategy described in section 5, which was developed for efficiency rather than accuracy. The use of other integration strategies would certainly affect our conclusions.
10.5 Iterative solvers

We compared the iterative solution of FEM equations to BEM equations for equal numbers of iterations. We found that the solution time crossover occurs at $k_{co}$ iterations, where $k_{co} \approx 72n_v np$ for $np \gg 1$. When using 50 cubic elements per edge in 3D to solve the elastostatics equation, the $k_{co} \approx 32,000$ iterations. For problems that converge in fewer than $k_{co}$ iterations, FEM is more cost effective.

10.6 Static condensation

Our comparison of standard FEM to FEM with static condensation show the great efficiency improvements that static condensation provides with a direct solver. For example, Table 7 shows that using 4-th order elements and condensing out the interior degrees of freedom is about 12 times faster in 2D and 5 times faster in 3D than standard FEM. In the same case, pure FEM demands 5 times the storage space used by condensed FEM in 2D and 3 times in 3D.
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Figures caption

Fig. 1: FEM/BEM models of a square and a cube.

Fig. 2: Factorization time, crossover from FEM to BEM.
   a) Laplace and elastostatics.
   b) Helmholtz and elastodynamics.

Fig. 3: Set-up cost + solution time, crossover from regular collocation BEM to Galerkin BEM.
   a) 2D problems.
   b) 3D problems.

Fig. 4: Solution time, crossover from condensed FEM to BEM.
   a) 2D problems.
   b) 3D problems.

Fig. 5: Set-up cost time out of the over all solution time.
   a) 2D Laplace equation.
   b) 3D Laplace equation.

Fig. 6: Memory, crossover from FEM to BEM.
   a) Laplace and elastostatics.
   b) Helmholtz and elastodynamics.

Fig. 7: Exterior problem.
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1 Introduction

We consider the problem of finding $\tilde{u}(x)$, the $H^1$ projection onto a given finite element space $\tilde{S}$ of $u(x)$, a solution of the Helmholtz equation. We show that the problem of finding $\tilde{u}$ is approximately equivalent to a Petrov-Galerkin formulation of the original boundary value problem. The optimally chosen weight functions must satisfy several criteria that are specified below. In particular, we show that the weighting functions are the shape functions themselves (i.e. what would be used in a Bubnov-Galerkin procedure) plus bubble functions. The bubbles can be found approximately in a straightforward and systematic manner.

We shall formulate the problem of finding the desired projection in a rather straightforward way. We desire to minimize the norm of the difference between the interpolant and the unknown function, subject to the constraint that the unknown function satisfies the desired differential equation. Upon manipulating the resulting equations, a “stabilized finite element method” results. For definiteness, we shall work in terms of the Helmholtz equation and the $H^1$ semi-norm, though generalization to other equations or norms is possible.

2 Formulation

We consider the problem of finding $\tilde{u}(x) \in \tilde{S}$ such that for $u(x)$ in $S$:

$$||u - \tilde{u}||_{H^1(\Omega)} = \text{minimum.}$$  \hfill (1)

Here, $u(x): \tilde{\Omega} \to C$ is the (complex valued) unknown solution of Helmholtz equation. $\Omega \subset \mathbb{R}^d$ denotes a $d$–dimensional domain with boundary $\Gamma$. We shall consider the function spaces $\tilde{S}$ and $S$ to be defined as follows:

$$\begin{align*}
S &= \{u(x)|u(x) \in H^1(\Omega); u(x) = u_o(x) \text{ on } \Gamma_u\} \\
\tilde{S} &= \{\tilde{u}(x)|\tilde{u}(x) \in S; \tilde{u}(x) = \sum_A d_A N_A(x)\}.
\end{align*}$$  \hfill (2)

By assuming that $\tilde{S} \subset S$, we are assuming that our chosen basis can exactly represent the essential boundary conditions $u = u_o$ on $\Gamma_u$. That may or may not be the case in practice, but we shall restrict ourselves to this case for simplicity. We further introduce two spaces of admissible variations:

$$\mathcal{V} = \{w(x)|w(x) \in H^1(\Omega); w(x) = 0 \text{ on } \Gamma_u\}$$  \hfill (4)
\[ \mathcal{V} = \{ \vec{w}(x) | \vec{w}(x) \in \mathcal{V}, \vec{w}(x) = \sum_A c_A N_A(x) \}. \] (5)

Finally, we suppose that \( f \) is a complex valued function in \( L_2(\Omega) \) and that \( u(x) \) satisfies (\( k^2 \) is a given known constant):

\[
\nabla^2 u + k^2 u + f = 0 \quad x \in \Omega \\
u(x) = u_o(x) \quad x \in \Gamma_u \\
\frac{\partial u}{\partial n} = p(x) \quad x \in \Gamma_p
\] (6) (7) (8)

We shall consider \( f(x) \) to be known, though \( u(x) \) is not.

We wish to find \( \bar{u}(x) \) which denotes the \( H^1 \) projection of \( u(x) \) onto \( \mathcal{S} \). Therefore, we introduce the functional:

\[
\Pi[u, \bar{u}, \lambda] = \frac{1}{2} \int_{\Omega} [\nabla u^*- \nabla \bar{u}] [\nabla u - \nabla \bar{u}] dx - \int_{\Omega} \lambda [(\nabla^2 + k^2)u + f] dx
\] (9)

Here, \( \lambda(x) \in L_2(\Omega) \) is a Lagrange multiplier enforcing the constraint equation (6). Its variations \( \nu(x) \) are also in \( L_2(\Omega) \). The complex conjugate of a quantity (\( \cdot \)) is denoted by a star: (\( \cdot \))^*.

We now make \( \Pi \) stationary with respect to variations in \( u \) (\( w \)), \( \bar{u} \) (\( \bar{w} \)) and \( \lambda \) (\( \nu \)):

\[
\frac{\delta \Pi}{\delta u} = 0 = \frac{1}{2} \int_{\Omega} \nabla w^* \cdot [\nabla u - \nabla \bar{u}] dx + \frac{1}{2} \int_{\Omega} \nabla w \cdot [\nabla u^* - \nabla \bar{u}^*] dx - \int_{\Omega} \lambda (\nabla^2 + k^2) w dx
\] (10)

\[
\frac{\delta \Pi}{\delta \bar{u}} = 0 = \int_{\Omega} \nabla \bar{w} \cdot [\nabla u - \nabla \bar{u}] dx
\] (11)

\[
\frac{\delta \Pi}{\delta \lambda} = 0 = -\int_{\Omega} \nu(x) [(\nabla^2 + k^2)u + f] dx
\] (12)

Integrating (11) by parts yields

\[
-\int_{\Omega} \nabla \bar{w} \cdot \nabla u dx - \int_{\Omega} \bar{w} \nabla^2 u dx + \int_{\partial\Omega} \bar{w} \frac{\partial u}{\partial n} dx = 0
\] (13)

From equation (6), we have

\[
\nabla^2 u = -f - k^2 u.
\] (14)

Combining equations (13) and (14) yields

\[
\int_{\Omega} [\nabla \bar{w} \cdot \nabla u - k^2 \bar{w} u] dx = \int_{\Omega} \bar{w} f dx + \int_{\partial\Omega} \bar{w} \frac{\partial u}{\partial n} dx.
\] (15)

We note that equation (15) is almost the Galerkin weak form for \( \bar{u} \). If we were to replace \( u(x) \) in (15) with \( \bar{u}(x) \), arguing that their difference is negligible, then we would recover the Galerkin equations. Instead, we turn our attention to equation (12), which is the Euler-Lagrange equation that determines \( u(x) \). We use this to approximate the term (\( \bar{w}, u \)) in (15).
3 Evaluating \((\bar{w}, u)\)

From (12) we have

\[
\sum_{e} \int_{\Omega^e} \nu(x)[\nabla^2 u + k^2 u + f] \, dx = 0. \tag{16}
\]

Here we have introduced the "element domains", \(\Omega^e, \ e = 1, \ldots, N\). We now restrict our attention to those functions \(\nu\) which are piecewise continuous. Integrating the first term of (16) twice by parts then yields

\[
\sum_{e} \int_{\Omega^e} u(\nabla^2 + k^2)\nu + f \nu \, dx - \sum_{e} \int_{\partial\Omega^e} u \frac{\partial \nu}{\partial n} \, d\gamma - \int_{\partial\Omega} \nu \frac{\partial u}{\partial n} \, d\gamma = 0. \tag{17}
\]

We now choose \(\nu(x)\) (which is arbitrary) to satisfy the following over each element domain, \(\Omega^e\):

\[
(\nabla^2 + k^2)\nu = \bar{w} \quad \text{on} \quad \Omega^e \tag{18}
\]

\[
\nu = k^{-2}(\bar{w} - \nu_o) \tag{19}
\]

\[
\nu_o = \bar{w} \quad \text{on} \quad \partial\Omega^e \tag{20}
\]

It is clear from (18-20) that \(\nu(x)\) so chosen is continuous across element boundaries. For the remainder of this presentation, \(\nu(x)\) is no longer arbitrary, but that special function associated with \(\bar{w}(x)\) as defined in equations (18-20). Combining equations (17) and (18) now yields

\[
\sum_{e} \int_{\Omega^e} \bar{w} u \, dx = -\sum_{e} \int_{\Omega^e} f \nu \, dx + \sum_{e} \int_{\partial\Omega^e} u \frac{\partial \nu}{\partial n} \, d\gamma. \tag{21}
\]

3.1 The closure assumption

Equation (21) requires the knowledge of \(u(x)\) on the element boundaries in order to evaluate \(\int_{\Omega^e} \bar{w} u \, dx\). We shall replace integrations of \(u(x)\) over element boundaries by corresponding integrals of \(\bar{u}(x)\). There we set

\[
\int_{\partial\Omega^e} u \frac{\partial \nu}{\partial n} \, d\gamma = \int_{\partial\Omega^e} \bar{u} \frac{\partial \nu}{\partial n} \, d\gamma + \text{err}_e. \tag{22}
\]

The quantity \(\text{err}_e\) introduced in (22) represents the "error" of our "closure" assumption. That is, we shall later neglect \(\text{err}_e\) in (22) to relate integrals of \(u(x)\) over element boundaries to integrals of \(\bar{u}(x)\).

Replacing \(u(x)\) with \(\bar{u}(x)\) on \(\partial\Omega^e\) is exact pointwise in one dimension, but is satisfied pointwise only approximately in higher dimensions. That is the approximation that has been used and discussed by Hughes in his multi-scale work [1]. Equation (22) is a relaxation of the pointwise requirement \(u(x) = \bar{u}(x)\) on \(\partial\Omega^e\).
4 Deriving the final weak form

Before we substitute everything back into our main equation (15), we simplify the result from (21) and (22). We begin by applying the divergence theorem to the right hand side of (22):

\[ \int_{\partial \Omega^e} \bar{u} \frac{\partial \nu}{\partial n} d\gamma = \int_{\Omega^e} \nabla \cdot (\bar{u} \nabla \nu) \, dx \]
\[ = \int_{\Omega^e} \nabla \bar{u} \cdot \nabla \nu + \bar{u} \Delta \nu \, dx. \]

We now use equations (18) and (19) to replace \( \Delta \nu \) and \( \nu \) in (24):

\[ k^2 \int_{\partial \Omega^e} \bar{u} \frac{\partial \nu}{\partial n} d\gamma = \int_{\Omega^e} \nabla \bar{u} \cdot \nabla (\bar{w} - \nu_o) + k^2 \bar{u} \nu_o \, dx. \]

Equations (21), (22) and (25) can be combined to obtain:

\[ k^2 \sum_e \int_{\Omega^e} \bar{w} u \, dx = \sum_e \int_{\Omega^e} (\nabla \bar{u} \cdot \nabla \bar{w} - f \bar{w}) - (\nabla \bar{u} \cdot \nabla \nu_o - k^2 \bar{u} \nu_o - f \nu_o) \, dx + \sum_e k^2 \text{err}_e. \]

Finally, we substitute (26) into (15) and use (20) to obtain:

\[ \sum_e \int_{\Omega^e} \{ \nabla \nu_o \cdot \nabla \bar{u} - k^2 \nu_o \bar{u} \} \, dx = \int_{\Omega} \nu_o f \, dx + \int_{\partial \Omega} \nu_o \frac{\partial u}{\partial n} d\gamma + \sum_e k^2 \text{err}_e. \]

If we choose to neglect \( \text{err}_e \) in (27), then what we are left with is just a Petrov-Galerkin formulation based on the original weak form. It is in a suitable form to determine \( \bar{u}(x) \) given a set of shape functions defining \( \bar{S} \), and given functions \( f(x) \) and \( p(x) \). We shall now examine the implications of neglecting \( \text{err}_e \).

5 Analysis of closure assumption (22)

We can rewrite equation (22) as follows:

\[ \text{err}_e = \int_{\partial \Omega^e} (u - \bar{u}) \frac{\partial \nu}{\partial n} d\gamma. \]

We shall now examine equation (28) and show that equations (11), (16) and (27) are consistent with \( \text{err}_e \) vanishing.

In this section, we shall assume only that \( u(x) \) satisfies (16) for all functions \( \nu(x) \in L_2(\Omega) \), and that \( \nu(x) \) and \( \nu_o(x) \) are related as in (18-20). We begin by applying the divergence theorem to the right hand side of (28):

\[ \text{err}_e = \int_{\Omega^e} \nabla \cdot ((u - \bar{u}) \nabla \nu) \, dx, \]
\[ = \int_{\Omega^e} (\nabla (u - \bar{u}) \cdot \nabla \nu + (u - \bar{u}) \nabla^2 \nu) \, dx. \]
Equation (18) allows us to replace $\nabla^2 \nu$ with $\bar{w} - k^2 \nu$. Combining this with (19) allows us to write

$$\nabla^2 \nu = \nu_o.$$  \hfill (31)

We use (31) in the second term of (30), and (19) in the first term to write

$$err_e = \int_{\Omega_e} (k^{-2} \nabla (u - \bar{u}) \cdot \nabla (\bar{w} - \nu_o) + (u - \bar{u}) \nu_o) \, dx,$$

$$= k^{-2} \int_{\Omega_e} \nabla \bar{w} \cdot \nabla (u - \bar{u}) \, dx - k^{-2} \int_{\Omega_e} (\nabla \nu_o \cdot \nabla (u - \bar{u}) - k^2 \nu_o (u - \bar{u})) \, dx \hfill (33)$$

Summing $k^2 \text{err}_e$ over all elements and separating the contributions on the right hand side of (33) yields:

$$\sum_e k^2 \text{err}_e = \sum_e \int_{\Omega_e} \nabla \bar{w} \cdot \nabla (u - \bar{u}) \, dx$$

$$+ \sum_e \int_{\Omega_e} (\nabla \nu_o \cdot \nabla \bar{u} - k^2 \nu_o \bar{u}) \, dx$$

$$- \sum_e \int_{\Omega_e} (\nabla \nu_o \cdot \nabla u - k^2 \nu_o u) \, dx. \hfill (34)$$

To evaluate the last term on the right hand side of (34), we integrate equation (16) by parts once:

$$0 = \sum_e \int_{\Omega_e} [- \nu \cdot \nabla u + k^2 \nu \nu + \nu f] \, dx + \sum_e \int_{\partial \Omega_e} \nu \frac{\partial u}{\partial n} \, d\gamma,$$

$$= \sum_e \int_{\Omega_e} [- \nu \cdot \nabla u + k^2 \nu \nu + \nu f] \, dx + \int_{\partial \Omega} \nu \frac{\partial u}{\partial n} \, d\gamma. \hfill (36)$$

The last term simplifies since both $\nu$ and $\nabla u$ are continuous functions. We note that (36) holds for all allowable functions $\nu$, and so in particular holds for $\nu = \nu_o$.

We now substitute (36) into (34) to obtain

$$\sum_e k^2 \text{err}_e = \sum_e \int_{\Omega_e} \nabla \bar{w} \cdot \nabla (u - \bar{u}) \, dx$$

$$+ \sum_e \int_{\Omega_e} (\nabla \nu_o \cdot \nabla \bar{u} - k^2 \nu_o \bar{u} - \nu_o f(x)) \, dx - \int_{\partial \Omega} \nu_o \frac{\partial u}{\partial n} \, d\gamma. \hfill (37)$$

We see from (37) that the approximation (22) (i.e. with $\text{err}_e = 0$) is consistent with both our formulation (27) and our objective (11). That is not to say that our closure assumption $\text{err}_e = 0$ is always satisfied in practice! If both (27) and (11) are satisfied, then our closure assumption is valid. In practice, however, we would evaluate $\bar{u}$ with (27); there is no way to impose either of the additional conditions that $\text{err}_e = 0$ or equation (11). If, in fact, it turns out that $\text{err}_e = 0$ as a result of a particular calculation using (27), then we see that (37) implies (11). Thus, we have optimality in that case. In general, however, computing with (27) under the assumption that $\text{err}_e = 0$ does not yield $H^1$ optimality, because that assumption is not always justified.
In certain cases, the closure assumption (22) is always satisfied. In particular, in one dimension the assumption is satisfied since \( u(x) = \bar{u}(x) \) at element boundaries. Further, in the limit \( kh \to 0 \), the assumption is asymptotically satisfied to \( o(kh)^2 \) in any dimension.

We now turn our attention to evaluating \( \nu_o(x) \) in certain cases.

6 Determining \( \nu_o(x) \)

6.1 Piecewise linear shape functions in one dimension

The weighting function in (27) is determined by solving equations (18-20) over each element. In one dimension, with element nodes at points \( x_{n-1}, x_n, \) and \( x_{n+1}, \nu_o(x) \) is given by

\[
\nu_o(x) = \begin{cases} 
\frac{\sin k(x - x_{n-1})}{\sin k(x_{n-1} - x_{n+1})} & \text{for } x_{n-1} \leq x \leq x_n \\
\frac{\sin k(x_n - x_{n-1})}{\sin k(x_{n+1} - x)} & \text{for } x_n \leq x \leq x_{n+1} 
\end{cases}
\]  

(38)

We note that as \( kh \to 0 \) (where \( h \) represents the element size) then \( \nu_o(x) \to \bar{w}(x) \). Thus in the limit of mesh refinement, we recover the standard Bubnov-Galerkin approximation, which we know to be optimal in that case.

6.2 Rectangular elements in two dimensions

Here we consider bilinear rectangular elements with dimensions \( h_x \) and \( h_y \) in the \( x \) and \( y \) directions, respectively. We write \( \nu_o(x) \) as

\[
\nu_o(x) = \bar{w}(x) + \nu_1(x),
\]  

(39)

and note that \( \nu_1(x) \) satisfies

\[
\Delta \nu_1 + k^2 \nu_1(x) = -k^2 \bar{w} \quad x \in \Omega^e
\]  

(40)

\[
\nu_1 = 0 \quad x \in \partial \Omega^e.
\]  

(41)

In local (element) coordinates, equations (40) and (41) become

\[
\left[ \frac{1}{h_x^2} \frac{\partial^2}{\partial \xi^2} + \frac{1}{h_y^2} \frac{\partial^2}{\partial \eta^2} \right] \nu_1 + k^2 \nu_1 = -k^2 N_a(\xi, \eta) \quad \xi, \eta \in (-1,1) \times (-1,1)
\]  

(42)

\[
\nu_1 = 0 \quad \xi = \pm 1; \eta = \pm 1.
\]  

(43)

Here, \( N_a(\xi, \eta) = \frac{1}{4}(1 + \xi a)(1 + \eta a) \).
We can solve (42) and (43) by writing \( \nu_1(x) \) as a series of eigensolutions; viz.

\[
\nu_1(x) = \sum_{n,m=1} A_{nm}^a \sin \frac{n\pi(1 + \xi)}{2} \sin \frac{m\pi(1 + \eta)}{2}.
\]

(44)

We note that each term in (44) satisfies (43). The superscript 'a' indicates that this \( \nu_1(x) \) is associated with the shape function \( N_a \). Substituting (44) into (42) yields

\[
\sum_{n,m=1} \left[ k^2 - \frac{1}{h_x^2} \frac{n^2 \pi^2}{4} - \frac{1}{h_y^2} \frac{m^2 \pi^2}{4} \right] \sin \frac{n\pi(1 + \xi)}{2} \sin \frac{m\pi(1 + \eta)}{2} A_{nm}^a = -k^2 N_a(\xi, \eta).
\]

(45)

We now multiply (45) by \( \sin \frac{n\pi(1 + \xi)}{2} \sin \frac{m\pi(1 + \eta)}{2} \) and integrate over the (local) element domain to obtain:

\[
A_{pq}^a = -\frac{1}{pq\pi^2} \frac{([1 - \xi_a] - (-1)^p[1 + \xi_a])([1 - \eta_a] - (-1)^q[1 + \eta_a])}{1 - \frac{p^2 \pi^2}{4k^2 h_x^2} - \frac{q^2 \pi^2}{4k^2 h_y^2}}
\]

(46)

Equations (39), (44) and (46) give \( \nu_a(x) \) associated with each of the element shape functions, \( N_a, a = 1, 2, 3, 4 \).

### 6.3 Series approximations for other elements

That \( \nu_o(x) \) is approximated by \( \bar{\omega}(x) \) can be used to find an expansion for \( \nu_o(x) \) in the general case. In fact, equations (18-20) combine to show that \( \nu_o(x) \) satisfies:

\[
\Delta \nu_o + kh^2 \nu_o = \Delta \bar{\omega} \quad \text{on} \quad \Omega^e \quad \text{(47)}
\]

\[
\nu_o = \bar{\omega} \quad \text{on} \quad \partial \Omega^e \quad \text{(48)}
\]

Here we have introduced a nondimensional distance \( \hat{x} = x/h \). We can find a useful approximate formula for \( \nu_o(x) \) based on the following asymptotic approximation:

\[
\nu_o(x) \sim \bar{\omega}(x) + kh^2 \nu_1(x) + kh^4 \nu_2 + \ldots
\]

(49)

Substituting (49) into equations (47-48) yields

\[
\Delta \nu_1 = -\nu_o \quad \text{on} \quad \Omega^e \quad \text{(50)}
\]

\[
\Delta \nu_n = -\nu_{n-1} \quad \text{on} \quad \Omega^e \quad \text{(51)}
\]

\[
\nu_1 = \nu_n = 0 \quad \text{on} \quad \partial \Omega^e.
\]

(52)

The boundary condition (52) shows that \( \nu_1(x), \nu_2(x), \ldots \) are bubble functions. They can be approximated optimally from (50) (or (51)) by using the Bubnov-Galerkin method and a bubble shape function. The approximation can theoretically be refined indefinitely. Doing so yields the approximations to be described next.
6.4 (Bubnov-)Galerkin approximations to \( \nu_0 \)

Here we write \( \nu_0(x) \) as
\[
\nu_0(x) = \bar{\omega}(x) + \nu_1(x),
\]
and note that \( \nu_1(x) \) satisfies
\[
\begin{align*}
\Delta \nu_1 + k^2 \nu_1(x) &= -k^2 \bar{\omega} \quad x \in \Omega^e \quad (54) \\
\nu_1 &= 0 \quad x \in \partial \Omega^e. \quad (55)
\end{align*}
\]

We approximate \( \nu_1(x) \) by a (combination of) bubble shape function(s) satisfying (55):
\[
\nu_1(x) \approx \sum_{b=1}^{n_b} B_b(x) \beta_b. \quad (56)
\]

The coefficients \( \beta_b \) can be obtained by requiring (54) be satisfied weakly via a (Bubnov-) Galerkin approximation. This leads to the equations:
\[
\sum_{b=1}^{n_b} K_{ab} B_b = -k^2 W_a \quad (57)
\]
\[
\begin{align*}
K_{ab} &= \int_{\Omega^e} \nabla B_a(x) \cdot \nabla B_b(x) - k^2 B_a(x) B_b(x) \, dx \quad (58) \\
W_a &= \int_{\Omega^e} B_a(x) N_B(x) \, dx. \quad (59)
\end{align*}
\]

We recall that \( N_B(x) \) was introduced in equation (3) as one of the shape functions spanning \( \bar{V} \). Equation (58) can be solved on each element to determine \( \beta_b \), and thus \( \nu_0(x) \).

6.5 Relation to bubble functions

The above discussion points out that \( \nu_0(x) \) differs from \( \bar{\omega}(x) \) only by a bubble function. Here we investigate the relation between \( \nu_0(x) \) and the use of bubbles. For simplicity, we shall neglect forcing. For sake of this discussion, we shall consider a bilinear quadrilateral element and consider augmenting this element with a quadratic bubble corresponding to a node entirely in the interior of the element. We shall denote the four "original" shape functions (without the bubble) by \( N_i(x), i = (1, 2, 3, 4) \). The bubble shape function will be denoted by \( B_b(x), b = 1, \ldots, n_b \).

This leads us to the following stiffness elements:
\[
\begin{align*}
k_{ij} &= \int_{\Omega^e} \nabla N_i(x) \cdot \nabla N_j(x) - k^2 N_i(x) N_j(x) \, dx \quad i, j = 1, 2, 3, 4. \quad (60) \\
k_{ib} &= \int_{\Omega^e} \nabla N_i(x) \cdot \nabla B_b(x) - k^2 N_i(x) B_b(x) \, dx \quad i = 1, 2, 3, 4; b = 1, \ldots, n_b. \quad (61) \\
K_{ab} &= \int_{\Omega^e} \nabla B_a(x) \cdot \nabla B_b(x) - k^2 B_a(x) B_b(x) \, dx \quad a, b = 1, \ldots, n_b. \quad (62)
\end{align*}
\]
Thus the reduced stiffness for the bubble element can be written as
\[
[k_{ij}^*] = [k_{ij}] - [k_{ij}][K_{ab}^{2}]^{-1}[k_{ij}].
\] (63)

For the sake of comparison, we now consider the element stiffness matrix that would arise from the approximation to \( \nu_o(x) \) given in the previous section. Thus, with \( \nu_o(x) \) given by (53) and (56), equation (27) leads to the following element stiffness matrix:
\[
[k_{ij}^p] = [k_{ij}^o] - [k_{ij}^o][k_{ab}^o]^{-1}[k^2 W_i^j].
\] (64)

We note that (64) is not identical to (63), nor is (63) the symmetric part of (64). The two are similar, though, and differ only in the extent that \( k^2 W_i^j \) differs from \( k_{ij}^o \). Interestingly, these differ only in the gradient terms.

7 Example in one dimension

Here we consider a simple example in one dimension utilizing linear shape functions. The element stiffness matrix is obtained from (27) with \( \nu_o(x) \) given by (38). This yields
\[
k_{11}^e = k_{22}^e = k \frac{\cos kh}{\sin kh},
\]
\[
k_{12}^e = k_{21}^e = -k \frac{1}{\sin kh}.
\] (65) (66)

We consider a problem on the unit interval \( (x \in (0,1)) \) with \( k = 80 \), subject to the boundary conditions
\[
u(0) = 1 \quad ; \quad u'(1) = 0.
\] (67)

We choose a mesh of 50 randomly sized elements. The largest and smallest values of \( kh \) in the mesh are 3.04 and 0.16, respectively.

A plot of the results are shown in the figure. We note that nodal exactness is obtained for any degree of mesh distortion.

8 Conclusions

We have developed a stabilized Petrov-Galerkin formulation for the Helmholtz equation. Our starting goal was to find an \( H^1 \) optimal projection of \( u(x) \) onto a given finite element basis. This seems to be a logical starting point for the development of stabilized and bubble methods, as well as a logical target for stabilized methods to try to obtain.
Our formulation achieves nearly $H^1$ optimality in any dimension, and exact $H^1$ optimality in one dimension. We have demonstrated the nodal exactness of the method in one dimension in a numerical example. (It is easy to prove nodal exactness in one dimension since the Green’s function can be represented by a combination of weighting functions.)

The weighting functions to be used in our Petrov-Galerkin formulation depend on the choice of basis of the trial solution space. In particular, the weighting functions $\nu_\phi(x)$ must satisfy equations (18-20). In one dimension, we have described $\nu_\phi(x)$ exactly (for piecewise linear shape functions). We have also described a method to approximate $\nu_\phi(x)$ for applications in higher dimensions. Further work is required to test the usefulness of the approximate $\nu_\phi(x)$ functions described in section 6.
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Chapter 1

Introduction
We describe a hybrid method for scattering calculations which combines short-wavelength asymptotics with the finite element method. In the hybrid approach, we attempt to draw on the benefits from both methods while eliminating their largest individual deficiencies. For example, an asymptotic approach can be computationally efficient for acoustically large scatterers; however, its applicability is limited since diffraction coefficients are unavailable for geometries with anything but simple discontinuities. Traditional numerical methods, on the other hand, can accommodate arbitrary geometries but are practically limited by their computational cost.

The hybrid method is related to the method of matched asymptotic expansions (MAE) where, in the short wavelength limit, the scattered field contains two asymptotic regions [1]. In the inner (local) region, the full Helmholtz equation must be solved. In the outer (global) region, the field can be found by means of the Geometrical Theory of Diffraction (GTD) [2]. The representation of the outer field is written in terms of certain unspecified amplitude functions called ‘diffraction coefficients.’ In the MAE method, the solutions in the two regions would be asymptotically matched, thus determining these coefficients.

In the hybrid method, on the other hand, the inner solution is found numerically and is patched smoothly to the outer asymptotic approximation. The patching is imposed on an artificial boundary, \( \Gamma_R \), which is introduced around diffraction regions. This boundary is chosen to be located in an ‘overlap domain’ where both the inner and outer solutions are valid. Patching the inner and outer fields on \( \Gamma_R \) is equivalent to using the GTD solution to specify a radiation boundary condition for the inner numerical problem. Thus, we replace the original boundary value problem (b.v.p.) with an asymptotically equivalent one.

We discuss the hybrid formulation in detail in its application to scattering from a trun-
cated wedge. In this example, the wedge represents a degenerate case of a simple two dimensional object. We begin by obtaining asymptotic approximations to the inner and outer fields. We seek a complete representation of the outer field which we specify on $\Gamma_R$. We obtain the inner asymptotic solution and discuss the issue of patching these fields together as opposed to matching them.

We then describe a weak formulation of the asymptotically equivalent b.v.p. as part of a finite element implementation. Here, we enforce the radiation boundary condition by introducing a new ‘hybrid’ finite element. The results from the hybrid method, utilizing this new element, are then compared to a reference calculation of the field. In one case, we compare the computed diffracted field to that found by means of an exact Dirichlet-to-Neumann (DtN) map[3]. In another case, we compare the entire scattered field to an exact analytic solution of the blunted wedge.
Chapter 2

Formulation
The hybrid method is motivated by a desire to compute acoustic fields scattered by complex, submerged elastic structures which are large in comparison to a wavelength. Scattering from these objects gives rise to a number of interesting phenomena which can be difficult to model. Such aspects include reflection from smooth surfaces, diffraction from geometric discontinuities, and surface waves which propagate along fluid-elastic interfaces (see Figure 2.1).

### 2.1 Motivation

To solve such a complicated problem analytically would require information about the field near the diffraction points. In order to solve the problem using the Finite Element
Method, on the other hand, the domain exterior to the object must be discretized with enough elements per wavelength to sufficiently represent the solution. As the wavelength of the incident field decreases or as the size of the object increases, the number of elements required also increases. Thus, in the limit of a well refined mesh, the computational cost of the problem can become unmanageable.

In the hybrid method, we propose a combination of these two approaches. The local regions around the diffraction points are discretized and the field there is found numerically. The field in the rest of the domain is represented using the Geometrical Theory of Diffraction.

We examine the field in the short wavelength limit, where the diffracted field evolves rapidly in the spatial domain. Because of this, each diffraction point can be examined in isolation from the rest of the object (Figure 2.1). We then replace the large complicated object with a canonical problem of an infinite wedge with impedance boundaries. The impedance condition is chosen because it is the simplest boundary condition that can exhibit some of the same wave phenomena as an elastic boundary (see Appendix A).

2.2 Model Problem

We imagine the wedge, of exterior angle $\beta$, positioned such that the tip coincides with the origin while one face lies on the positive x-axis. The tip is blunted by a truncation described by $r = a(\theta)$ (see figure 2.2). We assume that the maximum of $a(\theta)$ is on the order of a wavelength. Thus, $a(\theta) = O(k^{-1})$ or $ka = O(1)$. We let $l$ be a predetermined distance from the tip with which we non-dimensionalize all of our spatial coordinates. Then in the limit
Figure 2.2: Blunted wedge with incident plane wave

as \( kl \to \infty \), the wedge appears to be acoustically infinite.

In all that follows we will work in terms of non-dimensionalized coordinates as well as wavenumber, \( k \). We shall also work in terms of a time harmonic acoustic pressure:

\[
p(x, y, t) = \Re \{ u_{\text{tot}}(x, y)e^{-i\omega t} \}
\]  
(2.1)

The time dependence will be suppressed from here on. The total field is then represented as the sum of an incident plane-wave and scattered field contributions:

\[
u_{\text{tot}} = u_{\text{inc}} + u \quad u_{\text{inc}} = e^{ik(x \cos \theta' + y \sin \theta')}
\]  
(2.2)

In the absence of sources, \( u \) is governed by the reduced wave equation

\[
(\Delta + k^2)u = 0.
\]  
(2.3)

We first consider a wedge with soft faces, such that \( u_{\text{tot}} = 0 \) on the wedge. This is a limiting
case of infinite impedance. Equation (2.2) then yields:

\[
\begin{align*}
u &= -u_{\text{inc}} \quad \text{on} \quad \begin{cases}
r = a(\theta) \\
\theta = 0 \quad r \geq a(0) \\
\theta = \beta \quad r \geq a(\beta)
\end{cases}
\end{align*}
\tag{2.4}
\]

Further, the scattered field must satisfy a radiation condition at \( r = \infty \).
Chapter 3

Asymptotic Expansion Method
We seek a solution to the problem of scattering from this truncated wedge. We begin by finding asymptotic approximations to both the inner and outer fields. The inner expansion will be useful in analyzing the method of patching. We will compare the solution found by patching to that found by matching in order to obtain an asymptotic error estimate. Because it is used directly in the hybrid method, we begin by examining the outer field.

### 3.1 Outer Asymptotic Expansion: Geometrical Theory of Diffraction

We assume a solution to the outer problem of the form

\[ u(x) \sim z(x, k)e^{iks(x)} \quad k \to \infty. \tag{3.1} \]

Here \( z(x) \) is the amplitude, \( k \) is the wave number, and \( s(x) \) is the phase. Substituting this solution (3.1) into the reduced wave equation (2.3) yields

\[ -k^2[(\nabla s)^2 - 1]z + 2ik\nabla s \cdot \nabla z + ikz\Delta s + \Delta z = 0 \tag{3.2} \]

To solve this for large values of \( k \), we assume that \( z \) can be expanded in an asymptotic series in inverse powers of \( ik \):

\[ z(x, k) \sim \sum_{m=0}^{N} z_m(x)(ik)^{-m} + o(k^{-N}) \tag{3.3} \]

In the limit as \( k \to \infty \), we can truncate this series with negligible error. Inserting (3.3) into (3.2) and equating powers of \( k \) yields the eiconal equation

\[ (\nabla s)^2 = 1 \tag{3.4} \]
Figure 3.1: Illuminated and Shadow Regions

and the transport equations

\[ 2\nabla s \cdot \nabla z_m + z_m \Delta s = -\Delta z_{m-1} \quad m = 0, 1, 2, \ldots \]  \hspace{1cm} (3.5)

where \( z_n = 0 \) for \( n < 0 \). These equations can be solved using the Geometrical Theory of Diffraction [2].

3.1.1 Outer Solution

The Geometrical Theory of Diffraction shows that the scattered field can be expressed as the sum of a reflected plane wave, a shadow wave, a diffracted cylindrical wave, plus higher order terms

\[ u \sim u_{\text{refl}} + u_{\text{shad}} + u_{\text{diff}} + O(k^{-\frac{3}{2}}) \]  \hspace{1cm} (3.6)

In terms of an angle \( \theta^R = 2\beta - 2\pi - \theta' \), these contributions can be expressed as the following:
\[ u_{\text{shadow}} = \begin{cases} -e^{ik(x \cos \theta' + y \sin \theta')} & \theta < \theta' \\ 0 & \theta > \theta' \end{cases} \]

\[ u_{\text{refl}} = \begin{cases} -e^{ik(x \cos \theta^R + y \sin \theta^R)} & \theta > \theta^R \\ 0 & \theta < \theta^R \end{cases} \]

\[ u_{\text{diff}} = \frac{D(\theta, \theta')}{\sqrt{k r}} e^{ikr} \quad \text{Everywhere} \]

The function \( D(\theta, \theta') \) is not yet determined. It represents the amplitude of the field diffracted in the \( \theta \)-direction due to an incident wave in the \( \theta' \)-direction. It is sometimes referred to as the diffraction coefficient associated with the wedge. The amplitudes of the shadow wave and reflected wave are determined by satisfying the boundary conditions on \( \theta = 0, \beta \), respectively.

An immediate concern regarding this representation (3.7) is the discontinuity between the regions. In order to obtain a smooth transition across the boundaries, we make use of boundary layer theory [4]. We first examine the boundary between the shadow region and the illuminated region.

### 3.1.2 Boundary Layer Theory

We begin by introducing a change of coordinates:

\[ \xi = x \cos \theta' + y \sin \theta' \]

\[ \eta = x \sin \theta' - y \cos \theta' \]

In terms of these new variables,

\[ u_{\text{shad}} \sim \mathcal{H}(\eta) e^{ik\xi} \]
Here \( \mathcal{H} \) is the Heaviside step function. This solution is clearly not valid on \( \eta = 0 \), where it has a discontinuity. We seek a boundary layer solution valid near \( \eta = 0 \) which describes the transition between the shadow and the illumination. We assume that the boundary layer solution will have the form:

\[
    u_{b.l}(\xi, \eta) = w(\xi, \eta)e^{ik\xi}. \tag{3.11}
\]

Inserting (3.11) into (2.3) yields:

\[
    \frac{\partial^2 w}{\partial \eta^2} + \frac{\partial^2 w}{\partial \xi^2} + 2ik \frac{\partial w}{\partial \xi} = 0. \tag{3.12}
\]

We magnify the region near the shadow boundary to establish a local solution by introducing stretched local coordinates

\[
    \Xi = \xi ; \quad H = k^{\frac{1}{2}} \eta ; \quad W(\Xi, H) = w(\xi, \eta). \tag{3.13}
\]

We insert (3.13) into (3.12) to find

\[
    k^2 \frac{\partial^2 W}{\partial H^2} + \frac{\partial^2 W}{\partial \Xi^2} + 2i k \frac{\partial W}{\partial \Xi} = 0. \tag{3.14}
\]

We now assume that \( W \) has the following asymptotic expansion:

\[
    W \sim W_0 + o(1) ; \quad k \to \infty \tag{3.15}
\]

Inserting (3.15) into (3.14) and keeping the first order in \( k \) yields the equation:

\[
    \frac{\partial^2 W_0}{\partial H^2} + 2i \frac{\partial W_0}{\partial \Xi} = 0 \tag{3.16}
\]

Following [4], we consider a general solution of this parabolic equation (3.16) of the form

\[
    W_0(\Xi, H) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{\Xi}} e^{i(H-S)^2/2\Xi} F(S) dS. \tag{3.17}
\]
Here $F(S)$ is an arbitrary function. Equation (3.17) with (3.11) and (3.13) is our inner solution, valid in the region of the shadow boundary. The function $F$ is found by matching our inner (3.17) and outer (3.10) solutions using VanDyke's matching rule [1]. We first write the inner solution in terms of outer variables

$$W_0(\xi, k^{1/2} \eta) = \int_{-\infty}^{\infty} \left[ \sqrt{\frac{k}{\xi}} e^{i k (\eta-s)^2 / 2 \xi} \right] f(s) \, ds. \quad (3.18)$$

Here we have defined the following:

$$S = k^{1/2} s \ , \ F(S) = f(s) \quad (3.19)$$

We now expand (3.18) to $O(k^0)$ by the method of stationary phase:

$$W(\xi, k^{1/2} \eta)e^{ik\xi} \approx \sqrt{2 \pi} f(\eta)e^{i \frac{\pi}{4}} e^{ik\xi} + O(k^{-1/2}) \quad (3.20)$$

For (3.20) to match with the outer solution (3.10) we require:

$$f(\eta) \equiv \frac{1}{\sqrt{2 \pi}} e^{-i \frac{\pi}{4}} \mathcal{H}(\eta). \quad (3.21)$$

Using (3.18) and (3.21) allows the boundary layer solution to be written as

$$w(\xi, \eta) = \sqrt{\frac{k}{2 \pi \xi}} e^{-i \frac{\pi}{4}} \int_{0}^{\infty} e^{i k (\eta-s)^2 / 2 \xi} \, ds. \quad (3.22)$$

Alternatively, changing the integration variable allows us to rewrite the boundary layer solution as

$$w_{b,1}(\xi, \eta) = \frac{1}{\sqrt{\pi}} e^{-i \frac{\pi}{4}} e^{ik\xi} \int_{-\eta \sqrt{k/2\xi}}^{\infty} e^{i z^2} \, dz. \quad (3.23)$$

Equation (3.23) shows that in the limit of $\|\eta \sqrt{k/2\xi}\| \gg 1$ there exists a plane wave, $e^{ik\xi}$, for $\eta > 0$ and no first order contribution for $\eta < 0$. On the boundary ($\eta = 0$) the amplitude of the field is the average of the amplitudes in the two regions.
We now have a complete solution to the outer asymptotic problem. We note that the boundary layer solution has been obtained without reference to the inner diffraction problem. So we turn our attention to the inner diffraction problem and seek a similar asymptotic solution.

### 3.2 Inner Asymptotic Expansion: A Canonical Problem

We begin by introducing inner variables

\[
R = kr ; \quad \Theta = \theta ; \quad U(R, \Theta) = u(r, \theta)
\]  
(3.24)

Rewriting the reduced wave equation (2.3) in polar coordinates gives the inner problem:

\[
\left( \frac{\partial^2}{\partial R^2} + \frac{1}{R} \frac{\partial}{\partial R} \right) U + U = 0
\]  
(3.25)

\[
U = -U_{\text{inc}} \quad \text{on} \quad \begin{cases} 
R = ka(\theta) \\ 
\Theta = 0, \beta \\
R > ka
\end{cases}
\]  
(3.26)

\[
U \text{ matches } u \text{ as } R \to \infty
\]  
(3.27)

In what follows, we shall find it convenient to work in terms of \( \hat{U} = U - U_{\text{sharp}} \). Here, \( U_{\text{sharp}} \) represents the field (with minimum singularity) scattered by a sharp wedge due to an incident field \( U_{\text{inc}} \). Further, \( U_{\text{sharp}} \) can be shown to match the plane wave and boundary layer solutions in the outer field. Thus, the function \( \hat{U} \) satisfies equation (3.25) as well as:

\[
\hat{U} = \begin{cases} 
-U_{\text{inc}} - U_{\text{sharp}} \quad \text{on } R = ka(\theta) \\
0 \quad \text{on } \Theta = 0, \beta
\end{cases}
\]  
(3.28)

For a general \( a(\theta) \), the solution for \( \hat{U} \) cannot be obtained in closed form. Outside \( R = ka_{\text{max}} \), however, the solution can be uniquely represented. We assume \( \hat{U} \) to be separable such that:

\[
\hat{U} = F(R) \ G(\Theta)
\]  
(3.29)
Inserting this into the wave equation yields relations for the two separated functions:

\[ G''(\Theta) + \nu G(\Theta) = 0 \]  
\[ R^2 F''(R) + RF'(R) + (R^2 - \nu^2)F = 0 \]  

(3.30)

Utilizing these equations with the boundary conditions on \( \theta = 0, \beta \) results in the representation:

\[ \hat{U}(R, \Theta) = \sum_{n=1}^{\infty} A_n H^{(1)}_{\nu_n}(R) \sin \nu_n \Theta + B_n H^{(2)}_{\nu_n}(R) \sin \nu_n \Theta \]  

(3.31)

Here, \( H^{(1)}_{\nu_n} \) and \( H^{(2)}_{\nu_n} \) are the Hankel function of the first and second kind, respectively [6]. They are of order \( \nu_n \), where \( \nu_n = n\pi/\beta \). The \( A_n \) are complex constants which depend on the particular details of \( a(\theta) \). We seek to relate equation (3.31) to the cylindrical wave in (3.7), resulting in an expression for \( D(\theta) \) in terms of \( A_n \) and \( B_n \).

### 3.3 Patching vs. Matching

The method of matched asymptotic expansions requires an overlap domain in which both the inner (3.31) and outer (3.7) solutions are valid (see Figure 3.2). This domain occurs where

\[ R = k^\alpha \quad 0 < \alpha < 1 \]  

(3.32)

The hybrid method, on the other hand, relies on patching. The inner solution will be found numerically and forced to agree smoothly with the outer asymptotic solution (3.7), along \( \Gamma_R \). Here \( \Gamma_R \) is chosen to be an arc of a circle lying in the aforementioned overlap domain.

The method of matched asymptotic expansions yields a solution which is asymptotic to the exact solution. Thus, we are guaranteed that the difference between the exact and
asymptotic solutions vanishes in the limit as \( k \to \infty \). Patching on \( R = \text{const} \), on the other hand, has no such asymptotic validity. Here we shall compare the directivities obtained by patching (\( \hat{D}_p(\theta) \)) to those obtained by matching (\( \hat{D}_m(\theta) \)). In particular, we shall show that patching in the overlap domain leads to the the result that

\[
\hat{D}_p(\theta) \sim \hat{D}_m(\theta) ; \quad k \to \infty.
\]  (3.33)

### 3.3.1 Matching

In general, the inner and outer expansions complement each other, one being valid in the region where the other fails. In order to find a uniform first approximation, the inner and outer solutions are asymptotically matched. We denote the outer expansion of the diffracted field in terms of a cylindrical wave with unknown directivity:

\[
\hat{u}_m(r, \theta) = u_m - u_{\text{sharp}} = \frac{\hat{D}_m(\theta)}{\sqrt{kr}} e^{ikr}
\]  (3.34)

We obtain \( \hat{D}_m(\theta) \) by using VanDyke’s matching rule [1]. First we express the inner solution (3.31) in terms of outer variables:

**Inner solution:**

\[
\hat{U}^{(0)}(R, \Theta) = \sum_{n=1}^{\infty} A_n^{(m)} H_n^{(1)}(R) \sin \nu_n \Theta + B_n^{(m)} H_n^{(2)}(R) \sin \nu_n \Theta
\]  (3.35)

In outer variables:

\[
\hat{U}^{(0)}(kr, \theta) = \sum_{n=1}^{\infty} A_n^{(m)} H_n^{(1)}(kr) \sin \nu_n \theta + B_n^{(m)} H_n^{(2)}(kr) \sin \nu_n \theta
\]  (3.36)

Expand (for large \( k \)) [6] to obtain the outer expansion of the inner solution:

\[
\hat{U}^{(0, -\frac{1}{2})}(kr, \theta) = \sum_{n=1}^{\infty} A_n^{(m)} \sqrt{\frac{2}{\pi k r}} e^{ikr - i\frac{\pi}{4} \nu_n - i\frac{\pi}{4}} \sin \nu_n \theta + B_n^{(m)} \sqrt{\frac{2}{\pi k r}} e^{-ikr + i\frac{\pi}{4} \nu_n + i\frac{\pi}{4}} \sin \nu_n \theta
\]  (3.37)
Next, we find the inner expansion of the outer solution.

Outer Solution:

\[ \hat{u}^{(-\frac{1}{2})}(r, \theta) = \frac{\hat{D}_m(\theta)}{\sqrt{kr}} e^{ikr} \]  

(3.38)

Inner of outer:

\[ \hat{u}^{(-\frac{1}{2},0)}(\frac{R}{k}, \Theta) = \frac{\hat{D}_m(\Theta)}{\sqrt{R}} e^{iR} \]  

(3.39)

By VanDyke's matching rule [1], (3.37) and (3.39) must be equivalent. Thus

\[ \hat{D}_m(\theta) = \sum_{n=1}^{\infty} \sqrt{\frac{2}{\pi}} A_n^{(m)} e^{-i \frac{\pi}{m} (\nu_n + \frac{1}{2})} \sin \nu_n \theta ; \quad B_n^{(m)} = 0. \]  

(3.40)
3.3.2 Patching

We again denote the outer solution in terms of a cylindrical wave. We shall patch along the curve \( R = k^\alpha r_0 \), or \( r = k^{\alpha-1} r_0 \), where \( 0 \leq \alpha \leq 1 \). Along this curve we enforce continuity of the field and its normal derivative:

\[
\hat{u}_p(k^{\alpha-1} r_0, \theta) = \hat{U}(k^\alpha r_0, \theta)
\]

\[
\frac{\partial \hat{u}_p}{\partial r}(k^{\alpha-1} r_0, \theta) = k \frac{\partial \hat{U}}{\partial R}(k^\alpha r_0, \theta)
\]

(3.41)  
(3.42)

The first of these two conditions leads to:

\[
\hat{D}_p(\theta) = \sum_{n=1}^{\infty} \sqrt{k^\alpha r_0} e^{-ik^\alpha r_0} \left[ A_n^{(p)} H_{\nu_n}^{(1)}(k^\alpha r_0) + B_n^{(p)} H_{\nu_n}^{(2)}(k^\alpha r_0) \right] \sin \nu_n \theta.
\]

(3.43)

The second condition (3.42) on \( \Gamma_R \) yields the relation:

\[
C_k D_p(\theta) \frac{\Theta k^\alpha r_0}{\sqrt{k^\alpha r_0}} = \sum_{n=1}^{\infty} \left[ A_n^{(p)} H_{\nu_n}^{(1)}(k^\alpha r_0) + B_n^{(p)} H_{\nu_n}^{(2)}(k^\alpha r_0) \right] \sin \nu_n \theta.
\]

\[
C_k = i - \frac{1}{2k^\alpha r_0}
\]

(3.44)  
(3.45)

We recall that matching the two solutions resulted in \( B_n^{(m)} = 0 \) (3.40). We expect a similar result in patching, such that \( B_n/A_n \) is asymptotically small. To find a representation for \( B_n \), we multiply equation (3.44) by \( \sin \nu_n \theta \) and integrate from 0 to \( \beta \):

\[
B_n^{(p)} = \frac{C_k}{H_{\nu_n}^{(2)}(k^\alpha r_0)} \frac{e^{ik^\alpha r_0}}{\sqrt{k^\alpha r_0}} 2 \int_0^\beta D_p(\theta) \sin \nu_n \theta d\theta - A_n^{(p)} \frac{H_{\nu_n}^{(1)}(k^\alpha r_0)}{H_{\nu_n}^{(2)}(k^\alpha r_0)}
\]

(3.46)

Using equation (3.43), we evaluate the integral in the above relation (3.46) and eliminate \( D_p(\theta) \):

\[
B_n^{(p)} = -\left[ \frac{C_k H_{\nu_n}^{(1)}(k^\alpha r_0) - k H_{\nu_n}^{(1)}(k^\alpha r_0)}{C_k H_{\nu_n}^{(2)}(k^\alpha r_0) - k H_{\nu_n}^{(2)}(k^\alpha r_0)} \right] A_n^{(p)}
\]

(3.47)
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Since $0 < \alpha < 1$, $k^\alpha r_0 \to \infty$ as $k \to \infty$. Therefore, we can obtain an asymptotic approximation for $B_n/A_n$ as $k \to \infty$ by expanding the Hankel functions for large argument. From [6] we have:

$$H_{\nu_n}^{(1)}(k^\alpha r_0) = \sqrt{\frac{2}{\pi}} \left[ 1 + i \frac{4 \nu_n^2 - 1}{8 k^\alpha r_0} \right] \frac{e^{ik^\alpha r_0}}{\sqrt{k^\alpha r_0}} e^{-i \frac{\pi}{4} \nu_n - i \frac{\pi}{4}} + O((k^\alpha r_0)^{-\frac{5}{2}}) \quad (3.48)$$

$$H_{\nu_n}^{(2)}(k^\alpha r_0) = \sqrt{\frac{2}{\pi}} \left[ 1 - i \frac{4 \nu_n^2 - 1}{8 k^\alpha r_0} \right] \frac{e^{-ik^\alpha r_0}}{\sqrt{k^\alpha r_0}} e^{i \frac{\pi}{4} \nu_n + i \frac{\pi}{4}} + O((k^\alpha r_0)^{-\frac{5}{2}}) \quad (3.49)$$

Using these expansions, we can express the ratio of the constants in the following way:

$$\frac{B_n^{(p)}}{A_n^{(p)}} = \frac{N(\nu_n)(k^\alpha r_0)^{-5/2} e^{ik^\alpha r_0} + o((k^\alpha r_0)^{-5/2})}{D(\nu_n)(k^\alpha r_0)^{-1/2} e^{-ik^\alpha r_0} + O((k^\alpha r_0)^{-3/2})} = O((k^\alpha r_0)^{-2}) \quad (3.50)$$

As expected, we find that the contributions from the $B_n$ terms are asymptotically small in comparison to the $A_n$ terms. Equation (3.50) and linearity of the problem implies that

$$A_n^{(m)} = A_n^{(p)} + O((k^\alpha r_0)^{-2}) \equiv A_n \quad (3.51)$$

### 3.3.3 Error Analysis

We measure the error in patching as the difference between $\hat{D}_m(\theta)$ in equation (3.40) and $\hat{D}_p(\theta)$ in equation (3.43). Thus, we define the following function:

$$\text{error}(\theta) = \sum_n E_n \sin \nu_n \theta \equiv \hat{D}_m(\theta) - \hat{D}_p(\theta). \quad (3.52)$$

Substituting equations (3.43), (3.40), and (3.51) into equation (3.52) leads to:

$$E_n = A_n \left[ \sqrt{\frac{2}{\pi}} e^{-i \frac{\pi}{4} \nu_n - i \frac{\pi}{4}} - \sqrt{k^\alpha r_0} e^{-ik^\alpha r_0} H_{\nu_n}^{(1)}(k^\alpha r_0) \right] + O((k^\alpha r_0)^{-2}). \quad (3.53)$$

Using equation (3.48) to expand the Hankel functions, we find an asymptotic approximation for the error:

$$E_n \sim i A_n \sqrt{\frac{2}{\pi}} \frac{4 \nu_n^2 - 1}{8 k^\alpha r_0} e^{-i \frac{\pi}{4} \nu_n - i \frac{\pi}{4}} + O((k^\alpha r_0)^{-2}) \quad (3.54)$$
Clearly, as $k \to \infty$, $E_n \to 0$. We note, however, that since $\nu_n \sim n$, there is a potential for $E_n$ to grow like $n^2$ for $kr_0$ fixed.

We must now examine the constants, $A_n$, to see if this is the case. We examine the series [8]

$$U_o = \sum_{n=1}^{\infty} A_n \sin \nu_n \theta H^{(1)}_{\nu_n}(R)$$ (3.55)

for arbitrary but fixed values of $R$ and $\theta$. We assume that this series converges, and thus conclude that the constants $A_n$ must compensate for the dependence of the Hankel functions on $n$. In the limit of large $n$, we can express this dependence as [6]:

$$H^{(1)}_{\nu_n}(kr) \sim \left[(\frac{e^{kr}}{2\nu_n})^{\nu_n} - i2(\frac{e^{kr}}{2\nu_n})^{-\nu_n}\right]/\sqrt{2\pi\nu_n} = O(\nu_n^{-\nu_n}) \quad \nu_n \to \infty$$ (3.56)

which clearly grows without bounds for large $\nu_n$. In order for our series (3.55) to converge, we require that

$$A_n = o(\nu_n^{-\nu_n}) \quad \nu_n \to \infty$$ (3.57)

Thus we see that our error coefficients are not only small in the limit of large $k$, but vanish in the limit of large $\nu_n$ as well.
Chapter 4

Variational Formulation for FEM

Solution
Up to now we have considered a typical MAE approach in examining the asymptotic aspects of the hybrid method. Here we discuss a numerical formulation suitable for determining the inner solution. By patching, we use the outer solution to formulate a radiation boundary condition along the artificial boundary. In this chapter, we discuss the strong and weak formulations used and follow this by discussing the hybrid finite element implementation [10].

4.1 Strong Formulation

We now describe a weak formulation of our boundary value problem that is suitably incorporated into our hybrid method. We denote the region outside of the scatterer by $\Omega$. We further denote the 'internal' boundary of $\Omega$ by $\Gamma_{im}$ and assume it to be piecewise smooth. On $\Gamma_{im}$ we shall impose an impedance boundary condition. This allows for a boundary that supports surface waves, yet also provides the simple limits of a hard or a soft boundary.

The classical or strong form of the problem is to find $u$ in $\bar{\Omega}$ such that:

\[
(\Delta + k^2)u = -f \quad \text{in } \Omega \tag{4.1}
\]

\[
\frac{\partial u}{\partial n} + Zu = -\frac{\partial u_{inc}}{\partial n} - Zu_{inc} \quad \text{on } \Gamma_{im} \tag{4.2}
\]

\[
u = \text{outgoing as } r \to \infty \tag{4.3}
\]

The unbounded domain $\Omega$ is decomposed by an artificial boundary $\Gamma_R$ into a bounded inner domain $\Omega^i$ and its unbounded outer complement $\Omega^o$. The solution to the original b.v.p. is decomposed into an inner and an outer field:

\[
u = \begin{cases} 
u^i & \text{on } \Omega^i \\ \nu^o & \text{on } \Omega^o \end{cases} \tag{4.4}
\]
We assume that the forcing, $f$, vanishes in the outer field. Further, we enforce the continuity of the solution across $\Gamma_R$ weakly in a variational setting.

4.2 Weak Formulation

Following [11], we define the functional of our weak formulation:

$$\Pi(u, \lambda) = \frac{1}{2} a(u^i, u^i) + \frac{1}{2} a(u^o, u^o) - L(u^i) - L(u^o) + (\lambda, u^i - u^o)_{\Gamma_R}. \quad (4.5)$$

$$a(\omega, u) = \int_\Omega (\nabla \omega \cdot \nabla u - \omega k^2 u) \, d\Omega - \lim_{r \to \infty} \int_{\Gamma_r} i\omega k u \, d\Gamma + \int_{\Gamma_{im}} \omega Zu \, d\Gamma \quad (4.6)$$

$$\langle \omega, u \rangle_{\Gamma_R} = \int_{\Gamma_R} \omega u \, d\Gamma \quad (4.7)$$

$$L(\omega) = \int_\Omega \omega f \, d\Omega - \int_{\Gamma_{im}} \omega (Z u_{inc} + \frac{\partial u_{inc}}{\partial n}) \, d\Gamma \quad (4.8)$$

Here, $\lambda$ represents a Lagrange multiplier, introduced to enforce continuity across the artificial boundary. We restrict our choice of functions such that:

$$| a(u, u) | < \infty \quad (4.9)$$

For the purposes of this discussion, we employ the method of limiting absorption. That is, we allow the natural wavenumber of the fluid to contain a small imaginary part:

$$k = k_0 (1 + i\alpha) \quad \alpha \ll 1. \quad (4.10)$$

Next, we perform the integration over the boundary at infinity, which we now denote by $\Gamma_{\infty}$. We then take the limit as $\alpha \to 0$. Assuming that our outer solution is of a cylindrical wave form:

$$u, \omega \sim \frac{e^{ikr}}{\sqrt{kr}} \quad (4.11)$$
then the integral over $\Gamma_\infty$ in equation (4.6) becomes

$$
\int_{\Gamma_\infty} i\omega ku \, d\Gamma \sim \lim_{\tau \to \infty} \int_0^{2\pi} ik \frac{e^{i2ko_\tau}}{kr} e^{-2\alpha kr} r \, d\theta = 0. \tag{4.12}
$$

Subject to the constraint of equation (4.9), we seek to find the functions $u$ and corresponding Lagrange multiplier $\lambda$ that render $\Pi(u, \lambda)$ stationary. We examine the variation in the Lagrange multiplier:

$$
\frac{\delta \Pi}{\delta \lambda} = \lim_{\varepsilon \to 0} \frac{\partial}{\partial \varepsilon} (\Pi(u, \lambda + \varepsilon \nu)) = 0 \tag{4.13}
$$

which leads to a condition enforcing continuity of the solution across $\Gamma_R$:

$$
(\nu, u^i - u^o)_{\Gamma_R} = 0 \tag{4.14}
$$

We then examine the variation in the trial solution:

$$
\frac{\delta \Pi}{\delta u} = \lim_{\varepsilon \to 0} \frac{\partial}{\partial \varepsilon} (\Pi(u + \varepsilon \omega, \lambda)) = 0 \tag{4.15}
$$
Utilizing the arbitrariness of the weighting functions, equation (4.15) yields the relations:

\[
\begin{align*}
    a(\omega^o, u^o) - (\lambda, \omega^o)_{\Gamma_R} &= L(\omega^o) \\
    a(\omega^i, u^i) + (\lambda, \omega^i)_{\Gamma_R} &= L(\omega^i)
\end{align*}
\]  
(4.16)

Examining the first equation, we obtain the following:

\[
\begin{align*}
    \int_{\Omega^o} (\nabla \omega^o \cdot \nabla u^o - \omega^o k^2 u^o) \, d\Omega - \int_{\Gamma_{\infty}^o} i\omega^o k u^o \, d\Gamma \\
    + \int_{\Gamma_{im}^o} \omega^o (Z u^o + Zu_{inc} + \frac{\partial u_{inc}}{\partial n^o}) \, d\Gamma - \int_{\Gamma_R^o} \lambda \omega^o \, d\Gamma &= 0
\end{align*}
\]  
(4.17)

We define the boundary of \(\Omega^o\) as \(\Gamma^o = \Gamma_R + \Gamma_{im}^o + \Gamma_{\infty}^o\). We note that:

\[
\nabla \cdot (\omega^o \nabla u^o) = \nabla \omega^o \cdot \nabla u^o + \omega^o \Delta u^o.
\]  
(4.18)

We now use equation (4.18) in (4.17), and employ Gauss' integral theorem to obtain:

\[
\begin{align*}
    - \int_{\Omega^o} \omega^o (\Delta u^o + k^2 u^o) \, d\Omega + \int_{\Gamma_{\infty}^o} \omega^o (\frac{\partial u^o}{\partial n^o} - ik u^o) \, d\Gamma + \int_{\Gamma_R^o} \omega^o (\frac{\partial u^o}{\partial n^o} - \lambda) \, d\Gamma \\
    + \int_{\Gamma_{im}^o} \omega^o (\frac{\partial u^o}{\partial n^o} + Z u^o + \frac{\partial u_{inc}}{\partial n^o} + Z u_{inc}) \, d\Gamma &= 0
\end{align*}
\]  
(4.19)

Because \(\omega^o\) is arbitrary, we require each of the integrands to equal zero independently. The first two terms in equation (4.19) require \(u^o\) to satisfy the Helmholtz equation as well as a radiation condition:

\[
(\Delta + k^2) u^o = 0
\]  
(4.20)

\[
\lim_{r \to \infty} r^{1/2} (\frac{\partial u^o}{\partial r} - i k u^o) = 0
\]  
(4.21)

Next, \(u^o\) must satisfy the impedance condition on the boundary of the scatterer which is contained in the outer field:

\[
\frac{\partial u^o}{\partial n^o} + Z u^o = -\frac{\partial u_{inc}}{\partial n^o} - Z u_{inc} \quad \text{on } \Gamma_{im}^o.
\]  
(4.22)
A final condition yields an expression for the Lagrange multiplier, and we assume an analogous relation for the weighting function:

\[
\lambda = \frac{\partial u^o}{\partial n^o}; \quad \nu = \frac{\partial \omega^o}{\partial n^o}
\]  

(4.23)

We now choose \( u^o \) to satisfy equations (4.20-4.22) and eliminate \( \lambda \) and \( \nu \) using (4.23).

Equations (4.14) and (4.16) thus reduce to:

\[
a(u^i, \omega^i) + (\frac{\partial u^o}{\partial n^o}, \omega^i)_{\Gamma_R} = L(\omega^i)
\]  

(4.24)

\[
(\frac{\partial \omega^o}{\partial n^o}, u^i)_{\Gamma_R} - (\frac{\partial \omega^o}{\partial n^o}, u^o)_{\Gamma_R} = 0
\]  

(4.25)

This is our weak formulation. In this formulation, we integrate only over the bounded domain and the artificial boundary. In the hybrid method, the outer solution \( u^o \) is represented by a set of functions which asymptotically satisfy the wave equation. This solution is determined by the GTD representation discussed in Chapter 3.

4.3 Hybrid Formulation

4.3.1 Cylindrical Wave Field

We introduce the hybrid formulation by considering the simple problem of computing the diffracted field \( \hat{u} \). We specify the outer field using equation (3.38):

\[
\hat{u}^o \sim D(\theta) \sqrt{\frac{r_0}{r}} e^{ik(r-r_0)}
\]  

(4.26)

\[
\hat{u}^o \sim \tilde{D}(\theta) \sqrt{\frac{r_0}{r}} e^{ik(r-r_0)}
\]  

(4.27)
Substituting equations (4.26)-(4.27) into equation (4.24)-(4.25) yields a weak form for $u^i$ with arbitrary $\omega^i$:

$$
\int_{\Omega^i} (\nabla \omega^i \cdot \nabla u^i - \omega^i k^2 u^i) \, d\Omega + \int_{\Gamma_{im}} Z \omega^i u^i \, d\Gamma - \int_0^\beta ik r_0 D(\theta) \omega^i \, d\theta = 0
$$

(4.28)

$$
- \int_0^\beta ik r_0 \bar{D}(\theta) u^i \, d\theta + \int_0^\beta ik r_0 D(\theta) \bar{D}(\theta) \, d\theta = 0
$$

(4.29)

### 4.3.2 Cylindrical and Plane Wave Fields

We now examine the hybrid formulation for the full scattered field, including reflected plane waves, shadow forming plane waves, and surface waves. The shadow and reflected waves are dependent on the characteristic angles associated with the shadow ($\theta^S$) and reflected ($\theta^R$) boundaries. The surface wave contributions have a similar dependence on the complex angles associated with the subsonic waves on the faces of the wedge.

We specify the outer solution to be of the form:

$$
u_o \sim D(\theta) \sqrt{\frac{r_0}{r}} e^{ik(r-r_0)} + B^S(r, \theta, \theta^S) + B^R(r, \theta, \theta^R) + d_{s0} B^0(r, \theta, \theta_{s0}) + d_{s\beta} B^\beta(r, \theta, \theta_{s\beta})
$$

(4.30)

$$
\omega_o \sim \bar{D}(\theta) \sqrt{\frac{r_0}{r}} e^{ik(r-r_0)} + \bar{d}_{s0} B^0(r, \theta, \theta_{s0}) + \bar{d}_{s\beta} B^\beta(r, \theta, \theta_{s\beta})
$$

(4.31)

Both the $B$ and $\bar{B}$ functions exactly satisfy the wave equation. Further, they are asymptotically equivalent to functions found by boundary layer theory in Chapter 3. They contain a smooth transition from plane wave to $o(1)$ contributions across the boundary defined by their characteristic angles. The $B$ functions match the inhomogeneous part of the boundary condition on the scatterer in equation (4.22). Knowing the incident field, we can then solve for the reflection coefficients from that equation. The $B$ functions, on the other hand, satisfy the homogeneous form of the impedance boundary condition, thus determining $\theta_{s0}$.
and \( \theta_{s\beta} \). The corresponding complex coefficients, \( d_{s0} \) and \( d_{s\beta} \), are unknown. They represent the amplitudes of the diffracted surface waves.

Substituting equations (4.30-4.31) into the weak form (4.24-4.25) once again yields a hybrid formulation for \( u^i \) with arbitrary \( \omega^i \):

\[
A_{11} + A_{12} = F_1 \tag{4.32}
\]

\[
A_{21} + A_{22} = F_2 \tag{4.33}
\]

where we define:

\[
A_{11} = \int_{\Omega^i} (\nabla \omega^i \cdot \nabla u^i - \omega^i k^2 u^i) \, d\Omega + \int_{\Gamma_{\text{in}}} Z \omega^i u^i \, d\Gamma \tag{4.34}
\]

\[
A_{12} = - \int_0^\beta ik \tau_0 D\omega^i \, d\theta - \int_0^\beta (d_{s0} \frac{\partial B^0}{\partial r} + d_{s\beta} \frac{\partial B^\beta}{\partial r}) \omega^i r_0 d\theta \tag{4.35}
\]

\[
A_{21} = - \int_0^\beta ik \tau_0 \tilde{D} u^i \, d\theta - \int_0^\beta (\tilde{d}_{s0} \frac{\partial B^0}{\partial r} + \tilde{d}_{s\beta} \frac{\partial B^\beta}{\partial r}) u^i r_0 d\theta \tag{4.36}
\]

\[
A_{22} = \int_0^\beta (D + d_{s0} B^0 + d_{s\beta} B^\beta)(ik \tilde{D} + \tilde{d}_{s0} \frac{\partial B^0}{\partial r} + \tilde{d}_{s\beta} \frac{\partial B^\beta}{\partial r}) r_0 d\theta \tag{4.37}
\]

\[
F_1 = \int_0^\beta \left( \frac{\partial B^R}{\partial r} + \frac{\partial B^S}{\partial r} \right) \omega^i r_0 d\theta \tag{4.38}
\]

\[
F_2 = - \int_0^\beta (B^R + B^S)(ik \tilde{D} + \tilde{d}_{s0} \frac{\partial B^0}{\partial r} + \tilde{d}_{s\beta} \frac{\partial B^\beta}{\partial r}) r_0 d\theta \tag{4.39}
\]

This is the hybrid formulation for the field scattered from a blunted wedge with impedance boundaries. Equations (4.32)-(4.39) define, in a weak form, the 'asymptotically equivalent boundary value problem' for \( u^i \) in \( \Omega^i \).

For simplicity, we examine the problem in the limit of infinite impedance, or soft boundaries:

\[
\begin{align*}
\theta_{s\beta} &\to \beta \\
\theta_{s0} &\to 0
\end{align*}
\]

\[
Z \to \infty. \tag{4.40}
\]
This effectively eliminates the $B$ functions from equations (4.34)-(4.39). What remains is a hybrid formulation for the scattered field which contains both cylindrical and plane wave terms. With this formulation, as well as equations (4.28) and (4.29) for the diffracted field, we now seek to introduce finite elements and the numerical implementation of the hybrid method.
Chapter 5

Hybrid Finite Element

Formulation
Figure 5.1: Example of the mesh used for radiation and scattering from a non-sharp soft wedge.

We now turn our attention to the problem of the imperfect wedge. In order to implement our weak formulation, we express the inner and outer fields in terms of shape functions with unknown amplitudes. We choose the inner domain shape functions such that the corresponding unknowns represent the real and imaginary parts of the field.

We will implement our finite element formulation in two cases. In the first case, we shall solve for \( \hat{u} = u_{bl} - u_{\text{sharp}} \). Thus \( u^o \) will contain only a cylindrical wave contribution. We then compare the hybrid solution of this diffracted field to a reference calculation found by means of an exact DtN map.

In the second case, we solve for the entire scattered field. To do so, we must first represent the plane wave contributions in the shadow and reflected regions. We combine
this with the previous representation of the diffracted field. We then compare this result to an exact analytic representation of the scattered field.

5.1 Diffracted Field

In the asymptotic outer region, we express the radial dependence of the diffracted field according to the GTD solution. The outgoing cylindrical waves are represented by exponentials, normalized with respect to the artificial boundary. The inner field and the outer angular dependence are modeled with simple piecewise linear shape functions.

5.1.1 FEM Formulation

Let $N$ and $D$ denote linear shape functions with local support. The field can then be represented in the context of the finite element method [10] as:

Inner Solution:

$$\begin{align*}
  u^i &= \sum_A d_A^i N_A^i(r, \theta) \\  \omega^i &= \sum_A c_A^i N_A^i(r, \theta)
  \end{align*}$$  \hspace{1cm} (5.1)\hspace{1cm} (5.2)

Outer Solution:

$$\begin{align*}
  u^o &= \sum_M d_M^o D_M^o(\theta) \sqrt{r_0 \over r} e^{ik(r-r_0)} \\  \omega^o &= \sum_M c_M^o D_M^o(\theta) \sqrt{r_0 \over r} e^{ik(r-r_0)}
  \end{align*}$$  \hspace{1cm} (5.3)\hspace{1cm} (5.4)

Here each sum is over the total number of elements in our mesh. Inserting equations (5.1-5.4) into our weak formulation (4.24-4.25) and recognizing that the c's are arbitrary yields a matrix equation of the form:

$$K d = f.$$  \hspace{1cm} (5.5)
\( K \) denotes a stiffness matrix, \( d \) a vector of the unknown pressures or wave amplitudes, and \( f \) a force vector. In the case of the diffracted field with plane wave incident, the force vector can be derived from the stiffness matrix, using the prescribed incident displacements.

Following this analysis, we seek an element representation of the stiffness matrix. In an element domain which lies interior to \( \Gamma_R \), the stiffness is governed by the Helmholtz equation. The element stiffness for such an element is [10]:

\[
K_{AB}^e = \int_{\Omega} \nabla N_A^i \cdot \nabla N_B^i - k^2 N_A^i N_B^i \, d\Omega
\]  

(5.6)

To treat the boundary condition on \( \Gamma_R \) we introduce what will be referred to as a 'hybrid element.' It has four nodes, two of which are shared with a Helmholtz element. The spatial coordinates of the two pairs of nodes match, forming what appears to be a one-dimensional element. It could be thought of as the connection between a quadrilateral element in \( \Omega^i \) and an infinite element in \( \Omega^o \).

Recall that the shape functions \( N \) and \( D \) were both assumed to be linear. On the local, element domain these functions look identical. Using this, we find the following hybrid element stiffness matrix:

\[
K^e = \begin{bmatrix}
0 & \mathcal{K} \\
\mathcal{K} & -\mathcal{K}
\end{bmatrix}
\]  

(5.7)

where:

\[
\mathcal{K}_{AB} = -\int_{\Gamma_R^e} C_0 \, N_A^i N_B^i \, d\Gamma
\]  

(5.8)

\[
C_0 = (ik - \frac{1}{2r_0})
\]  

(5.9)
5.1.2 DtN Representation

The exact DtN method is very similar to the hybrid method in its approach to infinite domain problems. Again, we introduce an artificial boundary, $\Gamma_R$, which divides the domain into inner and outer regions. We then solve the outer problem analytically and derive an exact relation between the unknown function and its derivative. This relation is imposed on $\Gamma_R$ and is used as a boundary condition on the inner problem. This inner problem is then solved numerically, typically by means of the finite element method.

In a simple case, the exact boundary condition has the form:

$$u_{sn} = -Mu \text{ on } \Gamma_R. \quad (5.10)$$

Here $u$ represents the unknown function and $u_{sn}$ is its normal derivative on the boundary. The operator $M$ is called the Dirichlet-to-Neumann (DtN) map.

The constraint on the problem in the outer domain is that it must be simple enough so that the DtN map can be easily computed. This implies that a relatively simple boundary is chosen, such as a circle or a sphere. We further assume that the outer domain is 'regular.'

We seek a DtN map suitable for our diffracted field representation on $\Gamma_R$. We express the function and its derivative as the following sums:

$$u(r_0, \theta) = \sum_{n=1}^{\infty} A_n H^{(1)}_{\nu_n}(kr_0) \sin(\nu_n \theta) \quad (5.11)$$

$$\frac{\partial u}{\partial n^o}(r_0, \theta) = -\sum_{n=1}^{\infty} k A_n H^{(1)}_{\nu_n}(kr_0) \sin(\nu_n \theta). \quad (5.12)$$

We then multiply equation (5.11) by $\sin(\nu_m \theta)$ and integrate from 0 to $\beta$. This results in an expression for the unknowns:

$$A_m = \frac{2}{\beta H^{(1)}_{\nu_m}(kr_0)} \int_0^{\beta} u(r_0, \theta) \sin(\nu_m \theta) \, d\theta \quad (5.13)$$
We now substitute this expression into equation (5.12) and find the following representation:

\[ M u(r_0, \theta) = \sum_n k \frac{H_{nu}^{(1)}(kr_0)}{\beta H_{nu}^{(1)}(kr_0)} \sin(\nu_n \theta) \int_0^\beta u(r_0, \theta) \sin(\nu_n \theta) \, d\theta \]  

(5.14)

This is our DtN map, valid on the artificial boundary \( r = r_0 \). We employ the DtN boundary condition in the variational formulation. The finite element formulation is then constructed similar to that in the hybrid method. Because we use the same discretization, any error due to mesh refinement is removed from the comparison.

5.1.3 Results

We have implemented the hybrid element and performed calculations for a wedge of angle \( \beta = 7\pi/4 \). The interior domain \( \Omega \) was meshed with a minimum resolution of 10 elements per wavelength (Figure 2.2). On the blunted tip, we define \( a(\theta) = a_0 = \text{constant} \), where \( ka_0 = \pi \). We locate the artificial boundary, \( \Gamma_R \), at \( kr_0 = 4\pi \). The solution is forced by the inner boundary condition (3.28), where the infinite sum for \( U_{\text{sharp}} \) [5] is truncated with negligible error.

Our numerical interpolation is implemented twice: first we use the hybrid elements to represent the radiation boundary condition, and then we compare these results to those obtained using an exact DtN boundary condition [12]. Although error will occur due to the finite element discretization of the interior problem, we expect this error to be identical in both the hybrid element and DtN methods. Thus, any difference in the results highlights inaccuracies in the hybrid formulation.

Here we consider a plane wave incident from \( \theta = 7\pi/6 \). At this incident angle, we expect both a shadow and a reflected region to exist. Figure 5.2 shows the magnitude of
the pressure on $\Gamma_R$ for both the hybrid element and DtN methods. The first thing we notice in comparing the two solutions is that they are hardly distinguishable from one another. The same is true when comparing the phase, although this is not shown. From these results we conclude that the hybrid and exact DtN representations compare favorably.

The shape of the curve (Figure 5.2) is another point of interest. We note that the tip blunting does not significantly displace the shadow boundary from that formed by a sharp wedge. Such a displacement would be signaled by two infinities in $\hat{D}(\theta)$. One infinity would be associated with the new position of the shadow boundary. The other would be required to cancel the shadow boundary solution in $u_{\text{sharp}}$.

To better interpret the shape of the previous curve, the magnitude of the pressure on $\Gamma_R$ is plotted for different incident angles (Figure 5.3). In addition, we use our original numerical solution for $\hat{u}$, along with $u_{\text{sharp}}$, to construct a total field representation (Figure 5.4). The repetition in the first plot reinforces our assumption that no shadow boundary correction is present. The three 'lobes' represent interference between the diffracted and reflected fields, which differ from the solution to the sharp wedge. This difference is small when compared to the magnitude of the total field (Figure 5.4).

In examining the total field representation, given the original angle of incidence, we observe all of the expected phenomena. The first is our soft boundary condition, which requires the pressure to be zero on the wedge. We further observe sharp variations in the field in the reflected region due to interference between the diffracted and reflected fields. But most interesting are the smooth transitions across the shadow and reflected boundaries. In particular, we notice very small pressures in the shadow region compared to those on the other side of the shadow boundary.
Figure 5.2: Magnitude of the pressure on $\Gamma_R$ as a function of $\theta$. Hybrid (−) compared to exact DtN (+).

Figure 5.3: Magnitude of $\hat{u}$ on $\Gamma_R$ for incident angles: $5\pi/6$ , $\pi$ , $7\pi/6$. 
Figure 5.4: Magnitude of the total field on $\Gamma_R$, due to an incident plane wave of angle $\pi/6$ on a blunted wedge of angle $7\pi/4$. 
5.2 Scattered Field

A similar approach to the problem of the diffracted field is taken to examine the full scattered field. Here we are solving for \( u_{bl} \) rather than \( \dot{u} = u_{bl} - u_{\text{sharp}} \). Thus we must represent the shadow and reflected plane waves. We insert the trial solutions into the weak formulation in order to obtain element level representations for the stiffness matrix and force vector. But first we need to obtain a representation for the plane wave shape functions in the outer domain.

5.2.1 Plane Wave Contributions

To find a specific representation for the reflected and shadow forming fields, we consider the following exact solution of the Helmholtz equation [5]:

\[
P_z = -\frac{1}{2} e^{ikr} w\{-e^{i\pi/4} \sqrt{2kr} \sin \frac{1}{2}(\phi - \phi')\}
\]

(5.15)

\[
w(z) = e^{-z^2} \frac{2}{\sqrt{\pi}} \int_{-iz}^{\infty} e^{-t^2} dt = e^{-z^2} \text{erfc}(-iz)
\]

(5.16)

In the above expression there exists a transition from plane wave to smaller order contributions in a small region about \( \phi = \phi^i \). The plane wave terms exist when \( z \) in (5.16) is negative.

For the wedge, we use the above solutions to create a representation which combines a shadow forming field in the region \( 0 \leq \theta \leq \theta^S \) with a reflected field in the region \( \theta^R \leq \theta \leq \beta \), where \( \theta^R = 2\beta - 2\pi - \theta^S \). Here \( \beta \) still represents the exterior angle of the wedge. By recognizing the behavior of the error function in (5.16), we can express the shadow and reflected fields as the following:

\[
B^S(r, \theta) = -\frac{1}{2} e^{ikr} w\{e^{i\pi/4} z_s\}
\]

(5.17)
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\[ B^R(r, \theta) = -\frac{1}{2} e^{ikr} w\{e^{ix/4} z_r\} \]  \hspace{1cm} (5.18)

\[ z_s = \sqrt{2kr} \sin \frac{1}{2}(\theta - \theta^S) \]  \hspace{1cm} (5.19)

\[ z_r = \sqrt{2kr} \sin \frac{1}{2}(\theta^R - \theta) \]  \hspace{1cm} (5.20)

The plane wave and cylindrical wave components are more readily apparent when examining the asymptotic approximation of equation (5.16) [6]:

\[ w(z) \sim \frac{i}{\sqrt{\pi} z} \left[ \frac{1}{z} + \sum_{m=1}^{\infty} \frac{1 \cdot 3 \cdots (2m-1)}{2^m m^{2m+1}} \right] z \to \infty, |\arg z| < \frac{3\pi}{4} \]  \hspace{1cm} (5.21)

Equation (5.21) is valid when \( z_s, z_r \gg 1 \), i.e.:

\[ |\sqrt{kr} \sin \frac{1}{2}(\theta - \theta^S)|, |\sqrt{kr} \sin \frac{1}{2}(\theta - \theta^R)| \gg 1. \]  \hspace{1cm} (5.22)

In the region where (5.22) holds, we insert (5.21) into (5.17) to find the following:

\[ B^S(r, \theta) = -e^{ikr \cos(\theta^S - \theta)} + A(\theta) \frac{e^{ikr}}{\sqrt{kr}} + O((kr)^{-3/2}) \hspace{1cm} \theta < \theta^S \]  \hspace{1cm} (5.23)

\[ B^S(r, \theta) = A(\theta) \frac{e^{ikr}}{\sqrt{kr}} + O((kr)^{-3/2}) \hspace{1cm} \theta^S < \theta \]  \hspace{1cm} (5.24)

\[ A(\theta, \theta^S) = \frac{e^{ix/4}}{\sqrt{8\pi} \sin \frac{1}{2}(\theta^S - \theta)} \]  \hspace{1cm} (5.25)

In the limit as \( \theta \) approaches \( \theta^S \), the amplitude \( A \) of the cylindrical wave is singular to ensure that \( B^S \) is smooth across the boundary. Further, \( B^S \) has outgoing behavior in the limit as \( r \to \infty \). A similar expression can be found for \( B^R \), with the plane wave term existing in the reflected region. On the boundary of the wedge, they asymptotically satisfy the conditions:

\[ B^S \sim -u_{\text{inc}} \text{ on } \theta = 0, r > a(\theta) \]  \hspace{1cm} (5.26)

\[ B^R \sim -u_{\text{inc}} \text{ on } \theta = \beta, r > a(\theta) \]  \hspace{1cm} (5.27)
In order to implement these functions in our weak formulation, we will also need to represent their radial derivatives. Making use of the $r$-dependence in $z$ we find that:

$$\frac{\partial B}{\partial r}(r, \theta) = ikB + e^{ikr} \frac{z}{2r} (izw\{e^{i\pi/4}z\} + \frac{1}{\sqrt{\pi}}e^{-i\pi/4})$$

(5.28)

Now that we can represent the plane wave contributions, we turn our attention back to the finite element formulation.

### 5.2.2 FEM Formulation

We define our inner numerical solution in the same way as in the diffracted field case. The outer solution is then defined as:

$$u^o = d^S B^S(r, \theta) + d^R B^R(r, \theta) + \sum_M d_M^o N_M^o \sqrt{\epsilon_0} e^{ik(r-r_0)}$$

(5.29)

$$\omega^o = \sum_M c_M^o N_M^o \sqrt{\epsilon_0} e^{ik(r-r_0)}$$

(5.30)

The weighting function only contains the cylindrical wave shape function because we are taking $d^S$ and $d^R$ to be known. This is necessary for $u^o$ to satisfy the essential boundary conditions (5.26-5.27) on $\Gamma_{im}$. We determine the values of these displacements by making use of our knowledge of the magnitude of the incident field and the boundary condition on the wedge. In our case of scattering from a soft wedge, we have $d^S = d^R = 1$.

Inserting this outer solution into the weak formulation results in an identical stiffness matrix as in the diffracted field case. Additional terms appear in the force vector. We can then express the governing equation for the hybrid degrees of freedom in the following
complex matrix notation:

\[
\begin{bmatrix}
0 & 0 & K_{13} & K_{14} \\
0 & 0 & K_{23} & K_{24} \\
K_{31} & K_{32} & -K_{33} & -K_{34} \\
K_{41} & K_{42} & -K_{43} & -K_{44}
\end{bmatrix}
\begin{bmatrix}
d_1 \\
d_1 \\
d_3 \\
d_4
\end{bmatrix}
\begin{bmatrix}
f_1 \\
f_2 \\
f_3 \\
f_4
\end{bmatrix}
= (5.31)
\]

Here the \( d \)'s are the complex unknowns. Recalling the definition \( C_0 = i k - 1/2r_0 \) allows us to write the stiffness and force contributions as:

\[
K_{AB} = -\int_{\Gamma_R^*} C_0 N_A N_B \, d\Gamma \quad (5.32)
\]

\[
f_A = \int_{\Gamma_R^*} \left( \frac{\partial B^S}{\partial r} + \frac{\partial B^R}{\partial r} \right) N_A \, d\Gamma \quad (5.33)
\]

\[
\hat{f}_A = \int_{\Gamma_R^*} C_0 (B^S + B^R) N_A \, d\Gamma \quad (5.34)
\]

In order to have some way of validating our numerical results, we seek an exact analytic solution for the field scattered from a blunted wedge. The derivation of this solution can be found in Appendix B. With this exact representation as a benchmark, we wish to examine the hybrid scattered field solution.

### 5.2.3 Results

We compare the hybrid solution to a nodally exact, analytic solution on \( kr_0 = 4\pi \). We implement the hybrid method using the same physical parameters as in the diffracted field case. Figure 5.5 contains the real and imaginary components of these two solutions on the
artificial boundary. We first observe that the essential boundary conditions are satisfied on the faces of the wedge. We then note that the magnitude of the field is noticeably larger in the reflected region. We attribute this to the positive interference between the diffracted and reflected components of the field.

We further observe the hybrid solution to be extremely accurate everywhere on \( \Gamma_R \). The regions near the shadow and reflected boundaries tend to produce the most error. However, even the error in these regions decreases as we adjust the size and refinement of our mesh.

To study the interior, we compute the scattered field for a fixed angle, along the shadow and reflected boundaries (Figure 5.6). In doing so, we observe an extremely favorable correlation between the hybrid and the exact solutions. We further notice that the magnitude on the shadow boundary remains approximately constant, while the magnitude on the reflected boundary appears to fluctuate. This could be attributed to a number of things, including interference in the reflected region or spatial decay.

We now seek to compare the hybrid solution on the artificial boundary for both the inner and outer fields. Recall that our outer solution is of the form (5.29):

\[
u^o = \hat{u}^o(r, \theta) + B^R(r, \theta, \theta^R) + B^S(r, \theta, \theta^S) \quad (5.35)\]

\[
\hat{u}^o = \hat{D}(\theta) \sqrt{\frac{r_0}{r}} e^{i(k(r-r_0))} \quad (5.36)\]

In order for the field to be continuous across \( \Gamma_R \), we require:

\[
u^i(r_0, \theta) = \hat{D}(\theta) + B^R(r_0, \theta, \theta^R) + B^S(r_0, \theta, \theta^S) \quad (5.37)\]

We indeed observe an excellent correlation between the two solutions (Figure 5.7), indicating that the boundary condition on \( \Gamma_R \) has been enforced correctly.
Next, we wish to examine the cylindrical wave components of the scattered field. We begin by expressing the asymptotic expansion of the \( B \) functions as in Section 5.2.1:

\[
B(r, \theta, \theta_c) \sim -e^{ikr \cos(\theta - \theta_c)} \mathcal{H}(\theta - \theta_c) + A(\theta, \theta_c) \frac{e^{ikr}}{\sqrt{kr}} + O((kr)^{-3/2}) \quad (5.38)
\]

\[
A^S(\theta, \theta^S) = \frac{-e^{i\pi/4}}{\sqrt{8\pi \sin(\theta - \theta^S)/2}} \quad (5.39)
\]

\[
A^R(\theta, \theta^R) = \frac{e^{i\pi/4}}{\sqrt{8\pi \sin(\theta - \theta^R)/2}} \quad (5.40)
\]

We combine equations (5.39-5.40) with equation (5.36) to produce:

\[
D(\theta) = \hat{D}(\theta) + A^S(\theta, \theta^S) + A^R(\theta, \theta^R) \quad (5.41)
\]

We call the quantity \( D(\theta) \) in (5.41) the directivity. We plot the real and imaginary components of \( D(\theta) \) in figure 5.8 and the magnitude as a function of \( \theta \) in figure 5.9. We observe its singular nature at the critical angles, \( \theta^S \) and \( \theta^R \). The existence of the step in equation (5.38) causes these singularities to arise. They allow for a 'smoothing' of the solution across the shadow and reflected boundaries.

These results were all computed for large \( kr_0 \) and a well refined mesh. We assume that the size of the artificial boundary and refinement of the mesh result in the largest contributions to the error. We now seek to examine the effect of altering the FEM mesh and compute an asymptotic estimate for the total error.
Figure 5.5: Real(+) and imaginary(ο) parts of the hybrid solution compared to a nodally exact solution(- -) on \( \Gamma_R \).
Figure 5.6: Real(+) and imaginary(o) parts of the hybrid solution for the scattered field compared to a nodally exact solution(- -) along the shadow (top) and reflected (bottom) boundaries.
Figure 5.7: Real(+) and imaginary(o) parts of the hybrid solution for the scattered field, computed using the outer hybrid nodes, compared to the solution computed using the inner hybrid nodes(- -).
Figure 5.8: Real(—) and imaginary(−−) parts of the directivity as a function of $\theta/\beta$. This expression is singular at $\theta = \theta^S = \pi/6$ and $\theta = \theta^R = 4\pi/3$.

Figure 5.9: Magnitude of the directivity as a function of $\theta$, truncated at the node values adjacent to $\theta^S$ and $\theta^R$. 
Chapter 6

Error Analysis
In order for a numerical or analytical method to be reliable, we must characterize and understand the sources of error. In this chapter we consider error arising from both numerical dispersion and our asymptotic boundary condition. We express the error in the hybrid method as the sum of the error due to patching the inner and outer solutions and the error due to dispersion in the finite element mesh:

\[ E = E_p + E_d. \]  

(6.1)

Minimizing the overall error associated with the location of the artificial boundary $\Gamma_R$ results in guidelines for choosing the value of $kr_0$.

### 6.1 Dispersion Error

We assume that numerical dispersion of cylindrical waves is qualitatively similar to that of plane waves. In an analysis of the dispersion, we begin by representing an exact solution $u$ and an approximate FEM solution $u^h$ as the following:

\[ u = H^{(1)}_{\nu_n}(kr) \]  

(6.2)

\[ u^h = H^{(1)}_{\nu_n}(k^h r) \]  

(6.3)

Here $k^h$ is the approximate wavenumber associated with the FEM solution. The parameter $h$ defines the relative discretization of the mesh. We define a non-dimensional parameter as the product $k^h h$. For plane waves in a regular mesh of piecewise linear shape functions, $k^h h$ is given by [13]:

\[ k^h h \approx kh - \frac{(kh)^3}{24} < kh \]  

(6.4)
Equation (6.4) implies that the approximate solution propagates in the radial direction with a characteristic wavelength such that:

$$\lambda^h > \lambda.$$  \hspace{1cm} (6.5)

We compute the scattered field along a line of constant $\theta$ (Figures 6.1 and 6.2). It is apparent from the output that equation (6.5) is satisfied. We further observe that $| \lambda - \lambda^h |$ decreases as we decrease $kh$.

Inserting equation (6.4) into equation (6.3), we find:

$$u^h \approx H_{v_n}^{(1)}(kr) - H_{v_n}^{(1)}(kr) \frac{(kh)^2}{24} kr \quad kh \ll 1.$$  \hspace{1cm} (6.6)

From this we can express an asymptotic approximation for the FEM error as the following:

$$E_d = |u - u^h| \sim C_1(kh)^2 kr \quad kh \to 0$$  \hspace{1cm} (6.7)

As we would expect, this pointwise error depends on the propagation distance as well as the mesh refinement. In Figure 6.3, we compare the hybrid and exact solutions on the artificial boundary. Holding $kr_0$ fixed, we double the value of $kh$. What results is an increase in the error in agreement with equation (6.7).

### 6.2 Patching Error

In chapter 3, we found an asymptotic approximation of the error due to patching of the form:

$$E_p \sim \frac{C_2}{kr_0} \quad \alpha = 1.$$  \hspace{1cm} (6.8)
We now consider holding $kh$ fixed and observe the effects of varying $kr_0$. Combining equations (6.8) and (6.7) yields an expression for the total error on $\Gamma_R$:

$$E |_{\Gamma_R} \sim C_1(kh)^2kr_0 + \frac{C_2}{kr_0} \quad kr_0 \to \infty, kh \to 0. \quad (6.9)$$

We verify an asymptotic error estimate in our numerical solution as follows. We choose $kh$ small enough so that:

$$C_1(kh_0)^2kr_0 \ll \frac{C_2}{kr_0} \quad kr_0 \gg 1 \quad (6.10)$$

Then we compare the hybrid and exact solutions at this fixed $kh_0$ for five different values of $kr_0$. The cases for the largest and smallest $kr_0$ are plotted in Figure 6.4. We further plot the maximum error for each $kr_0$ versus $(kr_0)^{-1}$. As equation (6.9) predicts, the relation between the error and $(1/kr_0)$ appears fairly linear (Figure 6.5).

### 6.3 Optimal Location of the Artificial Boundary

In order to find an optimal approximate solution, we seek to minimize the error with respect to $kr_0$ while holding $kh$ fixed. In doing so, we are left with the relation:

$$\frac{dE}{d(kr_0)} |_{kh} = C_1(kh)^2 - \frac{C_2}{(kr_0)^2} = 0. \quad (6.11)$$

Solving for $kr_0$ yields

$$kr_0 = \frac{C}{kh} \quad (6.12)$$

which is equivalent to what results in balancing $E_p$ with $E_d$. Thus, for optimal convergence to the exact solution, using piecewise linear shape functions and for $kh \to 0$, $kr_0$ must tend to infinity as $1/kh$. 
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Figure 6.1: Real(+) and imaginary(o) parts of the hybrid scattered field compared to a nodally exact solution on the shadow boundary. $kh = kh_1$ in the lower plot, $kh = 2kh_1$ in the upper.
Figure 6.2: Real(+) and imaginary(o) parts of the hybrid scattered field compared to a nodally exact solution on the reflected boundary. $kh = kh_1$ in the lower plot, $kh = 2kh_1$ in the upper.
Figure 6.3: Real(−−) and imaginary(−−−) parts of the hybrid scattered field compared to a nodally exact solution on $\Gamma_R$. $kh = kh_1$ in the lower plot, $kh = 2kh_1$ in the upper.
Figure 6.4: Real(+) and imaginary(o) parts of the scattered field compared to a nodally exact solution for $kr_0 = 2\pi$ (top) and $kr_0 = 3\pi/2$ (bottom).
Figure 6.5: Maximum error in $|u - u^h|$ for extremely small $kh$, $kr_0 : 3\pi/2 \rightarrow 2\pi$. 
Chapter 7

Conclusions
Short wavelength asymptotics and the finite element method are two fundamentally different approaches which are successfully combined in the hybrid method. What results from this union of analytic and numerical methods is a highly efficient and extremely accurate tool for solving complicated scattering problems.

The success of the hybrid approach relies on the accuracy of the method of patching the inner numerical solution to the outer asymptotic approximation. It is this boundary condition which allows us to replace an infinite domain problem with a finite domain one which is readily discretized.

In the MAE method, an outer solution was matched exactly to an inner solution in an asymptotic overlap domain. Patching, on the other hand, does not yield a similar guarantee of convergence. However, our analytic error analysis clearly shows an asymptotic equivalence between the methods of matching and patching, provided we always patch in the overlap domain.

Our numerical solutions of the scattered field reinforce this analytic argument. We also observe that the error in the hybrid method is dependent on both the discretization of the mesh as well as the propagation distance from the scatterer. Thus, by adjusting the size of the artificial boundary and mesh refinement, we obtain a hybrid solution nearly identical to an exact analytic solution. For any fixed discretization, we are then able to find a corresponding optimal location for the artificial boundary.

In patching the inner and outer solutions, we assume some knowledge of the outer field. This representation of the field typically contains the form of the solution with unknown coefficients. We can choose a particular component of the solution, however, to be partially prescribed without altering the overall solution. This was observed in our analysis of
the directivity of the outgoing scattered field, which consisted of both computed ($\hat{D}$) and prescribed ($B^R, B^S$) data.

We compare the hybrid solution to reference calculations in two separate cases. In one case, we have a nodally exact analytic solution where the error in the comparison represents both the asymptotic error inherent in the method as well as the error due to discretization. The DtN map, on the other hand, provides an exact representation of the boundary condition. Using the same discretization in both the DtN and hybrid methods then eliminates the error due to mesh refinement from the comparison. In both cases, the results from the hybrid method were nearly identical to the bench-mark calculations.

Although the DtN method provides an exact representation for this problem, we expect the hybrid method to be better suited to accommodate interactions between diffraction regions. Looking forward, we seek to model these interactions. To do so, we discretize each inner domain separately as before. The outer field, however, must represent the combined problems. This effectively couples the different inner problems, requiring that they be solved simultaneously.

We further seek to introduce ‘impedance’ elements on the surface of the scatterer. These local, one-dimensional elements are used to satisfy the homogeneous form of the impedance boundary condition. We implement these elements without introducing any additional degrees of freedom on the boundary of the object, although there are unknowns which are introduced on the artificial boundary. These unknowns represent the amplitudes of the diffracted surface waves.
Appendix A

Boundary Conditions and Surface Waves
Two of the most interesting aspects of a complicated scattering problem can be observed in edge effects and along fluid-solid interfaces. We model scattering from edges by means of the Geometrical Theory of Diffraction. To understand the interactions on the interface, we first examine a simple problem containing elastic boundaries. We will then examine a similar problem with a less complicated boundary condition which produces some of the same wave phenomena.

A.1 Fluid Loaded Elastic Plate

Here we discuss the vibration of an elastic plate in contact with a fluid. [16] These vibrations cause unsteady pressures in the fluid which in turn exert a surface loading on the plate. This loading is in addition to that which is caused by mechanical excitation or boundary layers.

We seek a solution for the fluid acoustic field above a thin elastic plate driven by a time harmonic line force. We examine the problem in the wavenumber domain and then obtain a space domain description of the field by approximating the Fourier transform. Even this simple model problem involves competition between several distinct physical attributes, causing the acoustic near field to have a very complicated structure.

In the limit as $kr \to \infty$, however, the main contribution to the field can be obtained by the method of stationary phase (see Appendix C). Features of the directivity of this asymptotic solution can then be attributed to specific wave phenomena on the fluid-elastic interface. Although this method ignores certain phenomena exclusive to the near field, we seek to find a representation of the field in the asymptotic outer region.
A.1.1 Formulation

We imagine a thin elastic plate with specific mass $m$ and bending stiffness $D$, lying in the $y = 0$ plane. Above the plate is a fluid of density $\rho_0$ and sound speed $c_0$, while the region below is taken to be a vacuum. We excite the plate with a time harmonic line force $F_0 e^{-i\omega t}$ along the z-axis, generating two-dimensional fluid motion in the xy-plane and one-dimensional motion along the plate.

In terms of a time harmonic acoustic pressure, the field in the fluid is governed by the reduced wave equation

$$
(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + k_0^2)p(x, y) = 0
$$

where $k_0 = \omega/c_0$. This field must satisfy a radiation condition at $r = \infty$ as well as the boundary conditions associated with the plate [15]:

$$
\frac{1}{i\omega \rho_0} \frac{\partial p}{\partial y}(x, 0) = v_p(x)
$$

$$
(D \frac{\partial^4}{\partial x^4} - m\omega^2) \frac{v_p(x)}{-i\omega} = F_0 \delta(x) - p(x, 0)
$$
Here \(v_p\) denotes the velocity of the plate in the \(y\) direction. The first term in the parenthesis of equation (A.3) is the biharmonic while the second term represents the acceleration of the plate. The terms on the right represent the line forcing and pressure exerted by the fluid. For convenience, we introduce a constant with units of wavenumber:

\[
\mu = \rho_0/m
\]  
(A.4)

and non-dimensionalize our pressure field such that:

\[
\tilde{p} = \frac{p}{\mu F_0}.
\]  
(A.5)

From here on we shall ignore the \(\hat{\cdot}\) notation. It is then convenient to examine these equations in the wavenumber domain, so we now define a Fourier transform:

\[
\tilde{p}(k, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} p(x, y) e^{-ikx} dx.
\]  
(A.6)

The solution of the transformed Helmholtz equation can then be written in the form:

\[
\tilde{p}(k, y) = \tilde{p}(k, 0)e^{ik_y y}
\]  
(A.7)

\[
k_y = \sqrt{k_0^2 - k^2} \quad |k| \leq k_0 \quad \text{supersonic}
\]

\[
k_y = i\sqrt{k_0^2 - k^2} \quad |k| \geq k_0 \quad \text{subsonic}
\]  
(A.8)

This choice of sign on the square roots is determined in accordance with the radiation condition, such that the supersonic waves propagate while the subsonic waves decay up into the fluid. If we were to ignore fluid loading but imagine wave-like behavior having been established on the plate, then there would be an associated spatial frequency from (A.3):

\[
k_p = (m\omega^2/D)^{1/4}.
\]  
(A.9)
Substituting (A.7) into the boundary conditions (A.2)-(A.3) yields:

$$\hat{p}(k, 0) = \frac{k_p^4}{2\pi} \frac{1}{(k^4 - k_p^4)ik_y + \mu k_p^4}.$$  \hspace{1cm} (A.10)

By the inverse Fourier transform (A.6), the acoustic pressure in the space domain can be expressed as:

$$p(x, y) = \frac{k_p^4}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ikx}e^{ik_y}dk}{(k^4 - k_p^4)ik_y + \mu k_p^4}.$$ \hspace{1cm} (A.11)

A.1.2 Surface Wave Contributions

To examine this integral, we first allow the wavenumber to be complex, such that equation (A.11) becomes a contour integral in the complex $k$-plane. The contour is initially taken to be along the real axis. We then allow the natural wavenumber in the fluid, $k_0$, to have a small positive imaginary part. The effect of this is to push any poles off of the real axis, below for negative values and above for positive values. This ensures that singularities initially on the real axis correspond to outgoing waves.

The main items of interest in the evaluation of the integral (A.11) are the poles, the choice of branch cuts, and the stationary point. The poles are simple zeros of the denominator of the integral. Each corresponds to a different surface wave phenomenon. For this problem, we find poles to be located as pictured in Figure A.2 [17]. The surface waves corresponding to $k = \pm k_s$ propagate along the fluid-solid interface with a phase speed $c_s < c_0$. Although they propagate in the $z$-direction, the subsonic waves decay away from the plate. Therefore, these waves can be observed only in the region near $y = 0$.

The poles which do not lie on the real axis in figure A.2 correspond to surface waves that propagate above the natural speed in the fluid. The behavior of these two sets of supersonic
waves are essentially the same. The surface wave decays as it propagates in the $x$-direction, shedding energy into the fluid at some critical angle $\theta_c$. Along a line of constant $x$, we then observe an exponential growth in the field in the $y$-direction. This seemingly non-physical result is justified by recognizing that a line taken at the critical angle, originating at the source, serves as a cut-off for the wave shed into the fluid.

The main difference between the leaky ($k = \pm k_l$) and evanescent ($k = \pm k_e$) supersonic waves is evident in the limit of small fluid loading ($\mu = 0$). In this limit, $\Im\{k_l\} \to 0$ while $\Re\{k_e\} \to 0$. The evanescent wave therefore decays rapidly and is observed only in the very near field. Although the leaky wave also decays, the rate is much slower and it has a greater effect on the far field.

We introduce branch cuts that extend from the branch points of equation (A.8) to
infinity in the complex plane [16]. The choice of branch cuts is important, as it effects how the poles contribute in the mathematical analysis. Regardless of the choice of branch cuts, however, we shall not ignore any of the pole contributions discussed.

The stationary point represents the dominant contribution to the acoustic far field. Examining the integral (A.11) in this limit:

$$ p = \int_C f(k)e^{ik_0q(k)}dk \quad k_0r \to \infty \quad (A.12) $$

where $q(k)$ is the phase. We seek a particular value of $k = \vec{k}$ such that $\partial q/\partial k(\vec{k}) = 0$. This is called a stationary point (see Appendix C). The method of stationary phase yields the following:

$$ p(r, \theta) \sim f(\vec{k}) e^{ik_0r}(\vec{k}) \sqrt{2\pi/k_0rq''(\vec{k})} e^{i\pi/4} \quad (A.13) $$

In this particular problem, we find $\vec{k} = k_0 \cos \theta$. Thus, the dominant contribution to $p(r, \theta)$ is dependent on the observation angle. We further observe from equation (A.8) that this contribution is restricted to the supersonic domain.

For convenience, we introduce two more constants

$$ M = k_0/k_p \quad \alpha = \mu/k_0. \quad (A.14) $$

Here, $\alpha$ is a fluid-loading parameter and $M$ is called a phase Mach number. Combining equations (A.11)-(A.13) allows us to express the pressure field as:

$$ p(r, \theta) \sim \frac{e^{i\pi/4}}{\sqrt{2\pi}} \frac{\sin \theta}{(1 - M^4 \cos^4 \theta) \sin \theta + i\alpha} \frac{e^{ik_0r}}{\sqrt{k_0r}} \quad (A.15) $$

We now wish to use this expression to examine the power radiated to the outer region. In the frequency domain, we calculate the acoustic intensity in the radial direction as [14]:

$$ I(r, \theta) = \frac{pp^*}{2\rho_0c_0}, \quad (A.16) $$
Integrating this intensity over an arc of constant radius, we express the radiated power as:

$$\Pi = \frac{1}{\rho_0 \omega} \frac{1}{4\pi} \int_0^\pi \frac{\sin^2 \theta}{(1 - M^4 \cos^4 \theta)^2 \sin^2 \theta + \alpha^2} d\theta$$  \hspace{1cm} (A.17)

We imagine the driving frequency to be larger than some critical frequency, $\omega_c = \sqrt{mc_0^4/D}$, such that $M > 1$. This frequency is not necessarily large, depending on the material properties in the problem. We further assume that $\alpha \ll 1$ which, for a typical problem of a steel plate submerged in water, is a fair assumption. The main contribution to the power integral can then be attributed to a critical angle, $\theta_c$, where

$$\cos \theta_c = 1/M.$$  \hspace{1cm} (A.18)

We examine the integral (A.17) in the region near the critical angle, such that $\theta = \theta_c + \alpha \theta'$. The integral then becomes:

$$\Pi \approx \frac{1}{\rho_0 \omega} \frac{1}{4\pi} \int \frac{1}{\alpha} \frac{\sin^2 \theta}{16(M \theta')^2 \sin^4 \theta_c + 1} d\theta'$$  \hspace{1cm} (A.19)

From this we observe that $\Pi = O(\alpha^{-1})$ for $||\theta - \theta_c|| = O(\alpha)$ and that $\Pi = O(1)$ otherwise. The significance of this is that the plate motion is equivalent to a large projector or antenna, resulting in beams at the critical angles. The surface response is dominated by the contribution from a leaky wave, whose imaginary part is proportional to $\alpha$. The wave contribution is bounded by a line emanating from the source slightly below the critical angle and decays with respect to $x$ as the surface wave loses energy. What results is a beam which eventually diffracts into a highly directive cylindrical wave.

Our expressions for the pressure (A.15) and radiated power (A.19) are not valid for all values of the fluid loading parameter, $\alpha$, and observation angle, $\theta$. This is most apparent when examining the field near the surface. When $\theta = 0$, the integral for the pressure (A.11)
does not contain a stationary point. Therefore, the method of stationary phase does not apply. What results is the following nonuniform limit:

$$\lim_{\theta \to 0} \lim_{\alpha \to 0} p(r, \theta, \alpha) \neq \lim_{\alpha \to 0} \lim_{\theta \to 0} p(r, \theta, \alpha) \quad (A.20)$$

In the limit $\theta = 0$, we can wrap the contour of the integral (A.11) around the vertical branch cut at $k = k_0$. In doing so, we pick up contributions from the poles at $k = k_c$, $k = k_l$ and $k = k_s$. From [17], we know that the branch cut integral is $O((kx)^{-3/2})$. Further, pole contributions from all the poles except $k = k_s$ decay exponentially with respect to $kx$. Thus, the dominant contribution observed in this region is the subsonic surface wave; i.e., the residue from $k = k_s$. This contribution does not present itself in equation (A.11), however, since that approximation is not valid at $\theta = 0$.

Because surface wave phenomena are not unique to fluid-elastic interfaces, we seek to replace the elastic boundary condition with a less complicated one. We now consider surface wave phenomena on an impedance boundary.

### A.2 Impedance Boundary Condition

We assume a fluid in the region $y > 0$, bounded by an impedance boundary. The governing equation for the total field in the fluid can be expressed as:

$$\frac{\partial^2 u_t}{\partial x^2} + \frac{\partial^2 u_t}{\partial y^2} + k_0^2 u_t = 0 \quad (A.21)$$

$$u_t = u_{inc} + u \quad (A.22)$$
We define the impedance as a complex parameter, $Z$, and represent the boundary condition in the following way:

$$\frac{\partial u_t}{\partial y} + k_0 Z u_t = 0 \quad \text{on } y = 0 \quad (A.23)$$

We wish to consider free modes that will propagate on the boundary. We assume a solution for these modes to be of the form:

$$u = e^{i k_0 (\sigma x + \mu y)} \quad (A.24)$$

Inserting this solution (A.24) into the governing equation (A.21) yields:

$$\sigma^2 + \mu^2 = 1 \quad (A.25)$$

Imposing the boundary condition (A.23) on the solution yields:

$$u = e^{i k_0 \sqrt{1 + Z^2} x} e^{-k_0 Z y} \quad (A.26)$$

We now explore different options for the value of $Z$ in expression (A.26). Choosing $Z > 0$ to be purely real results in a wave which propagates in the $x$-direction while exponentially decaying in the $y$-direction. The surface wave on the plate has an associated wavenumber:

$$| k_s | = k_0 \sqrt{1 + Z^2} > k_0 \quad (A.27)$$

This corresponds to a subsonic wave such that $c_s < c_0$. It is observed only for the region where $y \ll 1/k_0 Z$.

Next, we examine a complex value for the impedance:

$$Z = -\alpha - i \eta \quad \alpha \ll \eta < 1. \quad (A.28)$$
Here, both $\alpha$ and $\eta$ are positive, real numbers. In order for the solution (A.24) to satisfy the boundary condition, we require:

$$\sigma = \sqrt{1 - \eta^2}[1 + \frac{i\alpha\eta}{(1 - \eta^2)}]$$  \hspace{1cm} (A.29)

$$\mu = \eta - i\alpha$$  \hspace{1cm} (A.30)

This choice of $Z$ yields a leaky wave solution. The wavenumber along the boundary can be determined as:

$$|k_i| = k_0\sqrt{1 - \eta^2 + \alpha^2\eta^2/(1 - \eta^2)} < k_0$$  \hspace{1cm} (A.31)

Thus, the wave propagates along the boundary at a speed faster than the natural velocity in the fluid. The exponential decay in the $x$-direction can be attributed to energy which is shed into the fluid at the critical angle, $\theta_c$. As before, the amplitude of the wave in the fluid grows in the $y$-direction. However, it is again bounded by a line emanating at an angle $\theta_c$ from the point of excitation.

### A.3 Summary

In comparing an elastic boundary condition with an impedance boundary, we observe that certain surface wave phenomena are common to both. We further observe that the analysis of even a simple problem involving elastic boundaries can be extremely complicated. By choosing an appropriate value for the impedance $Z$, we replace the elastic boundary with a less complicated boundary condition which exhibits some of the same wave phenomena.

In our analysis of scattering by a hybrid method, we seek to represent aspects of the field such as diffraction and surface waves while keeping our canonical problem as simple.
as possible. Thus, we require the surfaces of our truncated wedge to have an impedance boundary condition and seek to model the resulting diffracted surface waves of the scattered field.
Appendix B

Exact Analytical Representation
In order to compare the results obtained using the hybrid method, we seek an exact analytic representation for the field scattered by a blunted wedge. We begin by examining the solution to the problem of the sharp wedge. One solution that is readily available [5] represents a line source at \((r_o, \theta_{inc})\), incident on a sharp wedge with soft boundaries. We express the incident and resulting total field as:

\[
    u_i = -\frac{1}{4} i H_0^{(1)}(k||x - x_0||) 
\]

\[
    u_t = \frac{\pi i}{\beta} \sum_{n=1}^{\infty} H_n^{(1)}(kr_o) J_{\nu_n}(kr) \sin(\nu_n \theta) \sin(\nu_n \theta_{inc}) 
\]

where \(H\) is the Hankel function, \(J_{\nu_n}\) is the Bessel function, and \(\nu_n = n\pi/\beta\).

Since we wish to model an incident plane wave, we now examine the source term (B.1). We note that the first term in the asymptotic expansion of the Hankel function is as follows:

\[
    H_n^{(1)}(kr_o) \sim \sqrt{\frac{2}{\pi}} e^{-i\nu_n \pi/2 - i\pi/4} \frac{e^{ikr_o}}{\sqrt{kr_o}} \quad kr_o \to \infty. 
\]

We then modify the amplitude of the incident field to be dependent on the distance from the scatterer and expand the argument of the Hankel function in the limit as this distance tends to infinity:

\[
    u_i = \left(\sqrt{\pi kr_o/2} e^{-ikr_o + i\pi/4}\right) H_0^{(1)}(k||x - x_0||) 
\]

\[
    k||x - x_0|| \sim kr_o - kr \cos(\theta - \theta_{inc}) \quad kr_o \to \infty. 
\]

In this limit, we combine equations (B.3)-(B.5) with (B.1)-(B.2) to form a new expression for the total field:

\[
    u_{inc} = e^{-ikr \cos(\theta - \theta_{inc})} 
\]

\[
    u_{\text{sharp}} = (4\pi/\beta) \sum_{n=1}^{\infty} e^{-i\nu_n \pi/2} J_{\nu_n}(kr) \sin(\nu_n \theta_{inc}) \sin(\nu_n \theta). 
\]
This is the solution $u_{\text{sharp}}$ for scattering from a sharp wedge with plane wave incident. The problem of interest, however, is that of scattering from a blunted wedge $u_{\text{bl}}$. We now wish to find a representation for the difference $u_{\text{bl}} - u_{\text{sharp}}$ which can be added to the solution of the sharp wedge.

In both problems, the total field can be expressed as the sum of an incident and a scattered field:

$$u_{\text{sharp}} = u_{\text{inc}} + u_{\text{sct}}$$

$$u_{\text{bl}} = u_{\text{inc}} + u$$

For convenience, we introduce

$$\hat{u} = u_{\text{bl}} - u_{\text{sharp}}$$

where

$$\hat{u} = \begin{cases} 
-u_{\text{sharp}} & \text{on } r = a \\
\text{outgoing as } r \to \infty 
\end{cases}$$

Because of the outgoing nature of $\hat{u}$, we can represent it in the following form:

$$\hat{u} = \sum_{n=1}^{\infty} A_n H^{(1)}_{\nu_n}(kr) \sin(\nu_n \theta)$$

Satisfying the boundary condition in (B.10) results in an expression for the unknown constants:

$$A_n = -(4\pi/\beta)e^{-i\nu_n \pi/2} \sin(\nu_n \theta_{\text{inc}})J_{\nu_n}(ka)/H^{(1)}_{\nu_n}(ka).$$

Having solved for these constants, we combine the expressions for $\hat{u}$ (B.11) and $u_{\text{sharp}}$ (B.7). This results in the following series representation for the total field in the blunted wedge problem:

$$u_{\text{bl}}(r, \theta) = (4\pi/\beta) \sum_{n=1}^{\infty} e^{-i\nu_n \pi/2} M_n \sin(\nu_n \theta_{\text{inc}}) \sin(\nu_n \theta)$$
where

\[ M_n = J_{\nu_n}(kr) - \left[ J_{\nu_n}(ka) / H^{(1)}_{\nu_n}(ka) \right] H^{(1)}_{\nu_n}(kr) \]  \hspace{1cm} (B.14)

In comparing (B.13) to the hybrid solution, we subtract out the incident field and evaluate the resulting scattered field nodally. This solution is then interpolated linearly between the nodes, consistent with our FEM representation. Thus, we are comparing the hybrid scattered field solution to a nodally exact analytic solution.
Appendix C

Stationary Phase
A useful tool for evaluating certain integrals is the method of stationary phase. Here we discuss a general integral representation which was motivated by the complicated transform integral in Appendix B. We first assume that this integral has the following form:

\[ I(k) = \int_a^b f(x)e^{ik\phi(x)} \, dx \quad (C.1) \]

Here, \( k \) is a large parameter and the amplitude function \( f(x) \) varies slowly compared to the exponential function. For convenience, we choose the phase \( \phi(x) \) in this discussion to have a single stationary point at the value \( x = x_0 \). We further require this to be a local minimum, such that \( \phi''(x_0) > 0 \). These restrictions are for simplicity, and one can easily account for several stationary points of different type.

Due to the magnitude of \( k \), the exponential is a highly oscillatory function for all values of \( x \) except those very close to \( x_0 \). Because of this, we make the following approximation:

\[ I(k) \sim \int_{-\infty}^{\infty} f(x_0)e^{ik\phi(x)} \, dx \quad (C.2) \]

Since the main contribution to the integral comes from values near \( x = x_0 \), we can integrate over all space without losing much accuracy. Expanding \( \phi(x) \) around the stationary point yields:

\[ \phi(x) = \phi(x_0) + \frac{1}{2}\phi''(x_0)(x - x_0)^2 + ... \quad (C.3) \]

We then insert equation (C.3) into (C.2), resulting in the following approximation:

\[ I(k) \sim f(x_0)e^{ik\phi(x_0)} \int_{-\infty}^{\infty} e^{i\frac{1}{2}\phi''(x_0)(x-x_0)^2} \, dx \quad (C.4) \]

For convenience, we introduce a new variable:

\[ \xi = \sqrt{-ik}\frac{1}{2}\phi''(x_0) (x - x_0) \quad (C.5) \]
\[ d \xi = \frac{-ik \phi''(x_0) dx}{2 \sqrt{-ik \frac{1}{2} \phi''(x_0)}}. \]  \hspace{1cm} (C.6)

Expressing (C.4) in terms of this new variable yields:

\[ I(k) \sim f(x_0) e^{ik \phi(x_0)} \frac{i2 \sqrt{-ik \frac{1}{2} \phi''(x_0)}}{k \phi''(x_0)} \int_{-\infty}^{\infty} e^{-\xi^2} d\xi \]  \hspace{1cm} (C.7)

We define the integral component in (C.7) as:

\[ J = \int_{0}^{\infty} e^{-\xi^2} dx \]  \hspace{1cm} (C.8)

Further examination of this function (C.8) yields a solution to the integral in closed form:

\[ J^2 = \int_{0}^{\frac{\pi}{2}} \int_{0}^{\infty} e^{-\rho^2} r \, dr \, d\theta = \frac{\pi}{4} \]  \hspace{1cm} (C.9)

Combining equation (C.9) with (C.7) yields a final asymptotic representation of the integral using the method of stationary phase:

\[ I(k) \sim f(x_0) e^{ik \phi(x_0)} \sqrt{\frac{2\pi}{k \phi''(x_0)}} e^{i\pi/4} \]  \hspace{1cm} (C.10)

We consider a final question regarding the sign on the square root in equation (C.5). This is resolved by examining the contour in \( x \). With \( \phi'' \) positive, the change from \( x \) to \( \xi \) deforms the contour from the real axis so that it is rotated forty-five degrees in the counter-clockwise direction about the point \( x = x_0 \).

If the sign on the square root is positive, the contour extends in the direction of increasing \( x \). If the sign on the square root is negative, the opposite is true. In the first case, we can connect the deformed contour with the original through the first and third quadrants. At infinity, the first and third quadrants produce a negative real part in the exponential (C.7) such that the contributions to the integral are negligible. In the other case, however, the contributions at infinity are large. Therefore, we choose the positive sign on the square root in our change of variables.
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SUMMARY

We develop formulations for finite element computation of exterior acoustics problems. A prominent feature of the formulations is the lack of integration over the unbounded domain, simplifying the task of discretization and potentially leading to numerous additional benefits. These formulations provide a suitable basis for hybrid asymptotic-numerical methods in scattering, non-reflecting boundary conditions and infinite elements. © 1997 by John Wiley & Sons, Ltd.
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1. INTRODUCTION

Finite element methods are the numerical technique of choice for numerous classes of boundary-value problems. In order to use domain-based discretization in a problem with an infinite domain, a finite computational domain is formed by introducing an artificial boundary. The ‘far-field’ behaviour is then represented either by boundary conditions specified on the artificial boundary, or by interpolation assumed in the complement of the computational domain. The former approach is associated with non-reflecting boundary conditions (see, e.g. Reference 1 and pp. 95–116 of Reference 2) and in particular the DtN (Dirichlet-to-Neumann) method, which was conceived as a general procedure for exterior boundary-value problems by Givoli and Keller and is related to earlier work in acoustics. The latter approach is termed infinite elements. A third approach currently being explored by the authors is called a ‘hybrid asymptotic-numerical method’ in that it utilizes analytical asymptotic approximations of the field to formulate approximate DtN conditions.

Global DtN boundary conditions can be very accurate, but all of the degrees of freedom on the artificial boundary are coupled, potentially increasing the cost of computation. In contrast, infinite
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elements retain the element-based data structure of finite elements. This preserves the bandedness of the discrete equations, but typically at the cost of including extra unknowns in the formulation arising from discretization of the unbounded domain. The hybrid method will be described more fully in a future contribution.

In what follows, we introduce a framework for finite element computation in an unbounded domain which has applications to the hybrid approach, the DtN method and to infinite elements. We describe the basic ideas in the context of the Helmholtz equation governing time-harmonic acoustic radiation and scattering. This framework may also be employed as a basis for finite element solution of exterior problems in other fields such as steady heat conduction and elastostatics, as well as elastic and electromagnetic waves.

We arrive at our formulation as follows: We first introduce an artificial boundary which partitions the domain into sub-domains. The variational form of the problem depends explicitly on the partition, regardless of discretization, as in hybrid finite element methods, e.g. p. 24 of Reference 11 (to be distinguished from the hybrid asymptotic-numerical approach discussed herein). We enforce continuity at the interface between the sub-domains weakly via Lagrange multipliers. The concept of finite element methods with Lagrange multipliers enforcing boundary constraints is well known, with application to contact and interaction problems, as well as analyses combining different types of elements and independently modelled sub-domains. Least-squares stabilization permits arbitrary choice of finite element interpolations. We solve for the Lagrange multiplier exactly and thus remove it from the formulation, in a manner similar to Nitsche's method. Integration by parts further simplifies the formulation by removing all integrations over the unbounded domain. This results in a formulation which is exact, is free of any constraint degrees of freedom, and can be used to recover many well-known formulations developed previously.

A similar procedure of removing the Lagrange multiplier was described in the context of elasticity problems by Key. Key's formulation, sometimes referred to as a 'Simplified Variational Principle,' was explored with mixed results by Mang, Gallagher and Haugeneder in various studies. Our formulation differs significantly from Key's, however, in at least two respects. First, we integrate by parts in the unbounded domain and therefore require our basis functions there to exactly satisfy the differential equation. Further, and perhaps more importantly, we choose our outer domain so that the problem is homogeneous there. The analytical and numerical results presented below show that our procedure can lead to an effective and accurate numerical method.

The boundary-value problem related to acoustic radiation and scattering governed by the Helmholtz equation is described in Section 2. We present the details of the derivation of our formulation in Section 3 and follow that discussion with examples in Section 4.

2. EXTERIOR BOUNDARY-VALUE PROBLEM OF ACOUSTICS

Let \( \mathcal{R} \subset \mathbb{R}^d \) be an unbounded region, where \( d \) is the number of space dimensions. The boundary of \( \mathcal{R} \), denoted by \( \Gamma \), is internal and assumed piecewise smooth (Figure 1). The outward unit vector normal to \( \Gamma \) is denoted by \( \mathbf{n} \). We assume that \( \Gamma \) admits the partition \( \Gamma = \Gamma_g \cup \Gamma_s \), where \( \Gamma_g \cap \Gamma_s = \emptyset \).

We consider a boundary-value problem related to acoustic radiation and scattering governed by the Helmholtz equation: find \( u : \mathcal{R} \rightarrow \mathbb{C} \), the spatial component of the acoustic pressure or velocity potential, such that

\[
-\Delta u = f \quad \text{in } \mathcal{R} \tag{1}
\]

\[
u = g \quad \text{on } \Gamma_g \tag{2}
\]
\[ \partial u/\partial n = i k h \quad \text{on } \Gamma_h \quad (3) \]

\[ \lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial u}{\partial r} - ik u \right) = 0 \quad (4) \]

Here \( \mathcal{L} u := \Delta u + k^2 u \) is the Helmholtz operator, \( \Delta \) is the Laplace operator and \( k \in \mathbb{C} \) is the wave number, \( \partial u/\partial n := \nabla u \cdot n \) is the normal derivative and \( \nabla \) is the gradient operator; \( i = \sqrt{-1} \) is the imaginary unit; \( r \) is the distance from the origin; and \( f : \mathcal{R} \to \mathbb{C} \), \( g : \Gamma_g \to \mathbb{C} \) and \( h : \Gamma_h \to \mathbb{C} \) are the prescribed data.

Equation (4) is the Sommerfeld radiation condition and allows only outgoing waves at infinity. The radiation condition requires energy flux at infinity to be positive, thereby guaranteeing that the solution to the boundary-value problem (1)–(4) is unique (See Reference 24, pp. 296–299; Reference 25, pp. 55–60 and references cited therein.) Appropriate representation of this condition is crucial to the reliability of any numerical formulation of the problem (1)–(4).

3. MIXED VARIATIONAL FORMULATION IN A BOUNDED DOMAIN

Here we outline the development of a simple variational formulation that couples two parts of an acoustics problem in a partitioned domain by weakly enforcing continuity at the interface. Our starting point is a generalization of the procedure presented by Hughes\textsuperscript{26} as a basis for his multi-scale interpretation.

3.1. Partitioned problem in strong form

The unbounded domain \( \mathcal{R} \) is decomposed by a smooth artificial boundary \( \Gamma_R \) into a bounded inner domain \( \Omega^i \) and its unbounded outer complement \( \Omega^o \) (Figure 2), expressed analytically as

\[ \mathcal{R} = \Omega^i \cup \Omega^o \quad (5) \]

where \( \Omega^i \cap \Omega^o = \emptyset \) and \( \Gamma_R = \overline{\Omega^i} \cap \overline{\Omega^o} \).

Following Hughes\textsuperscript{26} the solution of the original boundary-value problem (1)–(4) is decomposed into the inner field \( u^i \) and outer field \( u^o \):

\[ u = u^i + u^o \quad (6) \]

where \( u^i|_{\Omega^i} = 0 \) and \( u^o|_{\Omega^o} = 0 \), so that

\[ u = \begin{cases} u^i & \text{on } \Omega^i \\ u^o & \text{on } \Omega^o \end{cases} \quad (7) \]

Continuity requirements across \( \Gamma_R \) are discussed below. We assume that \( f \) vanishes in the outer domain:

\[
f = 0 \quad \text{in} \quad \Omega^o
\]

(8)

An example in which such a decomposition is desirable is short-wavelength scattering problems, where \( \Omega^i \) contains regions of diffraction, while the ray ansatz is valid in \( \Omega^o \). In order to accommodate such configurations we treat the continuity of \( u \) across \( \Gamma_R \) (i.e. \( u^i = u^o \) on \( \Gamma_R \)) weakly in a variational setting, rather than as an essential requirement that is enforced strongly. Weakly enforcing continuity across the interface is our point of departure from the derivation of Hughes.\(^{26}\)

3.2. Variational statement with weak continuity

The variational form of the boundary-value problem is stated in terms of sets of trial solutions, \( \mathcal{S}^i \) and \( \mathcal{S}^o \) for \( u^i \) and \( u^o \), respectively. For Neumann problems (\( \Gamma_p = \emptyset \)), \( \mathcal{S}^i = \{ u^i | u^i \in H^1(\Omega), u^i = 0 \text{ in } \Omega^o \} \). Otherwise, Dirichlet boundary conditions on \( \Gamma_D \) must also be satisfied by functions in \( \mathcal{S}^i \). The space \( \mathcal{S}^o \) is described below.

A variational form of the original boundary-value problem (1)–(4) is augmented to enforce continuity across the artificial boundary by Lagrange multipliers \( \lambda \). Thus we seek to find \( u^i \in \mathcal{S}^i \), \( u^o \in \mathcal{S}^o \) and \( \lambda \in H^{-1/2}(\Gamma_R) \) that render \( \Pi(u, \lambda) \) stationary, where

\[
\Pi(u, \lambda) = \frac{1}{2} a(u^i, u^i) + \frac{1}{2} a(u^o, u^o) - L(u^i) + (\lambda, u^i - u^o)_{\Gamma_R}
\]

(9)

\[
a(w, u) = \int_{\Omega^i \cup \Omega^o} (\nabla w \cdot \nabla u - w k^2 u) \, d\Omega - \lim_{r \to \infty} \int_{\Gamma_R} wiku \, d\Gamma
\]

(10)

\[
(w, u)_{\Gamma_R} = \int_{\Gamma_R} wu \, d\Gamma
\]

(11)

\[
L(w) = \int_{\Omega^i} wf \, d\Omega + \int_{\Gamma_R} wikh \, d\Gamma
\]

(12)

and \( \Gamma_R \) is a \( d \)-dimensional sphere of radius \( r \). Here \( a(\cdot, \cdot) \) and \( (\cdot, \cdot)_{\Gamma_R} \) are symmetric bilinear forms which are not inner products.

The limit in \( a(\cdot, \cdot) \) must be evaluated in the context of the principle of limiting absorption (see p. 261 of Reference 24 and p. 360 of Reference 27). That is, we consider \( k \leftarrow k + i\mu \), with \( \mu > 0 \).
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The limit \( r \to \infty \) is evaluated with \( \mu \) held fixed and positive. Then the limit \( \mu \downarrow 0 \) is taken. Thus:

\[
a(w, u) = \int_{\Omega \cup \Omega^e} (\nabla w \cdot \nabla u - w k^2 u) \, d\Omega - \lim_{\mu \downarrow 0} \lim_{r \to \infty} \int_{\Gamma_r} w i(k + i\mu) u \, d\Gamma
\]  

(13)

Where no confusion can arise, the limiting absorption shall not be written explicitly.

We define \( \mathcal{S}^0 \) as the set of functions \( u^0 \) for which (13) is defined and bounded, namely \( \mathcal{S}^0 = \{ u^0 | a(u^0, u^0) < \infty, u^0 = 0 \text{ in } \Omega^e \} \). For cases in which the artificial boundary does not completely contain the scatterer, all essential boundary conditions on the boundaries of \( \Omega^e \) must be satisfied by \( u^0 \) and contributions of inhomogeneous natural boundary data must be included.

The stationary point of this functional is obtained by setting its first variation equal to zero, which is equivalent to:

\[
a(w^1, u^1) + (w^1, \lambda)_{\Gamma_R} + a(w^0, u^0) - (w^0, \lambda)_{\Gamma_R} + (v, u^1 - u^0)_{\Gamma_R} = L(w^1)
\]

(14)

Here, \( w^1 \in \mathcal{Y}^1 \), \( w^0 \in \mathcal{Y}^0 \), and \( v \in H^{-1/2}(\Gamma_R) \), are the arbitrary variations of \( u^1 \), \( u^0 \) and \( \lambda \), respectively. Accordingly, for Neumann problems \( \mathcal{Y}^1 = \{ w^1 | w^1 \in H^1(\Omega^e), w^1 = 0 \text{ in } \Omega^e \} \); otherwise, homogeneous counterparts of Dirichlet boundary conditions on \( \Gamma_R \) must also be satisfied by functions in \( \mathcal{Y}^1 \). In the outer field \( \mathcal{Y}^0 = \mathcal{S}^0 \). Note that no constraints are specified on the values of \( u^1 \) and \( u^0 \) across \( \Gamma_R \), or on the values of \( w^1 \) and \( w^0 \) across \( \Gamma_R \).

The mixed formulation (14) may be recast in partitioned form

\[
\begin{align*}
a(w^1, u^1) + (w^1, \lambda)_{\Gamma_R} &= L(w^1) \\
 a(w^0, u^0) - (w^0, \lambda)_{\Gamma_R} &= 0 \\
 (v, u^1)_{\Gamma_R} - (v, u^0)_{\Gamma_R} &= 0
\end{align*}
\]

(15)

The key stability condition for mixed formulations is the Babuška–Brezzi (inf-sup) condition (e.g. p. 57 of Reference 11) governing the selection of finite element interpolations. Discretization of (15) entails additional degrees of freedom enforcing the constraint and the typical ‘zero’ diagonal block (see p. 74 of Reference 11) which may lead to ill conditioning. We now discuss removing some of these drawbacks by eliminating \( \lambda \) from the formulation. In general, elimination of the Lagrange multiplier does not guarantee stability. However, in support of the plausibility of the procedure proposed herein, we note that one of the applications of its outcome leads to a new derivation of a known formulation (see Section 4), for which stability in the Babuška–Brezzi sense is not an issue.

3.3. Eliminating the Lagrange multiplier

The Euler–Lagrange equations of the second variational equation in (15) are the homogeneous Helmholtz equation

\[
\mathcal{L} u^0 = 0 \quad \text{in } \Omega^e
\]

(16)

and the radiation condition (4) for \( u^0 \), and

\[
\lambda = \frac{\partial u^0}{\partial n^0} \quad \text{on } \Gamma_R
\]

(17)

where \( n^0 \) denotes the outward normal with respect to \( \Omega^e \).
Equation (17) gives the interpretation of the Lagrange multiplier. We eliminate the Lagrange multipliers from the formulation by making this substitution and the analogous one for the weighting functions

\[ v = \frac{\partial \omega^o}{\partial n^o} \text{ on } \Gamma_l \]  

(18)

Therefore, for functions \( u^o \) that satisfy the homogeneous Helmholtz equation (16) and the radiation condition, equations (15) simplify considerably

\[ a(w^i, u^i) + \left( w_i, \frac{\partial u^o}{\partial n^o} \right)_{\Gamma_l} = L(w^i) \]

\[ \left( \frac{\partial \omega^o}{\partial n^o}, u^i \right)_{\Gamma_l} - \left( \frac{\partial \omega^o}{\partial n^o}, u^o \right)_{\Gamma_l} = 0 \]  

(19)

In this formulation there is integration only over the bounded domain and the artificial boundary. Thus, the outer field \( u^o \) may be viewed as specifying boundary conditions on the artificial boundary \( \Gamma^l \), thereby defining a boundary-value problem for the inner field \( u^i \) in the bounded domain \( \Omega^i \). Continuity across the artificial boundary is weakly enforced by energy flux-like terms. Specifically, the second variational equation in (19) enforces continuity of the unknown functions across the artificial boundary. The Euler–Lagrange equations of the first of equations (19) provide satisfaction of the differential equation in \( \Omega^i \) and enforce continuity of normal derivatives across the artificial boundary. Previous investigations of the well-posedness of bounded-domain formulations for exterior problems\textsuperscript{28,29} indicate that enforcing continuity of the functions and their normal derivatives is fitting.

Equations (19) have many advantages over the previous formulation, (15) The zero diagonal block associated with Lagrange multiplier methods is absent from (19). Similarly, there are no extra degrees of freedom enforcing the constraint. Perhaps most significantly, there is no integration over the unbounded domain \( \Omega^o \).

4. APPLICATIONS

Formulation (19) may be viewed as a general framework into which many existing finite element formulations for unbounded domains can fit as special cases. This framework is based on a rigorous derivation in which each requirement and assumption is explicitly stated. Therefore, it can serve not only as a starting point for the development of new methods, but also as a basis for theoretical evaluation and comparison of existing methods. In the following we specialize our framework to three different applications.

4.1. Hybrid asymptotic-numerical methods in scattering

The development of hybrid methods for short-wavelength scattering problems formed the original motivation for deriving our formulation. The essential idea is to utilize a ray ansatz for a geometrical description of the scattered field in those parts of the domain where it is valid, based on the Geometrical Theory of Diffraction\textsuperscript{30,31} (GTD), and to use traditional discretization in other parts of the domain. This approach requires one to be able to use entirely different basis functions over adjacent domains.

In the region \( \Omega^0 \), the ray ansatz is valid. There the differential equation is approximately satisfied pointwise to a specified asymptotic order \( \beta > 0 \), as \( kR \to \infty \):

\[
\mathcal{L}u^0 = O((kR)^{-\beta}) \quad \text{in} \quad \Omega^0
\]

(20)

On certain points, curves or surfaces, however, the ray ansatz is invalid. \( \Omega^1 \) is chosen to completely contain all such points and their neighbourhoods. In \( \Omega^1 \), a numerical solution is sought which is patched to the ray ansatz along the artificial boundary. The location of the artificial boundary is selected on one hand to control the asymptotic approximation error of \( u^0 \) and on the other hand to minimize the size of the computational domain. In this application the artificial boundary often does not completely contain the scatterer, so that all essential boundary conditions on the boundaries of \( \Omega^0 \) (except on \( \Gamma_R \)) must be satisfied by \( u^0 \).

A GTD-type analysis of the scattered solution yields the geometrical form of the field \( u^0 \) with unknown 'diffraction coefficients'. This may be considered an approximation with global basis functions. The approximation of \( u^1 \) in the diffraction region is in terms of traditional finite element interpolation with local support. These expressions (and admissible analogues for weighting functions) are substituted into equations (19). The lack of continuity across the artificial boundary, inherent in this approach, poses no difficulty. In solving (19), approximations of the diffraction coefficients of \( u^0 \) and the nodal values of \( u^1 \) are obtained simultaneously. Thus the geometrical form of \( u^0 \) is employed to specify boundary conditions on a problem for \( u^1 \) in the bounded \( \Omega^1 \). Solving for \( u^1 \) provides the unknown diffraction coefficients.

4.2. Absorbing boundary conditions, the DtN formulation

Formulations of exterior problems that are amenable to domain-based computation are often derived by introducing an artificial boundary into the problem to bound a computational domain \( \Omega^1 \). Correct far-field behaviour is enforced by specifying non-reflecting (or absorbing) boundary conditions on this boundary. Numerous such schemes have been proposed, many of which are surveyed in the exhaustive reviews of References 1 and 2, pp. 95–116.

A noteworthy class of non-reflecting boundary conditions is obtained by the DtN method. This is a general scheme for handling boundary-value problems in unbounded domains, which employs a rigorous derivation to yield accurate boundary conditions. The method in its general form was developed by Givoli and Keller\(^3\) and is related to similar work in acoustics.\(^3\)\(^5\)

In terms of the notation employed herein, the boundary conditions in the Givoli–Keller derivation are obtained from an analytical solution \( u^0 \) in the exterior region \( \Omega^0 \). For this purpose, the artificial boundary is constructed in a relatively simple geometric shape (often a \( d \)-dimensional sphere, but not necessarily so, e.g. References 33 and 34), and located so that all geometric irregularities, non-linearities and source terms, as well as material anisotropy and inhomogeneity are contained within it. The analytical solution \( u^0 \), obtained for arbitrary Dirichlet conditions on the artificial boundary, is used to form a relation between the function and its derivatives, called a Dirichlet-to-Neumann (hence, DtN) map. This relation, which is the exact impedance, is then imposed as the boundary condition on the artificial boundary, completing the definition of the computational problem. Solving this problem determines the solution in the entire original region \( \mathcal{R} \).

4.2.1. New derivation. The DtN boundary conditions have been derived anew recently in the multi-scale approach\(^26\) based on the Green's function for the homogeneous Dirichlet problem in \( \Omega^0 \). We now re-derive the DtN boundary conditions in the framework of our formulation (19), at first in abstract form, followed by an example in two dimensions.
We denote the homogeneous Dirichlet Green’s function in $\Omega^0$ by $g(x, x')$. Here, $g(x, x')$ satisfies $\mathcal{L}g = -\delta(x-x')$, $g|_{y_R} = 0$, and $g$ is outgoing. Consequently,

$$u^0(x) = K(x, x')u^i(x'), \quad x \in \Omega^0, \; x' \in \Gamma_R \quad (21)$$

Here,

$$K u^i = \int_{\Gamma_R} \frac{\partial g}{\partial n^0} u^i \, d\Gamma$$

Using $g$ as the weighting function in the second of equations (19) together with (21) yields

$$u^0(x) = K(x, x')u^i(x'), \quad x \in \Omega^0, \; x' \in \Gamma_R \quad (22)$$

Equation (22) is a relation for the outer field in terms of the inner field on the interface.

In the Givoli–Keller derivation of the DtN boundary condition, the analogue of equation (22) is an expression for the outer field in terms of arbitrary Dirichlet data on the artificial boundary. In Hughes’s multi-scale approach, the analogous equation relates the outer field in $\Omega^0$ to the outer field on $\Gamma_R$. The interface $\Gamma_R$ is usually chosen as a separable boundary. The Green’s function may then be represented as a series of the products of $d$-dimensional spherical surface harmonics and Hankel functions in the radial direction.

The normal derivative of $u^0$ is required for the first of equations (19)

$$\frac{\partial u^0}{\partial n^0}(x) = M(x, x') u^i(x'), \quad x \in \Omega^0, \; x' \in \Gamma_R \quad (23)$$

Here $M = \partial K / \partial n^0$ is the standard DtN map. Substituting this expression into the first equation of (19) yields

$$a(w^i, u^i) + (w^i, Mu^i)|_{y_R} = L(w^i) \quad (24)$$

Equation (24) is identical to the variational equation for $u^i$ in the computational domain obtained by the Givoli–Keller derivation. $^3$ $^3$ It is equivalent to specifying the boundary condition

$$\frac{\partial u^i}{\partial n^i} = -Mu^i, \quad \text{on } \Gamma_R \quad (25)$$

in the strong form of the inner-field problem, where $n^i$ denotes the outward normal with respect to $\Omega^1$ (Figure 2).

In the simple two-dimensional case the artificial boundary is a full circle, $\Gamma_R = \{(r, \theta) | r = R, 0 \geq \theta \geq 2\pi\}$. The general outgoing solution of the Helmholtz equation in $\Omega^0$ is

$$u^0 = \sum_{n=0}^{\infty} H_n^{(1)}(kr)(a_n \cos n\theta + b_n \sin n\theta) \quad (26)$$

The prime on the sum indicates that the first term is halved. $H_n^{(1)}$ are Hankel functions of the first kind.

The coefficients $a_n$ and $b_n$ are unknown. By the Givoli–Keller derivation, these coefficients are expressed in terms of arbitrary Dirichlet data on the artificial boundary. The normal derivative on the artificial boundary is determined by differentiating (26), and is thus valid for arbitrary Dirichlet boundary data. The relation between $u^0$ and its normal derivative on the artificial boundary is specified as the boundary condition for $u^i$ on $\Gamma_R$, thereby completing the definition of the computational boundary-value problem in $\Omega^1$. 

The procedure just described is contained naturally in the variational equations (19). We assume that the outer weighting function has the same circumferential variation as the trial solution:

$$\frac{\partial w^0}{\partial n^0} = \sum_{n=0}^{\infty} \tilde{a}_n \cos n\theta + \tilde{b}_n \sin n\theta$$

(27)

Here, \(\tilde{a}_n\) and \(\tilde{b}_n\) are arbitrary. We note that the variation in the radial direction is unspecified since only values on the artificial boundary are required. Substituting the expressions into the second equation in (19) yields the coefficients in terms of \(u^i\) on \(\Gamma_R\)

$$a_n = \frac{1}{\pi H_n^{(1)}(kR)} \int_0^{2\pi} \cos n\theta u^i(R,\theta) \, d\theta$$

$$b_n = \frac{1}{\pi H_n^{(1)}(kR)} \int_0^{2\pi} \sin n\theta u^i(R,\theta) \, d\theta$$

(28)

These expressions are substituted into the series representation of the outer-field solution (26), resulting in a specific definition of \(K\) and the well-known DtN map for this case

$$Mu^i = \sum_{n=0}^{\infty} a_n \int_0^{2\pi} \cos(n(\theta - \theta')) u^i(R,\theta') \, d\theta'$$

(29)

The coefficients are

$$a_n := -\frac{k}{\pi} \frac{H_n^{(1)'}(kR)}{H_n^{(1)}(kR)}$$

(30)

The prime on functions denotes differentiation with respect to the argument.

Substituting the normal derivative of outer-field solution (26), with the computed coefficients \(a_n\) and \(b_n\), into the first equation of (19) leads to a variational equation for \(u^i\) that is identical to the one obtained by Givoli and Keller. There is no difficulty in duplicating existing DtN formulations for more general configurations by this procedure.

We close this section by noting that we employed our procedure, starting with the mixed variational form (14), to derive a known formulation for which stability in the Babuška–Brezzi sense is not an issue.

### 4.2.2. Numerical examples

Numerical evaluations were performed on two-dimensional configurations of problems representing infinite cylinders of radius \(a\). Soft boundary conditions are specified on the wet surface to represent a pressure-release cylinder. DtN non-reflecting boundary conditions with eight terms in the operator are employed on an artificial boundary \(\Gamma_R\) at \(R=2a\). The inner domain \(\Omega\) is discretized by \(3 \times 32\) linear quadrilateral elements, so that element sides are roughly equal in length (Figure 3). The resolution is six node points per wavelength (\(ka=\pi\), the wavelength is equal to the diameter of the cylinder). Eight terms in the DtN operator are sufficient to guarantee well-posedness of the computational problem under these conditions.\(^{28,29}\)

Radiation from an element of a cylinder: We consider the non-uniform radiation from an infinite circular cylinder with a constant inhomogeneous value on an arc \((-\pi < \theta < \pi)\) and vanishing elsewhere. The normalized analytical solution to this problem for a cylinder of radius \(a\) is

$$u = \frac{2}{\pi} \sum_{n=0}^{\infty} \frac{\sin n\alpha}{n} \frac{H_n^{(1)}(kr)}{H_n^{(1)}(ka)} \cos n\theta$$

(31)

For low wave numbers this solution is relatively uniform in the circumferential direction. The directionality of the solution grows as the wave number is increased, and the solution becomes attenuated at the side of the cylinder opposite the radiating element.

We select $\alpha = 5\pi/32$. Figure 4 (left) shows the real part of the analytical solution, nodally interpolated by the mesh employed. The low-amplitude oscillations in the vicinity of the wet surface are merely an artifact of the truncated series representation of the discontinuity in the boundary condition, and are not relevant to the validation of the numerical results. The real part of the finite element solution with DtN boundary conditions is presented in Figure 4 (right), in comparison to the series solution denoted by the dotted contours. The numerical solution captures the essential features of the problem, demonstrating the effectiveness of the DtN boundary conditions in representing the radiation condition on the artificial boundary.

Scattering of a plane wave by a soft cylinder: The difference between an undisturbed wave and the field generated when the wave encounters an obstacle is called a scattered wave. As an example we compute the scattering, by an infinite cylinder of radius $a$, of a plane wave travelling along the positive $x$ axis ($\theta = 0$) in a direction perpendicular to the cylinder's axis. The normalized analytical solution of this problem is

\[ u = -2 \sum_{n=0}^{\infty} r^n \frac{J_n(ka)}{H_n^{(1)}(ka)} - H_n^{(1)}(kr) \cos n\theta \]  

(32)
The directionality of the response increases with wave number, and the distribution becomes more complicated.

The real parts of the analytical solution (nodally interpolated by the mesh employed) and the finite element solution with DtN boundary conditions (in comparison to the series solution denoted by the dotted contours) are presented in Figure 5. Again the numerical solution represents the expected behaviour of the solution.

4.3. Infinite elements

The variational formulation (19) can provide a suitable basis for finite element computation in unbounded domains based on the infinite element concept. This is attained by considering the artificial boundary to be a closed surface, and by letting the infinite element interpolation satisfy the assumptions on the behaviour in the exterior domain (as outgoing solutions of the Helmholtz equation). Under these conditions we have an infinite element formulation that is free of integration over the unbounded domain, and in which continuity of infinite element interpolation with piecewise polynomial finite element functions need not be assumed in advance. As such, this approach may offer superior computational performance in practice (in addition to the advantage in eliminating the discretization of the unbounded domain). Further, we hope that the apparent simplicity of the formulation will ease the analytical burden associated with convergence proofs and error estimates of infinite element approximations.

Two approaches in developing infinite element interpolations are possible in this framework. In one approach, infinite element shape functions exactly satisfying the Helmholtz equation are used directly with equations (19). Weak continuity between the finite element shape functions and the infinite element shape functions on $\Gamma_E$ is then enforced naturally. An alternative is to assume strong continuity between the finite element shape functions and the infinite element shape functions on $\Gamma_E$. Then, the infinite element shape functions (generally) do not identically satisfy the Helmholtz equation and a different error is introduced. Both cases may easily be developed within the wave envelope procedure, and the simplicity of the underlying formulation may provide a suitable setting to evaluate the merits of this procedure.

4.3.1. Approximation. The first class of shape functions consists of outgoing solutions of the Helmholtz equation. In most cases, the circumferential behaviour of these functions on the artificial boundary differs from piecewise polynomial variation of finite element shape functions. Weak enforcement of continuity across the artificial boundary is then performed naturally within the framework of our formulation (19). The infinite element mesh need not be the restriction of the finite element mesh to the artificial boundary. For each unknown in the infinite
element interpolation, the associated weighting function provides an equation to evaluate that unknown.

The basic two-noded element is obtained by combining linear interpolation in the circumferential direction, with \( H_0^{(1)}(kr)/H_0^{(1)}(kR) \) in the radial direction. Strong continuity is satisfied when this infinite element mesh matches the restriction of a linear finite element mesh to the artificial boundary. This implementation is equivalent to the lowest-order local DtN boundary conditions.\(^2\)

A high-wave number asymptotic approximation is obtained by replacing the Hankel function in the radial direction with \( e^{i(k(r-R))\sqrt{R/r}} \). Subsequent numerical results are based on this approximation. Generalizations involving trigonometric interpolation in the circumferential direction are possible.\(^3\)

An alternative approach is to require continuity across the artificial boundary in advance. In this case the second equality in (19) is satisfied identically and all that is required is an expression for \( \left( \frac{\partial u^e}{\partial n^e} \right)_{|\Gamma_R} \) in terms of \( u^e_{|\Gamma_R} \). Such an expression may be obtained by high-wave number asymptotic approximations of outgoing solutions of the Helmholtz equation

\[
u^o = A(r, \theta) e^{i(k(r-R))}
\]

Here \( A \) is expressed as an asymptotic expansion in inverse powers of \( ik \). Such an expansion 'converges' as \( kR \) tends to infinity.

Higher-order approximations contain higher-order tangential derivatives, leading to increased coupling on the artificial boundary. For example, the approximation

\[
A \sim A_0 + A_1(ik)^{-1} + O((ik)^{-2})
\]

yields the relation

\[
\frac{\partial u^o}{\partial n^o} \sim \frac{-ik}{2} \left[ (2 + i(kR)^{-1} + (kR)^{-2}) u^t + (kR)^{-2} \frac{\partial^2 u^o}{\partial \theta^2} \right] \quad \text{on } \Gamma_R
\]

This may be compared to the two-term local DtN boundary conditions

\[
\frac{\partial u}{\partial r} = k \left[ H_0^{(1)}(kR) u + \frac{H_0^{(1)'}}{H_0^{(1)}(kR)} \left( \frac{H_0^{(1)'}}{H_0^{(1)}} - \frac{H_0^{(1)'}}{H_0^{(1)}} \right) \frac{\partial^2 u}{\partial \theta^2} \right] \quad \text{on } \Gamma_R
\]

where the derivatives on the Hankel functions are with respect to their argument.

This framework offers an unconventional perspective on infinite element computation that may be used to shed light on some of the outstanding issues in the field, such as integration over the surface at infinity and cancellation of ill-defined integrals in the unbounded domain. This formulation also provides a suitable basis for comparing infinite elements with other common representations of the radiation condition, namely, non-reflecting boundary conditions such as the Bayliss–Turkel conditions\(^4\), and the global and local DtN conditions.

**4.3.2. Numerical examples.** Numerical evaluations of two-noded infinite elements with asymptotic radial behaviour were performed on the problem of radiation from an element of an infinite cylinder with the parameters described previously, except where otherwise noted. The analytic solution is given in equation (31). The mesh employed is shown in Figure 3.

We select \( \alpha = \pi/2 \). Figure 6 shows the variation of the infinite element solution along the artificial boundary \( \Gamma_R \), compared to the DtN solution. The results are virtually indistinguishable.

This infinite element is based on a high wave number approximation, so its performance deteriorates at lower wave numbers. This is demonstrated in Figure 7 which shows the variation of the
Figure 6. Radiation from an element of a cylinder of radius $a$, $R = 2a$, $ka = \pi$, infinite element and DtN solutions along by artificial boundary $\Gamma_R$

Figure 7. Radiation from an element of a cylinder of radius $a$, $R = 2a$, magnitude of infinite element and DtN solutions by along artificial boundary $\Gamma_R$ at $kr = 2\pi$ (top), $kr = 3\pi/2$ (middle), and $kr = \pi$
infinite element solution along the artificial boundary $\Gamma_R$ at different wave numbers, again compared to the DtN solution. There is good agreement at $kR = 2\pi$, but the infinite element solution progressively degrades at $kR = 3\pi/2$ and $kR = \pi$. This is merely an indication of too low a wave number for the asymptotic approximation, which may be alleviated by increasing the size of the computational domain.

5. CONCLUSIONS

A general framework for developing finite element formulations for solving exterior problems is presented in this work, with particular application to time-harmonic acoustics. The original motivation for constructing this framework is the development of hybrid analytic-numerical methods for acoustic scattering. The unbounded domain is partitioned into a bounded domain containing diffraction regions and its unbounded complement, in which a geometrical description is employed. The functions in this application lack strong continuity across the interface, so it is enforced weakly via Lagrange multipliers. By identifying the Lagrange multipliers as normal derivatives on the interface, they are eliminated from the formulation. With the additional assumption that the outer field satisfies the differential equation, this leads to a mixed formulation (19) defined only in the bounded domain and on the interface. In terms of hybrid methods, the analytic representation of the outer field may be viewed as specifying boundary conditions for the inner field on the interface, thereby completing the definition of a problem in a bounded domain which is amenable to finite element computation.

By selecting specific representations of the outer field, several methods underlying finite element computation of exterior problems are obtained as specific instances of the mixed variational equations (19). Examples of formulations employing DtN non-reflecting boundary conditions are reproduced. Employing infinite element interpolations for the outer field in (19) yields methods that are devoid of integration over the unbounded domain, simiplifying the task of discretization. Strong continuity with finite element interpolation is not a prerequisite. This unconventional approach to infinite element computation has the potential of leading to numerous theoretical and practical benefits.
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Abstract

We treat the problem of scattering by an impedance surface as a singular perturbation from scattering by a hard surface. We suggest that this method of approach can yield useful approximations to diffraction coefficients where exact solutions are unavailable or complicated. We substantiate this claim by considering a simple problem where an exact solution is available. We use matched asymptotic expansions to develop a description of the field radiated by a source near an impedance surface. From this calculation, we extract a one-term uniformly valid (in angle) approximation to the far-field directivity, and a one-term approximation to the surface wave excitation coefficient. The uniform directivity is within 10% of the exact solution for values of $\varepsilon$ (the small parameter) up to unity. The approximate surface wave amplitude is within approximately 10% for values of $0 < \varepsilon \leq 1/2$.

1. Introduction

The plane wave reflection coefficient for an impedance surface is $-1$ at grazing angles of incidence. This limit is independent of the magnitude of the impedance of the surface. The reflection coefficient of a hard surface, on the other hand, is $+1$, independent of the angle of incidence. Thus, the grazing limit of a hard surface is not equal to the hard surface limit of grazing incidence. The source of the singular behavior of acoustic fields propagating near a nearly-hard surface has been the subject of many studies in the past.

In 1951, both Ingard [6] and Lawhead and Rudnick [8] published papers examining the field near an impedance plane due to a point source above that plane. The results of the two papers were found to disagree. Resolution of the disagreement was not possible without a full treatment of the interaction between a saddle point and a pole in a Fourier integral, as was being developed during the 1960s [3]. Wenzel's results [9] in the early 1970s have since been confirmed by Chien and Soroka [4], and a full review of the problem is presented by Attenborough et al. [2]. In all these papers, the authors present approximate evaluations of the formally exact expression of the field radiated by a point source above an infinite impedance plane.

The problem of scattering by a nearly rigid object can be thought of as a perturbation from a rigid surface. Though it is a singular perturbation, we show here that it is amenable to solution by the method of matched asymptotic expansions. Matched asymptotic expansions have the benefit that a uniformly valid expansion can be derived, even when an exact solution is not known for that geometry. Thus we anticipate that similar perturbation procedures can be used to find approximations to diffraction coefficients from objects with complicated boundary conditions and shapes.
Here we examine the problem of an acoustic line source above an impedance plane. We derive a solution uniformly valid near the surface of the impedance plane using matched asymptotic expansions. The leading order behavior in each of four separate regions of the domain is identified and shown to match with the neighboring regions. These four regions can be identified as: the inner region near the source, the outer region, the near surface region, and a surface wave boundary layer region. The results derived here agree asymptotically with a uniformly valid expansion of the exact solution, presented in the appendix.

As a means of quantitative comparison, we compare the far-field directivity and surface wave amplitude predicted by the method of matched asymptotics to those from the exact solution. Based on the agreement found in this comparison, we conclude that the method of matched asymptotics can be used to compute diffraction coefficients by solving singular perturbation problems from a hard surface.

2. Formulation

We consider an acoustic line source located on the surface bounding a half-space. The half-space is filled with an acoustic fluid with sound speed c, the surface is characterized by a specific admittance β, and a time dependence of e\(^{-iωt}\) shall be assumed throughout.

The boundary value problem governing the acoustic pressure \(p(\hat{x}, \hat{z})\) is:

\[
\frac{\partial^2 \hat{p}}{\partial \hat{x}^2} + \frac{\partial^2 \hat{p}}{\partial \hat{z}^2} + k^2 \hat{p} = 0, \quad \text{in } \hat{z} > 0, \tag{1}
\]

\[
\frac{\partial \hat{p}}{\partial \hat{z}} + \beta \hat{p} = \delta(\hat{x}), \quad \text{on } \hat{z} = 0, \tag{2}
\]

\[
\hat{p}(\hat{x}, \hat{z}) \text{ is outgoing as } \hat{r} \to \infty. \tag{3}
\]

Here, \(k = \omega/c\) is the wavenumber and β is the specific acoustic admittance. We have already scaled the pressure linearly with the source strength. The parameter that naturally arises as a perturbation parameter, \(\epsilon = \beta/k\), is the ratio of two lengths. Therefore, we can expect that the perturbation may be singular [5].

2.1. Inner problem and solution

We shall now define our inner problem by non-dimensionalizing the distances that appear in (1)–(3) with respect to the wavelength. Thus, we define

\[
X = k\hat{x}, \quad Z = k\hat{z}, \quad \epsilon = \beta/k. \tag{4}
\]

We now substitute (4) into (1)–(3) to find:

\[
\frac{\partial^2 P}{\partial X^2} + \frac{\partial^2 P}{\partial Z^2} + P = 0, \quad \text{in } Z > 0, \tag{5}
\]

\[
\frac{\partial P}{\partial Z} + \epsilon P = \delta(X), \quad \text{on } Z = 0. \tag{6}
\]

Here, \(P(X, Z) = \hat{p}(\hat{x}, \hat{z})\) is the acoustic pressure and is denoted by a capital letter to indicate that it depends on the inner variables \((X, Z)\).

We now solve equations (5) and (6) by seeking a solution in the form

\[
P(X, Z) = P_0(X, Z) + \epsilon P_1(X, Z) + O(\epsilon^2). \tag{7}
\]
It is a straightforward matter to calculate $P_0(X, Z)$ and $P_1(X, Z)$. Therefore we present only the results here:

$$P_0(X, Z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mu^{-1}(\sigma)e^{i\sigma X + i\mu(\sigma)Z}d\sigma,$$

(8)

$$P_1(X, Z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (1 - \sigma^2)^{-\frac{1}{2}}e^{i\sigma X + i\mu(\sigma)Z}d\sigma.$$  

(9)

Here $\mu(\sigma) = (1 - \sigma^2)^{1/2}$, with the branch chosen to satisfy the radiation condition at infinity. We note that $P_0$ may be written in a more familiar form in terms of a Hankel function, but that given in (8) is convenient for our purposes. It is interesting to evaluate (9) on the boundary $Z=0$. Then the integral in (9) can be evaluated exactly via Cauchy's residue theorem yielding

$$P_1(X, 0) = (-i/2)e^{i|X|}.$$  

(10)

We note that (10) resembles a plane wave propagating along the surface without attenuation or algebraic decay.

2.2. Outer problem and solution

We now define the outer problem. In the previous section, we nondimensionalized distances by the small length scale, $k^{-1}$ (wavelength). Here we rescale the problem in terms of the longer length scale, $\beta^{-1}$ (impedance). Therefore, we define the outer variables:

$$x = \beta \tilde{x}, \quad z = \beta \tilde{z}.$$  

(11)

We now substitute (11) into (1)–(3) to find:

$$\frac{\partial^2 p}{\partial \tilde{x}^2} + \frac{\partial^2 p}{\partial \tilde{z}^2} + \epsilon^{-2} p = 0, \quad \text{in } \tilde{z} > 0,$$

(12)

$$\frac{\partial p}{\partial \tilde{z}} + p = \delta(x), \quad \text{on } \tilde{z} = 0,$$

(13)

$$p(x, z) \text{ is outgoing}, \quad \text{as } \tilde{r} \to \infty.$$  

(14)

Here, $p(x, z) = P(X, Z)$ is the acoustic pressure and is denoted by a lower case letter to indicate that it depends on the outer variables.

We note that the expansion for small $\epsilon$ in equations (12)–(14) is equivalent to a short wavelength expansion. Therefore, we seek a solution of equations (12)–(14) in the form:

$$p = \epsilon^m A(x, z) e^{i\phi(x,z)/\epsilon},$$  

(15)

$$A(x, z) = A_0(x, z) + \epsilon A_1(x, z) + O(\epsilon^2).$$  

(16)

The factor $\epsilon^m$ is inserted for scaling purposes. The value of $m$ shall be determined by matching to the inner solution.

2.2.1. Determination of $A_0(x, z)$ and $A_1(x, z)$

To determine the forms of $A_0(x, z)$ and $A_1(x, z)$, we substitute (15) and (16) into Eq. (12), and set each power of $\epsilon$ to zero independently. Thus we find:

$$\nabla \cdot (\nabla \phi(x, z)) - 1 = 0,$$

(17)

$$2\nabla \phi \cdot \nabla A_0 + \Delta \phi A_0 = 0,$$

(18)

$$2\nabla \phi \cdot \nabla A_1 + \Delta \phi A_1 = i\Delta A_0.$$  

(19)
We assume the initial condition for $\phi(x, z)$ is $\phi(0, 0) = 0$. Solving (17) subject to this initial condition yields
\[ \phi(x, z) = r = (x^2 + z^2)^{1/2}. \]  
(20)

The solution $\phi = -r$ is excluded by the radiation condition. Upon substituting (20) into (18) and (19), we find that
\[ A_0(x, z) = D_0(\theta) r^{-1/2}, \]  
(21)
\[ A_1(x, z) = D_1(\theta) r^{-1/2} - \frac{i}{2} \left( \frac{1}{4} D_0(\theta) + D_0^\prime(\theta) \right) r^{-3/2}. \]  
(22)

Here, $D_0(\theta)$ and $D_1(\theta)$ are as yet undetermined functions of $\theta$. The angle $\theta$ is measured from the positive $x$-axis so that $x = r \cos \theta$. We note that the field thus derived represents a cylindrical wave emanating from the source and propagating into the fluid.

We now consider the boundary condition, (13). We substitute (15) into (13) and obtain (for $x \neq 0$)
\[ \frac{\partial \phi}{\partial z} A_0 = 0, \]  
(23)
\[ \frac{\partial \phi}{\partial z} A_1 = \frac{\partial A_0}{\partial z} - A_0. \]  
(24)

We note that $\phi$ as given in (20) automatically satisfies (23). Upon considering Eq. (24), however, we see that $\partial \phi/\partial z = 0$ leads to an unbounded prediction for $A_1$. Therefore, we must reconsider our ansatz in the vicinity of the surface $z = 0$. We shall address this issue once the matching has been accomplished.

3. Matching inner and outer solutions

We shall now match the inner and outer solutions and thus determine the functions $D_0(\theta)$, $D_1(\theta)$. For this purpose, we appeal to Van Dyke’s matching principle [5] using two terms in both the inner and outer expansions.

We begin the matching by writing the inner solution ((7) with (8) and (9)) in terms of outer variables:
\[ P \sim \frac{1}{2\pi i} \int_{-\infty}^{\infty} \mu^{-1} e^{i\alpha r/\mu + i \mu \phi/\epsilon} d\sigma + \frac{\epsilon}{2\pi} \int_{-\infty}^{\infty} \mu^{-2} e^{i\alpha r/\mu + i \mu \phi/\epsilon} d\sigma. \]  
(25)

Expanding (25) for small $\epsilon$ by the method of steepest descents yields
\[ P \sim \frac{1}{2i} \sqrt{\frac{2\pi r}{\mu}} e^{ir/r - i\mu/\epsilon} \left[ 1 - i\epsilon/8r + O(\epsilon/r^2) \right] + \frac{\epsilon}{2} \sqrt{\frac{2\pi r}{\mu}} \frac{e^{-i\mu/\epsilon}}{\sin \theta} e^{ir/r} [1 + O(\epsilon/r)], \quad z \neq 0. \]  
(26)

Eq. (26) is what Van Dyke refers to as the “outer expansion of the inner expansion”.

We now find the inner expansion of the outer expansion. The outer expansion consists of an expanding cylindrical wave, described by (15) with (20) and (21).
\[ p \sim e^{i\mu} \left[ (D_0(\theta) + eD_1(\theta)) r^{-1/2} - i \frac{1}{4} \left( D_0(\theta) + D_0^\prime(\theta) \right) r^{-3/2} \right] e^{ir/r}. \]  
(27)

Writing (27) in terms of inner variables, expanding to two terms, and then rewriting in terms of outer variables simply recovers (27) back again. Thus, the matching in this case can be carried out by a simple comparison of (26) and (27), which shows that
\[ D_0 = \frac{1}{2i} \sqrt{\frac{2}{\pi}} e^{-im/4}, \quad (28) \]
\[ D_1 = \frac{1}{2} \sqrt{\frac{2}{\pi}} \sin \theta, \quad (29) \]
\[ m = 1/2. \quad (30) \]

The unknown coefficients in the outer expansion (27) are thus determined. We note that the inner expansion in this case yields as much information as the outer expansion. That is, the far-field form of the inner expansion is equivalent to the outer expansion (27) in this case. So, we can conclude that (25) is valid at least wherever (27) is valid.

We note that \( D_1(\theta) \) becomes infinite at \( \theta = 0, \pi \), thus confirming our conjecture that the outer expansion would break down on \( z = 0 \). We shall now describe how to overcome the non-uniformity at \( z = 0 \).

4. Surface waves

The term \( A_1(r, \theta)e^{irz} \) becomes unbounded on \( z = 0 \). This can be understood to be necessary because the outer expansion (27) does not satisfy the boundary condition there. To overcome this nonuniformity in the expansion, we must reconsider the form of the solution on the boundary. In particular, we must match \( A_1(r, \theta)e^{irz} \) to a solution defined near the boundary that satisfies the boundary condition.

We expect that the solution near the surface will include propagating free waves. We determine the characteristics of these waves by assuming the form

\[ P_{\text{surface}} \propto \exp(i\sigma_0 x + i\mu_0 z). \quad (31) \]

We then substitute the assumed form (31) into the governing Eq. (12) and boundary condition (13), to find

\[ \sigma_0 = \pm e^{-1}\sqrt{1 + \epsilon^2}, \quad (32) \]
\[ \mu_0 = i. \quad (33) \]

The positive (negative) sign in (32) corresponds to a wave propagating in the positive (negative) \( x \) direction. These considerations, combined with the radiation condition, indicate that the field near the impedance surface is:

\[ P_{\text{surface}} = E e^{i\sqrt{1 + \epsilon^2} |x|/\epsilon - z}. \quad (34) \]

Here \( E \) is an unknown constant, representing the excitation coefficient of the surface wave. The power of \( \epsilon \) is chosen to facilitate matching to the first order field in the outer solution (27). The surface wave field decays exponentially with distance from the surface and is therefore "trapped" near the surface.

4.1. Boundary layer between the surface wave and the cylindrical wave

We shall now derive a boundary layer solution that describes the transition from the outer cylindrical wave field (27) to the surface wave field (34) near the surface. We assume that the field in the boundary layer has the form

\[ P_{\text{bdry layer}} = E\alpha(x, z) \exp[i\sqrt{1 + \epsilon^2} x/\epsilon - z]. \quad (35) \]

We must find \( \alpha(x, z) \) so that \( P_{\text{bdry layer}} \) in (35) matches to the cylindrical wave field (27) away from the boundary, and matches the surface wave field (34) near the boundary. We shall show this calculation explicitly only for \( x > 0 \). The field in the region \( x < 0 \) can be obtained by symmetry.

To do so, we substitute (35) into (12) and find that \( \alpha(x, z) \) satisfies
\[ \frac{\partial^2}{\partial x^2} \sigma + \frac{\partial^2}{\partial z^2} \alpha + 2i \epsilon e^{-1} \sqrt{1 + \epsilon^2} \frac{\partial}{\partial x} \alpha - 2 \frac{\partial}{\partial z} \alpha = 0. \]  

(36)

The third and fourth terms in (36) represent a gradient in a particular direction. We find it convenient to work in a coordinate system aligned with that direction. Therefore, we introduce the variables \((\xi, \eta)\) such that

\[
\begin{pmatrix} x \\ z \end{pmatrix} = \begin{pmatrix} \sqrt{1 + \epsilon^2} & -i \epsilon \\ i \epsilon & \sqrt{1 + \epsilon^2} \end{pmatrix} \begin{pmatrix} \xi \\ \eta \end{pmatrix}.
\]

(37)

The matrix appearing on the right hand side of Eq. (37) is orthogonal, thus the transformation of coordinates can be thought of as a simple rotation \(^1\). In terms of the new variables (37), Eq. (36) becomes

\[
\frac{\partial^2}{\partial \xi^2} \alpha + \frac{\partial^2}{\partial \eta^2} \alpha + 2i \epsilon e^{-1} \frac{\partial}{\partial \xi} \alpha = 0.
\]

(38)

We now magnify the \(\eta\) direction so as to balance the highest derivatives in \(\eta\) with the \(\epsilon^{-1}\) term in (38). Therefore, we introduce the inner boundary layer variables \((\Xi, H)\) as

\[
\Xi = \xi, \quad H = \epsilon^{-1/2} \eta.
\]

(39)

In terms of these variables, we seek solutions of (38) in the form

\[
\alpha(x, z) \sim \alpha_0(\Xi, H).
\]

(40)

Upon substituting (39) and (40) into (38), we find

\[
\frac{\partial^2}{\partial H^2} \alpha_0 + 2i \frac{\partial}{\partial \Xi} \alpha_0 = O(\epsilon).
\]

(41)

The general solution of Eq. (41) can be written in the form [10]

\[
\alpha_0 = \frac{1}{\sqrt{\Xi}} \int f(\xi) e^{i(\epsilon^{-1/2} \xi^2 - i \epsilon \xi)} \, d\xi.
\]

(42)

The function \(f(\xi)\) is to be determined by matching the boundary layer solution to the surface wave solution.

To carry out the matching procedure, we write (42) in terms of outer variables and expand for small \(\epsilon\) by the method of stationary phase. This process yields

\[
\alpha_0 \sim \sqrt{2\pi} e^{i\pi/4} f(z \pm i \epsilon \xi) e^{i \sqrt{1 + \epsilon^2} \xi^2 / \epsilon}.
\]

(43)

Here, we have changed back to the outer variables. Using (43) in (35) gives the near surface pressure as

\[
\rho_{\text{boundary}} \sim E \epsilon \sqrt{2\pi} e^{i\pi/4} f(z \pm i \epsilon \xi) e^{i \sqrt{1 + \epsilon^2} \xi^2 / \epsilon}.
\]

(44)

When \(z = 0\), we require \(f(-i \epsilon \xi) = e^{-i\pi/4} \sqrt{2\pi}\) so that (44) matches (34). When \(z = O(1)\), on the other hand, we require the surface wave to vanish and so \(f = 0\). Therefore, we choose \(f(\eta)\) to be

\[^1\]The angle of rotation corresponding to the change of coordinates in Eq. (37) is complex. It represents the direction of the complex surface wave ray being shed from the surface to the real point \((x, z)\). A full motivation and interpretation of complex surface wave rays can be found in the landmark paper of Keller and Kural [17]. Here, the rotation into the complex plane is introduced merely as a mathematical convenience.

The necessity to analytically continue the solution into the complex plane in order to achieve matching, however, is dictated by the fact that the line \(z = 0\) is a "Stokes line", and \(z = \epsilon \sqrt{1 + \epsilon^2}\) is an "anti-Stokes line". Therefore the complex angles introduced on a purely geometrical basis by Keller and Kural are seen to be relevant in the current context. (We warn the reader that some authors use the reverse terminology for Stokes lines. We choose to follow the nomenclature in Ref. [31]).
\[ f(\eta) = \begin{cases} e^{-i\pi/4}/\sqrt{2\pi}, & \text{for } \Re\eta < -\Im\eta \\ 0, & \text{for } \Re\eta > -\Im\eta. \end{cases} \]  

(45)

We now combine Eqs. (35), (42) and (45) to obtain the form of the boundary layer solution

\[ P_{\text{bdry layer}} \sim \frac{E e^{i\eta/4}}{\sqrt{\epsilon} \pi} \int_{-\infty}^{0} e^{i(\eta-z)^{3/2}/\epsilon} \, dz = \frac{E}{2} e^{i\eta/4} \text{erfc}[e^{-i\pi/4}/\sqrt{2\epsilon\xi}] . \]  

(46,47)

Here, the complimentary error function is defined to be [1]

\[ \text{erfc} z = \frac{2}{\sqrt{\pi}} \int_{z}^{\infty} e^{-t^2} \, dt. \]  

(48)

Eq. (46), or equivalently (47), describes the transition between the surface wave near the boundary and the cylindrical wave field far from the boundary. The transition occurs with a region where \( |\eta^2/2\epsilon\xi| \ll 1 \), or when

\[ |z - i\epsilon x| \ll (\epsilon x)^{1/2}. \]  

(49)

Equation (49) shows that along \( z = 0 \), the boundary layer solution (47) describes the leading order correction to the field for distances \( x \ll O(\epsilon^{-1}) \). Therefore, the surface wave does not fully reveal itself until \( |x| \sim \epsilon^{-1} \).

4.2. Matching the surface wave to the cylindrical wave

The excitation coefficient of the surface wave, \( E \), has yet to be determined. This shall be found by matching the boundary layer solution (46) to the outer solution (27).

Eq. (46) is already written in terms of the outer variables \((\xi, \eta)\). The two leading terms of the expansion of the integral in (46) come from the stationary point and the endpoint, respectively. Thus expanding (46) for small \( \epsilon \) yields

\[ P_{\text{bdry layer}} \sim \frac{E}{2} e^{i\eta/4} \text{erfc}[e^{-i\pi/4}/\sqrt{2\epsilon\xi}] \exp[i\xi/\epsilon] + \frac{E e^{i\eta/4}}{\sqrt{\epsilon} \pi} \frac{\xi}{\eta} \exp i\xi(1 + \eta^2/2\xi^2)/\epsilon. \]  

(50)

Here, \( \mathcal{H}(z) \) is the Heaviside step function. Eq. (50) is the "outer of the inner" expansion. We now proceed to find the "inner of the outer".

From (22) and (28)–(30) we have

\[ \epsilon^{3/2} A_1(r, \theta) e^{i\theta/\epsilon} = \epsilon^{3/2} \frac{e^{-i\pi/4}}{\sqrt{2\pi}} \frac{1}{\sin \theta} - 1/8r \]  

(51)

We now write (51) in terms of the inner (boundary layer) variables \((\Xi, H)\) and expand to find

\[ \epsilon^{3/2} A_1(r, \theta) e^{i\theta/\epsilon} \sim \epsilon e^{i\pi/4} \frac{\Xi}{\sqrt{2\pi}} \left( \frac{\Xi}{H} - O(\epsilon^{1/2}) \right) \Xi^{-1/2} \exp i\Xi(1 + \epsilon H^2/2\Xi^2)/\epsilon. \]  

(52)

For purposes of comparison, we now rewrite (52) in terms of outer variables

\[ \epsilon^{3/2} A_1(r, \theta) e^{i\theta/\epsilon} \sim \epsilon^{3/2} \frac{e^{-i\pi/4}}{\sqrt{2\pi} \eta} \frac{\xi}{\eta} - 1/2 \exp i\xi(1 + \eta^2/2\xi^2)/\epsilon. \]  

(53)

A direct comparison of equations (50) and (53) where \(-\mathcal{H}(e^{i\pi/4}) < 0\) yields

\[ E = -i. \]  

(54)
We note that \(-\mathcal{F}(e^{im/4}\eta) > 0\) corresponds to angles \(\theta = O(\epsilon)\). With \(E\) determined, the solution is complete. We shall now collect and discuss our results.

5. Summary and discussion

We can now collect the results from previous sections together. At distances \(r \ll 1\), the acoustic pressure is described to first order in \(\epsilon\) by the inner expansion, (7) with (8) and (9). The outer expansion (27) with (28)–(30) is valid for \(r \gg 1\), except at angles \(\theta = 0\) and \(\theta = \pi\). Near the impedance surface at distances \(|x| \gg \epsilon^{-1}\), the pressure is well described by the surface wave field (34). \(P_{\text{boundary}}\) describes the development of the surface wave field (34) and the transition to the outer solution (27). It represents a first order correction to the hard surface solution that is uniformly valid in the vicinity of the surface, i.e., at angles \(\theta = O(\epsilon)\). A similar expression can be derived for \(\theta = \pi - O(\epsilon)\). Combining these results, we have:

\[
p \sim \begin{cases} 
\frac{1}{2\pi i} \int_{-\infty}^{\infty} \left[ \mu^{-1}(\sigma) + i\epsilon(1 - \sigma^2)^{-1} \right] e^{i\omega z + i\mu(\sigma) z/\epsilon} d\sigma, & r \ll 1, \\
\frac{e^{1/2}c^{-1/4}}{i\sqrt{2\pi r}} e^{ir/\epsilon} \left[ 1 + \frac{i\epsilon}{\sin \theta} - \frac{i\epsilon}{8r} \right], & r \gg 1, z \neq 0, \\
\frac{e^{1/2}c^{-1/4}}{i\sqrt{2\pi r}} e^{ir/\epsilon} - \frac{i\epsilon}{2} e^{i|x|/\sqrt{1 + \epsilon^2 z^2}} \text{erfc} \left[ \frac{e^{-i\pi/4}(z/\epsilon + \epsilon^2 - i\epsilon|x|)}{\sqrt{2\epsilon|x|/\sqrt{1 + \epsilon^2 z^2}}/2} \right], & r \gg 1, z = O(\epsilon|x|). \quad (55)
\end{cases}
\]

The above expressions give the leading order asymptotic behavior as \(\epsilon \to 0\) in all regions of the field. We confirm the asymptotic nature of (55) by comparing it to the expansion of the exact solution in the Appendix.

In what follows, we shall be concerned with the accuracy of the approximate field (55) above for use in practical applications (i.e., for finite values of \(\epsilon\)). To that end, we shall derive the far-field directivity and surface wave amplitudes from (55) and compare these to the far-field directivity and surface wave amplitude derived from the exact solution in the appendix.

5.1. Far field directivity

We shall define the far field directivity in terms of the asymptotic behavior of the pressure as \(r \to \infty\). Thus we shall call \(D(\theta)\) the directivity, where

\[
p(r, \theta) \sim \frac{e^{-i\theta}}{r} D(\theta) \exp(i r/\epsilon), \quad r \to \infty.
\]

From Eq. (85) in the appendix, we see that the exact directivity is given by

\[
D(\theta) = \frac{e^{-i\theta/4}}{\sqrt{2\pi}} \frac{\sin \theta}{\epsilon + i \sin \theta}. \quad (57)
\]

Eq. (55), on the other hand, predicts the far-field directivity to be

\[
D_{\text{outer}}(\theta) = \frac{e^{-i\theta/4}}{i\sqrt{2\pi}} \left[ 1 + \frac{i\epsilon}{\sin \theta} \right], \quad (58)
\]
\( D \sim D_{\text{outer}} \) as \( \varepsilon \to 0 \) for values of \( \theta \neq 0, \pi \). Therefore, we expect that \( D_{\text{outer}} \) in Eq. (58) will provide an approximation to \( D \) valid away from the surface. We shall refer to the result (58) as the "outer" or "non-uniform" approximation.

The form of the solution near the surface simplifies considerably in the far-field. When \( r \to \infty \), we may use the large argument expansion of the \( \text{erfc}(z) \) [1]

\[
\text{erfc}(z) \sim \frac{1}{2} \sqrt{\pi} \varepsilon^{-1} \exp(-z^2), \quad z \to \infty, \quad |\arg z| < \frac{3\pi}{4}. \tag{59}
\]

Using (59) in the last of the expressions in (55) together with the identity \( \text{erfc}(z) = 2 - \text{erfc}(z) \) gives us

\[
p \sim \frac{\varepsilon^{1/2} e^{-i\pi/4}}{i\sqrt{2\pi r}} \left[ 1 + \frac{i\varepsilon}{z/|x| - i\varepsilon} + O(\varepsilon) \right] e^{i\varepsilon} \\
- i\varepsilon^2 \exp(i|\varepsilon| - z) \exp \left[ i\sqrt{1 + \varepsilon^2} |x|/|e - z| \right], \quad r \to \infty, \quad z/|x| = O(\varepsilon). \tag{60}
\]

The first term in (60) describes the near surface behavior of an expanding cylindrical wave, while the second term represents a surface wave. From the first term in (60) we see that the directivity near the surface is

\[
D_{\text{inner}}(\theta) = \frac{e^{-i\pi/4}}{i\sqrt{2\pi}} \left[ 1 + \frac{i\varepsilon}{z/|x| - i\varepsilon} \right], \quad z = O(\varepsilon|x|). \tag{61}
\]

Here, \( D \sim D_{\text{inner}} \) for angles \( \theta = O(\varepsilon) \) and \( \theta = \pi - O(\varepsilon) \). Therefore, \( D_{\text{inner}} \) provides an inner approximation to the directivity, valid at near grazing angles from the surface.

A uniformly valid composite expansion can be formed from the outer and inner expansions, equations (58) and (61), respectively. Using a multiplicative composite expansion [5] to correct for the non-uniformities at both \( \theta = 0 \) and \( \theta = \pi \), we have

![Fig. 1. Polar plot of directivities as functions of \( \theta \) for \( \varepsilon = 0.05 \). Shown are the directivities derived from the exact solution (57), the non-uniform approximation (58), and the composite uniformly valid solution (62). We note the presence of singularities in the non-uniform prediction at \( \theta = 0, \pi \).](image-url)
Fig. 2. Polar plot of directivities as functions of $\theta$ for $\epsilon = 0.1$.

Fig. 3. Polar plot of directivities as functions of $\theta$ for $\epsilon = 0.5$. 
\[ D(\theta) \sim D_{\text{composite}}(\theta) = \frac{e^{-im/4}}{i\sqrt{2}\pi} \left[ 1 + \frac{ie}{\sin \theta} \right] \left[ \frac{\theta^2}{\theta^2 + \epsilon^2} \right] \left[ \frac{(\pi - \theta)^2}{(\pi - \theta)^2 + \epsilon^2} \right]. \]  

This equation shows that \( D_{\text{composite}} \sim D \) as \( \epsilon \to 0 \) for all angles \( \theta \). Therefore, we expect that \( D_{\text{composite}} \) should provide a useful approximation to \( D \). Since \( D_{\text{composite}} \) has a larger range of validity than \( D_{\text{outer}} \), it is not unreasonable to expect that \( D_{\text{composite}} \) will be more accurate for larger values of \( \epsilon \) than \( D_{\text{outer}} \).

Figs. 1–4 show plots of the magnitude of \( D(\theta), D_{\text{outer}}(\theta), \) and \( D_{\text{composite}}(\theta) \) for values of \( \epsilon = 0.05, 0.1, 0.5, 1.0 \), respectively. We see that the composite expansion provides a good approximation to the exact form of the directivity, even up to values of \( \epsilon = 1 \). The non-uniform approximation, \( D_{\text{outer}} \) is valid only at angles \( \theta \gg \epsilon \), and provides an accurate approximation only for comparatively small values of \( \epsilon \). Examining the relative error of \( D_{\text{composite}} \) as an approximation to \( D \) shows \( D \) composite to be within 10% of \( D \) for all \( 0 \leq \epsilon \leq 1 \) and \( 0 \leq \theta \leq \pi \).

### 5.2. Surface wave excitation coefficient

The surface wave excitation coefficient is nothing other than the amplitude of the surface wave. We shall call the amplitude of the surface wave that constant \( A \) such that as \( |x| \to \infty, z = 0 \),

\[ p \sim A \exp[i|x|\sqrt{1 + \epsilon^2/\epsilon}]. \]

By inspection of Eqs. (34) and (54) we see that the method of matched asymptotic expansions predicts the amplitude of the surface wave to be

\[ A \sim -i\epsilon, \quad \epsilon \to 0. \]

From Eq. (85) in the appendix, we notice that the exact amplitude of the surface wave is
Fig. 5. Surface wave amplitude $A$ as a function of $\epsilon$. Shown are the exact surface wave amplitude and the approximation derived by matched asymptotics.

$$A = -i\epsilon/\sqrt{1 + \epsilon^2}.$$  \hspace{1cm} (65)

Fig. 5 shows compares the two predictions (64) and (65) on the same plot as functions of $\epsilon$. It shows that the error of using (64) as an approximation to (65) grows with $\epsilon$, and is approximately 40% at $\epsilon = 1$.

5.3. Conclusions

We studied the acoustic field radiated by a time harmonic source placed on an infinite surface with small admittance. We derived the form of the field as a singular perturbation from the corresponding problem with a hard surface. A comparison of the expressions derived using matched asymptotic expansions to the uniformly valid expansion of the exact solution is presented in the appendix, and shows the two results to be asymptotically equivalent. A quantitative comparison of the directivities and surface wave amplitude shows the practical utility of leading order uniformly valid asymptotics.

Within the inner region, for distances $r \ll 1$, the field is well described by the hard surface field, $p_0$, with a small correction of $O(\epsilon)$. At larger distances, the correction to the hard surface field is again $O(\epsilon)$ except near the surface. The near surface structure of the field was obtained by assuming the surface wave fields and matching to the outer solution. It is important to note that the outer solution exposed a non-uniformity which dictated the need for the surface wave and the associated boundary layer solution.

The method of matched asymptotic expansions has been shown to be able to determine the leading order behavior of an acoustic field scattered by a nearly hard surface. Previous results on the problem studied here are abundant, but they have been derived by determining the exact solution and then expanding for small values of the admittance.

The method of matched asymptotics, on the other hand, has the very powerful advantage of being applicable where no exact solution is available. We anticipate that singular perturbation techniques from hard surfaces shall
prove to be a powerful method in the determination of diffraction coefficients where complications due to boundary conditions or geometry preclude the possibility of finding an exact solution. For example, the application of the method described above to determine the field scattered by an impedance discontinuity is almost immediately available from the results included here. Similar statements may be made regarding diffraction from impedance wedges, elastic discontinuities under light fluid loading, and elastic wedges also under light fluid loading.
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Appendix A. Comparison to exact solution

A.1. Derivation of exact solution

Here we shall derive an exact solution of the problem of a source on an impedance surface. We expand the exact solution in different regimes to illustrate how the solution derived using matched asymptotic expansions compares.

For the exact solution, the choice of variables is unimportant. We shall use the outer variables for convenience. Recalling the problem statement in Eqs. (12)–(14) shows that \( p \) satisfies

\[
\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial z^2} + \varepsilon^{-2} p = 0, \quad \text{in } z > 0, \tag{66}
\]

\[
\frac{\partial p}{\partial z} + p = \delta(x), \quad \text{on } z = 0, \tag{67}
\]

\[
p(x, z) \text{ is outgoing}, \quad \text{as } r \to \infty. \tag{68}
\]

We shall explicitly extract the "hard surface" part of the field by seeking a solution of Eqs. (12)–(14) in the form

\[
p = p_0 + p_s. \tag{69}
\]

We define \( p_0 \) so that

\[
\frac{\partial^2 p_0}{\partial x^2} + \frac{\partial^2 p_0}{\partial z^2} + \varepsilon^{-2} p_0 = 0, \quad \text{in } z > 0, \tag{70}
\]

\[
\frac{\partial p_0}{\partial z} = \delta(x), \quad \text{on } z = 0, \tag{71}
\]

\[
p_0(x, z) \text{ is outgoing}, \quad \text{as } r \to \infty. \tag{72}
\]

Therefore, \( p_0 \) is the solution corresponding to a source on a hard surface, while \( p_s \) is the correction to that field due to the finite surface impedance.

It is a straightforward matter to calculate \( p_0 \) and \( p_s \). Expressing \( p_0 \) and \( p_s \) as Fourier integrals yields

\[
p_0 = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \mu^{-1}(\sigma) e^{i\omega z + i\mu(\sigma)z} \mathrm{d}\sigma, \tag{73}
\]

\[
p_s = \frac{-\varepsilon}{2\pi i} \int_{-\infty}^{\infty} \frac{1}{\mu(i\mu + \varepsilon)} e^{i\omega z + i\mu(\sigma)z} \mathrm{d}\sigma. \tag{74}
\]
A direct comparison of (73) to (8) shows \( p_0 \) and \( P_0 \) to be identical, once the relations \( x = eX \) and \( z = eZ \) are used. Therefore, we expect that for small \( \varepsilon \), \( p_\ast \) should agree with \( P_1 \). Writing (74) in terms of inner variables yields

\[
p_\ast = \frac{-\varepsilon}{2\pi i} \int_{-\infty}^{\infty} \frac{1}{\mu(\mu + \varepsilon)} e^{i\omega X + i\mu(\sigma)Z} d\sigma.
\] (75)

Thus, to leading order in \( \varepsilon \), with \( (X, Z) \) fixed, (75) indeed agrees with (9). This verifies the validity of the inner expansion, or the first of the four expressions in Eq. (55).

It is more interesting to compare the exact solution (73)–(75) with the outer solution and surface wave boundary layer. For that purpose, we shall need uniformly valid expansions of \( p_0 \) and \( p_\ast \).

Since \( p_0 \) is identical to \( P_0 \), its expansion is identical to that given in Eq. (26). Thus,

\[
p_0 \sim \frac{1}{2i} \frac{2\varepsilon}{\pi r} e^{i\varepsilon - i\pi/4} \left[ 1 - i\varepsilon/8r + O(\varepsilon^2/r^2) \right].
\] (76)

We note that a small \( \varepsilon \) expansion of \( p_0 \) is equivalent to a large \( r \) expansion. That is not strictly so for \( p_\ast \).

A.2. Uniformly valid expansion of \( p_\ast \)

We shall now evaluate \( p_\ast \) using the method of steepest descents. To do so, we introduce a new integration variable \( u \), defined so that

\[
-\frac{i}{2} u^2 = i[\sigma \cos \theta + \mu \sin \theta - 1].
\] (77)

Substituting (77) into (75) yields

\[
p_\ast = \frac{-\varepsilon}{2\pi i} e^{i\varepsilon/\varepsilon} \int_{-\infty}^{\infty} \frac{1}{\mu(\mu + \varepsilon)} \frac{d\sigma}{du} e^{-\mu \sigma^2} du - i\frac{\varepsilon}{\sqrt{1 + \varepsilon^2}} \chi(\theta - \theta_i) e^{i\varepsilon \sqrt{1 + \varepsilon^2}} e^{-\varepsilon}.
\] (78)

In changing integration variables from \( \sigma \) to \( u \), we have also changed integration contours from the real \( \sigma \) axis to the real \( u \) axis. In moving the integration contour, there are two angles at which a residue contribution is picked up from either of the two poles in the integrand. The residue contribution is the second term in (78), in which we have implicitly assumed that \( x > 0 \). In what follows, we shall restrict our calculations to be applicable in the region \( x > 0 \). The field for \( x < 0 \) is obtained simply by symmetry. The angle \( \theta_i \) is the angle at which the new contour \( \sigma = 0 \) crosses the pole, and is defined by \( \tan \theta_i = \varepsilon/(\sqrt{1 + \varepsilon^2}) \). \( \chi(\theta - \theta_i) \) is unity when the pole is encircled and zero otherwise. Thus,

\[
\chi(\theta - \theta_i) = \begin{cases} 1, & \text{for } \theta < \theta_i, \\ 0, & \text{otherwise}. \end{cases}
\] (79)

We note that the location of the pole, and thus the phase of the resulting surface wave, depends upon \( \varepsilon \). For this reason, in order to develop an expansion which is uniformly valid in angle and distance along the surface, the location of the pole must be included exactly. Therefore, we will keep the factor \( (\mu + \varepsilon)^{-1} \) in tact exactly, rather than expand it into a series in powers of \( \varepsilon \). The result that we shall obtain in this way is equivalent to a large \( r \) expansion of \( p_\ast \).

In terms of the new integration variable, \( u \), the pole in the integrand corresponding to \( \sigma = \sqrt{1 + \varepsilon^2} \) is located at \( u = u_p \), where

---

2 Technically, the original integration contour is the real \( \sigma \) axis, indented below the pole and branch point on the positive real axis and indented above the pole and branch point on the negative real axis.
\[ u_p = (1 - i) \sqrt{1 + \varepsilon^2} \cos \theta + i \varepsilon \sin \theta - 1 \]^{1/2}. \tag{80}

The branch of the square root in (80) is chosen so that \( Re u_p > 0 \). Long but simple calculations show that

\[ \frac{1}{\mu (i \mu + \varepsilon)} \frac{d \sigma}{du} = \frac{i}{\sqrt{1 + \varepsilon^2} (u - u_p)} + \frac{\sin \theta - i e - u_p \sqrt{1 + \varepsilon^2} e^{-i \alpha}}{u_p \sqrt{1 + \varepsilon^2} (e + i \sin \theta)} + O(u). \tag{81} \]

Substituting (81) into (78) and integrating yields

\[ p_c = \frac{\sin \theta - i e - u_p \sqrt{1 + \varepsilon^2} e^{-i \alpha}}{u_p \sqrt{1 + \varepsilon^2} (e + i \sin \theta)} \frac{\varepsilon}{2m} e^{i \varepsilon / \varepsilon} \int_{-\infty}^{\infty} (1 + O(u)) e^{-n^{3/2} \sqrt{u}} \, du \]

\[ - \frac{\varepsilon}{2m} e^{i \varepsilon / \varepsilon} \int_{-\infty}^{\infty} \frac{1}{\sqrt{1 + \varepsilon^2} (u - u_p)} e^{-n^{3/2} \sqrt{u}} - i \frac{\varepsilon}{\sqrt{1 + \varepsilon^2}} \chi(\theta - \theta_i) e^{i |x| \sqrt{1 + \varepsilon^2} / \epsilon - z} \]

\[ \sim \frac{-\varepsilon}{2m} \frac{e^{-i \alpha}}{u_p} \sqrt{1 + \varepsilon^2} (e + i \sin \theta) \frac{2\pi e}{r} e^{i \varepsilon / \varepsilon} + O((e / r)^{3/2}) \]

\[ - \frac{i e}{2\sqrt{1 + \varepsilon^2}} \text{erfc}[-i u_p \sqrt{r / 2e}] \exp[ixy(1 + \varepsilon^2) / \epsilon - z]. \tag{83} \]

Eq. (83) is an expansion that is valid for all values of \( \varepsilon \), provided \( r / \varepsilon \gg 1 \). The first term in (83) represents part of a cylindrical wave propagation outward from the source at \( r = 0 \). The second term represents a surface wave propagating along the boundary \( z = 0 (x > 0) \) with its associated "boundary layer" describing the transition between the surface wave field and the cylindrical wave field.

The argument of the complementary error function in (83) is large except where \( |u_p| \ll (r / \varepsilon)^{1/2} \). Away from these regions, we can use the large argument expansion of the complementary error function to simplify (83) and obtain

\[ p_c \sim \frac{-\varepsilon}{2m} \frac{e^{-i \alpha}}{e + i \sin \theta} \sqrt{\frac{2\pi e}{r}} e^{i \varepsilon / \varepsilon} - i \frac{\varepsilon}{\sqrt{1 + \varepsilon^2}} \chi(\theta - \theta_i) e^{i |x| \sqrt{1 + \varepsilon^2} / \epsilon - z}. \tag{84} \]

The full expression for the pressure field is now obtained by combining (76) with (84):

\[ p \sim \frac{1}{2i} \sqrt{\frac{2\varepsilon}{m r}} e^{i \varepsilon / \varepsilon - i \alpha} \left[ 1 - i e / 8r - \frac{e}{e + i \sin \theta} \right] - i \frac{\varepsilon}{\sqrt{1 + \varepsilon^2}} \chi(\theta - \theta_i) e^{i |x| \sqrt{1 + \varepsilon^2} / \epsilon - z}. \tag{85} \]

Equation (85) compares directly with the second of the expressions in Eq. (55). In addition, it also reveals the same near surface behavior of the cylindrical wave field as does Eq. (60).

The surface wave amplitude revealed in Eq. (85), however, differs from that derived previously (55) by a factor of \( \sqrt{1 + \varepsilon^2 - 1 + 2\varepsilon / \alpha + O(\varepsilon^4)} \). Thus, the surface wave excitation coefficient as calculated by the method of matched asymptotic expansions is wrong by \( O(\varepsilon^2) \), which is to be expected.

So far we have verified the form of the asymptotic solution in the inner region, the outer region away from the boundary, and near the boundary itself. It remains only to compare the exact solution to the asymptotic solution in the boundary layer region. Both solutions describe the transition in terms of a complementary error function. We shall examine the form of the argument of \( \text{erfc} \) in (83) in the vicinity of the boundary layer. We now use (80) to write

\[ -i u_p \sqrt{r / 2e} = -(1 - i) \sqrt{1 + \varepsilon^2} r \cos \theta + i e \sin \theta - r \]^{1/2} / \sqrt{2e}. \tag{86} \]

Expressing this in terms of boundary layer coordinates, \((\Xi, H)\), (recall Eqs. (37) and (39)) and simplifying gives
\[-iu_y \sqrt{r/2 \varepsilon} = e^{-iw/4} [H^2/2 \Xi + O(\varepsilon)]^{1/2} e^{-iw/4} \eta/\sqrt{2 \varepsilon}.\] (87.88)

Thus, we see that the arguments of the complimentary error functions agree within the boundary layer.

Therefore, we conclude that the asymptotic solution constructed previously agrees to leading order with the exact solution throughout the entire domain.
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