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PREFACE

This book contains the proceedings of two symposia held at the 1998 MRS Spring Meeting in San Francisco, California. The editors of each symposium have provided individual prefaces below. The decision for joint publication of the proceedings was based on a commonality of interest in the audiences of the two symposia, as well as some logistical considerations.

Preface for Symposium L
Materials for High-Density Magnetic Recording

High-density magnetic recording continues to be one of the fastest growing and most rapidly improving technologies in the computer industry. Information storage density has doubled every two years for the past two decades. Nevertheless, recent materials advances in several areas have allowed an even faster rate of improvement during the past six years. Completely new areas of materials science are moving rapidly from basic theory to practical application in commercial products in a few short years.

Symposium L, "Materials for High-Density Magnetic Recording," occupied a full four days of meetings, including an evening poster session, and covered a range of materials topics relevant to magnetic recording applications. Approximately two-thirds of the symposium focused on materials which have found commercial application within the longitudinal magnetic recording industry (or are likely to in the near term). Longitudinal magnetic recording, the format of most commercial disk and tape drives, is the mainstay of commercial information storage. In the sessions on near-term head materials, the focus was on improved high-moment pole materials for magnetic write heads and improved magnetic sensor materials for read heads (magnetoresistive: MR, and giant magnetoresistive: GMR). Within the sessions on longitudinal media, discussions centered on small-grain, magnetically anisotropic media for low noise, as well as issues of thermal stability of very small magnetic grains. The tribology sessions addressed protective head/media interface tribological materials for low flying heights, and included a joint session on nanotribology.

The remainder of the symposium focused on materials with an application horizon beyond five years, or with applications to technologies which have not yet found widespread commercial viability. These included a number of papers on colossal magnetoresistive (CMR) materials and spin-dependent tunneling sensors for read heads. These technologies require a new level of understanding and control of interface structure and properties, at the quantum mechanical as well as physical levels. Also examined within this context was a series of papers on perpendicular media, which continues to be a possible alternative to the longitudinal format.
The great success of this symposium is due in no small part to the help of many people and companies. The conference organizers thank them all. General financial support was provided by:

- Commonwealth Scientific Corporation
- Headway Technologies
- IBM Corporation
- Intevac
- Komag Inc.
- Seagate Corporation
- Stor-Media

The staff of the Materials Research Society provided guidance and help from the planning throughout the execution phase of the symposium. An excellent opening tutorial was presented by Professor Mark Kryder of Carnegie Mellon University. The invited speakers provided a consistently high standard of presentation. The session chairs all worked hard to keep the sessions lively and run on time. And finally, the organizers thank Dr. John Baglin, Professor David Bogy, Professor Caroline Ross, and Dr. Dieter Weller for their advice during the formative stages of organizing Symposium L.

Jim Bain
Tom Nolan
Kurt Rubin

Editors, Symposium L
Preface for Symposium M
Integrated Magneto-Optics—Materials and Devices

'Integrated Magneto-Optics—Materials and Devices' (Symposium M of the 1998 MRS Spring Meeting) drew international researchers with approximately one-third each coming from Japan and the U.S., and the remaining one-third coming from Europe, Russia and South America. Symposium topics included fabrication and processing of garnet materials for integrated photonics, devices for integrated photonics, magneto-optic (MO) recording media, diluted magnetic semiconductors, and other materials.

Integration of the garnets with semiconductor platforms was achieved by monolithic techniques, such as MOCVD and rf sputtering including selective-area growth, and by hybrid techniques such as crystal ion slicing and wafer direct bonding. Other processing techniques of interest included laser annealing and growth via a hydrothermal-electrochemical flow cell. Diluted magnetic semiconductors were also discussed, as they have an excellent potential for integrated MO applications due to their inherent semiconductor compatibility.

Devices of interest included integrated isolators, circulators, Bragg cell modulators, and optical magnetic field sensors for applications in optical communications, photonic integrated circuits, microwave devices, and sensors. Technologies behind the devices were based on a range of magneto-optical effects, from the well-known Kerr and Faraday effects to Mach-Zehnder interferometry in a magnetic field, radiatively coupled waveguides, and magnetostatic waves.

Two magneto-optic recording media were discussed: amorphous rare-earth-transition metal alloys and colloidal garnet particles. New recording technologies such as magnetic field modulation, fiber probes, nonlinear Kerr effect, and second harmonic generation promise higher densities of recording and improved readout of memories.

This symposium and its proceedings provide a forum for materials scientists, chemists and physicists interested in the development of magneto-optics for integrated applications.

The success of this symposium was the result of contributions from various participants and support from the U.S. Army Research Office. The editors are also indebted to Andrew Davis and Helen Dauplaise of the Air Force Research Laboratory for their assistance in reviewing manuscripts and to Andrew Davis for filling in as session chair.

Bethanie Stadler
Miguel Levy
Joseph Lorenzo
Yasuyuki Okamura
Raymond Wolfe

Editors, Symposium M
Symposium L

Materials For High-Density Magnetic Recording
Head Materials for Write Transducers and Readback Sensors
Part I

High Moment Pole Materials
MICROSTRUCTURES AND PROPERTIES OF HIGH SATURATION
SOFT MAGNETIC MATERIALS FOR ADVANCED RECORDING HEADS
S. X. WANG 1,2, J. HONG 1, and K. SIN 1
1 Dept. of Materials Science and Engineering, Stanford University, CA 94305-2205,
sxwang@ee.stanford.edu
2 Dept. of Electrical Engineering, Stanford University, CA 94305-2205

ABSTRACT

This paper presents recent development on sputtered FeXN-based (X=Ta, Rh, Mo, Al,
etc.) high saturation materials [1,2] and compare them with amorphous CoZr-based materials and
electroplated NiFe- and CoFe-based materials [3,4] in the context of advanced high density
magnetic recording. In particular, correlations among processing, microstructure and magnetic
properties under oblique incidence and in laminated structures are discussed. Due to the extrinsic
nature of coercivity, the mechanisms of soft magnetism are very complex and difficult to
characterize. With the help of synchrotron radiation, pole figure analysis, transmission electron
microscopy (TEM), torque magnetometry, and magnetic force microscopy (MFM), we can
identify that (110) fiber texture plays a key role in the soft magnetism of FeXN films, in addition
to the effects of film composition, stress, grain size and shape, and lattice spacing [5]. Soft films,
both single and laminated, usually display well defined bcc (110) textures even on sloping
surfaces. In contrast, films with poor (110) textures and asymmetric pole figures tend to have
relatively large coercivities, and in certain cases possess perpendicular anisotropy and stripe
domains. Processing conditions promoting (110) texture, including substrate bias, lamination
with AlN, and appropriate base layer, lead to soft magnetism in FeXN films [6]. The addition of
N and a third element, and lamination with insulating layers, result in significant increases in
electrical resistivity, important to high frequency applications. The addition of N and X can also
lead to enhanced pitting corrosion resistance [7].

REFERENCES
4. K. Ohashi, et. al., Paper DQ-09, the 7th Joint MMM-Intermag Conference, San Francisco,
1998.
5. S. X. Wang and J. Hong, to be published.
1997.
Part II

Anisotropic Magnetoresistance (AMR),
Giant Magnetoresistance (GMR),
and Exchange Materials
SURFACE EFFECTS IN THE GROWTH OF GIANT MAGNETORESISTANCE SPIN VALVES

W. F. EGELHOFF, JR., P. J. CHEN, C. J. POWELL, D. PARKS, AND R. D. McMICHAEL
National Institute of Standards and Technology
Gaithersburg, MD 20899

J. H. JUDY
University of Minnesota
Minneapolis, MN 55455

D. MARTIEN AND A. E. BERKOWITZ
University of California at San Diego
La Jolla, CA 92093

J. M. DAUGHTON
Nonvolatile Electronics, Inc.
Eden Prairie, MN 55344

EXTENDED ABSTRACT

A class of magnetic multilayers known as spin valves, which exhibit the giant magnetoresistance (GMR) effect, are likely to play two key roles in ultrahigh density data-storage technologies of the coming decade [1] One is as the read-head element in hard disk drives and the other is as the storage element in a non-volatile version of dynamic random access memory chips. We have investigated the deposition (by dc magnetron sputtering) and processing of a variety of spin valve structures with the aim of optimizing their properties. We have found that many of the magnetic and magnetoresistive properties of spin valves are strongly influenced by surface and interface effects occurring during growth [2,3] These effects include the balance of surface and interface free energies, surface diffusion, interdiffusion at interface, low temperature deposition, the use of surfactants to modify growth, and specular electron scattering at surfaces. In some cases, it is possible to control these factors or to use them to manipulate the growth or improve post-growth processing of spin valves to improve their magnetic and magnetoresistive properties.

The balance of surface and interface free energies is crucial to the growth morphology of spin valves. Scanning tunneling microscopy of spin valves typically reveals polycrystalline grains ~10 nm in diameter separated by grain boundary valleys or grooves which appear to have a depth of ~0.5 to 1 nm (and perhaps deeper if the STM tip is not sharp enough) [4] Our studies suggest the this type of roughness is primarily responsible for the "orange peel" ferromagnetic coupling commonly observed in spin valves. A large interfacial free energy favors deep grooves. A large surface free energy favors shallow grooves. In principle, drastic changes in either surface or interfacial free energy may be brought about by the presence of surfactant atoms. We have investigated Pb, In, Hg, Au, Ag, C, N, and O as surfactants. All species might be expected to lower the surface free energy as adsorbates and to lower the interfacial energy if incorporated in...
the grain boundaries, but it is not clear which effect should dominate. In practice, we have found that some types of surfactant atoms deposited early in spin valve growth tend to float out to the growing surface with little incorporation inside the crystalline grains. However, there is some loss of surfactant atoms to grain boundaries. It appears that this effect dominates the balance of surface and interface energies because major reductions in "orange peel" coupling can be achieved by the use of surfactants, with Ag and O being particularly effective. There are some indications that an additional effect may reduce the coupling when Pb is used as a surfactant. Transmission electron micrographs seem to suggest that Pb suppresses the conformal character of the roughness, an effect which is important for "orange peel" coupling.

Without surfactants it appears that the grain boundary grooves in typical spin valves are not at their equilibrium depth when the films are deposited at room temperature. As a result we observe that increasing the diffusivity of surface atoms during growth, for example by negative substrate bias or by elevated substrate temperature, can produce major increases in the "orange peel" coupling. However, such increases seem to depend on the cleanliness of the growing surface. The presence of surfactant atoms, such as O, tends to suppress such increases.

Since low temperatures tend to suppress surface diffusion, one way to reduce the coupling is to carry out the deposition on cooled substrates. Note that diffusion of atoms away from grain boundary sites is the likely mechanism by which grain boundary grooves develop.

It is very important to note that in most spin valve deposition systems contamination (especially oxygen) is present on the growing surface and probably acts as a surfactant. However, since the impurity concentration on the surface is generally unknown in most deposition systems, it is not clear whether there is too much or too little oxygen present.

Recently, it has become clear that surfactants, especially oxygen atoms, can play two other very important roles in spin valve growth. One is to suppress the interdiffusion that occurs when a magnetic metal is deposited on Cu. The interdiffusion is mediated by the segregation of Cu atoms onto the magnetic metal during deposition as well as by place exchange between deposited magnetic metal atoms and Cu surface atoms. Though once thought controversial, it is now a generally accepted consensus that interdiffusion at the interface is the rule rather than the exception when magnetic metals such as Ni, Co, or Fe are deposited on Cu surfaces. The use of oxygen as a surfactant can dramatically suppress this interdiffusion. Two consequences of the sharper interface are a lower resistivity of the spin valve and a larger GMR. We have found that, for metal deposition rates of -0.02 nm/s, the best method of spin valves growth is to have 5x10^9 Torr (7x10^7 Pa) of O2 present in the chamber for the entire deposition.

The other important role that oxygen can play as a surfactant in spin valve growth is to increase the degree of specular electron scattering at the top surface. This effect is especially important in so-called bottom spin valves in which the pinning layer is at the bottom or is the substrate. The contribution of specular scattering to the performance of bottom spin valves has been investigated by roughening the surface and suppressing specular scattering by the deposition of -2 monolayers (ML) of Ta. The data suggest that the oxygen produces a flatter surface. The mechanism for this effect is very likely to be the same as one commonly found in the epitaxial growth of metal single crystals using surfactants. The surfactant lowers the barrier for descent of an atom on an upper layer terrace to a lower layer terrace, thus yielding a smoother surface. Figure 1 presents a schematic illustration of the mechanism.
UHV deposition: rough surface

- Cobalt
- Oxygen

Oxygen surfactant: smooth surface

Surfactants are well known for lowering the barriers to descent

Figure 1 A schematic illustration of how surfactant atoms such as oxygen can lower the activation energy barrier for descent allowing upper terrace atoms to descend to a lower terrace more readily and thus yield a flatter surface.

A further indication that surfactants can yield flatter surfaces is the observation that they permit the use of thinner Cu layers. Using surfactants such as Pb, Ag, or oxygen, measurable values of GMR can be observed for spin valvex with Cu layers as thin as 1.1 nm, whereas under very clean conditions it is rare to find any GMR when the Cu is thinner than 1.8 nm. However, so far these unusually thin Cu layers have not yielded any record-setting values of GMR.

A different method for increasing the extent of specular electron scattering at the top surface of bottom spin valves is to deposit ~2 ML Au on the top Co film. The Au increases the GMR typically from -14% to -16%. This result would seem to indicate that the Au-terminated surface is flatter than the Co-terminated surface. However, the Au-terminated surface must be far from perfectly specular because no significant reduction in thickness of the top Co film is possible without a loss of GMR in the structure [3].

Surfactants clearly will have an important role to play in the future of spin valves. Using 5x10^{-9} Torr (7x10^{-7} Pa) of O2 during spin valve growth, we have been able to fabricate spin valves with some of the best properties ever observed. For example, in symmetric (or dual) spin valves, GMR values as large as 24.8% have been achieved, and for simple spin valves (containing only one Cu layer) GMR values as large as 19% have been achieved [2].

Oxygen is the most successful surfactant we have investigated. The least successful was carbon. The incorporation of even a few atomic percent carbon in a spin valve sharply reduces the GMR. Unfortunately, some carbon contamination is to be expected in most deposition systems.

One of the insights derived from this work is that best hope for someday achieving GMR
values in simple spin valves as large as those found for GMR superlattices (110%)[10] is to increase the degree of specular electron scattering at the top and bottom surfaces and to reduce the bulk defect scattering.
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ABSTRACT

Interdiffusion kinetics between Cu and Ni polycrystalline films have been studied in the temperature range 200-300°C, in order to understand degradation paths for spin valve sensors at device processing temperatures. Fast grain boundary diffusion is found to cause extensive change for films of device dimensions.

INTRODUCTION

In the development of GMR sensors, it is important to assure that their constituent assembly of thin (typically few nm) metal layers will be physically stable at device processing temperatures (e.g., photoresist curing at 240°C). Severe degradation of spin valve magnetoresistance AR/R in the range 200-350°C was noted by Huang et al.1, and interpreted as a loss of effective thickness of the magnetic layer (Ni80Fe20), by as much as 20%. They attributed this to interdiffusion at the Ni80Fe20/Cu interface, and supported the model with x-ray diffraction measurements made on the assembly. Although Ni and Cu can form solid solutions, their lattice diffusivities would be inconsistent with even 1Å of intermixing at 225°C after many hours2. In order to develop a more realistic understanding of the origin of thermal degradation, we have made a new study of diffusion dynamics for the Ni-Cu thin film system, in the range from 225°C to 300°C. The low temperature results are presented in this report. In view of the complete immiscibility of Fe and Cu at these temperatures, it is expected that the behavior of Ni80Fe20-Cu will be similar to that found for the Ni-Cu system. However, future experiments will be done to test this assumption.

EXPERIMENT

Polycrystalline film samples of Cu(800Å)/Ni(800Å) were sputter deposited on oxidized silicon substrates. X-ray diffraction (θ - 2θ) data showed a typical grain size (normal to the film) of approximately 250Å, with both Ni and Cu showing marked (111) texture. Such relatively thick films were chosen to enable measurement of standard diffusion kinetics data, which could then be scaled appropriately to predict diffusion effects for the case of much thinner spin valve layers.

Samples were heat treated in a flowing helium furnace for a variety of times and temperatures. The elemental depth profiles for Ni and Cu in each sample were then obtained by sputter-profiling Auger Electron Spectrometry (AES) and, for selected samples, image-filtered XTEM was used to obtain images of elemental distributions in the films after heat treatment. In order to separate the Ni AES peak at 848 eV from the interfering Cu AES peak at 845 eV, a new algorithm was developed. A standard Cu integral spectrum between 833 and 853 eV, referenced to the intensity of the primary Cu AES peak at 920 eV, was subtracted from the total integral.
spectrum within the same energy range, leaving the residual Ni component for quantitation. Consequently, in the resulting analyses, we estimate the uncertainty due to signal crosstalk to be less than 1 at.%. Typical resulting concentration profiles are shown in Fig.1.

Fig.1: Concentration profiles for Cu(800Å) / Ni(800Å) / SiO₂ / Si, as-deposited, and (a) after 225°C heat treatment for 2h and 64h, and (b) after 250°C heat treatment for 1h, 4h and 32h.
RESULTS

Fig. 1(a) shows AES profiles for Cu/Ni/substrate samples, before and after 225°C heat treatments. We immediately note the plateaus, indicating that, after only 2 hours at 225°C, Ni has migrated throughout the Cu layer, presumably spreading over the free surface, and has populated the Cu layer to the extent of approx. 12 atomic percent. Similarly, Cu has permeated the Ni layer, to an average concentration of 6 at.%. The interface profiles show slight penetration of Cu into the Ni region, but little movement of Ni into the Cu layer. A saturation state has evidently been reached in less than 2 hours, after which longer heating produced little change, up to 64 h. A similar result for heating at 250°C is shown in Fig. 1(b). In this case, the plateau representing Cu in Ni is established in less than 1 h, and remains unchanged up to 32 h; for Ni in Cu, the plateau is formed in less than 1 h, but its level rises slightly after 32 h.

The development of the surface layer of Ni on Cu is evident in the XTEM image from the 8-h, 225°C sample (Fig. 2), in which Ni regions appear bright. The profile of Ni intensity (inset) along the line shown qualitatively supports the AES depth profile data. No microscopic evidence of pinholes or pores in the films was found.

Fig. 3 shows the AES mean concentration of diffusant at the center plane of each host layer, as a function of heating time, at temperatures of 225, 250, 300 and 350°C, for (a) Ni in the Cu layer and (b) Cu in the Ni layer. For each temperature, the data are distinguished by an extremely fast rise to a “saturation” level, which this experiment does not claim to delineate. For Ni moving into Cu, a further, slower diffusion process apparently follows, being significant even at 250°C, and leading to 40% intermixing at 350°C. Although not displayed in this paper, the concentration plateau remained flat even after this large change at 350°C. For Cu moving into Ni, the plateau at ~ 6 at.% appears to prevail between 225 and 300°C, although it takes longer to establish saturation at the lower temperatures. At 350°C, the abrupt change reflects a drastic change in the depth profile shape for Cu in Ni. Further measurements made at 350 and 400°C indicated the onset of a different regime of rapid, inhomogeneous transport of Cu into the Ni layer. This regime will be discussed in a future publication.
Fig 3: Mean (plateau) concentrations of diffusant in the center plane of the host film, after heat treatments for various times and temperatures (a) Ni in Cu  (b) Cu in Ni. (Lines connecting data points are drawn to guide the eye. Note that the rise from the initial point at the origin must be steep, but was not determined in this experiment.)
DISCUSSION

The data are consistent with a model of grain boundary (gb) diffusion rapidly populating the network of grain boundaries in each host film (including the free surface), and thereafter remaining stable for T<300°C. Since the experiment displays permeation of 800Å of each host layer in less than 2 h at 225°C, the gb diffusivity for each couple must exceed $9 \times 10^{-15}$ cm²/s (c.f. $\sim 10^{-16}$ cm²/s of Ref. 3). A geometrical model of uniform 250Å grains, with grain boundaries of effective width 5Å, filled with a diffusant, yields an average diffusant concentration in the film of ~6 at.%. This would be consistent with the observed saturation of Cu in the Ni film. If the Cu grain structure were rather columnar, with in-plane grain dimensions of 150Å (plausible, but not measured), then the Ni resident in the Cu film would amount to ~12%, as observed. Lattice in-diffusion from grain boundaries may be estimated from single-crystal data to amount to much less than 1Å at 225°C after 64 h — a negligible effect. Only new mechanisms, like grain growth and nucleation, occurring apparently at higher temperatures, will cause further changes after gb saturation.

CONSEQUENCES FOR SPIN VALVE STABILITY

Scaling the observed gb filling to the dimension of layers and grains of a spin valve sensor implies dramatic consequences. Fig. 4 shows the layer structure of Ref. 1, where the magnetic NiFe layer (50Å) faces a 20Å Cu layer that also contacts another NiFe layer. If we simplistically assume that diffusion observed for Ni will be similar to that for NiFe, then our results imply that gb saturation is reached in less than 1 minute at 225°C. At that point, all gb’s will be populated by diffusant, which may affect the sensor signal $\Delta R/R$. Of perhaps greater concern, assuming that metal grain sizes scale with film thickness, ~3% of the Ni(Fe) sensor layer will have been lost into the gb’s of the Cu layer, while over 30% of the Cu layer will have departed to fill gb’s in Ni(Fe). This closely corresponds to the “loss of effective thickness” of active layer invoked in Ref. 1 to account for the degradation of device response.

It is thus perhaps more important than previously recognized to control the structure of the adjacent Cu layer, in order to reduce and limit its capacity as a sink for the depletion of NiFe. Its net gb capacity can be controlled by film thickness and grain size, and also by strong texture, with small-angle grain boundaries.
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MAGNETIC STABILITY OF SPIN VALVES EXCHANGE BIASED BY A SYNTHETIC ANTFERROMAGNET
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ABSTRACT
Spin valves (SV) with generic configuration glass/Cr/Co/Ru/Co/Cu/Co/NiFe, where the Co/Ru/Co trilayer is a synthetic antiferromagnet (SyAF), were fabricated and characterized. Room temperature measurements show giant-magnetoresistance ratios above 5%, and that fields in excess of 6000 Oe are needed to saturate the SyAF. The in-plane stabilization of the SyAF is determined by the material and thickness of the buffer layer. It is shown that a 25 Å Cr buffer layer induces an increase in the effective in-plane anisotropy of the SyAF by increasing the intrinsic anisotropy of the Co layers, contributing consequently to the overall stability of the SV system. It is also shown that low intrinsic anisotropies or a pronounced layer asymmetry in the SyAF can lead to a strong reduction of the SyAF effective anisotropy (H_{eff}). The saturation field (H_{SAT}) of the SyAF is higher than 3000 Oe at 250 °C, which yields the possibility of observing the spin valve effect at very high temperatures. Long annealings at temperatures as high as 233 °C do not affect the stability of the SyAF nor the magnitude of the indirect exchange interaction.

INTRODUCTION
Spin valves [1] are now widely accepted as being the front runner candidate for the read sensor in the 10 Gbit/in² disk drive generation, because of their attractive magnetoresistive (MR) signal and sensitivity at low fields. The standard SV structure consists of two ferromagnetic (FM) transition metal layers separated by a nonmagnetic noble-metal layer, with the magnetization of one of the magnetic layers pinned along the perpendicular to the air bearing surface. A change of resistivity is observed whenever there is a variation in the relative angle between the magnetization of the two FM layers, with the resistivity maximum occurring in the antiparallel configuration and the minimum in the parallel configuration. This change of resistivity is due to the giant magnetoresistive effect [2].

One of the most important aspects to take in consideration when making a SV based sensor is the magnetic configuration of the two FM layers. To obtain a linear output, a 90° configuration is necessary at zero applied field [3]. Until recently, this was obtained by pinning the magnetization of one of the FM layers to an antiferromagnet by means of the direct exchange interaction, and by using crystalline or shape anisotropy to set the preferential magnetization direction of the other FM layer.

The use of the antiferromagnet/FM pair has, however, some negative consequences. The direct exchange field is highly sensitive to temperature. Although relatively high values can be observed at room temperature, blocking temperatures between 150 and 200 °C may reduce the pinning effectiveness in small size devices working at temperatures between 100 and 150 °C [4]. Another disadvantage of the traditional pinning technique is the strong magnetostatic coupling between the two FM layers in patterned structures near or under 1 μm. This coupling causes the SV device to be biased far from zero applied field and demands the use of high current densities in order to achieve a suitable bias state.

The use of a Co/Ru/Co synthetic antiferromagnet [5, 6] has been recently shown to improve the thermal and magnetic properties of a SV when the traditional exchange layer is replaced by the SyAF. It was shown [6] that this new kind of SV can endure very high temperatures without loss of pinning, and that, when patterned, their particular magnetic configuration promotes an almost vanishing magnetostatic coupling.

In this paper we discuss the magnetic stabilization of the SyAF, a critical aspect for the fabrication of these devices. The stability of the SyAF is studied in terms of its in-plane magnetic anisotropy and its dependence on the buffer layer material and thickness, as well as on the SyAF.
layer asymmetry (Co \(t_{Co1}/\) Ru/ Co \(t_{Co2}\), with \(t_{Co1}\) not necessarily equal to \(t_{Co2}\)). The thermal stability of the system is also discussed.

SAMPLE PREPARATION AND MEASUREMENTS

SV's with a generic configuration substrate Cr \(t_{Cr}\) Co \(t_{Co}\) Ru 7 Å Co \(t_{Co2}\) Cu 21 Å Co 12 Å NiFe 45 Å Ru 15 Å, were deposited by dc magnetron sputtering on water cooled glass substrates (\(15^\circ\)C). Magnetization and resistivity measurements in the ±100 Oe field range were made using a commercial B-H loop tracer (SHB BHL 108). Magnetization measurements in the ±10 kOe range were performed using a vibrating sample magnetometer (VSM). Transport measurements in the ±600 Oe range were done using a standard dc four-point probe technique (\(2\times10^4\) A/cm² applied current density). The annealings were done in a \(N_2\) environment (500 mTorr pressure).

RESULTS

The magnetization curve, measured at room temperature, for a SV with \(t_{Cr}=25\) Å and \(t_{Co1}=t_{Co2}=30\) Å, is shown in Fig. 1(a). A field in excess of 6000 Oe has to be applied in order to saturate the Co/Ru/Co SyAF. The magnitude of the interlayer coupling, which is due to the Ruderman-Kittel-Kasuya-Yosida (RKKY) indirect exchange interaction [7], depends on the thickness of the Ru spacer and reaches an antiferromagnetic maximum for a Ru thickness of 7 Å. The rotation of the Co/NiFe free layer is observed near zero field.

The change in the resistance, for the same sample, is shown in Fig. 1(b), within a ±600 Oe field range. A change over 5% is observed when the configuration between the two magnetic layers adjacent to the Cu spacer changes from parallel to antiparallel. This clearly shows that relatively small external fields, when compared with the magnitude of the SyAF saturation field, do not significantly affect the magnetic configuration of the SyAF. However, a small reduction of the MR signal is observed as the external field approaches ±600 Oe.

The magnetization curve for a SV with a reduced buffer thickness \((t_{Cr}=17\) Å) and \(t_{Co1}=t_{Co2}=30\) Å, is shown in Fig. 2(a). The curve is almost identical to the one shown in Fig. 1(a), but a small reduction is observed in the field necessary to saturate the SyAF. The change in the resistance, for the same sample, is shown in Fig. 2(b). Unlike what was observed for a thicker buffer (Fig. 1(b)), a field between 200 and 300 Oe is enough to change the angle between the free layer and the pinned layer \((t_{Co2})\) from the antiparallel to the parallel configuration.

The easy-axis coercivity of the glassy Cr \(t_{Cr}\) Co 30 Å Ru 15 Å system, measured as a function of the Cr buffer thickness, is shown in Fig. 2(c). A dramatic increase in the coercivity is observed when the Cr thickness changes from 21 to 25 Å. The easy-axis coercivity of the glassy Cr \(t_{Cr}\) Co \(t_{Co}\) Ru 15 Å system, measured as a function of the Co layer thickness, is shown in Fig. 2(d) for samples with no buffer and samples with a 25 Å Cr buffer. A decrease in the coercivity is observed when \(t_{Co}\) increases.

The change in the resistance, for a SV with \(t_{Cr}=25\) Å, \(t_{Co1}=40\) Å and \(t_{Co2}=30\) Å, is shown in Fig. 3(a). The small asymmetry between the two Co layers of the SyAF \((t_{Co1}>t_{Co2})\) seems to affect the system in a positive way since, within the ±600 Oe field range, the magnetic configuration of the SyAF remains unaffected. Contrary to what was shown in Fig. 1(b), the MR

![Fig. 1. Room temperature magnetization versus field (a) and MR hysteresis loop (b) for a SV with \(t_{Cr}=25\) Å and \(t_{Co1}=t_{Co2}=30\) Å.](image-url)
curve is a perfect step and, besides the rotation of the free layer near the zero external field, the application of fields as high as 600 Oe do not change the angle between the free and the pinned layer (flat plateaus). The magnetization curve, for the same sample, is shown in Fig. 3(b). A small decrease in \( H_{SAT} \) is observed.

The change in the resistance, for a SV with \( t_{Cr} = 25 \text{ Å}, t_{Co1} = 63 \text{ Å} \) and \( t_{Co2} = 30 \text{ Å} \), is shown in Fig. 3(c). Due to the greater thickness asymmetry, the SyAF behaves like a ferrimagnet. In applied fields greater than 300 Oe, the Co \( t_{Co1} / \text{Ru/Co} t_{Co2} \) ferrimagnet rotates in the plane of the sample, so that its net magnetization is aligned with the direction of the applied field (the field necessary to promote this rotation is defined as the SyAF effective anisotropy field, \( H_{eff} \)). This results in the antiparallel configuration between the free and the pinned layer (\( t_{Co2} \) and,
consequently, to a maximum in the magnetoresistance. When the external field inverts its sign, it leads to the rotation of the free layer, and a parallel configuration between the free and the pinned layer is achieved. The magnetization curve, for the same sample, is shown in Fig. 3(d). Values of $H_{\text{SAT}}$ over 5000 Oe are observed, confirming that the angle between the two constitutive Co layers of the Co$t_{\text{col}}$ / Ru / Co$t_{\text{Co2}}$ SyAF remains constant.

The change in the resistance, for a SV with $t_{\text{Cr}} = 25 \text{ Å}$, $t_{\text{Co1}} = 30 \text{ Å}$ and $t_{\text{Co2}} = 40 \text{ Å}$, is shown in Fig. 4(a). Due to the thickness asymmetry the SyAF behaves again like a ferrimagnet. Since $t_{\text{Co1}} < t_{\text{Co2}}$, the resistance reaches a minimum when a field greater than $H_{\text{eff}} (>500 \text{ Oe})$ is applied. When the external field changes sign, and the free layer rotates in accordance, an antiparallel configuration is obtained and a maximum in the resistance is observed. The magnetization curve, for the same sample, is shown in Fig. 4(b). As before, a high $H_{\text{SAT}} (=4000 \text{ Oe})$ confirms that the angle between the two Co layers of the SyAF remains constant for small applied fields.

The change in the resistance, for a SV with $t_{\text{Cr}} = 25 \text{ Å}$, $t_{\text{Co1}} = 30 \text{ Å}$ and $t_{\text{Co2}} = 63 \text{ Å}$, is shown in Fig. 4(c). A dramatic decrease of $H_{\text{eff}}$ is observed due to the pronounced layer asymmetry. The magnetization curve, for the same sample, is shown in Fig. 4(d). A value of $H_{\text{SAT}}$ slightly smaller than 4000 Oe is observed.

The field necessary to saturate a SV with $t_{\text{Cr}} = 25 \text{ Å}$ and $t_{\text{Co1}} = t_{\text{Co2}} = 30 \text{ Å}$, as a function of temperature, is shown in Fig. 5(a). Although a decrease in $H_{\text{SAT}}$ is observed as the temperature increases, a field higher than 3000 Oe is still needed to saturate the SV at 250 °C. In the same figure, the maximum change in the resistance ($\Delta \text{MR}_{\text{MAX}}$) is also shown as a function of temperature. A decrease of ($\Delta \text{MR}_{\text{MAX}}$), as the temperature increases, is observed. However, even at high temperatures, the pinned layer continues to have its magnetization well pinned in a particular direction. Thus, the SV effect can be observed at temperatures as high as 275 °C, as shown in Fig. 5(b).

The maximum change in the resistance, measured after annealing a SV with $t_{\text{Cr}} = 25 \text{ Å}$ and $t_{\text{Co1}} = t_{\text{Co2}} = 30 \text{ Å}$ for 6 hours, is shown in Fig. 5(c), as a function of the annealing temperature. The transport properties of these SV's are not affected for annealings performed under 215 °C. For annealing temperatures above 215 °C, we observe a decrease in the value of ($\Delta \text{MR}_{\text{MAX}}$). The magnetization curve, measured after annealing the SV at 233 °C, is shown in Fig. 5(d). $H_{\text{SAT}}$ has not changed from its preannealing value (6000 Oe). Thus, long high temperature anneals do not degrade the magnetic properties of the SyAF.

Fig. 4. Room temperature magnetization versus field (a) and MR hysteresis loop (b) for a SV with $t_{\text{Cr}} = 25 \text{ Å}$, $t_{\text{Co1}} = 30 \text{ Å}$ and $t_{\text{Co2}} = 40 \text{ Å}$. Magnetization versus field (c) and MR hysteresis loop (d) for a SV with $t_{\text{Cr}} = 25 \text{ Å}$, $t_{\text{Co1}} = 30 \text{ Å}$ and $t_{\text{Co2}} = 63 \text{ Å}$.
DISCUSSION

The stability of the SyAF biased SV depends on the magnetic and thermal stability of the Co $t_{Co1}$ / Ru / Co $t_{Co2}$ trilayer. The thickness of the Ru spacer defines the strength of the coupling between the two FM layers of the SyAF, but the RKKY interaction has no intrinsic in-plane preferential orientation. The in-plane stabilization depends on the effective anisotropy of the SyAF. For moderate external magnetic fields ($H_{EXT} \ll H_{SAT}$), the antiparallel configuration of the SyAF is not significantly affected. The effective net anisotropy of the SyAF is then given approximately by:

$$H_{eff} = (H_1 t_{Co1} + H_2 t_{Co2}) / (t_{Co1} - t_{Co2})$$  \hspace{1cm} (1)

where $H_1$ and $H_2$ are the intrinsic uniaxial anisotropies of the two Co layers. If $t_{Co1} = t_{Co2}$, then $H_{eff}$ is infinite, independently of the magnitude of the intrinsic anisotropies, and the SyAF does not react to small fields. However, if the two layers do not exactly match, then $H_{eff}$ is finite. In particular, for $H_1 = H_2 = 20$ Oe, a 4 Å (≈ 2ML) difference (assume $t_{Co1} = 26$ Å) leads to a decrease of $H_{eff}$ to values between 200 and 300 Oe. The results shown in Fig. 2(b) can then be explained by the presence of a slight layer asymmetry together with a reduced intrinsic coercivity (see Fig. 2(c)). The layer asymmetry problem can be solved by increasing the coercivity of one of the Co layers of the SyAF. If $H_1$ is increased to values of the order of 300 Oe, then $H_{eff}$ increases to values over 2000 Oe, for the same layer asymmetry. Consequently, within a ± 600 Oe minor loop, the SyAF is not expected to alter significantly its magnetic configuration, as shown in Fig. 1(b).

Although a high intrinsic anisotropy can compensate for slight layer asymmetries, it does not assure a good in-plane stabilization once the layer asymmetry becomes too pronounced. This is observed in Figs. 3(c) and 4, where, due to the large denominator in eq. (1), $H_{eff}$ becomes smaller than 600 Oe. A comparison between Figs. 3 and 4 also suggests that, when the layer asymmetry is reversed (e.g. from $t_{Co1} = 40$ Å and $t_{Co2} = 30$ Å to $t_{Co1} = 30$ Å and $t_{Co2} = 40$ Å) the value of $H_{eff}$ is not kept constant and, moreover, the case $t_{Co1} < t_{Co2}$ leads systematically to a small value of $H_{eff}$. There are two reasons for this behavior: the first one is the dependence of the intrinsic anisotropies on the Co layer thickness. The second reason is the possible presence of a dead layer, which reduces the effective thickness of the first Co layer $t_{Co1}$. This last effect tends to reduce the effect of the layer asymmetry in the case $t_{Co1} < t_{Co2}$, and to increase it in the case $t_{Co1} > t_{Co2}$.

Fig. 5. (a) Field necessary to saturate the SyAF for a SV with $t_{Cr} = 25$ Å and $t_{Co1} = t_{Co2} = 30$ Å (solid dots) and maximum change in the magnetoresistance, (open dots), as a function of temperature; (b) MR hysteresis loop measured at 275 °C; (c) Annealing temperature dependence of the MR ratio (annealing time: 6 hours) for SVs with $t_{Cr} = 25$ Å and $t_{Co1} = t_{Co2} = 30$ Å; (d) Room temperature magnetization versus field measured after annealing at 233 °C for 6 hours.
Two aspects should be considered when discussing the thermal stability of a SV. The first one is the temperature dependence of the magnetic interaction that is used to pin the magnetization of the pinned layer. The second one is the capability of the SV to thermally resist induced structural degradation. For the case of the SyAF biased SV, the two relevant questions are: (i) what is the temperature dependence of the RKKY interaction responsible for the antiparallel configuration in the SyAF? (ii) Is the SyAF structure affected by long exposures to high temperatures? The data shown in Fig. 5 may be used to answer both questions. The thermal dependence of HSAT (shown in Fig. 5(a)) is very smooth, and values above 3000 Oe can still be observed for temperatures as high as 250 °C. The existence of a very strong pinning mechanism even at high temperatures makes it possible to operate a SV sensor in a very wide temperature range. In Fig. 5(b), the SyAF biased SV is magnetically stable at temperatures as high as 275 °C and maintains its step-like characteristics.

The question of the structural stability can be divided into two parts: one concerns its effect on the transport properties. The data shown in Fig. 5(c) suggests that no relevant effects occur between room temperature and 215 °C. The decay of the MR signal for temperatures above 215 °C is generally attributed to partial alloying of the sense layer and/or to changes in the morphology of the Co/Cu interfaces [8]. The second aspect to be considered is the effect of a long thermal exposure in the SyAF, and consequently its effect on the RKKY indirect exchange interaction. The magnetization curve displayed in Fig. 5(d) clearly shows that a long high temperature anneal (233 °C) does not affect the RKKY coupling strength, which retains its initial magnitude (6000 Oe).

CONCLUSIONS

The magnetic and thermal stability of SyAF biased SV's were studied. It was shown that the effective in-plane anisotropy of the SyAF depends on the thickness of the Cr buffer and on the thickness asymmetry between the two constitutive Co layers. It was shown that a thin Cr layer (25 Å) can induce an effective anisotropy higher than 600 Oe, for SyAF SV's with nominally equal Co layer thicknesses, and that relatively small layer asymmetries (≤ 10 Å) do not significantly affect the stability of the SyAF within a ± 600 Oe field range.

It was also shown that this kind of SV can sustain temperatures as high as 275 °C without loosing the pinning direction and that exposure to long anneals at temperatures as high as 233 °C do not induce any relevant degradation in the magnitude of the RKKY indirect exchange interaction.
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ABSTRACT

The exchange coupling between ordered PdPtMn and NiFe films was studied to understand the pinning mechanism of this system. It was found that the exchange bias field, $H_{ub}$, appeared when the PdPtMn was thicker than 10 nm and at this thickness the coercivity, $H_c$, had a peak. The critical thickness for exchange coupling was estimated to be approximately 10 nm which is almost twice than the critical thickness of FeMn in the NiFe/FeMn system. The temperature dependence of the $H_{ub}$ and $H_c$ in PdPtMn(25 nm)/NiFe(5-20 nm) bilayer films was measured between 5 K and 613 K. The exchange bias field was zero above 550 K, and it appeared and increased as the temperature decreased to 420 K. In the same temperature range the $H_c$ showed a broad peak. Both phenomena are in agreement with a thermal fluctuation model[1] and a simple model introduced by Mauri et al.[2]. In the temperature range between 50 K and 420 K the $H_{ub}$ remained constant and $H_c$ increased monotonously. The coercivity was also found to be proportional to $1/t^4$, where $t_c$ is the NiFe film thickness. This and the behavior of $H_{ub}$ and $H_c$ below 420 K can not be explained by the simple exchange coupling between PdPtMn and NiFe. An interfacial lattice distortion may lead to this characteristic behavior of PdPtMn/NiFe system.

INTRODUCTION

The exchange coupling between antiferromagnetic (AF) and ferromagnetic (FM) films has been extensively studied[3-6] partially because of its key importance in MR heads and spin-valve read heads. Disordered FeMn is a well-known AF material and its characteristics have been reported by others[3]. However, FeMn/FM bilayer films exhibit relatively low blocking temperature and FeMn has poor corrosion resistance. Therefore, a ternary AF material, PdPtMn, was developed to replace the FeMn in spin valve structures[7]. The PdPtMn/FM bilayer films show sufficiently large $H_{ub}$, high blocking temperature (550 K), and superior corrosion resistance for practical use in read heads. On the other hand, its minimum thickness for exchange bias field is greater than 10 nm and the coercivity of the pinned ferromagnetic layer, $H_c$, is larger than that of FeMn/FM bilayer films. In order to understand and to improve the pinning properties of PdPtMn/FM system we investigated its behavior in the temperature range between 5 K and 613 K.

EXPERIMENT

The Pd$_{29}$Pt$_{17.5}$Mn$_{35}$ and Ni$_{81}$Fe$_{19}$ bilayer films were prepared using DC magnetron sputtering. The deposition conditions were reported elsewhere[7]. In order to estimate the critical thickness of PdPtMn for producing exchange coupling Ta (10 nm) / NiFe(20
nm) / PdPtMn films with different PdPtMn thicknesses (5-25nm) were prepared on Si substrates. Top type films of Si/Ta(10 nm)/NiFe (5-20 nm) / PdPtMn(25 nm) and bottom type films of Si / Ta (10 nm) / NiFe (5 nm)/ PdPtMn (25 nm) /NiFe(20 nm) were also deposited for comparison. A buffer layer of Ta/NiFe was introduced for the bottom type films to enhance the (111) crystalline orientation of PdPtMn and to increase the exchange bias field[8]. In the as-deposited PdPtMn films the atoms are randomly distributed in a cubic structure. A high temperature annealing is required to convert the PdPtMn into Ll_{0} type ordered phase in which the atoms are antiferromagnetically aligned. In this study the annealing was carried out at 553 K for 3 hours in a magnetic field of 2.5 kOe. After annealing, the magnetization curves parallel and perpendicular to the pinning direction were measured as a function of temperature using VSM (300 K-613 K) and SQUID magnetometers (5 K-250 K).

RESULTS

Critical Thickness of PdPtMn

The H_{ua} and H_{c} of Si/Ta/NiFe(20 nm)/PdPtMn(5-50 nm) samples as a function of PdPtMn thickness are shown in Fig. 1. The exchange coupling field, H_{ua}, is zero below PdPtMn thickness of 5 nm, and it increases rapidly as the thickness increases to 10 nm, where the H_{c} has a peak. This 10 nm thickness may well be regarded as the critical thickness, t_{c}, of PdPtMn. The exchange coupling constant, J_{c}, and the magnetic anisotropy constant, K_{u}, of PdPtMn can be calculated from the following equations[9]:

\[ H_{ua} = J_{c} / M \] \( t_{c} \)
\[ K_{u} = H_{ua} M / ( t_{f} / t_{c} ) \] \( 2 \)

where M is the saturation magnetization and t_{f} is the ferromagnetic film thickness. The obtained exchange coupling constant, J_{c}, and the anisotropy constant, K_{u}, of the NiFe/PdPtMn system were 0.167 erg/cm\(^2\) and 2.2x10\(^5\) erg/cm\(^3\), respectively. This value of J_{c} is 60% and K_{u} is 250% larger than the corresponding values of the NiFe/FeMn system\(^9\).

Temperature Dependence of H_{ua} and H_{c}

Figure 2 shows the temperature dependence of H_{ua} and H_{c} of NiFe/PdPtMn films for various PdPtMn thicknesses. Compared to the disordered NiFe/FeMn system, where H_{ua} increases monotonously with decreasing temperature, and where H_{c} is almost constant around room temperature, the PdPtMn system shows rather different behavior. The exchange bias field is constant...
Fig. 2. Temperature dependence of $H_{ua}$ and $H_c$ for Si/Ta/NiFe(20 nm)/PdPtMn(x nm) films. PdPtMn thickness is 15 nm for $\triangle$, 25 nm for $\blacksquare$, 50 nm for $\bigcirc$, $\bullet$.

Fig. 3. Temperature dependence of $H_{ua}$ and $H_c$ for top and bottom type samples. The top type is Si/Ta(10 nm)/NiFe(20 nm)/PdPtMn(25 nm) represented by $\square$ and $\blacksquare$. The bottom type is Si/Ta(10 nm)/NiFe(5 nm)/PdPtMn(25 nm)/NiFe(20 nm) indicated by $\bigcirc$ and $\bullet$.

Top and Bottom Type Bilayer Films

We prepared NiFe/PdPtMn (top type) and PdPtMn/NiFe (bottom type) films to investigate the FM/AF and AF/FM interfaces. A buffer structure of Ta (10 nm)/NiFe (5 nm) was introduced for the bottom type samples to enhance the (111) orientation of PdPtMn. The measured $H_{ua}$ and $H_c$ of the top and bottom type for all the samples between 300K and 420K and above 420K $H_{ua}$ decreases and eventually disappears around 550K. This is the blocking temperature of NiFe/PdPtMn system. Regardless of the PdPtMn thickness, the behavior of $H_{ua}$ is similar and its value is almost the same for all samples.

The value of $H_c$ decreases slightly above 300 K and has a broad peak around 510K. The thermal fluctuation model proposed by Fulcomer et al. [1] can explain the rapid decrease of $H_{ua}$ and the broad peak of $H_c$ just below the blocking temperature. These two phenomena are also in qualitative agreement with the simple model by Mauri et al.[10]. According to their model, as the normalized exchange coupling, $\lambda$, increases from zero, the normalized exchange field increases rapidly and normalized coercivity force gradually decreases. $\lambda$ is the normalized interface exchange coupling defined as $J_z/\sqrt{(AK_u)}$, where $A$ is the exchange stiffness of the AF material, and $K_u$ is the anisotropy constant. At the blocking temperature, $\lambda = 0$, that is, $J_z = 0$. At 300K, $\lambda$ is estimated to be 0.28 from $J_z$ ~ 0.167 erg/cm$^2$ and $K_u$ ~ 2.2 x 10$^6$ erg/cm$^2$, assuming $A$ 4x10$^7$ erg/cm.
samples with 20 nm NiFe layers are plotted as a function of temperature in Fig. 3. Both samples show almost the same value of $H_{ua}$ and $H_c$ over the whole temperature range. This means that the exchange coupling constant, $J_k$, is almost the same for both FM/AF and AF/FM interfaces in spite of the fact that the coupling originates from atomic scale interactions. This is useful for practical applications, because it allows the fabrication of top and bottom-type spin valves with same exchange properties.

The PdPdMn exchange-couples with both the buffer layer and the top layer of NiFe in the bottom type sample. The $H_{ua}$ of the buffer layer is 320 Oe at 300 K which is close to the expected value[2]. Therefore, the 25 nm-thick PdPdMn has independent exchange coupling with the two different NiFe layers. The estimated critical thickness of our system is 10 nm and so the independent exchange is reasonable.

Low Temperature Behavior

Figure 4 shows the temperature dependence of $H_{ua}$ and $H_c$ of the top type sample between 613K and 5K. The dc transverse susceptibility was also measured below 300K, where an external magnetic field ($\pm 20$ Oe) was applied perpendicular to the pinned direction. The plotted $H_{uo}$ is defined as $M_s$ (saturation magnetization) divided by the susceptibility (Fig. 4). The $H_{ua}$ was found to decrease slightly as the temperature decreased below 400K and increased again as the temperature further decreased below 50 K. On the other hand, $H_{uo}$ and $H_c$ increased monotonously with decreasing temperature. This behavior is different from NiFe/FeMn[11]. In principle, $H_{uo}$ is the best parameter to evaluate exchange coupling[12]. In our case, the increase of $H_{uo}$ with decreasing temperature is thought to come from the increase of $J_k$ and the product of $A$ and $K_u$. $H_c$ is showing stronger temperature dependence than $H_{uo}$, which suggests that $J_k$ increases more rapidly than $A$ and/or $K_u$ with decreasing temperature. $H_{uo}$ and $H_c$ of NiFe may not be simply determined by exchange coupling at very low temperatures.

NiFe Thickness Dependence

In order to investigate the behavior of $H_{ua}$ and $H_c$, we prepared top type samples with different (5, 10, and 20 nm) NiFe thicknesses. Figure 5 shows the temperature dependence of $H_{uo}$ and $H_c$ of these films above 300 K.

Fig. 4. Temperature dependence of $H_{uo}$, $H_c$, and $H_{uo}$ between 5K and 613K. The film structure was Si/Ta/NiFe(20 nm)/PdPdMn(25 nm). The $H_{uo}$ was calculated from saturated NiFe moment and susceptibility.
Fig. 5. The temperature dependence of $H_{an}$ and $H_c$ for top type bilayer films with the structure of NiFe(5, 10 or 20 nm)/PdPtMn(25 nm).

Here, $H_{an}$ and $H_c$ are proportional to the exchange coupling strength, they should be inversely proportional to the thickness of FM layer \[2\]. The 10 nm and 20 nm thick NiFe samples obey this rule, but the 5 nm sample had smaller value of $H_{an}$ than expected. The $H_c$ of all the three samples deviates far from the expected values. At 300 K, the $H_c$ is proportional to $1/t_F^{1.15}$ (Fig. 6).

One of the conceivable origins of this deviation may be an interfacial lattice mismatch. In the ordered AF/FM system, the bilayer films require annealing for crystalline ordering. The AF films convert from cubic to the $L_1_0$ type structure during the heat treatment. The d-spacing of the (111) planes was observed to change from 0.227 nm to 0.224 nm. The lattice parameter of the fcc NiFe is 0.204 nm, therefore, a mismatch of 9% is present between the AF and the FM layers. In the NiFe/FeMn system partial epitaxial growth was reported \[13\]. In our case, the interface of the as-deposited AF and FM layers completely disappears and a new interface is formed during the annealing process \[14\]. This misfit at the interface can strongly affect $H_{an}$ and $H_c$. In lower temperature region the difference of thermal expansions may enhance this tendency.

CONCLUSIONS

The critical thickness of ordered antiferromagnetic materials of PdPtMn for exchange coupling is estimated to be 10 nm and the exchange coupling and anisotropy constants were found to be 60% and 250% larger than that of FeMn at 300K. The blocking temperature for the NiFe/PdPtMn system was 550K, and below this temperature the $H_{an}$ increased rapidly and the $H_c$ had a broad peak. This behavior can be
explained qualitatively by either the thermal fluctuation model of Fulcomer and Charap or the simple exchange coupling model proposed by Mauri et al. The temperature dependence of $H_a$ and $H_c$ cannot be explained by simple exchange coupling phenomena in the temperature region below 400 K. As the temperature decreases, the $H_c$ increases monotonously, and the increase of $H_c$ was stronger than that of $H_a$, whereas the $H_a$ stayed almost constant. At 300K, $H_c$ strongly depended on the NiFe thickness. Interfacial lattice distortion may lead to this characteristic behavior of the PdPtMn/NiFe system.
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Abstract—Mn$_{1-x}$Rh$_x$ alloys were investigated as exchange layers for spin valve sensors. It was found that deposition pressure affects the final composition of the deposited MnRh film. For x = 22 at.%, the exchange coupling constant for a MnRh/CoFe bilayer is 0.20 erg/cm$^2$. The blocking temperature is 235 °C. The approximately linear temperature dependence of the unidirectional exchange field obtained in as-deposited Mn$_{1-x}$Rh$_x$ biased spin valves was improved through short post deposition anneals. A comparative study with MnRhIr and MnIr alloys shows that the MnIr/Co interface has a slightly higher blocking temperature (260 °C) and a narrower distribution of local blocking temperatures, but lower exchange constant. Potentiodynamic polarization scans performed in a sodium sulfate electrolyte show that MnRh films exhibit a good corrosion behavior and the highest free corrosion potential of all the materials tested (MnRh, MnNi, MnIr, NiFe, Co and CoFe). Spin valve sensors with MnRh exchange layers were fabricated and show good thermal stability up to 225 °C.

INTRODUCTION

Spin valve sensors are being actively pursued as read heads for very high density recording[1]. For safe and reliable head performance, spin valve heads should have a thermally stable, corrosion resistant, exchange film to keep the magnetization of the pinned ferromagnetic layer fixed in the transverse orientation. The films must maintain their exchange properties after high temperature processing steps (200-250 °C), and survive any thermal excursions occurring during the life of the head. The thermal stability of the head is controlled by the blocking temperature ($T_B$) at which the unidirectional exchange field ($H_{ex}$) vanishes, as well as by interdiffusion.

In a previous study [2], we have proposed Mn$_{12}$Rh$_{22}$ films as a new exchange material since it requires no post deposition anneal to obtain the antiferromagnetic phase and it leads to sensors with good corrosion properties and good exchange coupling characteristics. The as-deposited Mn$_{12}$Rh$_{22}$ biased spin valve coupon samples were observed to exhibit an approximately linear temperature dependence of the unidirectional exchange field and a blocking temperature of 235 °C. Tsang et al. showed that this type of $H_{ex}(T)$ dependence is representative of a broad distribution of local blocking temperatures ($T_B$) and that it can be improved by narrowing the $T_B$ distribution [3].

In this paper, the effect of post deposition anneal and of substrate bias applied during the exchange film deposition on the $H_{ex}(T)$ dependence is investigated. The effect of the deposition pressure on the composition of the MnRh alloy and its effect on the exchange properties is described. A comparative study with MnIr and MnRhIr biased spin valves is also made. The corrosion behavior of MnRh, MnIr, MnNi, NiFe, Co and CoFe thin films is investigated. The thermal stability of spin valve sensors with MnRh exchange layers is discussed.
EXPERIMENT

The following spin valves were prepared in a load-locked magnetron sputtering system (Nordiko 2000) with a base pressure of $5 \times 10^{-8}$ Torr, onto Si <100> substrates:

A) Ta(78 Å)/NiFe(60 Å)/CoFe(5 Å)/Cu(20 Å)/CoFe(23 Å)/Mn$_{78}$Rh$_{22}$ (170 Å)/Ta(50 Å),
B) Ta(70 Å)/NiFe(40 Å)/CoFe(5 Å)/Cu(20 Å)/CoFe(23 Å)/Mn$_{77}$Rh$_{19}$Ir$_4$ (150 Å)/Ta(50 Å),
C) Ta(70 Å)/NiFe(40 Å)/CoFe(5 Å)/Cu(23 Å)/CoFe(22 Å)/Mn$_{80}$Rh$_{20}$ (150 Å)/Ta(50 Å),
D) Ta(70 Å)/NiFe(40 Å)/Co (5 Å)/Cu(25 Å)/Co (22 Å)/Mn$_{80}$Rh$_{20}$ (199 Å)/Ta(50 Å),
E) Ta(70 Å)/NiFe(40 Å)/Co (5 Å)/Cu(25 Å)/Co (17 Å)/Mn$_{80}$Ir$_{19}$ (192 Å)/Ta(50 Å).

Here, CoFe and NiFe stand for Co$_{90}$Fe$_{10}$ (at.%), and Ni$_{81}$Fe$_{19}$ (at.%). The free and pinned spin valve layers have parallel easy axis induced by a 20 Oe field applied in the film plane during deposition. The starting MnRh and MnIr targets (20 at.% Rh, 20 at.% Ir) were obtained from MITSUI-Japan. Iridium chips were added to the MnRh target to obtain the MnRhIr films. For corrosion tests, MnNi(50 at.% Ni) exchange bilayers were also prepared. In this case, the samples were subject to a 6 hour anneal at 260 °C in a magnetic field after deposition to induce the antiferromagnetic ordered fct phase. Fig. 1 shows the Mn$_{1-x}$Rh$_x$ film stoichiometry (Rutherford Backscattering analysis) as a function of sputtering Ar pressure. The composition of the sputtered alloy is sensitive to the deposition pressure. The percentage x of Rh in the sputtered Mn$_{1-x}$Rh$_x$ films was seen to increase from 19.5 to 22 at.% by lowering the pressure from 4.2 to 3.0 mTorr. A RBS analysis of Mn$_{1-x}$Ir$_x$ films sputtered at 4.5 mTorr from a starting Mn$_{80}$Ir$_{20}$ (at.%) target indicates that x=19 at.%.

To check the thermal stability of the spin valve sensor, MnRh/CoFe biased spin valve coupon samples were annealed for different periods of time in a high-vacuum furnace ($10^{-6}$ Torr) at a temperature $T_A$. After anneal, the samples were furnace cooled to room temperature (RT) in 2 hours. A 500 Oe field was applied parallel to the pinned layer easy axis during the annealing and the cooling. $H_{ax}$ vs temperature was measured in the samples in an Ar flow with a vibrating sample magnetometer (VSM).

Unshielded sensors were fabricated with the sensor element defined by soft sputter etch and the Al contact leads patterned by lift off. Consecutive 5 hours anneals were done under the same conditions as described before. During the magnetoresistance (MR) measurements, the easy axis of both the pinned and free layers as well as the direction of the applied field is kept parallel to the sensor and the coupon samples height.

The corrosion resistance of several exchange materials, MnRh, MnIr and Mn$_{80}$Ni$_{20}$, when coupled with NiFe, Co and CoFe was studied by potentiodynamic polarization experiments carried out in a 0.1 N Na$_2$SO$_4$ electrolyte (pH=7), at a scan rate of 500 µV/s, separately for each of the films. All the exchange materials were tested as deposited except MnNi. The coupon samples used for these experiments had the structure glass/Ta(80 Å)/X(100 Å), X=NiFe, MnNi, MnIr, MnRh, and glass/Y (500 Å), Y= Cu, CoFe. After deposition, their surfaces were protected by photoresist which was then removed shortly before introducing the film in the sodium sulfate solution.

Figure 1. Dependence of x on Mn$_{1-x}$Rh$_x$ with deposition pressure.
RESULTS

The exchange coupling properties of Mn$_{80}$Rh$_{20}$ and Mn$_{81}$Ir$_{19}$ were studied for Ta(80 Å)/NiFe(200 Å)/X(170 Å) (X=Mn$_{80}$Rh$_{20}$, Mn$_{81}$Ir$_{19}$) bilayers. The Mn$_{80}$Rh$_{20}$/NiFe and Mn$_{81}$Ir$_{19}$/NiFe interfaces show an exchange coupling strength ($J_{ex}$) of 0.14 erg/cm$^2$ and 0.12 erg/cm$^2$, respectively. Here $J_{ex}$ is calculated from $J_{ex} = H_{ex}M_Ft_p$, where $M_F$ and $t_p$ are the saturation magnetization and the thickness of the pinned ferromagnetic layer.

Magnetic and transport properties for the five types of spin valves previously described are summarized on Table I. The value for the exchange coupling strength at the Mn$_{x}$Rh$_{1-x}$/CoFe interface is higher for $x=22$ at.% than for $x=20$ at.%. The ferromagnetic coupling field ($H_F$) was also seen to be smaller for the Mn$_{x}$Rh$_{1-x}$/CoFe biased spin valves with the higher concentration of Rh. In the phase diagrams of bulk Mn$_{x}$Y$_{1-x}$ alloys (Y=Rh, Ir) ordered phases develop near 25 at.% Rh or Ir in Mn [4], which leads us to conclude that the better coupling properties obtained for $x=22$ at.% may be due to a higher degree of order.

Figure 2 shows the temperature dependence of the unidirectional exchange field for the Mn$_{78}$Rh$_{22}$/CoFe, Mn$_{80}$Rh$_{20}$/CoFe, Mn$_{80}$Ir$_{20}$/Co, Mn$_{77}$Rh$_{19}$Ir$_{4}$/CoFe and Mn$_{51}$Ir$_{19}$/Co biased spin valve structures, measured in coupon samples. The dashed lines correspond to cycling back the samples to room temperature in the absence of an applied field. For all samples, $H_{ex}$ decreases with increasing temperature, vanishing at a blocking temperature $T_B$ ranging from 225 to 260 °C. The highest $T_B$ is observed for the Mn$_{81}$Ir$_{19}$/Co spin valve. All the samples exhibit an approximately linear $H_{ex}(T)$ dependence suggesting that, for all the cases under study, the unidirectional exchange field is the average of contributions from exchange components with various blocking temperatures $T_B$ below $T_B$ [3][5]. The $H_{ex}$ decreases slower with the temperature for the Mn$_{81}$Ir$_{19}$/Co biased spin valves. This feature suggests a smaller contribution to the $T_B$ distribution from the exchange paths with lower $T_B$ at the Mn$_{81}$Ir$_{19}$/Co interface, compared to the $T_B$ distribution for the Mn$_{80}$Rh$_{20}$, Mn$_{81}$Rh$_{22}$ and Mn$_{77}$Rh$_{19}$Ir$_{4}$ spin valve samples. This narrower distribution of $T_B$ is associated with a sharper, less interdiffused interface [3][5].

<table>
<thead>
<tr>
<th>Spin valve type</th>
<th>$H_{ex}$ (Oe)</th>
<th>$H_F$ (Oe)</th>
<th>$H_{p}$ (Oe)</th>
<th>$H_{ex}$ (°C)</th>
<th>$T_B$ (°C)</th>
<th>$J_{ex}$ (erg/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>546</td>
<td>3.5</td>
<td>77</td>
<td>10</td>
<td>7.45</td>
<td>235</td>
</tr>
<tr>
<td>B</td>
<td>490</td>
<td>2</td>
<td>69</td>
<td>16</td>
<td>7.51</td>
<td>223</td>
</tr>
<tr>
<td>C</td>
<td>442</td>
<td>1.5</td>
<td>81</td>
<td>15</td>
<td>7.55</td>
<td>230</td>
</tr>
<tr>
<td>D</td>
<td>436</td>
<td>2.5</td>
<td>55</td>
<td>12.5</td>
<td>6.93</td>
<td>225</td>
</tr>
<tr>
<td>E</td>
<td>349</td>
<td>1</td>
<td>56</td>
<td>14</td>
<td>5.80</td>
<td>260</td>
</tr>
</tbody>
</table>

Table I. Spin valve properties. $H_F$ and $H_{ex}$ are the coercivities of the free and the pinned ferromagnetic layers, respectively.
Similarly, the slight difference in the \( H_{ex}(T) \) found for the two Mn\(_{78}\)Rh\(_{22}/(\mathrm{Co}\ \text{or}\ \mathrm{CoFe}) \) biased spin valve structures can also be attributed to the existence of a sharper, less interdiffused, Mn\(_{78}\)Rh\(_{22}/\mathrm{CoFe} \) interface. Notice, however, that Mn\(_{78}\)Ir\(_{19}/\mathrm{Co} \) spin valves lose the most of their initial exchange when heated above \( T_B \) and cooled to RT without a field, while for Mn\(_{78}\)Rh\(_{22}/\mathrm{CoFe} \) biased spin valves most of the initial exchange is still recovered.

Fig. 3a shows the effect of short time anneals on \( H_{ex}(T) \) for Mn\(_{78}\)Rh\(_{22}/\mathrm{CoFe} \) spin valve coupon samples (45 minutes, field applied parallel to pinned layer easy axis). No observable difference was seen after doing longer anneals of 5 hours (in the inset). With increasing \( T_A \) the local blocking temperatures distribution was narrowed, as observed by the more rounded \( H_{ex} \) vs T curve. Although no direct proof is presented here, unmixing and/or anneal out of defects at the Mn\(_{78}\)Rh\(_{22}/\mathrm{CoFe} \) interface after cooling back to room temperature appears to be the most plausible explanation for the improvement of the \( H_{ex}(T) \) dependence with the anneals. By weakening the interdiffusion processes and hence acquiring a sharper Mn\(_{78}\)Rh\(_{22}/\mathrm{CoFe} \) interface, the exchange components with lower ordering temperatures are reduced, resulting in a slower temperature decrease of the unidirectional exchange field.

Thin film interfacial interdiffusion is reported to be usually enhanced by application of a substrate bias during the sputter deposition of the exchange layer [6]. Accordingly, one expects to have more exchange components with lower ordering temperatures. This fact seems to be confirmed by our experimental data since by applying bias to the substrate during the deposition of the antiferromagnetic Mn\(_{78}\)Rh\(_{22} \) layer we observe a reduction in the value of the unidirectional exchange field with increasing bias voltage as well as a reduction in the value of the \( T_B \) (\(-10\ \text{oC}\)). However, after anneal, the \( H_{ex}(T) \) dependence is improved in an identical way as for the samples deposited without a bias applied to the substrate (Fig. 3b).

The thermal stability for Mn\(_{78}\)Rh\(_{22}/\mathrm{CoFe} \) biased spin valve unshielded sensors and coupon samples is now analyzed. Fig. 4a shows the MR thermal stability for Mn\(_{78}\)Rh\(_{22} \) biased spin valve sensors after consecutive 5 hours vacuum anneals at a temperature \( T_A \). Sensor trackwidth is 6 \( \mu \text{m} \) and sensor height is 2 \( \mu \text{m} \). The sensors keep an MR signal greater than 90 \% of the initial RT value after vacuum anneals up to 225 \( \text{°C} \). The exchange field dependence on annealing temperature for coupon samples (Fig. 4b) reveals that after cooling from 280 \( \text{°C} \) to room temperature we still recover an exchange field of 335 \( \text{Oe} \) (75\% of the initial \( H_{ex} \) value). Therefore, the MR decrease after anneals above 225 \( \text{°C} \) can not be attributed to a loss of exchange since the exchange field is high enough for the pinned layer to remain in its transverse...
orientation. This can be seen by the linearity of the sensors transfer curves measured at room temperature after cooling from an annealing temperature $T_A$ as high as 280 °C (inset of fig. 4a). The irreversible MR decrease appears to be related to interdiffusion between NiFe and Cu through the 5Å thick CoFe layer which may not constitute a good diffusion barrier [7][8]. The inset of fig. 4b displays the relative MR signal for Mn$_{78}$Rh$_2$/CoFe and Mn$_{80}$Rh$_2$/CoFe biased spin valve coupon samples after being vacuum annealed at different temperatures and during different periods of time. For Mn$_{80}$Rh$_2$ spin valves, a significant difference was observed in the MR value after 45' and 5 hours anneal at 260 °C, which appears to be related to an increase, with time, of the interdiffusion processes that occur at the NiFe/CoFe/Cu interfaces. It was also observed that Mn$_{72}$Rh$_8$/CoFe biased spin valves exhibit a better MR($T_A$) dependence for $x=22$ at.%.

Figure 5 shows the potentiodynamic polarization plots obtained for MnRh, MnIr, MnNi, NiFe, Co and CoFe in a 0.1 N Na$_2$SO$_4$ solution. In the spin valve structure, the exchange films are associated with other materials forming galvanic couples. Since MnRh exhibits the highest free corrosion potential when compared to the other materials present in the spin valve, it is expected a sacrificial effect of the other materials in favor

**Figure 4.a)** MR signal of the Mn$_{80}$Rh$_{20}$ biased unshielded spin valve sensors as a function of anneal temperature $T_A$. The inset shows the MR transfer curves after different anneals. **b)** Exchange field dependence on annealing temperature. The inset displays the relative MR signal measured at room temperature after annealings of 10 hours for Mn$_{80}$Rh$_{20}$ spin valve coupon samples. For Mn$_{80}$Rh$_{20}$ spin valve coupon samples the values obtained after anneals of 45 minutes and 5 hours are also shown.

**Figure 5.** Potentiodynamic polarization plots for MnRh, MnIr, MnNi, NiFe, CoFe and Co done in a 0.1 N Na$_2$SO$_4$ solution.
of a cathodic protection of the MnRh. At the same time, from the three exchange materials tested, MnRh is the one with the highest free corrosion potential. This places this alloy in a better position when compared to the other exchange alloys as far as corrosion is concerned.

CONCLUSIONS

The composition of the exchange material, Mn$_{1-x}$Rh$_x$, obtained from a starting Mn$_{90}$Rh$_{20}$ (at.%) target is sensitive to the deposition pressure: the concentration x of Rh in the sputtered films increases by lowering the pressure. Mn$_{1-x}$Rh biased spin valves exhibit a thermal stability and an exchange coupling strength better for x=22 at.% than for 20 at.%, which could be due to a better ordered structure for x=22 at.. The $H_a(T)$ dependence can be improved through a short annealing under a field applied along the spin valve easy axis. Mn$_{1-x}$Ir$_x$ spin valves were seen to have a narrower $T_B$ distribution related to a sharper Mn$_{1-x}$Ir$_x$/Co interface, but a smaller $J_{ex}$, when compared to the Mn$_{1-x}$Rh$_x$/Co, Mn$_{1-x}$Rh$_x$/CoFe (x=20-22 at.%) or Mn$_{90}$Rh$_{20}$/CoFe interfaces. Mn$_{1-x}$Rh$_x$ (x=20-22 at.%) exhibits the highest free corrosion potential among Mn$_{1-x}$Ir$_x$, Mn$_{90}$Ni$_{50}$, NiFe, Co and CoFe films which places this alloy in a better position as far as corrosion is concerned when coupled with a ferromagnetic material in a spin valve structure.
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ABSTRACT

We have studied the relationship between the hysteresis loop shift \( H_p \), the coercivity \( H_c \) and the effective pinning field \( H_{p0} \) in the F/AF (Ferromagnet/Antiferromagnet) system. \( H_{p0} \) is an effective field exerted on the magnetization of the F layer through the exchange coupling with the AF layer after saturation in the original pinned direction. It is found in NiFe/FeMn systems that \( H_p + H_c = H_{p0} \) no matter how \( H_p \) and \( H_c \) behave individually. \( H_{p0} \) may well be called intrinsic pinning field. Here, we show that, assuming the rotation mechanism for the magnetization process in both F and AF layers, it is generally verified that the switching field at which the magnetization of the F layer starts to rotate \( H_{SW} \) = \( H_{p0} \) by means of multiple variable energy minimization for arbitrary mirror symmetric anisotropy distribution both in direction and in strength in the AF layer, and for arbitrary F-AF coupling strength. Thus, for samples with M-H curve of large squarness, we should have \( H_p + H_c = H_{p0} \). This implies that the rotation magnetization process dominates in the samples following this \( H_{p0} \) relationship, contrary to the fact that domain wall motion dominates in single F layers.

INTRODUCTION

Recently, extensive studies on ferromagnetic-antiferromagnetic (F-AF) exchange coupling have been carried out [1-6] because of its high potential for the applications in both MR and GMR heads. Much attention has been paid to the loop shift \( H_p \) in the pinning direction which is also called exchange bias field \( H_{xb} \), fewer studies have been carried out about the coercivity \( H_c \), and very few studies on the \( H_p \) which we call intrinsic pinning field. \( H_{p0} \) is the effective pinning field in the pinned direction which is defined as the field at which the extrapolation of the initial transverse magnetization curve crosses the saturation magnetization \( M_s \), that is, \( H_{p0} = M_s / \chi_\perp \), where \( \chi_\perp \) is the initial susceptibility in the direction transverse to the pinning direction. Very recently, Qian et al[6] pointed out \( H_p + H_c = H_{p0} \) for the NiFe/NiO system and proposed a model in which the existence of a uniaxial interfacial anisotropy was assumed. We found a similar phenomenon independently. We studied the hysteresis loop shift \( H_p \) and the coercivity \( H_c \) in a NiFe/FeMn(F/AF) system as a function of both AF layer thickness and the coupling strength which is controlled by inserting thin Cu spacer or by changing the degree of contamination of the AF layer. The degree of contamination was controlled by varying the waiting time between the depositions of the F and AF layers. We also measured the intrinsic pinning field \( H_{p0} \). Our results show that \( H_p + H_c = H_{p0} \) no matter how \( H_p \) and \( H_c \) behave individually with the thickness of the AF layer or the coupling strength between the F and AF layer, provided that the hysteresis is small in the transverse direction. We investigated this problem assuming various models for the AF layer: i) single crystal with a single domain with a uniaxial anisotropy; ii) a single crystal with a uniaxial anisotropy forming a planar wall; iii) polycrystalline with arbitrary anisotropies whose easy axes are randomly distributed with mirror symmetry with respect to the easy axis of the F layer. The F layer was assumed to be of a single domain with rotational magnetization process in all cases. For the calculation, multiple variable energy minimization method was employed. The interfacial uniaxial anisotropy assumed by Qian et al[6] is thought to result from the switching of some interfacial spins of the AF layer accompanying the switching of the magnetization of the F layer.
EXPERIMENT

Samples of glass/Ta(10nm)/NiFe(8nm)/FeMn(8nm)/Ta(5nm) and Glass/Ta(10nm)/NiFe(8nm)/Cu(50 nm)/FeMn(8nm)/Ta(5nm) and Glass/Ta(10nm)/NiFe(8nm)/impurity/FeMn(8nm)/Ta(5nm) were prepared by sputter deposition in Argon pressure of 5 mTorr with a base pressure of about 0.3 μTorr. The applied field during the depositions of the films was about 80 Oe. The as-deposited films were measured in the pinning direction to determine their loop shift $H_p$ and coercivity $H_c$. Just following the measurement in the pinning direction, the initial susceptibility $\chi_i$ in the transverse direction as well as the saturation moment $M_s$ was measured to determine the intrinsic pinning field $H_{p0}$ which is $M_s/\chi_i$. All the measurements were carried out with a vibrating sample magnetometer (VSM). A typical hysteresis loop in the pinning direction is shown in Fig. 1. $H_p$ is the shift of the loop from the origin. $H_c$ is the half width of the loop. A typical hysteresis loop in the transverse direction is shown in Fig. 2. We also prepared some samples of Co/NiO system to see if the above relationship would hold or not.

![Fig. 1](image1.png)

![Fig. 2](image2.png)

RESULTS

Fig. 3, Fig. 4 and Fig. 5 show the $H_p$, $H_c$ as a function of $H_{p0}$ for the samples of Glass/Ta(10nm)/NiFe(8nm)/FeMn(8nm)/Ta(5nm), and Glass/Ta(10nm)/NiFe(8nm)/Cu(50 nm)/FeMn(8nm)/Ta(5nm) and Glass/Ta(10nm)/NiFe(8nm)/impurity/FeMn(8nm)/Ta(5nm), respectively. All the data show that no matter how $H_p$ and $H_c$ vary independently, their summation $H_p + H_c$ comes close to the diagonal, showing the relationship $H_p + H_c \approx H_{p0}$ as seen in the graphs.

![Fig. 3](image3.png)
MODELING AND CALCULATION

Model I. Single Domain Model for Both F and AF Layers

First, we assume that both F and AF layers behave as single domain particles, and that both layers have uniaxial anisotropies with their easy axes parallel to each other.

When a field is applied to measure the hysteresis loop as shown in Fig. 6, the energy can be expressed as:

\[ E = K_F V_F \sin^2 \theta - H M_s V_F \cos(\varphi - \theta) + K_{AF} V_{AF} \sin^2 \beta - J A \cos(\theta - \beta), \]

where \( H \) is the applied field, \( M_s \) the saturation magnetization of the F layer, \( K_F \) and \( K_{AF} \) the uniaxial anisotropy constant of the F and AF layers, \( V_F \) and \( V_{AF} \) their volume, \( J \) exchange coupling constant and \( A \) the area of the sample. The angles \( \theta \) and \( \beta \) are the angles of the moments of the F layer and the surface spin of the AF layers making with the easy axis, and \( \varphi \) is the angle of the applied field to the pinning direction as shown in Fig. 6.

When \( \varphi = 0 \), which means that the applied field is in the pinning direction, the first and second derivatives of the energy with respect to the angles \( \theta \) and \( \beta \) are:

\[ \frac{\partial E}{\partial \theta} = K_F V_F \sin 2\theta + H M_s V_F \sin \theta + J A \sin(\theta - \beta) = 0, \]

\[ \frac{\partial E}{\partial \beta} = K_{AF} V_{AF} \sin 2\beta - J A \sin(\theta - \beta) = 0, \]

\[ \frac{\partial^2 E}{\partial \theta^2} = 2 K_F V_F \cos 2\theta + H M_s V_F \cos \theta + J A \cos(\theta - \beta), \]

\[ \frac{\partial^2 E}{\partial \beta^2} = 2 K_{AF} V_{AF} \cos 2\beta + J A \cos(\theta - \beta), \]

\[ \frac{\partial^2 E}{\partial \theta \partial \beta} = -J A \cos(\theta - \beta). \]

The switching field \( H_{sw} \) is defined as the field when the magnetization starts to rotate as shown in Fig. 7.

The stable conditions are:

\[ \left( \frac{\partial^2 E}{\partial \theta^2} \right) > 0, \quad \left( \frac{\partial^2 E}{\partial \beta^2} \right) > 0 \quad \text{and} \]

\[ \left( \frac{\partial^2 E}{\partial \theta \partial \beta} \right)^2 - \left( \frac{\partial^2 E}{\partial \theta^2} \right) \left( \frac{\partial^2 E}{\partial \beta^2} \right) > 0. \]

For \( \theta = 0, \beta = 0 \), we get:

\[ H > H_{sw} = \frac{2 K_F}{M_s} \left[ 1 + \frac{1}{2 K_F t_F \left( \frac{1}{2 K_{AF} t_{AF}} + \frac{1}{J} \right)} \right]^{-1}. \]
\[ H_{sw} = -H_k - \frac{J}{M_s t_F \left(1 + r\right)} \] (9)

where \( H_k = 2K_F/M_s \), \( r = J/2K_{AF} t_{AF} \) with \( t_s \) and \( t_{AF} \) denoting the thickness of the F and AF layers, respectively.

For, \( \theta = \pi, \beta = 0 \) stable if \( r < 1 \) and \( H < H_k - \frac{J}{M_s t_F \left(1 - r\right)} \). For \( r > 1 \), with the switching of the magnetization, the AF spins also switch, making \( \theta = \pi \) and \( \beta = \pi \) for which the stable condition is \( H < H_k + \frac{J}{M_s t_F \left(1 + r\right)} \), which will result in the coercivity enhancement as will be discussed later.

When \( \varphi = \pi/2 \), which means that the applied field is in the transverse direction, the first derivatives with respect to the angles \( \theta \) and \( \beta \) should be zero:

\[
\frac{\partial E}{\partial \theta} = K_F V_F \sin 2\theta - H M_s V_F \cos \theta + J \cos (\theta - \beta) = 0, \quad (10)
\]

\[
\frac{\partial E}{\partial \beta} = K_{AF} V_{AF} \sin 2\beta - J \cos (\theta - \beta) = 0. \tag{11}
\]

For infinitesimal changes of \( H, \theta \) and \( \beta \):

\[
2K_F V_F \cos 2\theta \delta \theta + H M_s V_F \sin \theta \delta \theta - H M_s V_F \cos \theta \delta H + J \cos (\theta - \beta) (\delta \theta - \delta \beta) = 0, \tag{12}
\]

\[
2K_{AF} V_{AF} \cos 2\beta \delta \beta - J \cos (\theta - \beta) (\delta \theta - \delta \beta) = 0. \tag{13}
\]

From the above two equations, we obtain:

\[
\delta H = \frac{1}{M_s V_F \cos \theta} \left( 2K_F V_F + H M_s V_F \sin \theta + \frac{J \cos (\theta - \beta)}{J} \cdot 2K_{AF} V_{AF} \cos 2\beta \right) \delta \theta. \tag{14}
\]

By definition:

\[
H_{\rho 0} = \left( \frac{\partial H}{\partial \theta} \right) \quad \text{at} \quad \theta = 0, \beta = 0.
\]

Thus \( H_{\rho 0} = \frac{2K_F M_s}{1 + \frac{1}{2K_F t_F} \left( \frac{1}{2K_{AF} t_{AF}} + \frac{1}{J} \right)^{-1}} \), or \( H_{\rho 0} = H_k + \frac{J}{M_s t_F \left(1 + r\right)} \). (15)

It is seen that \( H_{\rho 0} \) shown in equation (15) has the same formula as the \( H_{sw} \) shown in equation (9).

**Model II. AF Layer with planar wall**

In this case, spins at the top surface of the AF layer are assumed frozen, while spin fanning exists inside the AF layer when the spins at the bottom surface of the AF layer rotate along with the rotation of the magnetization of the F layer under an applied field as shown in Fig. 8.

Following Mauri [2], when the applied field \( H \) is in the direction with an angle \( \varphi \) to the pinning direction, the energy per unit area of this F-AF coupled system is:

\[
E = 2\left[ A_{AF} K_{AF} (1 - \cos \alpha) + J \left[ \cos (\theta - \alpha) \right] + K_F t_F \sin^2 \theta + H M_s \left[ 1 - \cos (\varphi - \theta) \right] \right]. \tag{16}
\]

where \( A_{AF} \) and \( \alpha \) are the exchange stiffness and the bottom surface spin angle of the AF layer.

Following all the same procedures described above, \( H_{\rho 0} \) and the switching field \( H_{sw} \) can be found for \( \varphi = \pi/2 \) and \( \varphi = \pi \) as:

\[
H_{\rho 0} = -H_{sw} = \frac{2K_F M_s}{1 + \frac{1}{2K_F t_F} \left( \frac{1}{2A_{AF} K_{AF}} + \frac{1}{J} \right)^{-1}}, \tag{17}
\]

or:

\[
H_{\rho 0} = H_k - \frac{J}{M_s t_F \left(1 - r\right)} \].
or \( H_{p0} = -H_{sw} = H_k + \frac{J}{M_s t_F} \left( \frac{1}{1 + r'} \right) \). (18)

where \( H_k = 2K_F/M_s \), \( r' = J/2\sqrt{\lambda_{AF} K_{AF}} \).

In the above two special cases, the easy axis of the AF layer is assumed to be parallel to the easy axis of the F layer. For a general case, the AF layer is thought to be composed of particles with their easy axes randomly distributed. Here, we impose a mirror symmetricity with respect to the easy axis of the F layer which is still fairly general. The anisotropy energy of each AF particle is assumed to be a general function of the angle its bottom spin makes with its easy axis.

When the applied field \( H \) is in the direction with an angle \( \phi \) to the pinning direction as shown in Fig. 9, the total energy of the system is:

\[
E = K_F V_F \sin^2 \theta - HM_s V_F \cos(\phi - \theta) - \sum_i J_i A_i \cos(\theta - \alpha_i - \phi_i) + \sum_i K_{AFi} V_{AFi} f(\phi_i),
\]  

(19)

where \( K_{AFi} \) and \( V_{AFi} \) are the anisotropy constants of the \( i \)th AF particles.

Making use of the multiple variable minimization technique, the stable condition for \( \phi = 0 \) can be proven to be:

\[
\frac{\partial^2 E}{\partial \phi^2} > \sum_i \left( \frac{\partial^2 E/\partial \phi_i \partial \phi_i}{\partial^2 E/\partial \phi_i^2} \right)^2 \quad \text{and} \quad \frac{\partial^2 E}{\partial \phi_i^2} > 0. \quad (20)
\]

Making use of the above conditions and following the same procedures described earlier, we can find

\[
H_{p0} = -H_{sw} = \frac{2K_F}{M_s} \left[ 1 + \frac{1}{2K_F V_F} \sum_i \left( \frac{1}{K_{AFi} V_{AFi} f''(\phi_i)} + \frac{1}{J_i A_i \cos(\alpha_i - \phi_i)} \right)^{-1} \right], \quad (21)
\]

where \( f''(\phi) \) denotes the second derivative of \( f(\phi) \) to \( \phi \). The angle \( \phi \) is determined by the conditions that all the first derivatives with respect to all the angles \( \theta \) and \( \phi_i \) are zero.

**DISCUSSION**

As is shown above, if we assume that the magnetization of the F layer switches by coherent rotation, any F/AF coupled system should hold the relationship \(|H_{sw}| = H_{p0}| \). Therefore, the observed relationship implies that when a reverse field is applied to the system, the magnetization switches its direction from positive to negative soon after the magnetization starts to rotate. More
detailed analysis [7] assuming a uniaxial anisotropy for the AF layer showed that this situation occurs when there exists distribution in the easy axis direction, especially when the distribution is random, which is very likely to occur in the structures of actual samples.

As seen from the analysis of model I, the AF spins do not switch with the switch of the magnetization if $r<1$. Therefore the coupling does not result in any coercivity enhancement. For $r>1$, however, the AF spins switch with the switch of the magnetization, resulting in the coercivity enhancement of $J/M_F(1+r)$ without giving any pinning effect. Therefore, if we have a distribution in $r$ value, some of the AF spins switch and some remain with the switching of the magnetization of the F layer. Thus it is thought that this $J/M_F(1+r)$ part is responsible for the surface uniaxial anisotropy effect introduced by Qian, et al.[6].

It was reported that NiFe/NiO system also abide by the relationship[6]. We have confirmed that some samples of NiFe/NiMn system also follow this relationship too[5]. However, the samples of Co/NiO system did not show the relationship as shown in Fig. 9. Clearly, $H_{po}$ is much greater than $H_{s}+H_c$. It is observed in Co/NiO system that $H_s$ in the pinning direction and in transverse direction are much higher than $H_c$. This implies that the coherent rotation model for the F layer will no longer valid. The domain wall motion may still dominate in the Co/NiO system or that significant local anisotropies exist in the Co/NiO system which will greatly reduce the initial susceptibility in the transverse direction, although thorough investigation is still necessary to make it clear.

CONCLUSIONS

We have measured $H_{po}$, $H_s$ and $H_c$ of the samples of structures Glass/Ta(10 nm)/NiFe(8nm)/FeMn($t_{FeMn}$/5nm)/Ta(5nm), Glass/Ta(10nm)/NiFe(8nm)/Cu($t_{Cu}$)/FeMn(8nm)/Ta (5nm) and Glass/Ta(10nm)/NiFe(8nm)/impurity/FeMn(8nm)/Ta(5 nm). It was found that $H_{po}$ = $H_s$ + $H_c$ no matter how $H_s$ and $H_c$ vary individually with the change of $H_{po}$. Assuming a coherent rotation for the magnetization of the F layer, we have proven that $|H_{rot}| = H_{po}$ holds for any F/AF coupled system. Exactly speaking $|H_{rot}| \leq H_s + H_c$. However, detailed numerical analysis showed $|H_{rot}| \equiv H_s + H_c$ if AF layer is assumed to be composed of particles having uniaxial anisotropies with their easy axes randomly distributed as will be the case in actual samples. The observed relationship $H_{po} = H_s + H_c$ for actual samples of NiFe/FeMn system is thought to be explained along this line. But this relationship does not hold for the systems with large coercivity in the transverse direction such as NiO/Co, for which the coherent rotation model for the F layer will no longer be valid. No definite answer has been found and further investigations are needed.
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ABSTRACT

The affect of dislocations on the elementary events of the magnetization reversal processes in exchange-biased NiFe/NiO bilayer films and in free NiFe films grown on MgO substrates were investigated using the magneto-optic indicator film technique and vibrating sample magnetometry. It was revealed that dislocations not only influence the spatial distribution of spins, resulting in their inhomogeneous rotations during remagnetization, but also stipulate the formation of unusual quasi-one-dimensional domains localized on dislocation slip planes. Asymmetry in the dislocation activity as domain wall nucleation centers was investigated, and possible reasons for the revealed phenomena are discussed.

INTRODUCTION

As is well known, the processes of magnetization reversal in traditional bulk ferromagnetic materials cannot be described without taking into account the influence of crystal lattice defects. It has been shown that the characteristics of magnetization curves of real crystals significantly depend on the magnetoelastic energy, which is determined by the change of the relativistic and exchange interactions under the influence of spatially inhomogeneous internal stresses. Dislocations are the most important sources of internal stresses, since each of them produces a slowly-decreasing long-range stress field. Consequently, theories are being developed in ferromagnets [1,2] to explain the effect of dislocations on the processes of magnetization rotation and of domain-wall motion. Direct experimental study of the influence of individual dislocations on these processes has shown [3 - 5] that the dislocation induces an inhomogeneous distribution of the magnetization vectors around it, affects the rotation of these vectors under the action of an external magnetic field, determines the kinetics of spin reorientation phase transformations, and acts as a pinning center for domain wall motion.

Until now, the influence of dislocations (and other crystal defects) on the properties of modern magnetic nanostructured materials has not been studied. In exchange-bias films, for example, most attention in the past has been focussed on interface roughness [6] effects in order to explain the difference between theory and experiment of the exchange anisotropy field, H_E. In the present report, we show experimental data that crystal lattice defects and, in particular, dislocations dramatically influence the magnetization reversal processes in thin NiO/NiFe bilayers.

EXPERIMENTAL METHODS

NiO (50 nm)/NiFe (10 nm) bilayers were grown by ion beam sputtering onto single crystal (001) MgO and onto polycrystalline Si substrates [7]. NiFe (50 nm) films grown onto (001) MgO or onto Si without NiO buffers were also prepared. Both uniaxial (in NiFe films) and unidirectional (in NiO/NiFe films) anisotropy was induced during deposition by means of
permanent magnets producing a uniform bias field, $\mu_0 H = 30 \text{ mT}$ in the plane of the substrate. In this paper we will examine films where this bias field was along either the $<110>$ or $<100>$ sample direction.

Macroscopic hysteresis loops of the films were measured at room temperature with a vibrating sample magnetometer (Fig.1). Optical reflecting microscopy and a photoelasticity method [8] were used to reveal the crystal lattice defects in the films. The magnetization reversal processes in the samples were studied using the magneto-optical indicator film (MOIF) technique [9]. This latter technique utilizes a Bi-substituted iron garnet film with in-plane anisotropy, which is placed on the sample. Polarized light passes through the indicator film and is reflected back by an Al underlayer covering the bottom surface of the film. The polarization of the passed light experiences a Faraday rotation through an angle proportional to the component of the local magnetic field parallel to the light propagation direction. When the polarizing prisms in the microscope are slightly uncrossed the bright or dark variations of the image represent the variations of the stray field component pointed up or down. The resulting Faraday portrait contains information about the domain structure as well as about defects in the crystal structure, which affect the spin distribution in the sample.

RESULTS AND DISCUSSIONS

Fig.2a shows NiFe surface steps revealed in reflected light on the NiO/NiFe bilayer epitaxially deposited onto MgO (001). They are created by the intersection of screw dislocation slip planes with the top NiFe surface. Fig.2b shows a birefringence picture of the same area due to effective internal microstresses caused by edge dislocations aligned along (110) and (110) slip planes. Both screw and edge dislocations were introduced into the MgO substrate while cleaving the substrate prior to the bilayer deposition. The steps on the top NiFe surface indicate that these MgO dislocations propagated during the deposition through the NiO and NiFe layers and, hence, these screw dislocations also introduced steps into the interface of the bilayer.

Fig.2. (a) Surface steps revealed in reflected light on MgO/NiO/NiFe and (b) a birefringence picture of the same sample region.
Fig. 3. MOIF images of the same sample region during the [110] unidirectional-axis remagnetization in the MgO(001)/NiO/NiFe sample. Applied field $\mu_0H = -3.0$ (a), $+1.6$ (b), $-6.2$ (c), and $-6.4$ mT (d). Arrows (here and in the following Figures) indicate the local magnetization directions.

The MOIF images shown in Fig. 3 illustrate the behavior of the domain structure in the biased MgO(001)/NiO/NiFe sample during reversal of its magnetization along the [110] unidirectional axis. The sample was first magnetized to saturation with the field $\mu_0H = -30$ mT aligned opposite the direction of the unidirectional anisotropy. The MOIF image of the saturated sample (not shown) was homogeneous and only stray magnetic fields at the sample edge were revealed (as a black band). As the applied field was decreased, incoherent rotation of the magnetization occurs (Fig. 3a), resulting in an inhomogeneous distribution of spins which is entirely associated with the dislocation structure of the sample (compare with Fig. 2). Upon increasing the applied field in the reverse sense, a large amount of domain nucleation occurs at the dislocation slip planes and at their intersections (Fig. 3b). These new domains grow slightly until domain wall annihilation occurs. At this point, the domains disappear, and an inhomogeneous distribution of magnetization similar to that shown in Fig. 3a appears.

At the last stage of the remagnetization, an unexpected effect of dislocations on the magnetization near saturation of the bilayer is revealed. Fig. 4 shows for this case, that specific quasi-one-dimensional domains exists at the (110) edge dislocation slip planes. Moreover, remagnetization is accompanied by the vertical motion of domain walls along the band domains. Their magneto-optical contrast is changed, indicating reversal of the magnetization in the domains. These dislocation microdomains remain up to higher fields.
Fig. 4. MOIF images of microdomains localized on the edge dislocation slip planes in the same region of the MgO(001)/NiO/NiFe sample. Applied field $\mu_0H = +3$ mT (a), $+4.2$ (b), and $+6.9$ (c).

For magnetization reversal in the opposite direction, the domain structure changes in a similar fashion to the above picture. However, nucleation of reversed-phase domains occurs at different local centers (Fig. 3c, d). In addition, nucleation starts at a larger absolute value of the reversed applied field because the applied field in this direction must overcome the unidirectional anisotropy. Consistent with this behavior, an asymmetric hysteresis loop is observed (Fig. 1a). This loop exhibits an exchange shift $\mu_0H_E = 3.5$ mT and coercive field $\mu_0H_C = 4$ mT.

In the NiO/NiFe bilayer having a [110] unidirectional anisotropy axis the most significant feature of the remagnetization process is the complicated domain structure resulting from the strong influence of edge and screw dislocations on both spin rotation and domain nucleation and growth. In fact, it is observed that the dislocations pin these domain walls so effectively that the domain sizes do not exceed the spacing between neighboring dislocation slip planes. It should be emphasized that while the screw dislocations introduce inhomogeneous internal stresses and additionally create steps at the NiO/NiFe interface (which can frustrate the interface NiO/NiFe magnetization vectors), the edge dislocations introduce only inhomogeneous internal stresses. This difference suggests that the induced inhomogeneous magnetic anisotropy due to magnetoelastic interactions plays an important role in the remagnetization of the bilayer. Similar domain behavior was observed for in-plane remagnetization in any other direction. For remagnetization along a hard-axis no shift in the hysteresis loop was observed, and the coercivity was very small.

Fig. 5. MOIF images of the [100] unidirectional axis magnetization reversal in the MgO(001)/NiO/NiFe sample: (a) $\mu_0H = -4.2$ mT and (b) $\mu_0H = +1.5$ mT.
When an unidirectional anisotropy was induced along the [100] direction in the NiO/NiFe bilayer, the dislocations also stimulate domain nucleation and impede domain wall motion. However, in this case the domain walls can more easily overcome the dislocations barriers and therefore, the domain sizes are larger (Fig.5). Compare, for example, Figs.2 and 5. It is obvious from Fig.5 that the domains in the [100] biased bilayer can grow to sizes much larger than the dislocation slip planes spacing. The measured unidirectional exchange field ($\mu_0 H_E = 2\, \text{mT}$) and coercivity ($\mu_0 H_C = 2.6\, \text{mT}$) of this bilayer are smaller than that in the NiO/NiFe bilayer with a [110] unidirectional biased axis. This means that the reversal process depends on the relationship between the unidirectional and an induced anisotropies.

The MOIF images of the domain structure taken during the [110] easy-axis magnetization reversal of a free NiFe layer (grown on MgO (001) without a NiO buffer) in two opposite directions are shown in Fig.6. The dislocation structure of this sample is also similar to the one shown in Fig.2. As is obvious, there is no strong dislocation influence on the domain structure of the free NiFe layer. This is due to an almost zero magnetostriction in the NiFe. Domains nucleate and disappear, as a rule, at film edges for both field directions due to a minimization of stray fields at edges. Remagnetization proceeds by the growth of domains over the whole sample. Though these particular patterns were obtained for the 50 nm thickness NiFe, such a behavior is typical for free ferromagnetic films with different thicknesses [10].

Comparison of the domain structure behavior in the free ferromagnetic film (Fig.6) with that in the exchange-biased film (Fig.3) led us to propose that dislocations in the NiO/NiFe bilayer influence primarily the spin configurations in the antiferromagnetic layer. This antiferromagnetic layer, however, affects the behavior of spins in the ferromagnetic layer. To confirm this proposition, we show in Fig.7 the domain patterns taken during remagnetization of a
polycrystalline NiO/NiFe bilayer (Fig. 7a) and a free NiFe layer (Fig. 7b) deposited on Si substrates. It is obvious that the domain structure in the polycrystalline NiO/NiFe bilayer is complicated and fine-scaled. On the contrary, in the polycrystalline NiFe layer, the remagnetization proceeds by the motion of almost rectilinear domain walls with cross ties over large distances. It does indicate that the polycrystalline structure in the NiO affects the magnetization reversal process in the bilayer.

CONCLUSION

The processes of incoherent spin rotation and of domain nucleation and growth are strongly governed by the dislocation structure of the NiO/NiFe bilayer. It was found that this dislocation influence is effective even for ferromagnetic films with almost zero magnetostriction because the influence on the bilayer reversal is realized through the antiferromagnetic layer. Therefore, in order to describe the reversal of the exchange-biased film it is necessary to take into account the details of the crystalline and spin structures of the antiferromagnetic layer.
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ABSTRACT

In the quest for giant magnetoresistance exchange biased spin valves, the exchange coupling at the interface between the ferromagnetic layer and the antiferromagnetic layer is critical. We have correlated the exchange property, in ion beam deposited Ta (50Å) / NiFe (xÅ) / FeMn (yÅ) / Ta (50Å) layers, as a function of the deposition gas species, beam energy, deposition angle and resultant interface structures. High-resolution transmission electron microscopy was employed to understand the role of interface roughness, grain size of individual layers, towards optimization of the exchange behavior. Under certain conditions, exchange fields >300 Oe were consistently obtained for NiFe and FeMn thickness of 50Å and 100Å respectively. To the best of our knowledge, exchange-coupling strength of 0.25 ergs/cm² so obtained is the highest for such structures.

INTRODUCTION

For high-density magnetic recording, magnetoresistive heads are replacing inductive heads as the read back transducer [1]. The associated domain wall movement gives rise to Barkhausen noise that can be suppressed using a longitudinal bias field. The use of an antiferromagnetic layer which exchange couples with the ferromagnetic layer is capable of providing this longitudinal bias field [2,3]. It has also been demonstrated that the future of high-density recording will be giant magnetoresistance (GMR) exchange biased spin valves in which the exchange biasing material also pins the pinned layer [4]. Of the exchange biasing materials, FeMn and NiO are the most common [5]. NiO suffers from its low interfacial exchange energy of 0.059 ergs/cm² that makes it unfavorable to narrow track applications. IrMn is showing promising properties with good exchange fields when coupled with Co90Fe10 as also good corrosion resistance and thermal stability [6]. In spite of its poor corrosion resistance and poor thermal stability with a blocking temperature of 150°C, FeMn is by far the best because of the large exchange field (Hₑₑ) of the pinned layer and the ease of deposition of thin films. It has been reported that FeMn has to be grown on a suitable face-centered-cubic (fcc) NiFe layer for achieving exchange coupling with an increased easy-axis Hₑ and Hₑₑ in the pinned layer [7]. Various methods have been used to stabilize the fcc γ phase of FeMn needed for the high Hₑₑ [8]. Studies have shown that promotion of (111) texture of NiFe in ion beam sputtered NiFe/FeMn films have decreased the pinned layer Hₑ [9]. The mechanism and conditions that produce strong exchange bias is not clearly understood, although it has been known that extrinsic properties of the antiferromagnetic layer such as grain size, domain size and interface roughness are likely to influence the response of the ferromagnetic layer.

As part of a broad investigation on ion beam deposited GMR films, the present study focuses on the effect of different gas species, beam energy and deposition angle on exchange property and its correlation with the microstructure of the multilayer, especially high-resolution transmission electron microscopy (HRTEM). The advantages of ion beam deposition include ultra-high...
vacuum conditions, process control flexibility, minimized contamination and hence excellent film quality.

EXPERIMENTAL PROCEDURE

The different films were grown on a Veeco IBD 210 three-target tool without exposing the individual layers to atmosphere. The base pressure of the system was better than $1.0 \times 10^{-5}$ torr while the process pressure was $3.0-5.0 \times 10^{-5}$ torr. Figure 1 shows schematically, the geometry of the chamber layout.

The primary ion source is the RF 210, which is a three-grid source such that a low beam divergence provides optimized beam focus for deposition without grid sputtering from charge exchange ions and for optimal beam confinement on the target. The RF 210 allows operation of the source with ultra low grid intercept current at less than 1% of the beam current to form high purity films. The Ta, NiFe and FeMn targets, 7.5 inch x 8 inch in size, were bombarded with a focused ion beam extracted from the deposition source at energy up to 1000 eV and sputtered material was deposited on silicon substrates which were pre-cleaned by ion beam generated from the assist source. Different gas species (Ar and Xe), ion beam parameters (500 to 1000 eV) and source-target-substrate geometry were used to investigate the correlation between film properties and process conditions. In this study the effect of fixture angle was examined, in particular 15° and 45°. The fixture angle is defined as shown in the schematic drawing of figure 1.

In all cases films were grown in a magnetic field of 50 Oe.

![Figure 1: Schematic of IBD chamber](image)

Magnetic measurements were made with a vibrating sample magnetometer. High-resolution cross-sectional transmission electron microscopy samples were prepared by making slices, dimpling and ion milling. A Philips CM20 TEM was used to record images in high-resolution mode.

RESULTS AND DISCUSSION

Figures 2 through 4 show cross-sectional HRTEM images of Si/ Ta 50 Å/ NiFe 50 Å/ FeMn 100 Å/ Ta 50 Å deposited at a fixture angle of 15° under different process conditions. The sample shown in Figure 2 was grown using Ar as the process gas at 1000 eV beam voltage and it can be seen that the NiFe layer is highly crystalline showing the presence of large columnar grains. Figures 3 and 4 shows similar TEM images in which the films were deposited using Xe as the process gas at beam voltages of 1000 eV and 500 eV respectively. In figures 3 and 4, the NiFe layer is thinner than with Ar and is highly crystalline showing the presence of smaller columnar...
grains. The thickness of the NiFe film using Argon is much higher than with Xenon as can be seen in the cross-sectional images while that of Ta is remarkably the same for both gas species. The samples in figures 3 and 4 are very similar, e.g., NiFe layers show strong horizontal fringes, except that the NiFe/FeMn interface appears smoother at 1000 eV beam voltage than at 500 eV.

Figure 2: TEM Micrograph of 072297-02, Ar, 1000 eV

Figure 3: TEM Micrograph of 073097-04, Xe, 1000 eV
Figure 4: TEM Micrograph of 073097-06, Xe, 500 eV

Figure 5: Vibrating Sample Magnetometer plot of Ta 50Å / NiFe 50Å / FeMn 100Å / Ta 50Å

Figure 5 shows a vibrating sample magnetometer plot of Ta 50Å/NiFe 50Å/FeMn 100Å/Ta 50Å. The exchange field, $H_{ex}$, is over 300 Oe while the coercivity, $H_c$, is less than 10 Oe. The $H_{ex}$ reported in this study is more than twice that reported in films grown by magnetron sputtering [10].

Figures 6 and 7 shows the change in exchange field as a function of the NiFe thickness (FeMn constant at 100 Å) and the FeMn thickness (NiFe constant at 50 Å) respectively. It is clear that an increase in the ferromagnetic layer thickness causes the exchange field to decrease monotonically, while a change in the antiferromagnetic layer thickness has only a minor effect, it
appears that this peaks at a FeMn thickness of 100 Å. The reason for this peak is not well understood.

**Figure 6:** Exchange Field vs. NiFe thickness, FeMn 100 Å, Xe, 1000 eV

**Figure 7:** Exchange Field vs. FeMn thickness, NiFe 50 Å, Xe, 1000 eV

**Figure 8:** Exchange Field of NiFe 50 Å/FeMn 100 Å, 45 degrees.

**Figure 9:** 1/t (NiFe) vs. Exchange Field, FeMn 100 Å, Xe 1000 eV. Exchange Coupling Strength is 0.25 ergs/cm².

Figure 8 shows the change in exchange field as a function of beam voltage for both Ar and Xe gas species in samples with a constant NiFe thickness of 50 Å and FeMn thickness of 100 Å.
For beam energies of 500 eV and 750 eV, the exchange fields are similar using Ar and Xe. However, at a beam voltage of 1000 eV we notice a rather large difference for the two gas species with higher exchange fields using Xe. If we correlate this with the HRTEM images we can see that the drop in exchange field with Ar may be related to the larger thickness of the NiFe layer; work is in progress to fully understand the reasons for this difference. Figure 9 shows a plot of the exchange field as a function of the inverse thickness of NiFe at a FeMn thickness of 100 Å, using Xe as the process gas and a beam voltage of 1000 eV. The slope of the graph gives the exchange coupling strength to be 0.25 ergs/cm² that is the largest value to the best of our knowledge.

CONCLUSION

The process gas species used for ion beam deposition of exchanged biased layers has an influence on the magnetic properties of the thin films formed. We have successfully demonstrated the ability to produce exchange fields of more than 300 Oe in a multilayer consisting of Ta 50 Å/NiFe 50 Å/FeMn 100 Å/Ta 50 Å, using Xe as the process gas and a beam energy of 1000 eV. These conditions also gave rise to an exchange coupling strength of 0.25 ergs/cm² that is the largest value to the best of our knowledge. The exchange field decreases with increase of beam energy over 750 eV using Ar as the process gas. HRTEM has shown that the use of Xe gives smoother, well-defined interfaces in the multilayer.
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ABSTRACT

The requirement that a magneto-resistive(MR) head dissipate the heat produced by a resistive heating in the sensing element without excessive temperature rise is one of the factors limiting the electric current density in the head [1]. This, in turn, limits the signal to noise ratio attainable for a particular head design. Moreover, unreleased local heating will deteriorate high sensitive MR head unless a careful thermal management is included in the design process. The purpose of this investigation is to determine thermal conductivity of heat dissipation material AlN by using a new technique, which has been demonstrated to be useful for measuring thermal conductivity coefficient for a variety of insulator thin film layers. In this experiment AlN material was shown to have a better heat dissipation performance than that of Al₂O₃ which is currently used in the MR head industry.

INTRODUCTION

In MR recording heads, in addition to the field sensing layer, there are many other layers with different functionality. The dissipation layer is critically required to reduce excessive temperature rise generated by resistive heating. Therefore the requirement of dissipation layer must satisfy both isolating MR sensor from metallic heat-sink and spreading heat from sensor to shield effectively [2]. The applicable approaches could be to use a high heat conductivity material AlN layer for replacing present Al₂O₃ layer. AlN is well known for its high thermal conductivity and dielectric strength(see table-I), sintered AlN has been used in the semiconductor industry as substrates for integrated circuits [3]. It can become a potential candidate of dissipation layer for replacing Al₂O₃ in MR recording heads due to its several characteristics, such as good heat conduction, high dielectric strength and controllable deposition process.

<table>
<thead>
<tr>
<th>Name</th>
<th>BN</th>
<th>AlN</th>
<th>Al₂O₃(α)</th>
<th>Diamond</th>
<th>BeO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity W/m.K(25 °C)</td>
<td>1300</td>
<td>320</td>
<td>35</td>
<td>2000</td>
<td>380</td>
</tr>
<tr>
<td>Dielectric Strength kV/cm(25 °C)</td>
<td>2000</td>
<td>170</td>
<td>100</td>
<td>40000</td>
<td>100</td>
</tr>
<tr>
<td>Thermal expansion x10⁻⁷°C(25-400°C)</td>
<td>1.2</td>
<td>2.6</td>
<td>5.6</td>
<td>0.8</td>
<td>8.0</td>
</tr>
<tr>
<td>Hardness (kG/mm²) Knoop-type</td>
<td>4500</td>
<td>1200</td>
<td>1370</td>
<td>5700–10400</td>
<td>1250</td>
</tr>
<tr>
<td>Crystal structure</td>
<td>h:a=2.5</td>
<td>h:a=3.1</td>
<td>h:a=4.8</td>
<td>c:a=3.6</td>
<td>h:a=2.7</td>
</tr>
<tr>
<td>Lattice constant(Å)</td>
<td>c=4.2</td>
<td>c=4.98</td>
<td>c=13.0</td>
<td></td>
<td>c=4.4</td>
</tr>
<tr>
<td>metastable phase</td>
<td>c:a=3.6</td>
<td>c:a=4.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table-I Properties of selected materials with large thermal conductivity[3-5]
A special technique was developed for nitride thin film thermal conductivity measurement. Basically we can utilise thin metallic wire as a heater as well as a temperature sensor to perform heat conductivity measurement due to the fact that the metal resistivity change $\Delta \rho$ varies linearly with its changed temperature $\Delta T$, i.e., $\Delta \rho \propto \Delta T$. The thin metallic wire can be heated up by resistive heating. Heat generated by the metallic wire is conducted through the thin AIN film to a large substrate, which acts as a ideal heat sink. With this model, the thermal conductivity of AIN could be measured with equation (1) by using testing device as shown in figure-1[12].

$$K = \frac{I_1^2R_1 - I_2^2R_2}{(R_1 - R_2) \frac{R_p \Delta \delta}{A}}$$

(1)

Where $R_0$ is metal wire resistance at room temperature, $R_1$ and $R_2$ are resistance corresponding to different temperature $T_1$ and $T_2$, and $\Delta T = T_1 - T_2$. $A$ is total area of top heating wire, $\delta$ is nitride film thickness (~1000Å) and thermal coefficient of metal $\alpha$ can be obtained through an independent $R$-$T$ characterisation[12]. With this technique, essential experimental data will be obtained to demonstrate that AIN insulating layer performs higher thermal conductivity than Al$_2$O$_3$.

EXPERIMENT

In this experiment, the film was deposited by reactive magnetron sputtering[6~10]. Reactive magnetron sputtering can use a pure Aluminium ingot (99.999%) as target and N$_2$ with Ar as sputtering gas to achieve amorphous like AIN film without heating up the substrate. The pressure of Ar and N$_2$ mixture was 40mTorr. Deposition rate of AIN and metallic NiFe layer is around 2.5Å/sec and 1.2Å/sec, respectively. Patterning of the film was performed using ion-milling etching at 1.5~2Å/sec removing rate. Ultrasonic wire bonder was employed to bond wire to metallic film for electrical measurement.

We have performed material characterisation on AIN film. The surface roughness of AIN film was analysed by AFM and the composition was studied by XPS. We first deposited a 1000Å thick AIN film on the top of Si(100) substrate and another 1000Å metallic was deposited on the top of AIN film with Ni$_{80}$Fe$_{20}$Mo$_5$ target. Afterwards, a micro metallic film was patterned by ion beam etching as shown in Figure-1.

![Fig. 1. Heat thermal conductivity measurement device.](image-url)
By measuring the wire resistance $R_1$ and $R_2$ at two different current $I_1$ and $I_2$, thermal conductivity $K$ of insulator nitrides film can be obtained by equation(1). Because voltage and current followed through the metallic patterned film can be measured by multi-meter, a heat conductivity comparison of AlN and $\text{Al}_2\text{O}_3$ layers would be obtained by comparing the micro wire local temperature rise under the different heat dissipation material AlN and $\text{Al}_2\text{O}_3$.

We can ignore the heat stored in the wire due to its negligible heat capacity. Furthermore we are assuming that the substrate temperature was constant when small heating current was applied. The following assumptions are made:

- The current density in the wire was uniform, resulting in a uniform generation of heat[11].
- The temperature distribution along wire length direction was uniform.
- The heat lost through air was negligible due to its small thermal conductivity compared to the nitride film.
- The heat radiation through air could be ignored because of its relative low temperature($\sim60^\circ$C).
- The heat conduction through lead and edge was also negligible due to its large ratio of length to width, resulting in a rather uniform temperature distribution along with wire length.

RESULTS

The nitride film x-diffraction(XRD) result shows that the nitride film was amorphous like structure. Atomic Force Microscopy(AFM) was used for the nitride film surface morphology analysis. The result shows that the surface of nitride film was smooth and the roughness was ~2nm. The composition of the nitrides film was analysed by XPS technique. Figure-2 shows that a small amount of oxygen was observed inside nitride film which probably caused by oxygen inside the base sputtering gas.

![Composition Vs depth of AlN](image)

Fig.2. With different sputtering etching depth, a small amount of oxygen was observed inside AlN film.

In temperature coefficient measurement, we observed that the metallic wire's electrical resistance change $\Delta R$ linearly changes with its local temperature change $\Delta T$, the temperature coefficient $\alpha$ is around $0.0007/k^\circ$. The temperature change of the metallic wire would be measured by measuring resistance change of the metallic wire. When two different current $I_1$ and $I_2$ was sent into metallic wire, the thermal conductivity coefficient of both AlN and $\text{Al}_2\text{O}_3$ layers would be measured by equation(1). A thermal conductivity comparison between AlN and $\text{Al}_2\text{O}_3$ layer was shown in Figure-3. At the same metallic wire temperature, around 20%
current density increment would be obtained if AIN layer is used, which, in turn, will improve signal significantly.

![Temperature vs current density](image)

Fig. 3. With different dissipation layers Al₂O₃ and AIN, current density can be gained by around 20% at same temperature.

The thermal conductivity experimental data of AIN and Al₂O₃ layer was shown in Table-II, which demonstrated that the thermal conductivity of AIN is twice of Al₂O₃ layer’s. The thermal conductivity value of Al₂O₃ layer is around 0.45 W/m.K, which is close to results published[5]. Notice that only an improvement of 20% in current density is obtained since Joule heating is quadratic in current density.

<table>
<thead>
<tr>
<th>Material</th>
<th>AIN thin film</th>
<th>Al₂O₃ thin film</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity, W/m.K(25 °C)</td>
<td>0.95 W/m.K</td>
<td>0.45 W/m.K</td>
</tr>
</tbody>
</table>

CONCLUSIONS

In this study, the AlN thin film was found having better thermal conductivity than Al₂O₃. At the same metallic layer temperature constraint, around 20% more current density will be obtained with AlN thin film layer, which, in turn, will improve signal significantly in the MR heads. So, AlN material may be a good candidate as a replacement for Al₂O₃ in MR head industry. Additionally, a new thermal conductivity measurement technique for thin film was demonstrated in this study. The model employed in above study is based on various assumptions in which the heat loss through lead and air was not taken in consideration. However, it is OK for comparison between two materials like Al₂O₃ and AlN. A more accurate model would be developed in future work.
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[12] Appendix of thermal calculation model:

According to the facts that the resistance change is proportional to the temperature change in the metal, which can be interpreted as equation (2):
\[
\frac{R - R_0}{R_0} = \alpha \cdot (T - T_0) \quad (2)
\]

Where \( R \) is the metallic wire resistance at temperature \( T \), \( R_0 \) is the metallic wire resistance at room temperature \( T_0 \). \( \alpha \) is metal temperature coefficient. Referring to figure-1, consider to send two current \( I_1 \) and \( I_2 \) flow through metallic layer, we have two heat transfer equations (3) and (4):

\[
\frac{dQ_1}{dt} = -kA \frac{\Delta T_1}{\delta} + \frac{q_1}{\Delta t} = I_1^2 R_1 \quad (3)
\]

\[
\frac{dQ_2}{dt} = -kA \frac{\Delta T_2}{\delta} + \frac{q_2}{\Delta t} = I_2^2 R_2 \quad (4)
\]

Where the \( Q_1 \) and \( Q_2 \) are the heat flow through AlN layer from metallic layer to the substrate which acts as a perfect heat sink in perpendicular direction in the case of \( I_1 \) and \( I_2 \). The \( \delta \) is heat dissipation layer thickness and \( A \) is total area of patterned metallic wire. The \( \Delta t \) is the decay time of heat stored in the wire. The \( q_1 \) and \( q_2 \) are heat stored in metallic patterned wire.

The \( R_1 \) and \( R_2 \) are resistance corresponding to different temperature \( T_1 \) and \( T_2 \). \( \Delta T_1 = T_1 - T \), and \( \Delta T_2 = T_2 - T \), are defined as temperature difference between patterned metallic wire and heat sink (substrate) when it arrives at steady state. \( T \) is defined as substrate constant temperature. \( K \) is thermal conductivity of insulator layer. Since heat stored in wire is very small since its small heat capacity and small volume comparing to huge substrate. We can substrate \( q_1 \) and \( q_2 \) from (3) and (4) then we can got (5):

\[
I_1^2 R_1 - I_2^2 R_2 = -kA \frac{\Delta T_1 - \Delta T_2}{\delta} = -kA \frac{(T_1 - T) - (T_2 - T)}{\delta} \quad (5)
\]

Combining (5) with (2), AlN insulator layer thermal conductivity could be interpreted as (6):

\[
K = \frac{I_1^2 R_1 - I_2^2 R_2}{(R_1 - R_2)} \cdot \frac{R_0 \alpha \delta}{A} \quad (6)
\]
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ABSTRACT

A variety of Co/Cu multilayers were grown by electrodeposition on Si(001) substrates covered with a Cu seed layer. High-angle X-ray diffraction shows that the Co/Cu multilayers have a strong (001) texture. Φ-scan X-ray diffraction and TEM reveal that the multilayers have fourfold symmetry in the plane with a 45 degree rotation with respect to the Si substrates. Superparamagnetic behavior is observed in the electrodeposited Co/Cu multilayers with Co layer thickness below 2 monolayers(ML). The superparamagnetic behavior could be due to discontinuity of the very thin Co layers, which follows from the nucleation and growth process. In-plane fourfold symmetry of the magnetization and magnetoresistance is observed when the Co layer thickness is above 4 ML. The fourfold symmetry correlates with the in-plane crystalline structure of the multilayers.

INTRODUCTION

There has been considerable interest in recent years in artificially layered materials which exhibit novel physical properties. Particular attention has been given to magnetic multilayers which exhibit the giant magnetoresistance(GMR) effect[1]. Films showing the GMR effect are potential candidates for future applications in magnetic field sensors, magnetic data recording and position sensors. A variety of fabrication techniques have been used to produce GMR multilayers. Electrodeposition has several advantages: low cost, ease of operation, capability of producing extremely fine laminated structures, and sustained epitaxial growth at low deposition temperatures[2]. While the growth of well-defined strained-layer superlattices by electrodeposition has been reported, these studies have largely focused on using thick polycrystalline or single crystal metallic substrates[2, 3]. Unfortunately, the conductivity of the substrate hampers an assessment of the magnetoresistance of the multilayers. In prior experiments the shunting substrates were removed by chemical etching[2]. However, this process leads to ill-defined changes in the stress-state of the film. As an alternative we have begun exploring the use of highly oriented thin metal seed layers which allow the magnetotransport properties to be evaluated while taking advantage of the microstructural dependence of growth on different crystallographic orientations[3, 4]. Recently, electrodeposition of Co/Cu multilayers on Si(001) surfaces was also reported, though no examination of the in-plane structure was presented[5].

In this paper, we explore the dependence of the GMR on in-plane crystallography as well as the influence of ferromagnetic layer thickness on the magnetic behavior of Co/Cu multilayers.
EXPERIMENTAL DETAILS

Co/Cu multilayers were electrochemically deposited onto Si(001) substrates which had a 20-40 nm copper seed layer deposited using electron beam evaporation. Immediately prior to loading into the evaporator the Si wafers were hydrogen terminated by immersion in 10% HF. The copper seed layer serves as a buffer layer that determines the orientation, or texture, of the multilayer. Symmetric X-ray diffraction indicated that the copper seed layer was highly (001)-textured and a rocking curve analysis indicates a mosaicity of 5.9–6.7 °(FWHM) about the (002) pole. An ohmic contact was made by contacting the backside of the Si wafers with InGa eutectic. The electrodeposition cell has been described previously [3]. The Co/Cu multilayers were grown in a single electrolyte with a pH of 3.5 containing 1.5 mol/L CoSO$_4$, 0.008 mol/L CuSO$_4$, and 0.5 mol/L H$_3$BO$_3$. The films were grown under potentiostatic control with a programmable coulometer used to toggle the potential between appropriate values. The nominal Co layer thickness was varied in the range from 1 ML to 12 ML while the thickness of Cu was fixed at 17 ML. Chronoamperometry and atomic absorption were used to determine the current efficiency of Co and Cu deposition. For Co, the current efficiency was a function of the thickness ranging between 70-82% while that of Cu lies between 95-100%. The thickness values cited in this paper have been normalized reflecting the current efficiency. The structure of the multilayers was characterized by x-ray diffraction and TEM. Magnetic hysteresis loops and in-plane vector magnetization curves were obtained using a vibrating sample magnetometer (VSM) at room temperature. The magnetoresistance was measured using a conventional four-point probe technique.

RESULTS AND DISCUSSION

The superlattice structure of a [Co(9.5 ML)/Cu(17 ML)]$_{100}$ multilayer was examined by symmetric X-ray diffraction measurement. The X-ray spectrum from the film is shown in Fig. 1. A strong Bragg peak associated with the fcc (002) reflection of the multilayer was observed, which suggests that the multilayer has a strong (001)-texture and is pseudomorphic with the Cu seed layer. The first order satellite peaks observed in the vicinity of the (002) Bragg peak indicate that the multilayer structure is reasonably well-defined. The modulation period of the multilayer structure calculated from the position of the satellite peaks is 4.98 nm, which is in good agreement with the designed value of 5.0 nm. A rocking curve analysis indicates that the multilayer has a mosaicity of ~1.8°(FWHM) about the (002) pole.

The in-plane structure of the multilayers was examined by X-ray φ-scan measurements. Φ-scans for a [Co(9.5 ML)/Cu(17 ML)]$_{100}$ multilayer are presented in Fig. 2. The data were obtained with the detector at the Bragg angle for the multilayer (111) (Fig. 2a) and Si (111) (Fig. 2b) reflections. In both cases four peaks are observed at intervals of 90°, indicating in-plane fourfold symmetry. However, the peak positions for the multilayer are shifted by 45° from those for the Si substrate. Thus, the epitaxial relationship between the Si substrate, the Cu seed layer and the multilayer is Si(001)//Cu-seed(001)//multilayer(001), and Si[100]/Cu-seed[110]/multilayer[110] in the plane of the film. The variation of the peak intensities of the multilayer(111) reflections may be due to a slight misorientation of the multilayer relative to the Si substrate. The average lattice constant of the strained Co/Cu superlattice calculated from the (002) Bragg peak position is 0.357 nm. The misfit between the Si substrate and the multilayer is ~34% without rotation, while it is reduced to 7% with 45° rotation. Hence the in-plane relationship is a result of minimization of the in-plane strain.
Fig. 1 High angle X-ray spectrum from a [Co(9.5 ML)/Cu(17 ML)]$_{100}$ multilayer.

A TEM image and associated diffraction patterns from a [Co(9.5 ML)/Cu(17 ML)]$_{100}$ multilayer are shown in Fig. 3. The cross-section image in Fig. 3(a) shows the layered structure of the Co/Cu electrodeposited film. The gray band between the multilayer and the Si substrate is the Cu seed layer. Figs. 3(b) and (c) show the (110) and (100) diffraction patterns taken from the Si substrate and the Co/Cu multilayer, respectively, which reveals the epitaxial in-plane relationship of Si[110]/Cu-seed[100]/multilayer[100] in agreement with the result obtained from the X-ray $\phi$-scans. The TEM image shows that the multilayer is reasonably well defined within grains. However significant curvature was also observed at the edges of the grains. This curvature could potentially give rise to an orange peel effect in the magnetization[6].

Fig. 3 (a) Cross-section TEM image, (b) (100) diffraction pattern from the Co/Cu multilayer and (c) (110) diffraction pattern from the Si substrate of a [Co(9.5 ML)/Cu(17 ML)]$_{100}$ multilayer.
The in-plane vector magnetization curves from a \([\text{Co}(9.5\text{ ML})/\text{Cu}(17\text{ ML})]_{100}\) multilayer are shown in Fig. 4. The VSM sample was prepared by cleaving the sample into a square, 5 mm \(\times\) 5 mm, with the cleaved edge corresponding to the \(<100>\) direction of the multilayer. The longitudinal magnetization, \(M_l\), and transverse magnetization, \(M_t\), were measured as the sample was rotated about its normal axis from 0° to 360° and back to 0° in an applied field of 0.1 T. Both \(M_l\) and \(M_t\) exhibit oscillations congruent with the structural fourfold symmetry and reflect the magnetocrystalline anisotropy of the cubic structure. The minima of the \(M_l\) curve correspond to the \(<100>\) directions of the Co/Cu multilayer, which is the magnetically hard direction. This is consistent with the result of Co/Cu multilayers electrodeposited onto a (001) Cu single crystal substrate\[7\]. The maxima of the \(M_t\) curve correspond to the in-plane \(<110>\) directions. Therefore, in the absence of a magnetic field the residual magnetization \(M\) lies along one of the \(<110>\) directions in the plane. Using the \(M_t\) curve in Fig. 4 the values of \(M_t/\delta H\), which is the slope of the \(M_t\) curve near \(M_t = 0\), and \(M_t\) are \(5.2 \times 10^6\) A/m and \(1.0 \times 10^7\) A/m, respectively\[8\]. From the values and the applied field \(\mu_0 H = 0.1\) T one obtains the value of \((98 \pm 9)\) mT for the anisotropy field \(2K/M\). The anisotropy constant \(K\) is then found to be \((-4.1 \pm 0.4) \times 10^4\) J/m\(^3\) in fair agreement with the values between \(-4.1 \times 10^4\) J/m\(^3\) and \(-6.2 \times 10^4\) J/m\(^3\) measured on ferro single crystal Co films\[9\].

The dependence of the magnetoresistance on in-plane direction was examined as shown in Fig. 5. M-H hysteresis loops and magnetoresistance curves were obtained from a \([\text{Co}(9.5\text{ ML})/\text{Cu}(17\text{ ML})]_{100}\) multilayer along both \(<100>\) and \(<110>\) directions of the multilayer in an applied field of up to 0.7 T, where the magnetization was measured along the in-plane orientation. Comparing the hysteresis loops measured along the two directions, the remnant magnetization in the \(<100>\) direction is slightly smaller than that of the \(<110>\) direction. This difference reflects the fact that the \(<100>\) directions are magnetically harder than the \(<110>\) directions. This result is consistent with the result obtained by Bean\[10\]. The hysteresis loop for \(M_{110}\) obtained in the \(<110>\) direction has a fairly rectangular shape in the vicinity of zero field, which may indicate that the Co layers consist of nearly single domains and that the magnetization reversal takes place by a nucleation and growth process of domains. On the other hand, the hysteresis loop obtained in the \(<100>\) direction has a slightly more complex shape, which may be a result of the rotation of magnetization from the easy axes of \(<110>\) to the hard axes of \(<100>\) after domain wall motion\[11\].

The magnetoresistance measured as a function of the in-plane direction is shown in Fig. 5. GMR effects are readily observed along both \(<100>\) and \(<110>\) directions, indicating that different fractions of antiferromagnetic coupling between the Co layers are present even though the effect is not very strong. Such fractional antiferromagnetic coupling states are probably due to the four-fold magnetocrystalline anisotropy. The GMR effects were 7.5 % and 5.0 % in the \(<100>\) and \(<110>\) directions, respectively. As clearly seen in these figures, the slopes of the magnetoresistance curves in the \(<100>\) and \(<110>\) directions are different. The slope of the curves at higher fields indicates that the magnetic coupling state between the Co layers is still in transition and saturation has not been achieved at a magnetic field of 0.7 T. The slope of the \(\Delta R/R\) vs. \(H\) curve is larger in the \(<100>\) direction than the \(<110>\) direction presumably because \(<100>\) is a magnetically hard direction compared to the \(<110>\) direction. As explained above, the in-plane vector magnetization curves clearly show the existence of the magnetocrystalline anisotropy in the multilayer and the anisotropy constant of the multilayer is nearly as high as that of a single crystal Co film\[8\]. Therefore, such in-plane anisotropy of the GMR effect must be associated with the magnetocrystalline anisotropy of the Co/Cu multilayer.
Fig. 4 Longitudinal and transverse vector magnetization curves of the [Co(9.5 ML)/Cu(17 ML)]\textsubscript{100} sample at 0.1 T.

The magnetic properties of the multilayers were studied as a function of Co layer thickness. Values ranging from 0.7 ML to 10 ML were examined. The dependence of the coercive field, the squareness of the magnetic hysteresis loops, $M_r / M_{s,9T}$, and the average magnetic moment of Co on the Co layer thickness are shown in Fig. 6(a), (b) and (c), respectively. As the Co layer thickness decreases, the coercive field decreases from $H_c = 19.4$ mT for $x = 9.5$ ML to $H_c = 5.0$ mT for $x = 0.7$ ML. The ratio of the remanent magnetization to the magnetization at $H = 0.9$ T

Fig. 5 (a) Magnetic hysteresis loops for a [Co(9.5 ML)/Cu(17 ML)]\textsubscript{100} sample measured with the applied field in-plane and parallel to (a) <100> and (c) <110> directions. (b) and (d) show the corresponding GMR plots.

The dotted lines in (b) and (c) indicate the values of $M_r / M_{s,9T} = 1$ and the magnetic moment of pure Co, i.e., 1.7 $\mu_B$, respectively.
decreases gradually as the Co layer thickness decreases from $x = 9.5$ ML to 2 ML and approaches zero below $x = 2$ ML. The average magnetic moment of Co in the multilayer decreases as the Co layer thickness decreases below $x = 9.5$ ML, deviating gradually from the value for pure Co. The multilayers with the Co layer thickness below 2 ML show hysteretic loops with sigmoidal shapes, while those with more than 4 ML exhibit rectangular shape. The reduced magnetization in very thin Co layers could be due to a superparamagnetic behavior that results from discontinuities in the Co layer as well as Co alloying with Cu at the interface. A similar decrease in the magnitude of the saturation magnetization has been reported for thin Co layers deposited on Cu(001)[12].

CONCLUSIONS

A variety of Co/Cu multilayers were grown by electrodeposition on Si(001) substrates covered with a Cu seed layer. High-angle X-ray diffraction shows that the Co/Cu multilayers have a strong (001) texture. $\Phi$-scan X-ray diffraction and TEM reveal that the multilayers have fourfold symmetry in the plane with a 45 degree rotation with respect to the Si substrate. The giant magnetoresistance appears to depend on the in-plane orientation of the multilayer due to the magnetocrystalline anisotropy. In-plane fourfold symmetry of the magnetization and magnetoresistance is observed when the Co thickness is above 4 ML. The fourfold symmetry correlates with the in-plane crystal structure of the multilayers. We have observed evidence for a superparamagnetic behavior in multilayers with Co layer thickness of less than 2 ML. This effect is believed to result from the discontinuous Co layers.
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THE MAGNETO-TRANSPORT PROPERTIES OF SANDWICH FILMS OF PERMALLOY/Cu/Co
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ABSTRACT

The magnetic behaviour of sputtered Py_{5nm}/Cu_{t}/Co_{5nm} films on glass, Si(100), and Si(111) was studied by measurements of the transverse, longitudinal, polar magneto-resistance, and the magneto-optical Kerr effect (MOKE). The sample can be rotated about its surface normal to obtain angular dependent information during the MOKE measurement. All specimens have non-vanishing normal component of magnetization as revealed by MR with field applied normal to the film and confirmed by polar MOKE. Spin valve MR with very small coercivity is observed as $t$ is increased. The minor R-H curve shows two states at zero magnetic field, which is desirable for MRAM application. An increase in the periodicity number increases the MR ratio, but also, significantly, the coercivity.

INTRODUCTION

Spin valves and layered structures consist of alternating ferromagnetic and non-magnetic layers. They exhibit giant magneto-resistance (GMR) effect and have been widely studied for over a decade. In applications this effect was also used for sensing of magnetic field [1] and in magnetic storage [2]. Recently, the use of GMR effect is regarded as a potential technology for fabricating high-density and fast access time permanent memory [3]. In particular with magneto-resistive random access memory (MRAM) device among the various digital MR its applications have many advantages such as non-volatile, non-destructive read out, radiation hardeness, and simple manufacturing base in micro-electronic technology [3]. GMR multilayers with low coercivity are essential to magnetic industry, and therefore, search for and characterization of these kinds of magnetic materials are the first step for their application. Different modulations of Permalloy (Py) and Co films have drawn attention for a long time due to their low coercivity, and possibly a high GMR value [4]. The combination of these hard and soft magnetic layers with a non-magnetic metallic spacer also gives rise the so-called spin valve (SV) effect and hence the
SV GMR. In this proceeding we report on the studies of Py/Cu/Co sandwich films which show AMR, GMR and SV GMR depending on the thickness of the Cu spacer.

**EXPERIMENT**

Py_{5nm}/Cu/Co_{5nm} sandwich films were sputtered at room temperature respectively on glass, Si(100), and Si(111) in a high vacuum system with a base pressure better than 3 \times 10^{-7} \text{torr}. The Ar pressure was kept at about 5 mtorr for all films during deposition. The growth rate of each layer was set at about 0.1~0.2nm/s. The thickness of Cu, t, was varied from 2 to 7nm, while the Py and Co films were fixed at 5nm. Transverse and longitudinal MR (MR\_\perp, MR\_||) were used to examine the magneto-transport properties, while longitudinal magneto-optical Kerr effect (LMOKE) was employed for magnetic hysteresis measurement. The sample was about 5mm \times 3mm and the voltage terminals were separated by 2mm. A constant current of 10mA was passed into the sample during the MR measurement. For checking the possibility of canted magnetization, external field can be applied normal to the sample surface during the MR (PMR) and MOKE (PMOKE) measurement. Furthermore, sample can be rotated about its surface normal during the LMOKE measurement and the anisotropic behavior can then be studied.

**RESULTS AND DISCUSSIONS**

Fig.1a shows the coercivity of the sandwich films as a function of t on different substrates as extracted from MR and LMOKE measurement. According to angularly resolved LMOKE data (not shown here) the sample with t=3nm on Si(111) shows strong uniaxial anisotropy. Uniaxial behavior is not present in films on glass and Si(100), apparently due to the superposition of cubic and induced uniaxial anisotropy [5]. Angular LMOKE revealed that samples on Si(111) tend to become isotropic as the Cu thickness is increased, on the other two substrates, however, the shape of the loop does not change too much. Intriguingly, AMR was observed for films on glass and Si(100) but not very clear on Si(111). Fig.1b-1d plots the MR measurements as a function of Cu thickness on different substrates.

Selected MR loops for t = 3 and 7nm are shown in Fig.2 and Fig.3. For films on glass, the MR increases gradually as t is increased. AMR was detected for films on glass with x below 3nm (Fig.2a and 2b), and the films show GMR for x beyond 4nm. The maximum values of transverse and longitudinal MR of this system are 1.6% at x=6nm and 1.75% at 7nm, respectively. Films on Si(100) also exhibit AMR at t = 2nm. The maximum values of MR\_\perp and MR\_|| in this series are 2.3% at x=3nm and 2.2% at x=6nm, respectively. For samples on Si(111), a maximum change of 2.2% appears at 5nm in MR\_\perp and 1.7% in MR\_|| at the same thickness of Cu. It should be noted that all samples exhibit SV GMR for a thick Cu spacer. This is because the coupling between
Fig.1
(a) The coercivity of samples on different substrates
(b), (c), and (d) show the change of Transverse and longitudinal MR on indicated substrates. Lines are guides for eyes only.

Fig.2, MR for sample of Py$_{\text{sm}}$/Cu$_{\text{nm}}$/Co$_{\text{nm}}$ on:
glass- the first column, on Si(111)- the second column, and on Si(100)-the last column.
The last row of this figure shows PMR which indicates for canted magnetisation.
these two ferromagnetic layers is reduced as \( t \) is increased.

The non-vanishing MR with applied field normal to the film was also observed, as seen in Fig.2c, 2i, and Fig.3c, 3f, 2i. This indicates the presence of canted magnetization, as was also confirmed by polar MOKE (PMOKE). Perpendicular or canted magnetization of permalloy film has been reported elsewhere [5] and is not surprising in these samples. However, the MR curves for some samples are complicated as seen in Fig.2d, and Fig.3a. This could be due to a superposition of the GMR and AMR, and also due to a contribution of the normal component of magnetization.

![Graphs and Figures]

Fig.3, MR for sample of \( P_{\text{PyCu}}- \text{Co} \text{ on:} \)
Glass-first column, \( \text{Si}(111) \)-second column, and \( \text{Si}(100) \)-last column.
The last row shows PMR.
Fig. 4a and 4b shows a major and minor MR loops for the sample of Py_{5nm}/Cu_{5nm}/Co_{5nm} on Si(100). Clearly, two magnetic states exist at zero field, as is desirable for permanent storage. The Py layer is softer and easier to rotate with external field, and this results in SV GMR. It is noted in Fig.4 that the MR state of minor loop in the negative field traces the major loop on the same side exactly, however, the loop goes back on different way. This is because an additional field is needed to overcome the bias from the Co layer on the negative side, and therefore, asymmetric R-H curve about the origin is resulted. All samples with t thicker than 5nm exhibit this SV GMR.

We have also increased the periodicity n to study whether the MR would be enhanced further. Our results show that MR is increased to about 3% for n=2 on Si(100), however, the coercivity is also raised up from 50Oe to 100Oe. This research still continues.

CONCLUSIONS:

The magnetic behavior of Py_{5nm}/Cu/Co_{5nm} sandwich films on glass, Si(111), and Si(100) have been studied. The magnetization of these systems is canted out-of-plane. The strength of the coupling between two ferromagnetic layers is reduced as the thickness of the Cu space is increased, and SV GMR is resulted for Cu spacer thicker than 5nm. We also demonstrate possible magnetic memory states. The asymmetry of the R-H minor loop about the origin comes from the bias of the Co layer. MR will be enhanced further as n is increased; these results will be analyzed and reported later.
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1. Magnetic field sensor, for example, products from Honeywell Inc.
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ABSTRACT

[Permalloy_{5nm}/Cu(t)]\textsubscript{n} multilayers with a 5 nm thick Fe buffer layer were sputtered on Si(100) and Si(111). Under the same preparation condition, the giant magnetoresistance (GMR) ratio of the multilayers on Si(100) is always larger than that on Si(111). The GMR ratio is very sensitive to the Ar gas pressure during sputtering. We found that 2 m Torr is the optimum discharge gas pressure. Electrical and magnetic properties of permalloy/Cu multilayers with a Cu layer thickness (t) near its second oscillatory peak were reported. We conclude that the GMR ratio of the [permalloy/Cu(t)]\textsubscript{n} multilayers was strongly dependent on the Cu layer thickness t, on the periodicity number n, and on the (100) crystalline orientation of the Si substrate.

INTRODUCTION

Permalloy(Py)/Cu multilayers with giant magnetoresistance (GMR) effect have been intensively studied recently due to their potential applications in magnetic recording [1-6]. However, many conflicting results between these studies have been reported. According to these previous studies, it seems that the GMR effect is significantly changed with deposition techniques, such as ion beam, DC and RF magnetron sputtering. The preparation conditions, base and sputtering pressures, for examples, also have effect on the GMR ratio [5,6]. In general, the GMR amplitude can be modified by inserting spin dependent scatterers at the interfaces [7] or by roughening the interfaces [8,9]. It was also reported that the GMR ratio at room temperature near the second antiferromagnetic (AF) coupling peak was very sensitive to the sample preparation condition. This motivates us to study the physical properties of magnetic multilayers under different preparation conditions. In this paper we report the GMR response at room temperature for DC magnetron sputtered permalloy/Cu multilayers with a Cu layer thickness near the second oscillatory peak [1].
EXPERIMENT

Prior to the growth of permalloy/Cu multilayers, a 5 nm thick Fe buffer layer was deposited on Si(100) and Si(111) wafers. All films were grown by DC magnetron sputtering in a high vacuum system with a base pressure of 5×10⁻⁷ torr. The high purity Ar gas pressure was kept at 2 or 5 m Torr during the deposition. The distance between the target and the substrate was about 15 cm, while the samples were grown at an oblique angle of about 10°. The film thickness was controlled by a quartz thickness monitoring system calibrated by Rutherford back scattering. The MR was measured at room temperature by using a standard 4-point-probe. The magnetic hysteresis loops was examined by longitudinal magneto-optical Kerr effect (LMOKE). In additions, the samples were rotated about their surface normal during the measurement to characterize the anisotropic behavior of GMR effect and magnetic hysteresis.

RESULT AND DISCUSSIONS

Fig. 1a shows the GMR ratio of the multilayers (NiFe₅₃₃/Cu₃₀) with Fe buffer layer of 5 nm on Si(111) [circles] and on Fe₅₃₃/Si(100) [dots] as a function of the Cu thickness, t. These samples were prepared with the Ar pressure of 5 mTorr. It is found that a maximum MR ratio of about 1.5% for sample on Si(100) and of about 0.6% for sample on Si(100) appears at t=1.9 nm. Typical MR-H loops of (Py₅₃₃/Cu₃₀) multilayers on Fe₅₃₃/Si(111) [top curve] and on Fe₅₃₃ /Si(100) [bottom curve] are selected and shown in Fig.1b. Clearly, the GMR ratio of the multilayers on Si(100) is always larger than that on Si(111) under the same preparation condition.
Fig. 2
(a) The MR ratio of $[\text{Py}_{1.5}\text{nm}/\text{Cu}]_{30}$ on $\text{Fe}_{5}\text{nm}/\text{Si}(100)$ as a function of copper thickness, $t$, prepared at 2 mTorr (circle) and 5 mTorr (triangle).
(b) Sample with $t=1.9\text{nm}$ at different Ar pressures as indicated.

Fig. 3
The normalised LMOKE signal of $[\text{Py}_{1.5}\text{nm}/\text{Cu}]_{30}$ on $\text{Fe}_{5}\text{nm}/\text{Si}(100)$ with $t=1.9\text{nm}$ (cross) and $t=1.4\text{nm}$ (circle).
In order to study the influence of discharge Ar pressure, Fe\textsubscript{5nm}((Py\textsubscript{15nm}/Cu\textsubscript{t})\textsubscript{30}) was prepared on Fe\textsubscript{5nm}/Si(100) with Ar pressure of 2 mTorr and 5 mTorr, respectively as seen in Fig.2a for different thickness of Cu spacer. The maximum value of MR was found at t = 1.9nm even at different sputtering. Their MR-H loops are shown in Fig.2b that the top curve with GMR ratio of roughly 1.5% represent the sample prepared under a discharge gas pressure of 5 m Torr, and the bottom curves with GMR ratio of roughly 5.5% represent the sample prepared under a discharge gas pressure of 2 m torr. Interestingly, samples prepared at different Ar pressures have remarkable effect on the GMR ratio. The GMR effect is also sensitive to the thickness of the spacer between two ferromagnetic layers as have seen in Fig.1a and Fig.2a. It is clear that the GMR ratio is not only sensitive to the discharge gas pressure, but also the spacer thickness.

Fig. 3 plots the normalized MOKE signal for the multilayer of (Py\textsubscript{5nm}/Cu\textsubscript{t})\textsubscript{30}/Fe\textsubscript{5nm}/Si(100) with t = 1.9 nm [crosses] and t = 1.4 nm [circles]. The coercivity and normalized remanence drop down from 25 Oe and 0.95 at t = 1.9nm to 10 Oe and 0.75 at t = 1.4nm, respectively. The coercivity and the normalized remanance are significantly reduced. Since the multilayer with Cu spacer thickness of 1.9nm is very close to the second oscillatory peak, and hence a comparable increment of antiferromagnetic coupling between magnetic layers.

The influence of periodicity number n on magnetic hysteresis and GMR effect is also studied. Fig.7 plots the GMR ratio and the coercivity for the sample of (NiFe\textsubscript{5nm}/Cu\textsubscript{7nm})\textsubscript{n}/Fe\textsubscript{5nm}/Si(100) as functions of n. The maximum MR ratio of \(-3\%\) was found for sample with n equals 30. Fig.6 shows the LMOKE signal of (NiFe\textsubscript{5nm}/Cu\textsubscript{7nm})\textsubscript{n}/Fe\textsubscript{5nm}/Si(100)
with \( n = 15[\text{circles}], 30[\text{triangles}], \) and \( 50[\text{crosses}] \), respectively. The coercivity decreases as \( n \) is increased. This is because the permalloy is dominant the whole magnetic behavior as \( n \) is increased.

**CONCLUSION**

In summary, we have reported the studies of GMR and the magnetic hysteresis at room temperature for \([\text{permalloy/Cu(t)}]_n\) multilayers with a 5 nm thick Fe buffer layer on Si(100) and Si(111) near its second antiferromagnetic oscillatory peak. Under the same preparation conditions, the GMR ratio of the multilayers on Si(100) is always larger than that on Si(111). The GMR ratio of the \([\text{permalloy/Cu(t)}]_n\) multilayers was strongly dependent on the crystalline orientation of the Si substrate, on the \( \text{Ar} \) pressure, on the Cu spacer thickness \( t \), on the periodicity number \( n \). We also found that 2 m torr was the optimum discharge gas pressure.
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ABSTRACT

The etch yield and rates of Ni$_{0.8}$Fe$_{0.2}$ and Ni$_{0.8}$Fe$_{0.13}$Co$_{0.07}$ in ICP Cl$_2$-based plasma has been measured as a function of both ion flux and ion energy. At low ion energies $\leq$100eV, the etch rates peak at 700Å min$^{-1}$ for Cl$_2$/Ar plasma chemistry, with somewhat lower rates (400Å min$^{-1}$) for N$_2$ or H$_2$ addition. The etch mechanism is formation of NiCl$_x$, FeCl$_x$ and CoCl$_x$ species, which are desorbed by ion-assistance. If the ion-to-neutral ratio is not optimized then the etching reverts to either a pure sputtering regime, or to net deposition through formation of a thick chlorinated selvedge layer on both NiFe and NiFeCo. Under ICP conditions other materials comprising a GMR stack, including Cu, TaN and CrSi, can also be etched. Each selectivities over SiO$_2$ and SiN$_x$ masks are low and are typically under unity.

INTRODUCTION

The push to higher bit densities in magnetic storage devices requires the development of methods for producing large numbers of sub-micron metallic multilayer structures. Since most of the materials used in magnetic multilayers (e.g. NiFe, NiFeCo, Cu) are relatively involatile in normal dry etching techniques (see for example Table I) such as reactive ion etching, then it is usual to employ ion milling. A problem often encountered with this technique is redeposition onto the sidewall of the features being patterned, which may degrade the magnetic performance of the device. This redeposition occurs because there is no formation of a volatile etch product in ion milling. Magnetic read/write heads based on giant magnetoresistance (GMR) and radiation hard, non-volatile memory such as Magnetoresistive Random Access Memory (MRAM) are two of the key areas requiring advanced pattern transfer processes. In this paper we investigated etch yields and rates of NiFe and NiFeCo in ICP Cl$_2$-based discharge with addition of Ar, H$_2$ and N$_2$. Selectivities over SiO$_2$ and SiN$_x$ and feature anisotropy were also examined.

EXPERIMENTAL

Layers of Ni$_{0.8}$Fe$_{0.2}$ or Ni$_{0.8}$Fe$_{0.13}$Co$_{0.07}$ ~5,000Å thick were deposited on Si substrates by dc magnetron sputtering. For measurement of etch selectivity with respect to common mask materials. We also deposited 3,000Å thick layers of plasma enhanced, chemical vapor deposited SiO$_2$ or SiN$_x$ on Si substrates. All samples were lithographically patterned with AZ5209E resist. Etching was performed in a Plasma Therm 790 ICP system. Samples were thermally bonded to a Si carrier wafer which was mechanically clamped to a rf-powered (13.56MHz, 0-450W), He backside cooled chuck. The power on this chuck controls the incident ion energy. A 3-turn coil ICP source operating at 2MHz and powers up to 1000W was used to generate the plasmas. The
process pressure was held constant at 2mTorr for Cl₂/Ar, Cl₂/H₂ and Cl₂/N₂ with a total gas flow rate of 15 standard cubic centimeters per minute (sccm).

Stylus profilometry of the etched features after removal of the resist was used to obtain etch rates, while etch yields were obtained using the model of Lee et al.\(^{(12)}\) to calculate ion fluxes at different plasma conditions.

Table I. Boiling points of potential etch products in ICP etching of metals.

<table>
<thead>
<tr>
<th>Products</th>
<th>Boiling point (°C)</th>
<th>Products</th>
<th>Boiling point (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TaCl₅</td>
<td>239.35</td>
<td>NiCl₂</td>
<td>subl 973</td>
</tr>
<tr>
<td>NC₁₅</td>
<td>71</td>
<td>FeCl₃</td>
<td>316</td>
</tr>
<tr>
<td>CrCl₄</td>
<td>dec&gt;600</td>
<td>FeCl₂</td>
<td>1023</td>
</tr>
<tr>
<td>CrCl₃</td>
<td>dec 1300</td>
<td>CoCl₃</td>
<td>......</td>
</tr>
<tr>
<td>CrCl₂</td>
<td>1300</td>
<td>CoCl₂</td>
<td>1049</td>
</tr>
<tr>
<td>O₂Cl₂</td>
<td>3.8 exp</td>
<td>SiCl₄</td>
<td>57.65</td>
</tr>
<tr>
<td>OCl₂</td>
<td>9.9 exp</td>
<td>O₂</td>
<td>-183</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Figure 1. Etch rates and etch yields of NiFeCo and NiFe as a function of Cl₂ percentage in Cl₂/Ar (total 15 sccm) and Cl₂/N₂ discharges (right)

Figure 1 (left) shows the etch rates and etch yields for NiFe and NiFeCo as a function of Cl₂ percentage in Cl₂/Ar discharges at fixed ICP source power (750W) and dc self-bias (-100V). To maintain the fixed self-bias, the rf chuck power was adjusted, as shown in the top part of the figure. The etch rates initially increase as Cl₂ is added to the discharge, indicating there is a chemical enhancement present in the etch mechanism. We have previously interpreted such behavior as indicating the NiClₓ, FeClₓ and CoClₓ etch...
products are being efficiently removed by ion-assistance, provided the ion/neutral ratio does not become too small. Beyond ~66% Cl₂, the etch rates and yields begin to decrease and this is likely a result of formation of a thick chlorinated selvedge layer that limits the removal rate of the etch products. Note from the etch yield data that ≥20 ions are needed to remove one atom of the magnetic layers. This shows why conventional reactive ion etching cannot achieve practical etch rates for these materials, because the ion densities are more than two orders of magnitude lower than in an ICP tool.

Similar data is shown in Figure 1 (right) for the Cl₂/N₂ plasma chemistry. The same basic trends are evident as were seen with Cl₂/Ar, but the overall etch rates and etch yields are lower, probably because N⁺ and N⁺ ions are less efficient at helping desorb the chloride etch products than are the heavier Ar⁺ ions. Cl₂/N₂ discharges have previously been reported to produce more atomic chlorine neutrals than Cl₂/Ar, but if that indeed is the case it does not assist the etch rate in our case because product desorption is the limiting step, not chlorine supply.

Figure 2. Etch rates and etch yields of NiFeCo as a function of plasma composition in ICP Cl₂/Ar, Cl₂/N₂ and Cl₂/H₂ discharges (left) and NiFe and NiFeCo as a function of rf chuck power in 10Cl₂/5Ar, 750W source power discharges (right)

Figure 2 (left) shows results for NiFeCo etching in the three different plasma chemistries investigated, namely Cl₂/Ar, Cl₂/N₂ and Cl₂/H₂, as a function of plasma composition. The results show quite clearly that in terms of etch rates and etch yields, Ar addition produces the highest values, and this is most likely due to its better sputtering efficiencies.

Apart from plasma composition, another key parameter is ion energy, which is controlled by rf chuck power. Figure 2 (right) shows etch rates and etch yields for NiFe and NiFeCo in 10Cl₂/5Ar discharges at fixed ICP source power (750W). The etch rates initially rise rapidly with rf chuck power, consistent with enhanced removal of the etch products by the more energetic ions. However, above a bias of ~400V, the rates
decrease. This is often observed in high density plasma etching,\textsuperscript{(14)} and is generally ascribed to sputter-enhanced removal of the neutral chlorine atoms before they can react with the magnetic films.

The previous results have shown that the etch rates of the magnetic material are a strong function of both ion-to-neutral ratio and ion energy. The third parameter of interest is the ion flux, which is controlled by the ICP source power. Figure 3 (left) shows the influence of this source power on NiFe and NiFeCo etch rates and yields in 10Cl\textsubscript{2}/5Ar discharges at fixed rf chuck power (250W). Since ion density increases under these conditions, the dc self-bias decreases with source power. The etch rates continue to increase with ion flux, while yield saturates or decreases. This is expected since at some point we would expect that the etching would become reactant-limited and that too high an ion flux might desorb chlorine neutrals before they can react with the magnetic materials. A final thing to note is the very low etch rates measured at low ICP source powers, which shows why reactive ion etching does not produce sufficient removal rates for these materials.

The final area of interest when considering a process for the patterning of magnetic thin films is the availability of suitable masks. A typical MRAM stack is only \textasciitilde1500Å thick, and therefore etch selectivity of NiFe and NiFeCo with respect to mask materials is not that important, though in read/write heads there are some applications requiring deeper etches. The chlorinated products for SiO\textsubscript{2} and SiN\textsubscript{x} are quite volatile, and we might expect that they will not provide much etch resistance under high density
plasma conditions. Figure 3 (right) shows the selectivities of NiFe and NiFeCo in Cl₂/Ar discharges at fixed source power (750W), as a function of rf chuck power. The selectivities are low, as expected, and are typically under unity for Cl₂/Ar plasma chemistry. We have found that when careful attention is paid to avoiding sample heating effects during etching, by use of He backside cooling, that photoresist can be a suitable mask for relatively deep etching (>1µm) of NiFe and NiFeCo in the halogen chemistries investigated here.

We found that photoresist was generally not suitable as an etch mask for MRAM. Figure 4 shows SEM micrographs of features etched into NiFe using a 10Cl₂/5Ar, 1000W ICP plasma and a SiO₂ mask (left). SiO₂ was forced to provide superior masking characteristic. The resist is severely degraded by exposure to the high ion flux, Figure 4 (right), we can observe rough edges in the NiFe feature due to the irregular flow of the resist.

Figure 4. SEM micrographs of features etched with NiFe using 10Cl₂/5Ar, 200W rf, 2mTorr, 750W ICP source power discharge, using either SiO₂ (left) or photoresist (right) as the masking materials

SUMMARY AND DISCUSSION

Cl₂/Ar, Cl₂/N₂ and Cl₂/H₂ plasma chemistries for high density plasma etching of NiFe and NiFeCo were investigated. The etch rates are a strong function of ion-to-neutral ratio, ion flux and ion energy. The data are consistent with efficient ion-assisted desorption of the fully- or partially-chlorinated etch products, thus overcoming their inherent low volatilities. We do not observe redeposition on feature sidewalls, suggesting that the mean free paths of these desorbed products is reasonably long. We have also found that poor selectivities over SiO₂ and SiNₓ masks are obtained when using Cl₂-based plasma chemistries. The low etch yield obtained with Cl₂-based plasma chemistry emphasize the need for high density conditions in order to achieve practical etch rates.
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Spin Tunnel Junctions
MAGNETIC TUNNEL JUNCTIONS WITH LOW RESISTANCE, HIGH CURRENT DENSITY AND GOOD UNIFORMITY
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ABSTRACT

We have demonstrated a controllable fabrication process for magnetic tunnel junctions, including in situ deposition of a junction trilayer and tunnel barrier formation with in situ natural oxidation of an Al metal layer. The trilayer was patterned into junction structures with dimensions as small as 2x2 µm² using photolithography and ion milling. The resultant junction resistance scaled linearly with the junction area over all dimensions used. The normalized resistance values of about 2.4x10⁶ Ω cm² were obtained in maintaining magnetoresistance (MR) ratios of 10 % to 12 % at room temperature. The resistance values are much smaller than ever reported for junctions with tunnel barriers formed using thermal oxidation in air or plasma oxidation. The maximum variation of the resistance was ±6.5 % for 10x10 µm² over a 2-inch wafer. The MR ratios showed no significant change up to at least 1x10⁴ A/cm² as junction current density was increased. The process used in this work can be expected to satisfy many device applications such as an MR head and magnetic random access memory (MRAM).

INTRODUCTION

Study on magnetic tunneling effect has become active since large MR ratios were observed in relatively low magnetic fields at room temperature. The observation has attracted much interest from the viewpoint of device applications as well as physics studies. Magnetic tunnel junctions comprise the basic structure, with ferromagnetic electrodes separated by an insulating tunnel barrier. The tunneling electrons strongly depend on the density of states of the majority and minority energy bands at Fermi level in the ferromagnetic electrodes [1-3]. Therefore, when the relative orientation of magnetization in the two electrodes is changed through applying an external magnetic field, the tunneling current or junction resistance can be modulated [3,4]. The junction resistance becomes minimum in the parallel orientation, and maximum in the antiparallel orientation.

The magnetic tunneling effect was first demonstrated between two ferromagnetic electrodes by Julliere in 1975 [2]. For some time, MR ratios as large as predicted theoretically could not be obtained. However, recently, several groups have reported significantly high MR ratios at room temperature [5-8]. Miyazaki and Tezuka [5] found an 18 % value in an Fe/Al₂O₃/Fe junction with a junction area of 1x1mm², while Moodera et al. [7] reported 22 % in CoFe/Al₂O₃/Co junctions, 0.2x0.3mm² in area. Sato and Kobayashi [8] also reported a value as large as 24 % in an exchange-biased type junction with a NiFe/Co/Al₂O₃/Co/NiFe/FeMn multilayer. In this paper, MR ratios are defined as the change in resistance divided by the saturated resistance in order to provide consistency for the reported data. These groups used contact shadow masks to make the junctions. On the other hand, Gallagher et al. [9] applied electron-beam lithography and optical lithography in producing NiFe/FeMn/NiFe/Al₂O₃/Co and NiFe/FeMn/NiFe/Co/Al₂O₃/NiFe structures with micron-to-submicron dimensions and obtained MR ratios of up to 22 %. All of the junctions reported have Al₂O₃ tunnel barriers formed by thermal oxidation in air [5,8] or plasma oxidation [6,7,9] of thin Al metal layers. In the conventional methods applied to tunnel
barrier formation, it seems to be difficult to achieve the low junction resistance required for many device applications. This paper reports a junction fabrication technique suitable for obtaining the low resistance and high critical current density in a controllable and reproducible manner. The distinctive feature of the technique is in situ deposition of junction layers and tunnel barrier formation with natural oxidation under a controlled oxygen pressure [10].

DEVICE STRUCTURE AND FABRICATION

Figure 1 is a schematic drawing of the magnetic tunnel junctions fabricated in this work. The junctions have the structure of an Fe/Al₂O₃/Co₉₀Fe₁₀ trilayer sandwiched with bottom and top Al lead layers in cross-strip geometry. Fe and CoFe were selected as base and counter electrodes simply because they possess different coercivities and have relatively large spin polarizations for ferromagnetic transition metals. Al lead layers were used in order to reduce the junction electrode resistance. If the electrode resistance is not substantially lower than the junction resistance, the electrical properties of the junctions cannot be measured accurately because of spatially nonuniform current distribution in the junction electrodes [11-13]. The Al lead layers play an especially important role in our devices with lower resistance values. Figure 1 also shows two different layered structures of type A and type B. The junction area is defined only by the counter electrode in type A, but by both the base and counter electrodes in type B. Both types have very similar electrical properties and uniformity in the properties, primarily, the data for type A are shown in this paper.

The junctions were fabricated using photolithography and ion milling compatible with the process usually employed for commercially available magnetic devices such as MR heads and sensors. A schematic diagram of the fabrication process is illustrated in Fig. 2. First, as shown in Fig. 2(a), an Al(50nm)/Fe(50nm for type A, 10nm for type B)/Al(2nm) multilayer was deposited in situ on a 2-inch diameter Si wafer with thermally oxidized SiO₂ on the surface. The Al and Fe layers were deposited under a background pressure of about around 2x10⁻⁸ Torr at room temperature by electron-beam evaporation and rf magnetron sputtering, respectively. Layer thickness was controlled using a quartz-crystal oscillator for evaporation and time-controlled for...
The top Al layer was then oxidized normally in pure O₂ of 20 Torr at room temperature for 20 min without breaking vacuum to form an Al₂O₃ tunnel barrier. After pumping down to the background pressure, a Co₅₀Fe₅₀ layer of 20 to 30 nm in thickness was evaporated. The multilayer was patterned into the bottom lead shape using a photoresist mask by ion milling [Fig. 2(b)]. The junction areas were then defined by doing ion milling in resist to the surface of the Fe base electrode in type A [Fig. 2(c)], and to the surface of the bottom Al lead layer in type B. Retaining the resist mask, a 300-nm-thick Al₂O₃ layer for insulation was evaporated and lifted off [Fig. 2(d)]. The junctions were completed with the evaporation and lift off of a 200-nm-thick Al layer for the top lead after sputter cleaning the CoFe counter electrode to remove any surface contaminants [Fig. 2(e)]. Sixteen 10x10 mm² chips were designed in a 2-inch Si wafer. One chip contains five junctions with junction areas ranging from 2x2 to 40x40 μm².

Scanning electron micrographs of a fabricated junction are shown in Fig. 3. The junction area seems to be well defined by the self-aligned process though a little Al₂O₃ residue is observed at the junction edge. The junction interface was characterized by in situ natural oxidation of a 2-nm-thick Al layer.

Fig. 2 Schematic of the fabrication process for a tunnel junctions with an Fe/Al₂O₃/CoFe trilayer sandwiched with the bottom and top Al lead layers. The tunnel barrier consisting of Al₂O₃ is formed by in situ natural oxidation of a 2-nm-thick Al layer.

Fig. 3. Scanning electron micrographs of a fabricated junction, 4x4 μm² in area. In the left picture, a junction area is visible near the center, which is magnified in the right picture.

Fig. 4. Cross-sectional transmission electron micrograph of the multilayer structure in the junction area.
using cross-sectional transmission electron microscopy (TEM), atomic force microscopy (AFM) and X-ray photoelectron spectroscopy (XPS). Figure 4 shows the layered structure observed by TEM. The surface of the Fe layer is rather rough, presumably due to the marked growth of its columnar texture. The roughness was evaluated to be about 10 nm in maximum by AFM. This value corresponds to 5 times the thickness of the Al overlayer. Judging from this picture alone, it is not clear if the barrier layer completely covers the Fe underlayer surface, although the barrier layer appears to be continuous.

An XPS study was performed in order to supplement the data obtained from the TEM observation. Figure 5 shows the XPS spectra of Al 2p and Fe 2p from the surface of the tunnel barrier. After the sample was prepared in the same way as the device, up to the process of the tunnel barrier in a vacuum chamber, it was transferred in situ to the XPS chamber and analyzed. The background pressure was maintained below 4x10⁻⁵ Torr during the analysis. Mg Kα radiation of energy of 1253.6 eV was used as a source of excitation. In the Al 2p region, both AlOₓ and Al metal peaks are observed. The peak position of AlOₓ is located at binding energy of 75.4 eV, which is 0.7 eV higher than the expected position of 74.7 eV for Al₂O₃. These results suggest that some unoxidized Al metal is left after the oxidation process for a 2-nm-thick Al layer and that AlOₓ deviates slightly from the stoichiometry of Al₂O₃. On the other hand, in the Fe 2p region, only Fe metal peaks are identified with the expected binding energies of 706.8 eV for Fe 2p₁/₂ and 720.0 eV for Fe 2p₃/₂. FeOₓ peaks are not observed in the limit of our XPS resolution. The Fe layer seems to be reasonably covered by the Al overlayer in spite of the roughness (up to 10 nm) of the Fe underlayer.

**RESULTS AND DISCUSSION**

The electrical properties of the fabricated junctions were measured using a four-probe dc method in ambient atmosphere. A magnetic field was applied to the longer direction of the bottom lead layer for MR measurements. In addition to the low-resistance leads consisting of Al, the smaller junction configuration defined by photolithography was advantageous to obtain accurate electrical properties.

Prior to measuring MR, the differential conductance of the junctions was measured as a function of voltage to confirm that the transport was dominated by electron tunneling, as shown in Fig. 6. The characteristics exhibited a parabolic dependence at voltages of less than about 60mV. This means that the transport mechanism is primarily based on tunneling. From the fitting of the experimental data to Simmons' theory of tunneling [14], the mean barrier height...
and thickness were derived to be in the range of 0.6 to 0.7 eV and 1.1 to 1.2 nm for several junctions. These values are relatively small compared with those reported for thermal oxidation in air [8] and plasma oxidation [6,7]. This results in lower resistances in our junctions. The offset voltage of about 7 mV seen in Fig. 6 is probably due to the barrier height difference between both interfaces.

Figure 7 shows the MR curves for the junctions with various junction areas. The marked changes in resistance at around 20 Oe and 80 Oe correspond to the coercivities for the Fe base and CoFe counter electrodes, respectively. Numerous random resistance steps are also observed for small junctions as shown in Fig. 7. The steps become clearly discernible with decreasing junction area. Such phenomena were not visible for large junctions with millimeter-order dimensions, which were prepared previously using a metal mask. This suggests that the resistance steps reflect magnetic domain-wall motion in the junction electrodes. Moreover, for junctions with type B structures, another phenomenon was viewed, i.e. the resistance in zero field was much higher than that expected for the parallel orientation of the magnetizations and the slope of the curve in the lower field range was very broad. This tendency became distinct when junction area was decreased to 2x2 μm². This is apparently due to the antiferromagnetic coupling of both electrodes caused by the magnetostatic fields generated at the junction edges.

Figure 8 shows junction resistance as a function of junction area for junctions in a wafer. Data for a line of three chips traversing the center of the wafer are plotted. The slope of the solid line, fitted using a least square technique, is a minus unit (-1) with a deviation of less than 1% in logarithmic coordinates. This means that the resistance scales linearly with the junction area over all dimensions used. From the slope in Fig. 8, the resistance normalized with the junction area is evaluated to be 2.4x10⁶ Ωcm². This value is much smaller than ever reported for thermal oxidation in air and plasma oxidation. The maximum variation of the resistance is ±6.5 % for...
Fig. 8. Tunneling resistance vs junction area for junctions with the area of 10x10 μm² in a 2-inch Si wafer. The experimental data are fitted with a least square method (solid line). The slope is -0.997.

Fig. 9. MR ratio vs junction area for the same samples as in Fig. 8.

junctions with the area of 10x10 μm² over a wafer. This variation is presumably related to the quality of each junction because the value is too large to be attributed to the microfabrication process used. MR ratios are in the range from 9.0 % to 12.3 % for the junction areas defined in this experiment and exhibit no significant dependence on the area, as shown in Fig. 9. Although these values are approximately 50 % of the best data reported for junctions with much higher resistance values, the scatter of the values is reasonably small.

As described above, low resistance junctions were successively fabricated with good uniformity in junction resistance and MR ratio. This result is strongly associated with the junction fabrication process, which includes in situ junction trilayer deposition and tunnel barrier formation using natural oxidation in vacuum. In such a well-controlled atmosphere, oxidation reaction proceeds uniformly over the entire surface, resulting in the uniform junction characteristics. Moreover, low resistance was easily achieved because tunnel barriers grow slowly and steadily at an O₂ pressure below atmospheric pressure.

When our samples were cooled down to 4.2 K, the MR ratios increased by about 70 %. However, the values were still small compared with the 61 % evaluated based on Julliere's model [2], assuming spin polarizations of 44 % for Fe [15] and 53 % for Co₀.₉Fe₀.₀ [16]. The lower MR ratios are probably due to the smaller values of barrier height and thickness in our junctions, which were estimated using Simmons' theory [14]. Small barrier height can cause the decrease in spin polarization of the tunneling current because of the increase in the tunneling probability for minority spins, as discussed in Slonczewski's theory [3]. On the other hand, a thin barrier is likely to cause ferromagnetic coupling like the so-called "orange peel" effect between the base and counter electrodes. The rough surface of the Fe base electrode (see Fig. 4) may enhance such phenomena. The existence of unoxidized Al metal left after the oxidation can decrease the spin polarization of the tunneling electrons at the surface of the base electrode by causing spin flip scattering.

The dependence of normalized resistance and MR ratio on oxygen pressure (P₀₂) was studied for junctions with type B structures. The main parameters for varying tunnel resistance in natural oxidation are oxygen pressure, oxidation time and temperature. The experiment was performed at a constant oxidation time of 20 min at room temperature. The resistance decreases monotonically as P₀₂ decreases in the range measured. The relationship between the resistance
Fig. 10. Normalized resistance and MR ratio as a function of oxygen pressure during tunnel barrier formation for junctions with the structure of type B. The resistance data are fitted with a least square method (solid line).

and \( P_{O_2} \) can be expressed by a simple power law. The exponent obtained by the least square fitting was 0.37. This sort of relationship agrees reasonably with that for the naturally oxidized Al reported [17]. The MR ratio also tends to decrease with decreasing \( P_{O_2} \).

Figure 11 shows barrier height and thickness as a function of \( P_{O_2} \). The calculated values using Simmons' theory for several junctions in Fig.11 are plotted against \( P_{O_2} \). In addition to the slight decrease in barrier thickness, the mean barrier height exhibits a significant decrease with decreasing \( P_{O_2} \). These facts seem to correspond well with XPS data. The intensity ratio of the Al 2p

Fig. 11. Barrier height (\( \phi \)) and thickness (\( t_{ox} \)) vs oxygen pressure for several junctions in Fig. 10.

Fig. 12. Tunnel resistance and MR ratio as a function of junction current density for an Fe/Al\(_2\)O\(_3\)/CoFe junction of type A, 10x10 \( \mu m^2 \) in area.
peak to AlO$_x$ 2p peak increased with decreasing $P_{O_2}$, while the peak of AlO$_x$ 2p indicated a continuous chemical shift to higher energy. This latter result can reflect the change in the quality of the tunnel barrier. In order to obtain higher MR ratios, it seems to be important to improve the quality of the barrier as well as the smoothness in the Fe base electrode surface, in other words, the coverage of the Al overlayer to the base electrode surface.

In order to apply magnetic tunnel junctions to various devices, sufficient output signal voltage is needed in the actual device configurations. Since the output signal voltage is given by the product of relative resistance change and junction current, it is effective to increase not only the MR ratio but also the critical current density. The junction resistance and MR ratio are plotted as a function of current density in Fig. 12. The junction area is 10x10 μm$^2$. As junction current density increases, both of the values remain constant up to about 1x10$^4$ A/cm$^2$, but decrease between 1x10$^4$ A/cm$^2$ and 3x10$^4$ A/cm$^2$. The decrease in MR ratio was about 20 %. These decreases can be reversed by decreasing current density. The values of 1x10$^4$ A/cm$^2$ and 3x10$^4$ A/cm$^2$ correspond to output signal voltages of about 3 mV and 7 mV, respectively. These voltage values plus the lower resistance values obtained in this work suggest that magnetic tunnel junctions have good potential for use in device applications such as MR heads, sensors and MRAMs.

CONCLUSIONS

We have proposed a junction fabrication technique, consisting of in situ deposition of an Fe/Al$_2$O$_3$/Co$_{30}$Fe$_{50}$ trilayer and tunnel barrier formation with natural oxidation under a controlled oxygen pressure. Normalized resistance values of about 2.4x10$^6$ Ωcm$^2$ were consistently obtained with the spatial variation of ±6.5 % for junctions with an area of 10x10 μm$^2$ over a 2-inch wafer. MR ratios were in the range of 10 % to 12 % at room temperature even at the low resistance values obtained. The MR ratios remained constant up to 1x10$^4$ A/cm$^2$. The fact that the MR ratios obtained were smaller than the best values reported for junctions with much higher resistance values is presumably due to the smaller values of barrier height and thickness in our junctions, which can cause a decrease in spin polarization of the tunneling electrons.

ACKNOWLEDGMENTS

The authors would like to thank N. Shohata, M. Nakada, H. Matsutera and M. Hidaka for useful discussions and J. Nakajima, H. Tamegai and T. Yonezawa for helping with the TEM observation. A part of this work was performed under the management of Association of Super-Advanced Electronics Technologies (ASET) in the Ministry of International Trade and Industry (MITI) Program of Super-Advanced Electronic Technologies supported by New Energy and Industrial Technology Development Organization (NEDO).

REFERENCES

DOUBLE BARRIER SPIN DEPENDENT TUNNEL JUNCTIONS WITH AN INTERMEDIATE FERROMAGNETIC LAYER


Instituto de Engenharia de Sistemas e Computadores (INESC), R. Alves Redol 9, 1000 Lisboa, Portugal.
Instituto Superior Técnico (IST) Dept. of Physics, Av. Rovisco Pais, 1096 Lisboa, Portugal.
Instituto Tecnologico e Nuclear (ITN), Estrada Nacional 10, 2685 Sacavém, Portugal.
Centro de Fisica Nuclear da Universidade de Lisboa (CFNUL), Av. Prof. Gama Pinto 2, 1699 Lisboa, Portugal.

ABSTRACT

A new spin dependent tunnel junction configuration using two insulator barriers with an intermediate ferromagnetic layer is described. The junction structure is bottom electrode/insulator/intermediate ferromagnet/insulator/top electrode. The electrodes are CoFe layers pinned by TbCo or MnRh exchange films. The insulator is Al2O3 obtained by RF plasma oxidation of a thin Al film. Co, NiFe and CoFe intermediate ferromagnetic layers were used. In one of the three types of fabricated structures spin dependent tunneling is observed through the two Al2O3 insulating barriers. The measured tunneling magnetoresistance (TMR) was 7%. For most double junctions studied however, only one of the barriers seems to be active, either the top or bottom one, with TMR values up to 18%. Rutherford Backscattering (RBS) analysis is used to check the oxidation level of the two barriers. For the case where double tunneling was observed, the TMR falls to half its value for a bias above 500 mV and an asymmetry in the forward and reverse bias behavior was found. Conductance measurements at room temperature (RT) exhibit the usual parabolic curve as for single barrier junctions.

INTRODUCTION

Recent work done in spin polarized tunneling junctions has demonstrated TMR signals of 20% to 30% at RT1,2,3. For device applications (MRAMS, sensors), free layers must switch in few Oe and the resistance area product has to be in the order of few kΩxμm², to provide ns switching times. Obtaining large TMR with low resistance area products is still an open problem, since junction resistance increases exponentially with barrier thickness, and reducing deposited Al thickness below 10 to 12 Å often results in pinholes. The most commonly used technique for insulator layer fabrication is Al deposition (10 to 20 Å thick) followed by DC or RF plasma oxidation (up to 3 min). Control of electrode switching has been obtained with spin-valve like geometries, where exchange layers pin one of the electrodes. Fig 1 shows the MR curve for a Co90Fe10 / Al2O3 / Co90Fe10 junction (12x2μm²) with pinned top electrode, fabricated by lithography. The TMR signal is 27.1% at RT, for a 123 kΩ resistance. TMR drops 50% at 430 mV. This junction has an effective barrier height of 1.5 mV.  

Fig 1 MR signal of single barrier junction.
2.6 eV and an effective thickness of 11.6 Å (deposited Al thickness is 18 Å, 2 min oxidation), values obtained from fitting to Simon's theory. The easy axis is parallel to the longer dimension of the top electrode and the field is applied parallel to the easy axis.

In this paper, spin dependent tunneling in double barrier junctions is evaluated. Recently theoretical predictions were made for double junction structures of the type, ferromagnet (FM)/insulator (I)/ferromagnet (FM)/insulator (I)/ferromagnet (FM). Theoretically, TMR enhancement and anomalies in conductance were predicted. First results obtained on double junctions are presented and discussed. Junction fabrication, magnetic layer switching, TMR signal, conductance and TMR bias voltage dependence are described.

EXPERIMENTAL METHOD - DOUBLE JUNCTION FABRICATION

Samples using CoFe for both external FM electrodes were deposited with the FM/I/FM/I/FM structure, using a Nordiko 2000 sputtering system. All the samples have a Ta/Cu/Ta/NiFe buffer with a total thickness under 300 Å and are passivated with a Ta/TiW(Ni) top protective layer. To pin the magnetization of the electrodes TbCo or MnRh exchange layers were used. The insulating barrier is Al₂O₃ fabricated depositing a 18 Å Al layer (DC magnetron) and oxidizing it in an O₂ plasma for 1-2 minutes. The oxidation conditions used were a 50 sccm O₂ flux at 2.7 mTorr and a power density of 7 mW/cm² resulting in a substrate voltage of ~35 V. The Al layer deposition and RF plasma oxidation are done in a different system with vacuum break between electrode and barrier deposition. RBS measurements of the fabricated junction show Al:O ratios of 1:1.6(±0.3). Assuming the Al₂O₃ density the thickness of the insulator barrier is found to be 30% higher than the deposited Al.

Three types of double barrier structures were fabricated, and are shown in Fig 2:

Type I: substrate/ pinned layer (Hₜ₁)/ barrier/ free layer/ barrier/ pinned layer (Hₜ₂).

Type II: substrate/ free layer/ barrier/ pinned layer (Hₜ₁)/ barrier/ pinned layer (Hₜ₂).

Type III: substrate/ free layer (Hₜ₁)/ barrier/ free layer (Hₜ₂)/ barrier/ pinned layer (Hₜ₂).

The structure of the two ferromagnetic electrodes and of the intermediate ferromagnetic layer is chosen to allow independent switching of the three magnetic layers. After junction deposition on 25x25mm² glass substrates, the samples are submitted to a self-aligned microlithographic process to define junction areas ranging from 18 to 10,000 μm². The fabrication process starts with 2 etching steps, in which the areas of the sample not protected with photoresist are removed in the sputter-etching
module of a Nordiko 7000 sputtering system. The self-aligned process described in Fig 3, allows defining the junction area and opening the contact via in the same lithographic step.

First, the material around the junction pillar is etched away. Then the top electrode is defined setting the dimensions of the junction area. A SiO$_2$ passivation layer is then deposited, without removing the photoresist. The vias then opened by a lift-off process have the exact dimensions of the top electrode. Al contact leads are made using a lift-off process.

RESULTS AND DISCUSSION

Fig 4 shows TMR behavior for a type I double junction with an intermediate “free” Co layer 40Å thick. Junction area is 9×5μm$^2$. The inset shows the magnetization hysteresis loop measured in an unpatterned portion of the sample, confirming the individual switching of the three layers. The arrows and letters indicate the magnetization switching of the individual layers. The slower switching of the free layer observed in the small junction when compared with the bulk sample is probably related to demagnetizing effects. 18% TMR is observed when the free middle layer switches (A to B) giving rise to an antiparallel alignment of the three ferromagnetic layers. When the bottom pinned layer switches (B to C), the MR falls to zero, despite the antiparallel alignment between the middle layer and top electrode. The fact that the MR falls back to zero, and not to an intermediate value between 0% and 18%, indicates that the observed 18% TMR occurs only in the bottom barrier of the double junction. The conclusion from this study of type I double junctions is that only one barrier is working.

Fig 5a and 5b show the TMR behavior for a type II double junction. VSM measurements prove that the 5 layers used as the intermediate electrode, have a coherent behavior showing uniaxial anisotropy and switching at ±120 Oe. The free layer switches at ±10 Oe, and the top pinned layer has unidirectional exchange switching only for fields higher than 250 Oe. Analysis of the magnetization and MR loops, for this double junction type,
Fig 5 Type II, TMR signal of top a) and bottom b) barrier tunneling VSM measurement c). Fig 5a shows 18% TMR observed for the top junction, between the middle and the top layer. Fig 5b shows 4% TMR measured between the bottom free layer and the middle layer for a different double junction on the same substrate. In the type II junctions fabricated no combined double barrier effect was observed and only one barrier, either the top or bottom, seems active.

Fig 6 shows TMR data for type III double junctions. In this case, the free layer is on the bottom, and the middle layer is free but has different coercivity. For this type of junctions, two jumps in the TMR cycle are observed. One corresponding to the switching of the bottom free layer (near +10 Oe), and another gradual switch of the middle layer (between -20 and -75 Oe). The separate switching of the two free layers was confirmed by the magnetization loop. In this case, switching of the individual bottom and middle layers is observed and both bottom and top barriers seem to be active. However their specific contribution to the total signal is different, as indicated by the two distinct TMR jumps. Following the first 1.5% increase in TMR, as the bottom free layer switches, the magnetization of the middle free layer starts changing resulting in two opposite contributions to the total signal. The reduction of the antiparallel alignment in the lower barrier decreases the resistance, with the exact inverse situation occurring in the top barrier. The inset shows one junction where the signal decreases slightly after the first rise, demonstrating the lower barrier contribution. At -100 Oe the full signal is reached with the higher TMR contribution of the top barrier. For this type of junctions it was possible to demonstrate double barrier tunneling, each one with distinct contributions.
The conductance-voltage curves measured at room temperature are shown in Fig 7 for the three types of double junctions studied, and compared with single barrier ones. The $dI/dV$ values were obtained by numerical differentiation of the experimental $I-V$ curve. The studied samples show a parabolic-like characteristic as for single junctions. No anomalies, as predicted by Zhang et al. for double junctions, are observed. Thermal excitation could be preventing the observation of the predicted conductance anomalies. Low temperature measurements, in junctions where both barriers are active will be made in the near future.

Fig 8 shows the TMR dependence on bias for single and double barrier junctions. An asymmetry on the TMR dependence for forward and reverse voltage bias is observed in all the double junctions where indication of double barrier tunneling exists. The TMR drops to half its maximum value for a bias voltage of 0.5V. The other double junctions where only one barrier is active, and single barrier junctions show a symmetric bias dependence, with TMR dropping to half its zero bias value between 300 to 350 mV.

In all the three junction types, the two barriers behave differently. In most cases the total or major part of the signal originating in the top barrier. This may probably be related to some processing difficulty when patterning the bottom junction, or some irreproducibility in the oxidation of the Al layer in the two barriers. In the first case, redeposition of material, while defining the junction area, shorting the two sides of the barrier renders it inoperative. The complete etch of the top and intermediate electrode is controlled using calibration samples. Ideally the etch should stop in the lower barrier. This being difficult to accomplish, the over-etch time may not be enough to prevent some shorting. The occurrence of a short in the top barrier is less probable, because the actual over-etch time is increased by the time needed to remove the intermediate electrode.

The oxidation process reliability for the dual junction fabrication was checked by RBS analysis. Samples deposited, simultaneously with type II junctions, on Si substrates were
measured by RBS. The results are shown in Fig 9a and b. In Fig 9a both Al layers are oxidized, as seen by the individual Al and O peaks. In Fig 9b, only the top barrier is oxidized. The bottom Al layer is present, but for some unforeseen reason, it is not completely oxidized.

CONCLUSIONS

Double junction structures were fabricated. Tunneling through one of the barriers is always observed, with different TMR for bottom or top barriers. Top and bottom barrier TMR reaches 18%. Tunneling through both barriers is observed only for one type of double junction structures. In this case, 7% TMR is observed through the double structure. No conductance anomalies are observed in these double junctions at room temperature. However, for junctions where both barriers are active, the TMR bias dependence is different for reverse and forward bias. RBS analysis was used to check the oxidation level of the two Al$_2$O$_3$ layers. RBS indicates that in some junctions one of the barriers is not properly oxidized.
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ABSTRACT

Spin-dependent tunneling junctions with the NiFe/oxide/NiFe structure have been fabricated with oxide barriers of Ta$_2$O$_5$, Al$_2$O$_3$ and composite Ta$_2$O$_5$/Al$_2$O$_3$ films. The barriers were formed by plasma oxidation of sputter-deposited Ta/Al films. Room-temperature tunneling magnetoresistance (TMR) effects observed are up to 4% in junctions with Ta$_2$O$_5$ and composite Ta$_2$O$_5$/Al$_2$O$_3$ barriers, significantly lower than the typical 15% effects seen in junctions with comparable Al$_2$O$_3$ barriers and having similar electrodes.

X-ray Photoelectron Spectroscopy (XPS) was used to study the oxidation profile of the barrier. Depth-profiles in the barrier regions show Al is fully oxidized while some unoxidized Ta remains. Increasing the oxidation time yields fully oxidized barriers, and increases junction resistance and TMR. At increased oxidation times, however, slight oxidation of the underlying electrode was observed, pointing towards a tradeoff between full oxidation of the barrier and likelihood of damage to the underlying electrode. Lower TMR ratios in Ta oxide junctions may be due to spin-flip scattering of electrons by residual unoxidized Ta and/or a lower tunneling probability in Ta$_2$O$_5$.

INTRODUCTION

Spin-dependent tunneling (SDT) between two ferromagnetic electrodes of Fe and Co separated by a barrier layer of Ge was first observed by Julliere [1]. More recently, tunneling magnetoresistance has been reported in several device structures, such as NiFe/Al$_2$O$_3$/Co [2, 3] Ni/NiO/Co [4], Fe/Al$_2$O$_3$/Fe [5], and Fe/MgO/Co [6, 7], and Fe/HfO$_2$/Co [6]. The properties of the tunneling barrier are quite important in an SDT device. Not all known barrier materials exhibit spin-polarized tunneling effects, the reason for this being still not clear. The highest observed TMR ratios and the best junction properties have been achieved with Al$_2$O$_3$ as the barrier material [2, 5, 8, 9]. Other materials tried have been MgO and HfO$_2$ [6], and NiO and GdO$_x$ [4]. Reactively sputtered Ta$_2$O$_5$ for the barrier was previously attempted without success by Platt et al [6].

We report the use of plasma-oxidized Ta to form the SDT barrier. Following a description of the experimental techniques used, observed transport properties of the devices are described. Results of preliminary studies using X-ray Photoelectron Spectroscopy (XPS) to study the oxide barrier are also presented.

§Email: sxwang@ee.stanford.edu
**EXPERIMENT**

A Sputtered Films Shamrock deposition system was used to deposit SDT junctions with a NiFe/oxide/NiFe SDT structure on Si wafers with 4nm of Al₂O₃. The bottom electrode was exchange-biased using an adjacent FeMn layer. The barrier was formed by plasma-oxidation of sputter-deposited 0.5 – 1nm thick Ta, Al and composite Ta/Al layers. Dimensions of a typical structure are shown in Figure 1. The junction was defined and the electrodes patterned using photolithography.

Samples were tested with a Keithley S110 Hall Effect measurement system. Measurements of TMR ratio and I-V Curves were done for the samples from room (296K) down to low temperatures (20K). X-ray Photoelectron Spectroscopy (XPS) measurements were done on the samples using a Surface Science Instruments S-Probe system. Depth-profiling was performed by slow Ar sputter-etching with XPS measurements repeated at each etch step. Details of these experiments are being reported elsewhere [10, 11].

**RESULTS**

In Figure 2(a) is shown a typical TMR versus applied bias curve obtained for Sample A (Ta 1nm, 1.5 min oxidation). TMR is found to decrease with increasing bias, and a slight asymmetry in the curve is seen. Interesting features in TMR versus bias curves possibly

![Figure 2: Results for Sample A (Ta 1nm, 1.5min oxidation) at 297K. (a) MR versus applied voltage, and (b) R-H loop.](image-url)
Table I: TMR and $R$ results for samples with different barriers. Values are for $5\mu m \times 10\mu m$ sized junctions with a bias of $10mV$ (top electrode positive) measured at room (297K) and low (20 – 30K) temperatures.

<table>
<thead>
<tr>
<th>Sample</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barrier (nm)</td>
<td>Ta 1.0</td>
<td>Ta 1.0</td>
<td>Ta 0.75/Al 0.75</td>
<td>Ta 0.75/Ta 0.5/Al 1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oxidation Time (min)</td>
<td>1.5</td>
<td>2.5</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td>$R$, room ($\Omega \cdot \mu m^2$)</td>
<td>0.8</td>
<td>5.5</td>
<td>107</td>
<td>61</td>
<td>0.05</td>
<td>0.2</td>
</tr>
<tr>
<td>$R$, low ($\Omega \cdot \mu m^2$)</td>
<td>1.2</td>
<td>13</td>
<td>140</td>
<td>135</td>
<td>0.06</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta R/R$, room (%)</td>
<td>1.3</td>
<td>1.4</td>
<td>1.25</td>
<td>2.0</td>
<td>2.2</td>
<td>15</td>
</tr>
<tr>
<td>$\Delta R/R$, low (%)</td>
<td>1.4</td>
<td>3.5</td>
<td>2.25</td>
<td>4.0</td>
<td>2.7</td>
<td>-</td>
</tr>
</tbody>
</table>

due to variations in spin polarization with bias voltage have been observed in devices with composite Ta/Al oxide barriers. These have been investigated and are being reported elsewhere [11]. Fits to I-V curve data suggest barrier heights of $1 - 2eV$ for Ta$_2$O$_5$ barriers. In Figure 2(b) is shown a typical R-H loop obtained for Sample A at room temperature. Exchange biases of about $200Oe$ at 297K and $300Oe$ at 20 – 30K were observed.

A summary of the TMR results obtained is given in Table I. Both the resistance and TMR of the devices are higher at low temperatures. The increase in TMR at low temperatures is not that significant for samples A and E, which had thinner barriers and/or were oxidized for shorter times. For these two samples, there is a decrease in TMR with increase in junction size, as can be seen from Table II. Both these observations suggest the possibility of incomplete oxidation in samples A and E.

In Figure 3 are shown depth profiles obtained for Samples A and B in the barrier region. The relative proportions of Ta$_2$O$_5$, TaO and unoxidized Ta were calculated from fits to shifted peaks of the Ta 4$f_{7/2}$/4$f_{5/2}$ doublet. As can be seen, the two samples show different profiles. A significant amount of residual Ta is present in both the samples albeit to a lesser extent in Sample B, which had an increased oxidation time. The peak in residual Ta in Sample A occurs at a higher depth than the Ta$_2$O$_5$ peak. This suggests oxidation of the Ta layer is occurring from bottom to top. Slight oxidation of the underlying NiFe electrode could also be identified in Sample B (cf. Figure 4). There is thus a tradeoff

Table II: Variation of TMR (in %) with junction size. Values are for room temperature (297K).

<table>
<thead>
<tr>
<th>Size ($\mu m^2$)</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1.3</td>
<td>1.4</td>
<td>1.25</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>200</td>
<td>0.66</td>
<td>1.4</td>
<td>1.04</td>
<td>1.9</td>
<td>0.68</td>
</tr>
<tr>
<td>1800</td>
<td>0.6</td>
<td>1.2</td>
<td>1.16</td>
<td>1.9</td>
<td>0.5</td>
</tr>
</tbody>
</table>
between full oxidation of the barrier and possible damage to the underlying electrode when oxidation time is increased. It is to be noted that even though the escape depth in these measurements was about 2.5nm, and thus comparable to the film thicknesses of the SDT multilayers, quite good profiles could be obtained. The utility of XPS as a tool for characterizing SDT junctions is clearly evident from these experiments.

CONCLUSIONS

Tunneling magnetoresistance is observed in SDT junctions with Ta₂O₅ barrier. On the whole, the resistances of the Ta₂O₅ (1 - 6.25MΩ·µm²) and composite Ta₂O₅/Al₂O₃ (50 - 100MΩ·µm²) junctions are found to be significantly higher than comparable Al₂O₃ (0.2MΩ·µm²) junctions. With a thin composite Ta/Al film and a small oxidation time (cf. Sample E in Table I), it is possible to get resistances comparable to those of junctions with Al₂O₃ barrier. MR effects of 1-4% are observed, markedly lower than the 15% observed in samples with Al₂O₃ barriers. It is believed that the lower TMR in the case of Ta₂O₅ is due to (a) scattering from residual unoxidized Ta, as revealed by depth profiling done with Xray Photoelectron Spectroscopy, and (b) a lower probability of tunneling of spin-polarised electrons in Ta₂O₅ in comparison with Al₂O₃ [11].

Figure 3: XPS profiles in the barrier region for (a) Sample A (Ta 1nm, 1.5min oxidation), and (b) Sample B (Ta 1nm, 2.5min oxidation).

Figure 4: XPS profile of the Ni peak for Sample B (Ta 1nm, 2.5min oxidation). The presence of the satellite NiO peak indicates that there is some oxidation of the underlying Ni close to the barrier. A 0.2eV shift in the Ni peak due to sample charging is discernible.
In addition to detecting the amount of residual Ta in the barrier region, XPS profiles also suggest that proportions of Ta$_2$O$_5$, TaO and unoxidized Ta in the barrier change with oxidation time. Slight oxidation of the surface of the underlying NiFe electrode is observed for samples with higher oxidation times. Oxygen profiles are dependent on the order of deposition of Ta and Al, this being most likely due to differing mechanisms of oxide formation and diffusion in Ta and Al.
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ABSTRACT

Colossal magnetoresistive manganites of the solid solution series (La$_{1-x}$Pr$_x$)$_{0.7}$Ca$_{0.3}$MnO$_3$ show first order Raman active phonon bands with $A_g$ symmetry near 80 cm$^{-1}$, a doublet structure between 220 cm$^{-1}$ - 290 cm$^{-1}$ and a further band near 439 cm$^{-1}$. Similar bands were found in ceramics and films of similar composition and with a thickness of down to 60 nm. The bands are superimposed by a strong background scattering with broad maxima near 490 cm$^{-1}$ and 610 cm$^{-1}$. The bands between 220 cm$^{-1}$ - 290 cm$^{-1}$ and 439 cm$^{-1}$ were unambiguously identified as oxygen bands by isotope exchange experiments. The background maxima were related to second-order Raman phonon scattering in the same way. The variations of the double band structure between 220 cm$^{-1}$ - 290 cm$^{-1}$ can be quantitatively correlated with the orthorhombic distortion of the lattice, and provide a measure for the average ionic size of the A cation site, or the tolerance factor which describes the distortion of the octahedral network and determines the electronic properties of the system. Shifts of the Raman phonon bands related to an oxygen isotope exchange process can be quantitatively explained by the isotope mass ratio. Colossal oxygen isotope effects found in (La$_{1-x}$Pr$_x$)$_{0.7}$Ca$_{0.3}$MnO$_3$ ceramics and films can be quantitatively related to the changing isotope composition. Significant contributions from lattice effects or impurities can be excluded from the Raman data in this case.

INTRODUCTION

The electrical resistivity of manganite perovskites can be changed by more than seven orders of magnitude when the material is exposed to external magnetic fields [1,2]. The term colossal magnetoresistance (CMR) has been proposed for the phenomenon [3] and makes this class of material a prime candidate for technical applications as sensors, for example as reading heads for magnetic storage devices. The size of the effect must be compared with magnetoresistance (MR), which does not exceed the order of 1-2 % ($\rho(H) - \rho(0)/\rho(0)$) in most metals and some 50 % in case of the so called giant magnetoresistance (GMR) observed in magnetic multilayers and nanoscale composite [4,5].

CMR is observed in bulk material in conjunction with a ferro-to-paramagnetic phase transition [4,5]. Here, a double exchange transport mechanism occurs in the spin aligned low temperature phase. Charge transport requires parallel spins on both sites during a hopping process [6]. Electronic conduction is hindered in the vicinity of the phase transition as a result of magnetic fluctuations at higher temperatures. Close to the transition temperature, an external magnetic field causes a spin alignment on all sites. Disorder is removed and the electrical resistance strongly decreases. For a quantitative understanding of CMR, however, simultaneous charge ordering effects and electron-phonon coupling must also be considered [7].

Technical problems are the large external fields required to produce CMR and the low temperatures where the maximal CMR occurs. The advantage of the manganite family of materials stems, however, from the possibility to chemically tune the electronic properties over a wide range by changing the composition in various solid solution series [4,5,8]. This may eventually allow the design of materials with optimized properties for technical applications and superior performances compared to other MR materials. The complex system requires, on the other hand, sophisticated analytical tools which can cope with small structural and chemical changes which might cause large variations of the electronic properties. It was, therefore, our aim...
to see, whether Raman spectrometry is able to detect the changing properties in the critical compositional ranges of the materials.

Optimizing the CMR properties in manganite perovskites requires doping and controlled structural deformation. Perovskites have the general formula ABO$_3$. They consist of a network of corner sharing oxygen octahedra with the B-type metal ion in its centre while the octahedra themselves are located in the edges of a cube with an A-type cation in a twelvefold coordination in its centre. Manganese occupies the B-site, the A-site is filled with a trivalent metal, for example a rare earth cation R such as La$^{3+}$ or Pr$^{3+}$. Stoichiometric LaMnO$_3$ is an antiferromagnetic insulator at room temperature and doping is required in this system in order to establish the paramagnetic-to-ferromagnetic transition which is the prerequisite for CMR. This can be achieved by replacing the trivalent atom R by a doubly charged cation M such as alkaline earth elements. This leads to the general formula $R_{1-x}M_x$MnO$_3$. Although the end-members of such series are all antiferromagnetic insulators at low temperatures [9], they become ferromagnetic and metallic at intermediate x-values and have a pronounced Curie temperature.

A maximum CMR is established at a doping level of x= 0.3 in case of divalent doping. The magnetic transition occurs at a temperature of approx. 260 K in case of Ca doping and is accompanied by a metal-insulator transition at the same temperature. The low-temperature phase is a ferromagnetic metal, the para-phase is a disordered insulator. CMR occurs near the transition temperature and reaches at least approx. 80%. $T_C$ and MR greatly depend, however, on the real structure of material: variations of the synthesis procedure can result in $T_C$'s in the range of 100-300 K and a MR higher than 500% (even with $T_C$ = 260 K) for La$_{0.7}$Ca$_{0.3}$MnO$_3$ films [3,10]. Doping is accompanied by the partial removal of the orthorhombic distortion in the stoichiometric LaMnO$_3$ parent material. The cooperative elongation of the octahedra caused by the Jahn-Teller effect of Mn$^{3+}$ vanishes [11] and the octahedral buckling induced by the steric conditions decreases due to the increase of Mn$^{4+}$/Mn$^{3+}$ ratio [12].

The critical electronic properties of the system can be further largely enhanced even without a variation of the charge carrier concentration. Exchanging the A-site cation with an ion of similar charge but different size results in variations of the internal pressure which are compensated for by a rotation (buckling) of the MnO$_6$ octahedra. This changes the Mn-O-Mn bond angle and hence, also the angle between the B-site d orbitals and oxygen p orbitals which form the conduction band in the system. Deviations from the ideal 180° Mn-O-Mn bond angle result in a decreasing bandwidth. Decreasing the average atomic radius $\langle r_a \rangle$ results, therefore, in a decreasing maximum resistivity temperature $T_R$ and a drastically increasing magnetoresistance [13]. Eventually the Mn-O-Mn overlap becomes insufficient. The ferromagnetic state is replaced by antiferromagnetic ordering at low temperatures and localised holes form a charge ordered insulator.

The study of solid solution series of this kind are, therefore, of twofold interest: They can be used to optimize the desired magnetoresistive properties and also serve as a workbench for experiments towards a better understanding of the underlying physical principles. It seems sensible, therefore, to keep the dopant and doping level at its optimum (x=0.3 in $R_{1-x}M_x$MnO$_3$) and to change the size of the trivalent cation in ($A_{1-x}A'_{x}$)$_3$Mn$_2$O$_6$. where $A$ and $A'$ are trivalent rare earth metals of different size. The La-to-Pr series was studied mainly for two reasons: Firstly, because the oxygen stoichiometry is rather insensitive to heat-treatment in this case yet again stabilising the Mn$^{4+}$/Mn$^{3+}$ ratio, and secondly because the series is in the regime where magnetic and charge ordering coexist [1]. The magnetic transition temperatures $T_C$ and $T_P$ change drastically and simultaneously in the series starting from 260 K in the La endmember to 0 K in the Pr endmember. Decreasing resistivity in an applied field is interpreted as the magnetically induced breakdown of the charge ordered state. A ferromagnetic metal is replaced by an antiferromagnetic insulator at constant temperature between the endmembers [13]. This means that the series passes through a critical range which can be used to demonstrate the importance of electron-phonon coupling in the system. It has been proposed that the transfer of holes between Mn$^{4+}$ and Mn$^{3+}$ is accompanied by a large dynamic Jahn-Teller induced lattice distortion leading to small polaron formation. This should result in an increasing resistance and largely enhances MR to true CMR.

In the transition range octahedral vibrations may lead to a situation where the material is at the
breakdown to the insulating state but still metallic because the critical bond angle varies periodically between states in the metallic and non-metallic regime. Slight changes of the vibrational self energy should then lead to a drastic variation of the electrical properties. Isotope exchange experiments are a clear-cut path to check such a model. $^{16}$O/$^{18}$O exchange experiments in La$_{0.75}$Pr$_{0.25}$Ca$_{0.5}$MnO$_3$ have indeed confirmed the existence of a dramatic isotope effect. Replacing $^{16}$O by $^{18}$O drives manganites into the non-metallic regime. The resistivity vs. temperature curves diverge below the phase transition temperature near 110 K and the resistivity of the $^{18}$O enriched material increases drastically. At low temperatures the conductivity differs by no less than ten orders of magnitude and provides a most impressive proof for the importance of electron-phonon coupling in the system.

CMR appears as the result of a concerted interaction of magnetic, Coulomb and electron-phonon forces controlled by a complex chemical environment. Optimizing the magneto-resistive properties requires a wide range of analytical information covering not only chemistry but also physical and crystallographic properties. The real structure of the material significantly influences the desired properties. Detailed knowledge about phase purity, lattice distortions, charge carrier concentration, the oxygen stoichiometry and the isotope ratio is needed. Particularly in case of industrial applications measurements should be quick, carried out on-site, and non-destructive. Furthermore, technological products such as thin films require a control of the epitaxial growth process. Layer structures with a thickness of less than 100 nm must be analysed and electronic microstructures ultimately require a tool with a spatial resolution in the micrometer range.

The situation resembles that in high temperature superconductors, where Raman spectrometry is a key analytical tool and technological developments benefit considerably from the application of this method. It has been argued recently that Raman spectrometry is not applicable in case of manganites because of crystallographic and electronic constraints which massively reduce Raman scattering efficiencies [14]. It is shown here, however, that Raman spectra of manganite solid solution series which exhibit critical variations of the electronic properties can indeed provide information of similar importance as in case of superconductors in spite of these difficulties.

EXPERIMENT

Aerosol MOCVD was used to prepare thin films. The procedure includes deposition from precursor vapour produced by the evaporation of their organic solution nebulized in the carrier gas flow [15]. Single crystalline (001) LaAlO$_3$ (pseudocubic cell) and (001) SrTiO$_3$ were used as substrates. The films prepared were about 350 nm thick, two films of the composition La$_{0.35}$Pr$_{0.35}$Ca$_{0.3}$MnO$_3$ were prepared with lower thickness (60 nm). SEM was accomplished by CAMSCAN equipped with EDAX system for quantitative analysis of the films. The metallic component ratio in the precursor solution was adjusted to provide proper stoichiometry in the film. The films are twinned and oriented with the c-axis perpendicular to the film plane. The ceramic samples were prepared from water solution of the metal nitrates: ash-free paper filters were soaked with the solution, dried and burned. Ashes of the precursors were pressed into pellets and sintered in air at 1200°C. XRD did not reveal impurity phases in either films or ceramics.

For isotope exchange pairs of 1x8 mm$^2$ strips were cut from the samples and put into alumina boats which were placed in two quartz tubes mounted in a furnace. The quartz tubes formed parts of two identical closed loops to which an enforced gas circulation was applied. One part of the each sample was heated in $^{16}$O$_2$ atmosphere, the other part of the each sample was heated in $^{18}$O$_2$ (molar fraction of $^{18}$O 85%). The diffusion annealing was carried out for 4h at a temperature 800°C (thin films) and for 48 h at the temperature 950°C (ceramic pellets) under an oxygen pressure 1 bar.

Raman spectrometric measurements were performed with a triple monochromator system (Jobin-Yvon T64 000) in a subtractive arrangement and in a backscattering geometry of the incident laser light. The samples were placed under an Olympus BH2 microscope with an 80x objective so that the spatial resolution is of the order of 1.5 micrometer. The 514.5 nm line of an
Ar⁺-ion laser was used as the exciting laser line in most cases. An LN₂-cooled CCD camera was used as a detector and allowed the simultaneous measurement of the frequency range from 15 to 720 cm⁻¹ at an excitation wavelength of 514.5 nm.

Raman spectra of both ceramics and films were measured with a laser power of up to 30 kW/cm², which corresponds to an output power of 100 mW of our Ar⁺-ion laser system. Higher laser power leads to a shift of the Raman bands as a result of laser heating.

RESULTS

Mode Assignment

In the solid solution series (La₁₋ₓPrₓ)₀.₇Ca₀.₃MnO₃ first order Raman active phonon bands can be detected near approx. 80 cm⁻¹, a doublet between 220-290 cm⁻¹ and a mode near 439 cm⁻¹ (Fig. 1). They are superimposed by a strong background scattering which exhibits maxima near 400 cm⁻¹ and 610 cm⁻¹. Isotope exchange experiments unambiguously identify the doublet between 220-290 cm⁻¹ and the mode near 439 cm⁻¹ as oxygen vibrations while the band near 80 cm⁻¹ remains unshifted in such experiments within the experimental accuracy so that this band must be related to cation vibrations. The line positions are listed in Table I. The features near 490 cm⁻¹ and 610 cm⁻¹ are also of phononic origin as they also show an oxygen isotope shift. They are, thus, assigned to second order Raman scattering mainly due to oxygen vibrational modes. Polarized measurements reveal a B₂-like character for the mode near 439 cm⁻¹, and an A₁g-like character for the modes near approx. 80 cm⁻¹ and the doublet between 220 cm⁻¹ - 290 cm⁻¹. The bands exhibited a fairly weak and broad character in character, which corresponds to the close similarity of the structure to its Raman-inactive cubic parent structure.

Fig. 1. Raman spectra of La₀.₇Ca₀.₃MnO₃ and Pr₀.₇Ca₀.₃MnO₃, films subjected in parallel to an oxygen isotope exchange in ¹⁶O₂ and ¹⁸O₂ (molar fraction of ¹⁸O₂: 85%).
TABLE I. First order Raman phonon frequencies (cm$^{-1}$) in La$_{0.7}$Ca$_{0.3}$MnO$_3$ and Pr$_{0.7}$Ca$_{0.3}$MnO$_3$ subjected in parallel to an oxygen isotope exchange in $^{16}$O$_2$ and $^{18}$O$_2$ (molar fraction of $^{18}$O$_2$:85%).

<table>
<thead>
<tr>
<th></th>
<th>mode</th>
<th>cm$^{-1}$ ($^{16}$O)</th>
<th>cm$^{-1}$ ($^{18}$O)</th>
<th>$\Delta \omega$</th>
<th>$-\Delta \omega/\omega$</th>
<th>$^{18}$O/(100$^{16}$O + $^{18}$O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>La$<em>{0.7}$Ca$</em>{0.3}$MnO$_3$</td>
<td>$B_g$</td>
<td>439</td>
<td>419</td>
<td>20</td>
<td>0.046</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>$A_g$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$A_e$</td>
<td>227</td>
<td>217</td>
<td>10</td>
<td>0.044</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>$B_e$</td>
<td>72</td>
<td>72</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Pr$<em>{0.7}$Ca$</em>{0.3}$MnO$_3$</td>
<td>$B_g$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$A_g$</td>
<td>293</td>
<td>280</td>
<td>13</td>
<td>0.044</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>$A_e$</td>
<td>260</td>
<td>249</td>
<td>11</td>
<td>0.042</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>$B_e$</td>
<td>90</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

(La$_{1-x}$Pr$_x$)$_{0.7}$Ca$_{0.3}$MnO$_3$ are orthorhombic perovskites with space group $Pnma$ ($D_{2h}^{16}$). Raman spectra have been measured in case of the structurally related LaMnO$_3$ and the rhombohedral La$_{0.7}$Sr$_{0.3}$MnO$_3$ [16, 17]. The band near 227 cm$^{-1}$ in the La$_{0.7}$Ca$_{0.3}$MnO$_3$ endmember of our series seems to be comparable with the band near 190 cm$^{-1}$ in La$_{0.7}$Sr$_{0.3}$MnO$_3$, both having an $A_e$ character. This band was correlated with the band near 284 cm$^{-1}$ in the undoped LaMnO$_3$ parent system. This also has an $A_e$ character and was assigned as an out-of-phase $x$-rotation vibration of the MnO$_6$-octahedra by lattice dynamical calculations [17]. The band near 290 cm$^{-1}$ in (La$_{1-x}$Pr$_x$)$_{0.7}$Ca$_{0.3}$MnO$_3$ is absent in La$_{0.7}$Sr$_{0.3}$MnO$_3$. The mode near 435 cm$^{-1}$ in La$_{0.7}$Sr$_{0.3}$MnO$_3$ is obviously similar to the mode near 439 cm$^{-1}$ in La$_{0.7}$Ca$_{0.3}$MnO$_3$ both showing a $B_g$ character. It has been correlated with the out-of-phase oxygen bending mode near 481 cm$^{-1}$ in LaMnO$_3$ [17,18]. No data are available for doped La$_{1-x}$M$_x$MnO$_3$ or LaMnO$_3$ below 100 cm$^{-1}$. Doping by replacing a trivalent metal with a divalent one drives the structure further towards the cubic phase mainly because of a vanishing static Jahn-Teller distortion. This leads to an extremely small Raman scattering efficiency and is the reason for the difficulties in measuring the phonon Raman scattering observed earlier [14]. Only 5 out of 24 symmetry allowed Raman modes in the orthorhombic $Pnma$ symmetry of the perovskite structure can be detected as first order phonon bands.

Remarkable is the absence of the strong phonon lines near 490 cm$^{-1}$ and 612 cm$^{-1}$ in the doped material. These bands dominate the LaMnO$_3$ parent structure [17]. It is in sharp contrast to the preserved scattering of the modes below 350 cm$^{-1}$. Only second-order scattering with broad maxima can be observed in the vicinity of the former 490 cm$^{-1}$ and 612 cm$^{-1}$ bands in the (La$_{1-x}$Pr$_x$)$_{0.7}$Ca$_{0.3}$MnO$_3$ series. The bands have been related to octahedral stretching and bending vibrations [17] and may be stronger affected by the influence of the static Jahn-Teller distortion of the octahedra in the parent structure which relaxes on doping.

Heating Effects

As well as the close similarity to the ideal cubic structure a further problem is the large absorbance of the material in the visible frequency range [19] which results in a black appearance of the samples and significantly reduced Raman scattering cross sections because of the small penetration depth of the laser beam. It also results in a local heating process in the sample which might obscure a correct measurement of various features in the spectra such as the line positions. This puts an upper limit to the applicable excitation laser power and, thereby, further reduces the observable Raman scattering efficiency. A low energy shift of the Raman bands is observed in all samples as a result of laser heating when exceeding 150 kW/cm$^2$ (Fig. 2). The system is driven towards the cubic phase as evidenced by the low energy shift of the mode near 260 cm$^{-1}$ and the smaller scattering efficiency of the
mode near 290 cm\textsuperscript{-1}. The effect is, however, purely dynamical in films and ceramics at excitation powers of at least up to 500 kW/cm\textsuperscript{2}. Repeated measurements at 50 kW/cm\textsuperscript{2} after intermediate exposure to a laser power of up to 500 kW/cm\textsuperscript{2} show that the induced line shifts are fully reversible and leave the sample unaffected. This is in sharp contrast to the case of orthorhombic LaMnO\textsubscript{3}, which irreversibly transforms into its rhombohedral state as a result comparable laser heating [17] most probably due to the variation of the oxygen stoichiometry. The higher thermodynamic stability of the ternary oxides corresponds to the more stable oxygen content of these samples [20].

![Excitation: Ar ion laser (514.5 nm) - Epitaxial film and Ceramics](image)

**Fig. 2.** Laser heating effect in the Raman spectrum of a Pr\textsubscript{0.7}Ca\textsubscript{0.3}MnO\textsubscript{3} ceramic. The inset shows the line shifts of the mode near 260 cm\textsuperscript{-1} as observed in films and ceramics.

**The (La\textsubscript{1-x}Pr\textsubscript{x}) \textsubscript{0.3}Ca\textsubscript{0.3}MnO\textsubscript{3} Solid Solution Series**

Exchanging Pr for La does not change the charge carrier concentration but drives the structure further towards the cubic symmetry. The cation exchange process results in a variation of the lattice constant in response to the changing average atomic radius on the A lattice site. This is achieved by a tilting of the octahedral network so that the size of voids between the octahedra is reduced. The structural change is measured by the tolerance factor $t = \frac{d(A-O)}{\sqrt{2}d(Mn-O)}$ where $d$ denotes the average interatomic distances. The process is reflected in the spectra by large line shifts of the modes near 260 cm\textsuperscript{-1} moving to 227 cm\textsuperscript{-1} and the mode near 90 cm\textsuperscript{-1} which shifts to 72 cm\textsuperscript{-1}. The mode near 290 cm\textsuperscript{-1} in Pr\textsubscript{0.7}Ca\textsubscript{0.3}MnO\textsubscript{3} vanishes in La\textsubscript{0.7}Ca\textsubscript{0.3}MnO\textsubscript{3} (Fig. 3). The line positions are listed in Table II.
The modes near 260 cm\(^{-1}\) and 90 cm\(^{-1}\) in the Pr-rich endmember change linearly with the changing average cationic size and, hence, with the tolerance factor \(t\), because the average Mn-O bond distance is almost constant throughout the series (Fig. 4). The position of the bands decreases by 33 cm\(^{-1}\) and 18 cm\(^{-1}\), respectively, on replacing Pr by La. This corresponds to an increase of the average cationic radius from 1.179 Å in Pr\(_{0.7}\)Ca\(_{0.3}\)MnO\(_3\) to 1.205 Å in La\(_{0.7}\)Ca\(_{0.3}\)MnO\(_3\) and a shift of the tolerance factor by 0.01, i.e. from 0.907 to 0.917 [13].

The effect can be related solely to the structural changes because the change of mass on replacing La by Pr is very small (\(\rho_{La}/\rho_{Pr}=0.99\)). The tolerance factor can be further increased by exchanging the divalent atoms instead of the trivalent ones. A value of 0.93 is found in case of La\(_{0.7}\)Sr\(_{0.3}\)MnO\(_3\) [13]. When extrapolating the results from our series to this value a further low-frequency shift to some 180 cm\(^{-1}\) is expected, which is near the observed frequency of 190 cm\(^{-1}\) (Fig. 4). Considering the large mass difference between the exchanged cations (\(m_{La}/m_{Pr}=2.18\)) and also differences in their electronic properties, this is a reasonable agreement. It clearly confirms that factors other than the structure itself are of secondary importance to Raman mode frequency. It also confirms the assignment of the mode as an oxygen vibration which is practically not affected by the mass change of the cation.
Based on this evidence the A cation atomic radius and also the tolerance factor can be directly deduced from the line shift of this mode in the Raman spectrum. The mode frequency can be quantitatively correlated with the structural state, at least if the Raman-spectra of the end-members of the solid solution series are known. But the correlation seems to be more general and a further extension towards a more universal measure of the tolerance factor in the manganite system seems possible as long as the charge carrier concentration is kept constant. The method is obviously also valid beyond the series studied here, namely in case of a substitution of the divalent cation, although the accuracy is not quite the same.

Measuring the tolerance factor over a wide range is of critical importance for the further development of improved CMR materials. As described above, it critically determines the electronic properties of the system. This interpretation is supported by a comparison with CaTiO$_3$, which undergoes an isostructural orthorhombic-to-cubic ($Pnma-Pm3m$) phase transition on heating. Here, the structural variation is solely due to the vanishing buckling of the octahedra on increasing the temperature; no further physical or chemical effects are relevant. Similar changes of the tolerance factor lead to similar shifts of the Raman active bands in both the manganite solid solution series and in CaTiO$_3$ [21].

It has been argued [16] that the doping level in LaMnO$_3$ can be studied in a similar way by the line shift of the mode near 284 cm$^{-1}$ in LaMnO$_3$ on doping with Sr. The low energy shift was explained by the increasing average cation radius on the A lattice site. Compared to the line positions observed for the Ca doped samples with a smaller average A cation radius we would, however, expect a lower energy for a similar mode in undoped LaMnO$_3$ rather than a higher one. We can see here that the situation is more complex when doping accompanies the cation exchange process, and the shift is obviously also strongly dependent on other factors such as the charge carrier concentration. For instance, the growth of the Mn$^{4+}$/Mn$^{3+}$ ratio with the increase of...
Ca-doping results in the decrease of the mean Mn-O bond length. The variation has a similar effect on the lattice deformation as doping with a larger trivalent A cation.

Comparison of films and ceramics

Technical applications often require epitaxial films as the basis for microelectronic structures. Intuitively, the low Raman scattering efficiencies of the manganites seem to be a severe burden in the investigation of thin samples with a supposedly small scattering volumes. Because of the small penetration depth of the material, however, even thin films are not transparent if the sample thickness is exceeding some 250 nm. As a result, there is no significant difference in the Raman experiment between bulk and film material in this case, and they exhibit the same scattering cross section. Further, thin films have significantly better heat transport properties than bulk material, most probably due to grain boundary effects and voids in the latter case. They can, therefore, be exposed to higher laser power without heating. This is particularly important when it comes to the comparison of the results obtained from thin films and ceramics, because the sensitivity to local heating differs considerably in both systems. Spectra measured under similar conditions then show different line positions in films and ceramics which, however, do not reflect physical differences between the samples. (Fig. 2). The Raman band near 260 cm\(^{-1}\) in \(Pr_0.7Ca_0.3MnO_3\) is shown as an example of this effect (Fig. 2, inset). It is shifted by 21 cm\(^{-1}\) to 234 cm\(^{-1}\) at an incident laser power of 500 kW/cm\(^2\) in the case of ceramic samples. A shift of only 7 cm\(^{-1}\) is observed in case of thin films. Comparing the size of the line shift with that observed in low temperature data for \(La_{0.7}Sr_{0.3}MnO_3\) [16] allows a rough estimate of the temperature of the exposed sample spot. We can expect the temperature to increase by 300 K when there is a line shift of 20 cm\(^{-1}\). This corresponds to a temperature of some 580 K at the ceramic surface in case of an incident laser power of 500 kW/cm\(^2\) while it is only 400 K in case of thin films. No significant variations are found up to an incident laser power of 50 kW/cm\(^2\) as used in all our experiments.

Spectra of films show the same first order Raman active phonon bands near approx. 80 cm\(^{-1}\), between 220 cm\(^{-1}\) - 290 cm\(^{-1}\) and near 439 cm\(^{-1}\) as those of ceramics (Figs. 1, 2, 3). An additional line near 660 cm\(^{-1}\) was found in many, but not all \(^{16}O\) films. It has also been found in films by Malde et al. [18]. The band near 660 cm\(^{-1}\) is, however, absent in ceramics and has varying scattering efficiencies in films with similar chemical composition. It is, therefore, believed to be an impurity band most probably caused by a manganese oxide. Electrical measurements show similar results for films and ceramics of similar chemical composition and no impurities are found in XRD measurements. This sets an upper limit to the impurity level of some 2-3 %.

Evidently, even small amounts of impurities lead to comparatively strong Raman bands in this case. This is also a signature of the weak Raman scattering of CMR-manganites because of their small deviation from the non-Raman-active cubic structure.

Epitaxy

Raman spectrometry can also be used to detect the epitaxial growth of the films. This feature is best detected by depolarized spectra parallel to the film edges (X'Y') and rotated by 45° (XY) (Fig. 5). The band near 439 cm\(^{-1}\) in \(La_{0.7}Ca_{0.3}MnO_3\) almost vanishes in X'Y'. In \(Pr_0.7Ca_{0.3}MnO_3\), the comparatively strong background scattering near 490 cm\(^{-1}\) and 610 cm\(^{-1}\) in X'Y' is weaker in XY. Epitaxial films require lattice-matching substrate materials. Lattice matching is, however, never perfect and the strain at the film-substrate interface is compensated by a different buckling of the octahedral chains in and out of the film plane, producing an effect on \(T_p\) comparable with the effect of chemical pressure near the critical value \(t \sim 0.91\). \(T_p\) values actually become divergent on approaching the critical \(t\) value. In this region, \(T_p\) varies from the highest value for the film on SrTiO\(_3\) to the lowest value for the film on LaAlO\(_3\). In the films on SrTiO\(_3\) the bending of the Mn-O-Mn chains is decreased in the plane of the film whereas it is increased in the plane of the film on LaAlO\(_3\). This process is not reflected in the Raman phonon bands between 220 cm\(^{-1}\) - 290 cm\(^{-1}\) and the
The tetragonal distortion has opposite direction for the films on LaAlO$_3$ and SrTiO$_3$ in agreement with the difference of the mismatch between the lattice constants of the substrates and films. The lattice constant of SrTiO$_3$ is larger, consequently the tensile strain in the film demands an in-plane expansion of the perovskite cube. The deformation of the lattice normal to the substrate ($\epsilon_z$) is proportional to the in-plane strain components ($\epsilon_1, \epsilon_2$): $\epsilon_z = -(\epsilon_1 + \epsilon_2) \eta / E$, where $\eta$ is the Poisson coefficient, $E$ the elastic modulus$^{[22]}$. Thus, the films on SrTiO$_3$ are contracted along the normal. The opposite is true for the films on LaAlO$_3$. As a result, the average length of the A - O bond cation remains unchanged in this case and this is obviously the reason for the absence of an effect in the Raman spectrum.

Fig. 5. Polarized Raman spectra of the La$_{0.7}$Ca$_{0.3}$MnO$_3$ and Pr$_{0.7}$Ca$_{0.3}$MnO$_3$ films. X and Y denote the crystallographic axes. They are rotated by 45° relative to the film edges X' and Y'. Lines marked by asterisks are artefacts of the polarizer.
Oxygen isotope shift

An isotope shift is found in films and ceramics. The $^{18}$O/$^{16}$O exchange process causes a line shift of Raman phonon bands generated by lattice vibrations dominated by the mass of these isotopes. The line shift follows the isotope mass ratio according to:

$$\frac{\omega_1}{\omega_2} = \sqrt{\frac{m_2}{m_1}}$$

In films, a significant isotope effect was found for the doublet between 220-290 cm$^{-1}$ and the modes near 439 cm$^{-1}$ and 660 cm$^{-1}$ (Fig. 1). It corresponds to an $^{18}$O/$^{16}$O ratio of approx. 0.8±0.1. This is in good agreement with an $^{18}$O/$^{16}$O ratio of 0.85 in the exchange gas used in our experiments. It identifies the shifting bands as oxygen phonon lines and indicates a complete gas exchange process of the atoms involved in the vibrations. Also, there are no significant contributions from other potential factors resulting from the isotope exchange process, such as impurities. This result provides the evidence that is needed to correlate the enormous variation of the electrical properties of films and ceramics with the isotope exchange process. The variation of the Raman spectrum is solely due to the changing isotope mass. This information is difficult to provide by other methods, particularly in case of films and demonstrates the analytical power of Raman spectrometry in this case. The effect has even been observed in films as thin as 60 nm.

CONCLUSIONS

Raman spectrometry is suitable for studying key structural processes in manganites. The atomic origin of the Raman bands was unambiguously identified in several cases. The tilting of the octahedral network can be quantified by phonon line shifts. The method seems to be extendible to a wider tolerance factor range than studied here. Even the case of a variation of the divalent cation can be included provided that the charge carrier concentration is kept constant. Further information is required in this respect and the evidence provided here may serve as the starting point for more comprehensive studies in the field.

Considerable care is required in Raman studies of manganite films and ceramics in order to achieve comparable results because of varying laser heating effects in both systems. The colossal oxygen isotope effect can be unambiguously and quantitatively identified with the oxygen isotope exchange process, a conclusion which is difficult to obtain with other experimental tools particularly in case of thin films.
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ABSTRACT

A systematic investigation focused on the magnetoresistance behavior of La$_{1-x}$Ca$_x$MnO$_3$, La$_{0.7}$MnO$_3$, and La$_{0.7}$Ca$_{0.3}$MnO$_3$ thin films has been carried out. Thin films of these materials have been grown in situ on (100) LaAlO$_3$ substrates using a pulsed laser deposition technique. Microstructural characterization carried out on these films has shown that the films are smooth, free from impurities, and highly textured. As indicated by their unit chemical formulae, these films represent external, internal and mixed (external and internal) doped lanthanum manganite systems, respectively. Electrical resistance and magnetoresistance have been measured in the 10-300 K range in magnetic field up to 5T using SQUID magnetometer. The MR ratios of La$_{0.7}$Ca$_{0.3}$MnO$_3$, La$_{0.7}$MnO$_3$, and La$_{0.7}$Ca$_{0.3}$MnO$_3$ films are found to be 825%, 700% and 750% at 200 K, 240 K and 220 K, respectively. The variation in the insulator to metal transition and the MR ratio is attributed to internal chemical pressure and vacancy localization effects.

INTRODUCTION

LaMnO$_3$ is the basic compound among lanthanum based manganite systems, the transport properties of which can be varied dramatically by means of partial substitution of trivalent lanthanum ions with divalent cations [1-9]. This sparked off a tremendous interest in studying the magnetotransport properties of the doped perovskite manganites La$_{1-x}$M$_x$MnO$_3$ (M=Ba, Ca, Sr, Pb) because of their potential in technological applications such as magnetic read-write heads and magnetic sensors. In numerous papers [1-9], it has been shown that over an appreciable range of doping these materials exhibit a very large magnetoresistance effect at temperatures close to those where they undergo a ferromagnetic-paramagnetic transition. The presence of divalent alkaline earth cations on the La sites of the perovskite induces a Mn$^{3+}$/Mn$^{4+}$ mixed valence state which is responsible for both metallic conductivity and ferromagnetism in accordance with the double exchange (DE) interaction [10].

Although the magnetoresistance effects brought about by the partial doping of lanthanum sites with divalent cations have been studied extensively [1-9], there are very few papers in the literature reporting the transport and magnetic properties of self-doped lanthanum manganites [11-13]. Self-doped lanthanum manganites can be synthesized using lanthanum deficiency at lanthanum sites. According to neutron diffraction and x-ray diffraction studies carried out on LaMnO$_3$ this compound does exist as a single phase defect perovskite with a range of vacancies principally on the lanthanum sites [14]. The chemical composition of the lanthanum deficient compounds can be represented by a general formula, La$_{1-x}$MnO$_3$. The electronic doping in lanthanum deficient La$_{1-x}$MnO$_3$ should be similar to that in other lanthanum manganites obtained by divalent substitution. In other words, the nonstoichiometric La$_{1-x}$MnO$_3$ compound will have mixed Mn$^{3+}$/Mn$^{4+}$ valence
in a manner similar to that in the divalent substituted compounds La$_7$M$_2$MnO$_3$

In the present paper, we report the growth and characterization of La$_7$Ca$_3$MnO$_3$, La$_7$Ca$_2$MnO$_3$, and La$_7$MnO$_3$ systems in thin film form. The selection of these systems has been inspired by an intention to understand the effects of external, internal and a combination of external and internal (mixed) doping on transport and magnetic properties of lanthanum manganites with same ratio of Mn$^{3+}$ and Mn$^{4+}$ ions. If M substitution is equivalent to hole doping, La$_7$Ca$_2$MnO$_3$, La$_7$MnO$_3$, and La$_7$Ca$_2$MnO$_3$ represent external, internal, and mixed doped systems with the same Mn$^{3+}$/Mn$^{4+}$ ratio respectively.

EXPERIMENT

The bulk samples of nominal composition La$_7$MnO$_3$, La$_7$Ca$_2$MnO$_3$, and La$_7$Ca$_3$MnO$_3$ were prepared by a ceramic method. The required quantities of respective oxide or carbonate powders were mixed and sintered at 1400°C for 24 hours. The films of these materials were grown in situ using a pulsed laser ablation system. A detailed description of the deposition system is mentioned elsewhere [15]. In brief, a 248 nm KrF pulsed laser with 5 Hz repetition rate and 1.6 J/cm$^2$ energy density was used. A substrate temperature of 700 - 800°C and oxygen pressure of 250 mTorr were used during the deposition of the films. The films deposited were characterized using scanning electron microscopy (SEM), energy dispersive x-ray analysis (EDX), and x-ray diffraction (XRD) measurements. The temperature dependence of resistance of the films were examined in zero and applied field using four-probe technique and the quantum design superconducting quantum interference device (SQUID) magnetometer. Both the transport current and applied field were in the film plane. The MR ratio, $\Delta R/R(H)$, was calculated using $\Delta R/R(H) = [R(H)-R(0)]/R(H)$, where $R(0)$ and $R(0)$ are resistances in applied and zero field.

RESULTS AND DISCUSSION

XRD patterns of La$_7$Ca$_3$MnO$_3$, La$_7$Ca$_2$MnO$_3$, and La$_7$MnO$_3$, grown on (100) LaAlO$_3$ substrate at 700°C are shown in figure 1. From the figure it is clear that all the films are single phase with (00$l$) peaks with $l = 1$ and 2. The presence of only (00$l$) peaks implies the highly textured growth of all the films on (100) LaAlO$_3$ substrate with lattice parameters of 3.87, 3.91 and 3.90 $\AA$, for La$_7$Ca$_3$MnO$_3$, La$_7$Ca$_2$MnO$_3$, and La$_7$MnO$_3$, films, respectively.

The variation of electrical resistance in zero and applied field (5T) as a function of temperature for La$_7$Ca$_3$MnO$_3$, La$_7$Ca$_2$MnO$_3$, and La$_7$MnO$_3$ films are shown in Fig. 2. All the three films were grown under identical conditions so that film
thickness and oxygen contents of all the films could be kept identical. It is important to keep these two parameters (thickness and oxygen content) identical in order to resolve the effects of the nature of doping on magnetotransport properties in these films. According to the variation of resistance shown in Fig. 2, all the three films have similar qualitative magnetotransport behavior. That is, all the films undergo an insulator to metal (I-M) transition as the temperature is lowered down and the resistance of all the films is suppressed significantly with the application of magnetic field. As observed frequently by others in several manganite systems [1-8], here also the suppression in film resistance in each case is maximum near the resistivity peak in zero field. However, the temperature at which I-M transition takes place in each system is different from each other. The internal doped system ($La_0.7MnO_3$) attains the metallic state earliest (240 K) followed by the mixed doped system ($La_0.7Ca_{0.3}MnO_3$), and external doped ($La_0.7Ca_{0.2}MnO_3$) system with I-M transitions around 220 and 200 K, respectively. Thus, it appears that the electronic doping in self-doped compounds is similar to that of the compounds with external doping.

The difference in the values of I-M transition temperature in the systems we have studied here may be explained on the basis of tolerance factor ($t$). The tolerance factor essentially determines the Mn-O-Mn bond angle, which in turn, controls the effective electron transfer between Mn$^{3+}$ and Mn$^{4+}$ within the framework of double exchange mechanism[16]. The deviation in $t$ from unity is a measure of the mismatch between the equilibrium bond lengths La-O and Mn-O in a perovskite structured lanthanum manganite system[17]. The room-temperature, ambient-pressure value of $t$ is calculated from the sums of the empirical ionic radii given in tables, e.g., those of Shannon and Prewitt[18]. A $t<1$ places the Mn-O bonds under compression and La-O bonds under tension. If these internal stresses are not...
relieved due to structural hindrance in rotation of MnO$_6$ octahedra\textsuperscript{27}, the lattice will be in the state of internal pressure \[19,20\]. The tolerance factors of the compounds investigated in the present study, La$_7$Ca$_3$MnO$_3$, La$_7$Ca$_2$MnO$_3$, and La$_7$MnO$_3$, were calculated to be 0.90, 0.85, and 0.80, respectively. Therefore, in accordance with previous reports by Yoshizawa et al. \[19\], and Raveau et al. \[20\], these compounds with varying tolerance factors are likely to experience different internal stresses, and hence, different chemical pressures. As a result of difference in chemical pressure, the insulator to metal transition in each system occurs at different temperature: La$_7$MnO$_3$ films which has largest deviation from unity, and hence, highest internal chemical pressure undergoes an I-M transition at higher temperature (240 K) compared to I-M transitions of La$_7$Ca$_2$MnO$_3$ (I-M transition: 220 K) and La$_7$Ca$_3$MnO$_3$ (I-M transition: 200 K) films.

The MR ratios of Lao$_7$Ca$_3$MnO$_3$, La$_7$Ca$_2$MnO$_3$, and La$_7$MnO$_3$ films were calculated using the data in Fig. 2. The MR ratios obtained are plotted in Fig. 3 as a function of temperature at 5 T. The figure shows that La$_7$Ca$_3$MnO$_3$ has the highest MR ratio (~825%) which is followed by La$_7$Ca$_2$MnO$_3$ (MR ratio ~750 %) and La$_7$MnO$_3$ (MR ratio ~700%) systems. The variation in MR ratios of these compounds are explained as follows. The occupancy of e$_g$ band is expected to be similar for all the three systems assuming that oxygen remains divalent and Mn$^{3+}$/Mn$^{4+}$ ratio is the same in all the systems. However, due to difference in vacancies at La-sites (arising from lanthanum deficiency), the localization effects, and hence, the mobility of charge carriers are different in different systems. Since the density of lanthanum deficiency is more in La$_7$MnO$_3$ system (internal doped), the localizing effect of random vacancies is stronger in La$_7$MnO$_3$ films than that in La$_7$Ca$_3$MnO$_3$ (mixed doped) film. Therefore, the random potential fluctuations due to missing La$^{3+}$ ions will favor the Anderson localization more strongly in the former system than in the later system \[21\]. As a result of this, the MR ratio obtained for La$_7$MnO$_3$ film is less than that of La$_7$Ca$_3$MnO$_3$ film. There is no such localization effect in stoichiometric La$_7$Ca$_3$MnO$_3$ films due to absence of vacancies which is manifested with the realization of highest MR ratio among the three systems discussed here.

**CONCLUSIONS**

In summary, we have presented the studies of magnetoresistance behavior in La$_7$Ca$_3$MnO$_3$, La$_7$MnO$_3$, and La$_7$Ca$_2$MnO$_3$ which are external, internal, and mixed doped systems with the same Mn$^{3+}$/Mn$^{4+}$ ratio. The results obtained have shown that the electronic doping in non-stoichiometric compounds is similar to that of the compounds with divalent substitution. The variation in insulator to metal transition and MR ratio in these systems have been explained using the concept of internal chemical pressure and localization effects.
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ABSTRACT

The strongly textured $La_{0.67}Ca_{0.33}MnO_3$, $La_{0.60}Nd_{0.07}Ca_{0.33}MnO_3$, and $La_{0.60}Y_{0.07}Ca_{0.33}MnO_3$ films have been grown on the (100)LaAlO$_3$ substrates at temperatures between 650 °C-750 °C in an atmosphere of Ar/O$_2$ by a d.c. magnetron sputtering process. All of the as-deposited films exhibit small MR values and monotonously increasing tendency of resistivity and magnetoresistance value, as temperature decreases from room temperature to 30 K. However, upon annealing at temperatures between 900 °C-950 °C for 4 hr, the MR ratios increase and show the maximum values of about 32%, 600% and 5300% at lower temperatures for La-Ca-Mn-O, La-Nd-Ca-Mn-O and La-Y-Ca-Mn-O films, respectively. The temperature dependence of zero-field resistivity of annealed La-Ca-Mn-O film show a metal-insulator transition centered at $\sim$180 °K, which is decreased to $\sim$100 °K and $\sim$70 °K for the annealed La-Nd-Ca-Mn-O and La-Y-Ca-Mn-O films, respectively. Such a significant influence of post annealing on the MR and electric transport behavior is believed to be correlated to the change in the concentration of oxygen ions, as well as the modification of microstructure and the change in residual stress.

INTRODUCTION

The recent discovery of anomalous reductions in electrical resistivity of La-Ca-Mn-O under the applied magnetic field has sparked much interest in its mechanisms and the potential applications in magnetic sensors and read heads in magnetic information systems[1]. More than 3 orders of magnitude greater than were previously reported for the GMR type multilayers, the colossal magnetoresistance values of 1,000,000% have been reported for epitaxial thin films of La-Ca-Mn-O[2].

It is well known that the magnetoresistance behavior of manganites depends on the sample composition and preparation process. As reported in our previous papers[1,2], a high quality epitaxial growth of films is one of the key points to obtain high magnetoresistance, as evidenced by that the bulk and polycrystalline materials and non-epitaxial films do not give impressive magnetoresistance values. The chemical doping of materials, for example by a partial substitution of lanthanum with a smaller yttrium ion, is another way to obtain the colossal magnetoresistance even in bulk, polycrystalline La-Y-Ca-Mn-O without using the epitaxial growth at all[3].

Lanthanum manganites films were mainly prepared by the pulsed laser deposition method under stringent conditions[4-7]. In this work, we prepared the epitaxial grown $La_{0.67}Ca_{0.33}MnO_3$, $La_{0.60}Nd_{0.07}Ca_{0.33}MnO_3$, and $La_{0.60}Y_{0.07}Ca_{0.33}MnO_3$ films on LaAlO$_3$ substrates by using a simple d.c. magnetron sputtering technique. The influence of annealing and Nd/Y doping on the electric transport and magnetoresistance behavior of films will be discussed.
EXPERIMENTS

The 2-inch sputtering targets were prepared by the mixing of high-purity components of oxides or carbonates, grinding, calcining at 1200 °C and sintering at ~1400 °C in an O₂ atmosphere. The ~4000 Å thick La-Nd-Ca-Mn-O, La-Nd-Ca-Mn-O and La-Y-Ca-Mn-O films were grown on (100) LaAlO₃ by d.c. magnetron sputtering in an Ar/O₂ mixed atmosphere with a volume ratio of 7:3. The deposition was carried out under a pressure of 50 mTorr. The substrate temperature was maintained at ~650-750 °C. The films were post-annealed in an oxygen atmosphere of 3 atm at ~900-950 °C for several hours.

The crystal structures of films were investigated by x-ray diffraction (XRD) using Kα (Cu) radiation. The resistivity and magnetoresistance were measured as functions of both temperature and magnetic field by the four-point technique in a magnet with the maximum applied field of 2 T. A constant dc current ranging from 1nA to 10μA was used in the magnetoresistance measurement. The MR effect was always negative and isotropic in this study. The MR value is defined here as \( \Delta R/R_H = (R_0 - R_H)/R_H \), where \( R_0 \) and \( R_H \) are resistance under fields of 0 and 2 T, respectively.

RESULTS AND DISCUSSION

Figure 1a shows the typical θ/2θ pattern of XRD for the La-Ca-Mn-O film deposited on the (100)LaAlO₃ substrate at 700 °C in an atmosphere of 70Ar/30O₂ (in vol%). The XRD pattern exhibits only two sets of diffraction peaks of {100} planes for the La-Nd-Ca-Mn-O film and LaAlO₃ substrate, respectively. This suggests that the as-deposited film has a perovskite-type cubic structure with a lattice parameter \( a \) of ~3.96Å and shows a strong texture on the LaAlO₃ substrate (\( a = 3.79 \) Å).

The XRD pattern for the La-Ca-Mn-O film annealed at 950 °C for 2 hr in O₂ atmosphere is displayed as curve b in Figure 1. A similar XRD pattern as that for the as-deposited film is found for the post-annealed film, except that the diffraction peaks become sharper and

![Figure 1. The typical θ/2θ patterns of XRD for the as-deposited (curve a) and post-annealed (curve b) La-Ca-Mn-O films, respectively.](image-url)
the peak positions for both film and substrate come closer. This suggests that a post annealing decreased the lattice parameter of films, which is believed to be caused by the higher ratio of Mn$^{4+}$ to Mn$^{3+}$, as a result of the incorporation of O$_2$ into film. Besides, the effect of improvement of crystal quality of the film by a post-annealing is also responsible, for the elimination of part of defects and stress in the film as a result of high temperature diffusion of atoms during annealing.

The resistivity of the as-deposited and annealed La-Ca-Mn-O films on (100)LaAlO$_3$ substrate is measured as a function of temperature and magnetic field. As shown in Figure 2, the resistivity of as-deposited film gradually increases as the temperature decreases from room temperature (~300 K) to near 140 K, and then abruptly increases at temperatures below. Due to the measurement limit of resistance in our laboratory, the resistivity at temperature below 80 K is not measured. Upon annealing, the resistivity of La-Ca-Mn-O film significantly decreases. The resistivity of annealed film also increases as temperature drops from room temperature and a semiconducting behavior is displayed. However, there is a metal-insulator transition observed at ~180 K, and the resistivity of film decreases as temperature is further lowered.

The resistivity of both as-deposited and annealed La-Ca-Mn-O films shows a decreasing tendency under applied magnetic fields up to 2 T. As no saturation is observed, it is thus believed that the resistivity of films will be further decreased, when the applied field further increases. The room temperature magnetoresistance value of film under a field of 2T is about 0.3%, which also increases to 1.3% as the temperature decreases to 100 K, as shown in Figure 3 (curve a). As reported in previous study[1], the MR values of the Lanthanum manganites shows a similar temperature dependence as that of resistivity, except that a maximum MR value appears at slightly lower temperature than that in the resistivity versus temperature curve. This indicates that the MR values of this as-deposited film will be higher than 1.3% at temperatures below 100 K.

Upon annealing at 950 °C for 4 hr, the La-Ca-Mn-O film shows an obvious magnetoresistance behavior at room temperature, which shows a MR value of ~2.0%. The MR value of film increase as temperature decreases and reaches a maximum value of ~32% at 200 K, as curve b in Figure 3. Although the exact reasons for the improvement

![Figure 2](image-url)

Figure 2. The resistivity versus temperature curves for the as-deposited (curve a) and post-annealed (curve b) La-Ca-Mn-O films, respectively.
of MR behavior are not known at this moment, they are believed to be correlated to the incorporation of more O\(_2\) into the film, as well as the modification of film microstructure, for examples the decreasing of defect concentration and residual stress, during the high temperature annealing treatment.

The influence of partial substitution of La\(^{3+}\) by smaller Nd\(^{3+}\) and Y\(^{3+}\) on the MR behavior of La-Ca-Mn-O films is displayed in Figures 4 and 5. The as-deposited La-Nd-Ca-Mn-O and La-Y-Ca-Mn-O film exhibit the similar MR behavior as that of La-Ca-Mn-O film. The room temperature MR value of as-deposited La-Nd-Ca-Mn-O film is small, which monotonously increases to -2.2% as temperature decreases to 65 °K. Upon annealing at 900 °C for 4 hr, the La-Nd-Ca-Mn-O film also exhibits a small MR value of 0.7% at room temperature. However, the MR value of annealed film significantly increases as temperature decreases and reaches a maximum value of ~600 % at 85 °K, shown as curve b in Figure 4. Similarly, the as-deposited La-Y-Ca-Mn-O film only shows
Figure 5. The temperature dependence of MR value for the as-deposited (curve a) and post-annealed (curve b) La-Y-Ca-Mn-O films, respectively.

A MR value of 0.15 % at room temperature, which increases to ~3.1% at 50 K. The MR value of annealed La-Y-Ca-Mn-O film is ~0.7% at room temperature, which increases to a maximum of 5300% as temperature decreases to 50 K.

Inspection of the magnetoresistance behavior of films reveals that partial substitution of La$^{3+}$ by smaller Nd$^{3+}$ and Y$^{3+}$ in La-Ca-Mn-O film improve the MR behavior, especially at lower temperature, and decreases the temperature of metal-insulator transition to ~100 K and ~70 K for the annealed La-Nd-Ca-Mn-O and La-Y-Ca-Mn-O films, respectively. Such modification of MR behavior is believed to be correlated to the change in length and angle of Mn-O-Mn bonds in these perovskite-like La-manganite films, as a result of smaller ions doping.

CONCLUSIONS

We have grown the strongly textured La-manganite films on (100)LaAlO$_3$ substrates by using a d.c. magnetron sputtering process. The resistivity and magnetoresistance value of the as-deposited films increases as the temperature decreases from room temperature to 40 K, and no metal-insulator transition is observed in this temperature range. A post-annealing at 900/950 °C for 4 hr shifts the temperature of metal-insulator transition to a higher temperature and significantly enhances the MR values, as a result of modification of film microstructure as well as the incorporation of O$_2$. The partial substitution of La$^{3+}$ by Nd$^{3+}$ and Y$^{3+}$ in La-Ca-Mn-O film improves the MR behavior, especially at lower temperatures, which is correlated to the change in length and angle of Mn-O-Mn bonds in these films.
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MICROSTRUCTURE AND MAGNETORESISTANCE OF La-Sr-Mn-O THIN FILMS GROWN BY rf SPUTTERING
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ABSTRACT

The relationship between the microstructure and the magnetoresistive properties of La-Sr-Mn-O thin films was investigated. La0.76Sr0.24Mn0.88O3-y films were deposited onto (100) SrTiO3, (100) LaAlO3, (110) sapphire and polycrystalline YSZ substrates by rf sputtering. The films grew epitaxially on SrTiO3 and LaAlO3 substrates with a large number of defects, whereas in-plane oriented and non-oriented polycrystalline films of 50-100 nm grains grew on the sapphire and the polycrystalline YSZ substrates, respectively. The magnetoresistance ratio (H=8 kOe) of epitaxial films has a peak at a temperature slightly below the maximum resistance temperature. The polycrystalline films exhibited substantial magnetoresistance over a wide temperature range. The resistivity of the epitaxial films was ten times less than that of the polycrystalline films. As the film thickness decreased, the resistivity decreased in the epitaxial films, however, increased in the polycrystalline films. The existence of grain boundaries was found to be correlated to the resistivity and the temperature dependence of the magnetoresistance.

INTRODUCTION

Perovskite manganese oxide thin films showing colossal magnetoresistance (CMR) with magnetic field-dependent electrical resistivity changes more than six orders of magnitude have been reported[1]. The magnetic and electronic properties of lanthanum-based manganites, La1-xDxMnO3-y where D is a divalent metal ion, have been examined due to their many potential applications including magnetoresistive read heads and bolometer-type uncooled infrared detectors[1, 2]. In polycrystalline bulk and thin films, spin-polarized tunneling and spin-dependent scattering at grain boundary make a significant contribution to the magnetoresistance (MR) at low magnetic fields[3, 4]. Substrate material is an important factor in manganite thin films, because lattice strain influences the Curie temperature shift, and strain is a function of lattice and thermal expansion mismatch between the film and the substrate[5, 6].

In this work, we present the effects of microstructure and crystallinity on the MR properties of rf sputtered La-Sr-Mn-O thin films. Epitaxial films were prepared on (100) SrTiO3 and (100) LaAlO3. In-plane oriented and non-oriented films grown on (110) sapphire and polycrystalline YSZ substrates were studied. The substrate dependent microstructures were compared. We also investigated the relationship between transport properties and crystalline structure.

EXPERIMENTAL

The sputtering target with nominal composition, La0.76Sr0.24Mn1.88O3-y, having a diameter of 100 mm was prepared using a solid reaction technique. Using this target thin films were prepared by rf sputtering at 650°C onto single crystals of (100) SrTiO3, (100) LaAlO3, (110) sapphire and polycrystalline YSZ (average grain size : 5 μm) substrates with a sputtering atmosphere of 60 % Ar and 40 % O2. The lattice parameter and the thermal expansion coefficient...
of La-Sr-Mn-O and the substrate materials used in this work are summarized in Table 1. During the deposition process, the total pressure was maintained at 8.0 Pa, and rf power was 2.5 W/cm². The thickness of all films studied here was 20–400 nm depending on the deposition time. After deposition, all films were annealed at 900 °C for 1.5 hours in oxygen. The chemical composition of the deposited films was established by inductively coupled plasma emission spectrometry (ICP). The crystallinity and the microstructures of the films were examined by x-ray diffraction (XRD) and transmission electron microscope (TEM). The DC electric resistivity was measured over temperature region from 100 K to 350 K by a 2-point method. The MR was measured using a constant current of 1 mA and an applied magnetic field of 8 kOe. The measurements were performed with the applied magnetic field parallel to the plane of the film and in the direction of the current flow. The MR ratio is defined as A/RRao, where A=R(Ra-R0) and R0 is the zero-field resistance.

Table 1. Lattice parameter and thermal expansion coefficient of La-Sr-Mn-O and the substrate materials.

<table>
<thead>
<tr>
<th></th>
<th>La-Sr-Mn-O</th>
<th>SrTiO3</th>
<th>LaAlO3</th>
<th>Sapphire</th>
<th>YSZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice Parameter (Å)</td>
<td>a=3.87</td>
<td>a=3.90</td>
<td>a=3.79</td>
<td>a=4.76</td>
<td>a=5.14</td>
</tr>
<tr>
<td>Thermal Expansion Coefficient (K)</td>
<td>~11×10⁻⁶</td>
<td>~9×10⁻⁶</td>
<td>~10×10⁻⁶</td>
<td>c</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c⊥ ~7.7×10⁻⁶</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*La-Sr-Mn-O and LaAlO3 are considered as pseudo-cubic crystals

RESULTS AND DISCUSSION

Fig. 1 shows the XRD spectra for each of the La₀.₇₆Sr₀.₂₄Mn₀.₉₉O₃ (LSMO) thin films deposited on the various substrates as indicated. The XRD patterns of the films deposited on (100) SrTiO₃ and (100) LaAlO₃ substrates are shown in Figs. 1 (a) and (b), respectively. These films showed preferential [100] orientation. On the other hand, the XRD patterns of the films deposited on (110) sapphire and polycrystalline YSZ substrates showed a (110) peak as well as several (h00) peaks as seen in Figs. 1 (c) and (d).

Plan-view TEM observations indicate that LSMO thin films have substrate dependent grain size and orientation. TEM bright field images and transmission high energy electron diffraction (THEED) patterns indicate that the films grown on SrTiO₃ and LaAlO₃ substrates have similar microstructures as seen in Fig. 2 and Fig. 3, respectively. However, in both substrate cases lower magnification images reveal many inhomogeneities and defects. In particular these films are composed of large areas (~5 μm) which have well crystallized features (A regions of Figs. 2 and 3) separated by regions containing mixtures of triangle-shaped crystals and amorphous structure (B regions of Figs. 2 and 3). The high-magnification image of a C region, seen in Fig. 3 C is consistent with amorphous structure. Since, this region is composed of crystallites of less than 3 nm size. The inhomogenous morphology and the many defects seen in these films appear to be associated with either a Mn deficiency and/or the presence of substrate surface defects. It is important to note that the films made here are quite different from the epitaxial thin films made by the pulsed laser deposition (PLD) method reported by Gommert et al. [7] in which columnar grains of ~20 nm diameter were observed.

Fig. 4 and Fig. 5 show the TEM images and the corresponding THEED patterns of the LSMO films deposited on (110) sapphire and polycrystalline YSZ substrates, respectively. As clearly seen, polycrystalline films with grain size ranging from 50 nm to 100 nm were grown on both
substrates. The THEED patterns of the films on sapphire substrate indicate an in-plane oriented structure, while the ring-shaped THEED patterns for the films on the polycrystalline YSZ substrate indicate that non-oriented polycrystalline film was grown in this case. The replicated grain boundary of the underlying polycrystalline YSZ substrate can also be observed. Unlike the PLD films reported by Gupta et al. [8], the rf sputtered polycrystalline films exhibited no epitaxial growth regions. These observations suggest that the growth and the microstructure of rf sputtered LSMO films are highly dependent on the substrate materials.

Fig. 6 shows the zero-field resistivity of the LSMO films deposited on various substrates as a function of temperature. The resistivity of the epitaxial films is one order of magnitude smaller than that of the polycrystalline films. The resistivity increases with increasing temperature until reaching its peak value, \( T_p \), after which the resistivity decreases with further increasing temperature as indicated in Fig. 6. The epitaxial film has a \( T_p \) of 286 K which is \( \sim 90 \) K higher than that of the polycrystalline films.

Fig. 1 X-ray diffraction patterns of LSMO thin films deposited on (100) SrTiO\(_3\) (a), (100) LaAlO\(_3\) (b), (110) sapphire (c) and YSZ polycrystalline (d) substrates. The notation F, S and Si represents the patterns for film, substrate and Si for internal standard, respectively.

The MR-T plots shown in Fig. 7, also show substrate dependent features. For the epitaxial films, the MR ratio has a peak at a temperature slightly below \( T_p \) and MR disappears at low temperatures (\( T \leq 100 \) K). On the other hand, the polycrystalline films have significant MR over a wide temperature range including \( T=100 \) K (the lowest temperature measured in this work). No MR maximum could be observed in the case of film with an in-plane preferential orientation (on sapphire substrate), however, the non-oriented polycrystalline film (on polycrystalline YSZ substrate) showed a broad MR peak at \( \sim 156 \) K as indicated in Fig. 7. The low temperature, low field MR in polycrystalline films have been previously explained in terms of spin-dependent grain boundary scattering or spin-polarized tunneling between the grains [3, 4]. Our results demonstrate that preferential in-plane grain orientation can also affect the transport properties of these polycrystalline films.

The temperature and thickness dependence of the resistivity, shown in Figs. 8 and 9, offers an interesting insight into the transport mechanisms of these films. For the epitaxial films (on LaAlO\(_3\) substrates), the resistivity decreases and \( T_p \) increases as the film thickness decreases. These results suggest that the lattice strain increases with increasing the film thickness, and therefore the lattice polaron conduction mechanism is affected. The large resistivity of the thinnest polycrystalline film case (on sapphire substrates) is due to an island like initial growth with well separated grains which coalesce in the thicker films to form a continuous network [9].
Fig. 2. TEM bright field images of 400 nm-thick LSMO film grown on (100) SrTiO\textsubscript{3} substrate. The areas marked by A and B are enlarged and the corresponding THEED patterns are shown in the insets.

Fig. 3. TEM bright field images of 400 nm-thick LSMO film on (100) LaAlO\textsubscript{3} substrate. The areas marked by A, B and C are enlarged and the corresponding THEED patterns are shown in the insets.
Fig. 4. TEM bright field image of 400 nm-thick LSMO film grown on (110) sapphire substrate. The THEED pattern is shown in the inset.

Fig. 5. TEM bright field image of 400 nm-thick LSMO film grown on YSZ polycrystalline substrate. The THEED pattern is shown in the inset.

Fig. 6. Temperature dependence of the resistivity $\rho$ for 400 nm-thick LSMO thin films deposited on various substrates.

Fig. 7. Temperature dependence of the MR ratio at $H=8$ kOe for 400 nm-thick LSMO thin films deposited on various substrates.
Fig. 8. Temperature dependence of the resistivity $p$ as a function of the thickness of LSMO thin films deposited on (100) LaAlO$_3$ substrate.

Fig. 9. Temperature dependence of the resistivity $p$ as a function of the thickness of LSMO thin films deposited on (110) sapphire substrate.

CONCLUSION

Effects of the substrate dependent microstructures and crystallinity on the transport properties of rf sputtered LSMO thin films were investigated. Local epitaxial growth with numerous defects and inhomogeneous phases were observed in the films deposited on lattice matched substrates. On the lattice mismatched and polycrystalline substrates, polycrystalline films with small grains were formed. The existence of grain boundaries was found to be correlated to the resistivity and the temperature dependence of MR. The transport properties in the polycrystalline films were also affected by preferential in-plane grain orientation. The results of the thickness dependence of the resistivity suggest the importance of lattice strain generated during the LSMO thin film growth.
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ABSTRACT

A number of different plasma chemistries have been employed for patterning of La_{0.41}Ca_{0.59}MnO_3 and SmCo thin films for application in magnetic field-biased structures based on the colossal magneto-resistive effect. For La_{0.41}Ca_{0.59}MnO_3 there was no chemical enhancement in etch rate over simple Ar sputtering for Cl_2, SF_6 and CH_4/H_2 plasmas under high ion density conditions except B_2O_3 and BBr_3 plasmas. This is expected based on the vapor pressures of the prospective etch products. For SmCo however, etch rates up to 7,000 Å/min were obtained in Cl_2/Ar plasmas, which is an order of magnitude faster than Ar sputtering under the same experimental conditions. Smooth etched surface morphologies and anistropic sidewalls were obtained for both materials over a wide range of plasma source and chuck powers.

INTRODUCTION

Renewed interest in the design of magnetic sensors, magnetic memories, and other devices based on magnetic and magneto-resistive materials has been initiated by the study of La-manganite perovskite “colossal magnetoresistive”(CMR) materials.[1] In this case the implementation of practical microelectronic devices requires the development and control of etching and patterning procedures which do not degrade the magnetic properties of the materials. In the case of La-manganite materials, another limitation at present is that the observed field-induced resistivity transition is most sensitive above magnetic fields of about 1 Tesla. Consequently it may be necessary to provide a fixed, built-in bias field within the device, from a hard magnet materials such as SmCo. In that case etch and patterning recipes must also be developed for such materials. In this paper we report on the Ar-based plasma etching of La_{0.41}Ca_{0.59}MnO_3 and SmCo-based materials which may be used as the basis for CMR-device structures, and on the effect of different plasma chemistries, namely SF_6, CH_4/H_2, Cl_2, B_2O_3 and BBr_3 additions, on the etch characteristics.

EXPERIMENTAL

Liquid delivery metalorganic chemical vapor deposition using 2,2,6,6-tetramethyl-3,5-heptanedionato (TMHD) precursors (i.e. La(TMHD)_3, Sr(TMHD)_2, Mn(TMHD)_3 and Ca(TMHD)_2) was employed to deposit films of La_{0.41}Ca_{0.59}MnO_3 on Al_2O_3 (0001) single crystal substrates at 700°C. The precursors were transported by N_2 carrier gas, with direct injection of O_2 and N_2O as oxidants.[1]

The SmCo-based films were directly crystallized by RF diode sputtering (100 mTorr Ar) onto moderately heated (375-425°C) polycrystalline aluminum oxide substrates. The samples had
a nominal composition of Sm 13%, Co 58%, Fe 20%, Cu 7%, Zr 2% and were directly crystallized upon deposition into the disordered TbCu7 type crystal structure.

Samples of La0.44Ca0.59MnO3 and SmCo were masked with either photoresist, SiN or apiezon wax for etching experiments. The dry etching was performed either in a Plasma-Therm SLR 770 reactor with an ASTEX 4400 low-profile ECR source or a Plasma-Therm 790 reactor in which the plasma is generated by a 3-turn inductive coil operated with up to 1000W of 2MHz power. For the ECR system, the ECR cavity was formed with an upper magnet (170 A) and collimated with a lower magnet (40 A). The process pressure was held constant at 1.5mTorr. The rf power (13.56 MHz) varied between 50 and 350 W and the microwave power was held constant at 1000 W. The plasma chemistries used were 15 standard cubic centimeter per minute (sccm) Ar, 10SF6/5Ar, 2.5CH4/7.5H2/5Ar or 10Cl2/5Ar. For the I-C-P system, the sample position was separately powered with 0-450W of 13.56MHz power and the chuck is He backside-cooled to hold the sample temperature to < 40°C. Process pressure was held constant at 5mTorr for all experiments. The BI3 (melting point 40°C) and BBr3 (boiling point 91°C) were held at ~ 45°C within a stainless steel vacuum vessel- total gas loads of 10 sccm were injected into the I-C-P source through electronic mass flow controllers. Etch rates were determined by stylus profilometry measurements using a Tencor system after removal of the mask material. Surface morphologies were examined with Scanning Electron Microscopy (SEM) and Atomic Force Microscope (AFM) using a Si tip in tapping mode, while the near surface stoichiometry was obtained from Auger Electron Spectroscopy (AES) experiments.

Table 1 lists boiling points of some potential etch products in the plasma chemistries investigated here. To achieve smooth etched surfaces, it is obviously necessary to remove the etch products at equal rates for all of the elemental constituents.

Table 1. Boiling points of potential etch products of La0.44Ca0.59MnO3 and SmCo

<table>
<thead>
<tr>
<th>Etch Products</th>
<th>Boiling Point (°C)</th>
<th>Etch Products</th>
<th>Boiling Point (°C)</th>
<th>Etch Products</th>
<th>Boiling Point (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LaCl3</td>
<td>&gt;1000</td>
<td>Me2</td>
<td>subl vac500</td>
<td>SmF3</td>
<td>&gt;2400</td>
</tr>
<tr>
<td>LaF3</td>
<td></td>
<td>MeF</td>
<td></td>
<td>SmI2</td>
<td></td>
</tr>
<tr>
<td>La2O3</td>
<td>2100 vac.</td>
<td>(CH3)2Mn</td>
<td></td>
<td>SmF2</td>
<td>&gt;2323</td>
</tr>
<tr>
<td>LaBr3/Br2O</td>
<td>577</td>
<td>ClO2</td>
<td>11</td>
<td>CaCl2</td>
<td>1049</td>
</tr>
<tr>
<td>(CH3)2La</td>
<td></td>
<td>ClO2</td>
<td></td>
<td>CaCl3</td>
<td></td>
</tr>
<tr>
<td>CaCl3</td>
<td>1935.5</td>
<td>ClO2</td>
<td>=200</td>
<td>CaCl2</td>
<td></td>
</tr>
<tr>
<td>CaF3</td>
<td>2333.4</td>
<td>ClO2</td>
<td>=183</td>
<td>CaCl2</td>
<td></td>
</tr>
<tr>
<td>CaBr2</td>
<td>d 816</td>
<td>ClO2</td>
<td>82</td>
<td>CaCl2</td>
<td></td>
</tr>
<tr>
<td>CaBr3</td>
<td>cal1100</td>
<td>F2O3</td>
<td>-144.75</td>
<td>CaCl3</td>
<td></td>
</tr>
<tr>
<td>CaBr2</td>
<td>806-812</td>
<td>F2O3</td>
<td>=57</td>
<td>FeCl3</td>
<td>316</td>
</tr>
<tr>
<td>CaCl2</td>
<td>cal1100</td>
<td>Cl2O3</td>
<td>100</td>
<td>FeCl3</td>
<td>1023</td>
</tr>
<tr>
<td>CaF3</td>
<td>806-812</td>
<td>(CH3)2O4</td>
<td>-23.6</td>
<td>FeF2</td>
<td>726</td>
</tr>
<tr>
<td>CaCl2</td>
<td></td>
<td>(CH3)2O4</td>
<td></td>
<td>FeF2</td>
<td>1837</td>
</tr>
<tr>
<td>CaF3</td>
<td>d 4.5</td>
<td>(CH3)2O4</td>
<td></td>
<td>FeF2</td>
<td>1499</td>
</tr>
<tr>
<td>MeCl3</td>
<td>1190</td>
<td>Br2O</td>
<td></td>
<td>CoF2</td>
<td>726</td>
</tr>
<tr>
<td>MeCl3</td>
<td>d 13</td>
<td>Br2O</td>
<td></td>
<td>CoF2</td>
<td>1837</td>
</tr>
<tr>
<td>MeF2</td>
<td>&gt; 836</td>
<td>Br2O</td>
<td></td>
<td>CoF2</td>
<td>1499</td>
</tr>
<tr>
<td>MeF3</td>
<td>d 475</td>
<td>Br2O</td>
<td></td>
<td>CoF2</td>
<td>726</td>
</tr>
<tr>
<td>MeCl3</td>
<td>subl vac500</td>
<td>SmCl2</td>
<td>&gt; 740</td>
<td>ZrI2</td>
<td></td>
</tr>
<tr>
<td>MeBr3</td>
<td>858</td>
<td>SmBr2</td>
<td></td>
<td>ZrI2</td>
<td></td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Figure 1(left) shows the dependence of La0.44Ca0.59MnO3 etch rate on dc self-bias on the
Figure 1. Etch rate of $\text{La}_{0.41}\text{Ca}_{0.59}\text{MnO}_3$ (left) & SmCo (right) in various plasma chemistries as a function of chuck self-bias. The ECR source power was held constant at 1000W.

sample chuck for the four different plasma chemistries. Note that the results for Cl$_2$/Ar basically follow those for pure sputtering (Ar), indicating that the La, Ca and Mn chlorines are not particularly volatile even at the high ion fluxes ($\sim 10^{15}$ ions/cm$^2$·sec) available in the ECR tool. This is generally not an attractive option from a practical viewpoint because of the limitation it places on mask materials and the requirement for reproducible thermal contact for each sample.$^{[5,6]}$ The results for the SF$_6$/Ar and CH$_4$/H$_2$/Ar plasma chemistries show that the etch products for these are even less volatile and the etching is most likely retarded by formation of a selvedge or reaction layer with these chemistries.

There was a substantial degree of chemical enhancement observed from the etching of SmCo in Cl$_2$/Ar chemistries, as shown in Figure 1(right). The etch rate is approximately a factor of 10 to 12 higher than for pure Ar up to dc self-biases of ~ 217V, at higher biases the etch rate with Cl$_2$/Ar saturates and then decreases. The self-bias corresponds fairly close to the acceleration voltage experienced by ions impinging on the sample.$^{[7]}$ Up to a particular energy, the etch rate is increased by the higher sputtering efficiency that more effectively desorbs the etch products. However above this energy (in these experiments ~ 250eV) the ions are able to desorb the chlorine radicals before they are able to react with the SmCo and hence the etch rate decreases. The SF$_6$/Ar plasma chemistry provides etch rates faster than pure sputtering at biases up to ~ 200V, but show a dependence on bias that is less than that for Ar at higher values.

Figure 2 shows SEM micrographs of features etched into both materials using a Cl$_2$/Ar plasma at -200V dc self-bias and an SiO$_2$ mask which was subsequently removed. The etched

Figure 2. SEM micrographs of features etched into $\text{La}_{0.41}\text{Ca}_{0.59}\text{MnO}_3$ (left) and SmCo-based film (right) using a Cl$_2$/Ar plasma. The SiO$_2$ masks have been removed.
surfaces under these conditions are essentially as smooth as the unetched regions and the sidewalls are reasonably vertical. The striations on the sidewall are typically observed on dry etched features and originate from roughness on the edges of the original photoresist mask that was used to transfer the pattern into the SiO₂.

To better understand the role of plasma chemistry and ion energy in the surface roughening, AES surface scans and near-surface depth profiles were measured on the samples in Figure 3. By sharp contrast in the sample etched in Cl₂/Ar at higher bias (-293V), the near-surface is deficient in the lighter elements O, Ca and Mn (atomic weights of 16, 40 and 55, respectively compared to 139 for La). The surface roughness also leads to non-abrupt depth profiles, which explains the prolonged Cl signal. The Cl originates from the presence of remnant etch products that were not completely desorbed because of their low volatility.

An additional important consideration is selection of a mask material for the etching process. Photoresist is typically not suitable for high density plasma processes because the high ion currents lead to reticulation and loss of dimensional stability. Figure 4 shows Cl₂/Ar etch selectivity for both SmCo and La₀.₄₁Ca₀.₅₉Mn₀.₃ over the dielectrics SiO₂ and SiNx. Since there is basically no chemical enhancement for etching La₀.₄₁Ca₀.₅₉Mn₀.₃, there is also no selectivity over the dielectrics. This is a severe limitation if one needed to pattern deep features into La₀.₄₁Ca₀.₅₉Mn₀.₃ because the mask thickness would need to be at least as thick as the required etch depth. For SmCo however, the etch selectivity is ~4 at low rf chuck powers and increases initially as this power is increased because the etch rate of the magnetic material rises faster than that of the dielectrics. At higher powers the selectivity decreases because of the fall-off in etch rate of the SmCo (Figure 1, right), and the fact that the dielectric etch rate continues on to increase as ion energy is increased. Therefore, the modest chuck self-bias region is advantageous from the viewpoint of higher etch rates and selectivity with respect to the mask materials.
Figure 5. Etch rate (left) and etch yield (right) for La$_{0.41}$Ca$_{0.59}$MnO$_3$ in 750W I-C-P source power discharges of either Bi$_3$/Ar or BBr$_3$/Ar, as a function of halide gas percentage. The rf chuck power was 150W for the Bi$_3$/Ar and 350W for BBr$_3$/Ar.

Figure 5 shows the dependence of La$_{0.41}$Ca$_{0.59}$MnO$_3$ etch rate (left) on Bi$_3$ or BBr$_3$ percentage in 750W source power, 350W rf chuck power halide/Ar discharges. For both chemistries the etch rate initially increases as halide is added, indicating the presence of some chemical enhancement in the etch mechanism, but beyond ~20% by flow the rate decreases forward the value obtained by pure Ar sputtering. The same trends are reflected in the etch yields (right) calculated from a simple model for ion current in this I-C-P tool. Note that these yields are low, with up to 50 ions required to remove one atom of each of the lattice constituents. The fact that both etch rate and yield decrease at higher halide contents in the discharge is consistent with adsorbed iodine or bromine neutrals blocking the surface to ion-assisted desorption of the etch products, the same mechanism that limits NiFe etching in Cl$_2$/Ar discharges. The important parameter is thus the ion-to-neutral ratio at the sample surface. If this is too high then there will be predominantly physical sputtering, and if it is too low a selvedge layer will form that retards etching.

Since the chemical component of the etching is relatively small, we would expect anisotropic pattern transfer. Figure 6 shows SEM micrographs of features etched into La$_{0.41}$Ca$_{0.59}$MnO$_3$ using either Bi$_3$/Ar (left) or BBr$_3$/Ar (right) discharges and SiO$_2$ masks that were subsequently removed. The etched surface morphologies are again similar to those of the unetched regions, with slightly sloped sidewalls due to mask erosion. We have found that photoresist is typically not suitable as a mask material for high density plasma processes because the high ion currents lead to reticulation and loss of dimensional stability.

Figure 6. SEM micrographs of features etched into La$_{0.41}$Ca$_{0.59}$MnO$_3$ using either 4Bi$_3$/6Ar (left) or 4BBr$_3$/6Ar (right) discharges with 750W of source power. The rf chuck power was 150W for the Bi$_3$/Ar and 350W for the BBr$_3$/Ar. The SiO$_2$ masks have been removed from both samples.
SUMMARY AND CONCLUSIONS

Plasma chemistries based on Cl₂, F₂ or CH₄/H₂ did not show any degree of chemical enhancement for etching of La₀.41Ca₀.59MnO₃. Use of I₂- or Br₂-based mixtures provides a small degree of chemical enhancement relative to pure Ar sputtering, and enables smooth, anisotropic pattern transfer. The etch rates are a strong function of plasma composition, ion flux and ion energy. Ion-to-neutral ratios on order 0.02 are available under I-C-P conditions (much higher than in conventional RIE tools, ~10⁻⁶), and provide the ability to enhance the desorption of otherwise involatile etch products. However it is still problematic as to whether there is sufficient advantage gained by using Br₂ and Br₂ relative to pure Ar sputtering to justify the extra precautions needed in handling these corrosive materials. For SmCo, chemical etch enhancements relative to pure Ar sputtering were obtained with CI₂/Ar over the whole range of dc self-biases examined and with SF₆/Ar at low biases (up to approximately -200V). The sidewalls on etched features were again vertical, and the etched field quite smooth. Selectivities as high as ~ 12 were obtained for SmCo with respect to SiO₂ and SiNₓ in CI₂/Ar discharges.
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Effects of closed d-Shell (Sn) and partially filled d-shell (Ru) elements on the GMR properties of La$_{0.7}$Ca$_{0.3}$Mn$_{1-x}$O$_3$ (M = Sn, Ru & D) and Pr$_{0.2}$Ca$_{0.8}$Mn$_{1-x}$O$_3$ (M = Sn & Ru)
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Abstract:

The dependence of GMR properties on the magnetic (partially filled d-shell) and non-magnetic (closed d-shell) dopant elements in La$_{0.7}$Ca$_{0.3}$Mn$_3$ and Pr$_{0.2}$Ca$_{0.8}$Mn$_3$ has been studied. It is found that non-magnetic element substitution drastically affects the ferromagnetic transition temperature.

Introduction:

LaMn$_3$ is an antiferromagnetic insulator. Suitable doping by substitution at La-site with alkaline earth metals (Ca, Sr, Ba) or by self doping through La and Mn vacancies leads to ferromagnetic ordering and Giant Magneto Resistance (GMR) effects [1]. Through the above dopings mixed valency of Mn is created. Depending on the ratio of Mn$^{3+}$/Mn$^{4+}$ the structural, electrical and magnetic properties of these manganites vary [2]. The size of A-site ion is important in controlling the GMR properties [3]. Zener double exchange interaction is considered to be the cause of the strong ferromagnetic exchange interaction between Mn$^{3+}$ and Mn$^{4+}$ [4]. Altering the B-ion character (Mn-site) would affect the double exchange mechanism and bring about significant changes in the magnetoresistance properties [5]. The B-O-B bond angle is also crucial in determining the GMR properties and any substitution at B-site would affect the angle. In order to understand the interplay between the nature of the B-site substituted ion and the magnetoresistive properties, we have investigated the substitution of manganese by various trivalent (Fe, Cr) and tetravalent (Ru, Sn) elements in La$_{0.7}$Ca$_{0.3}$Mn$_3$ and Pr$_{0.2}$Ca$_{0.8}$Mn$_3$. In the latter, the A-site ionic size is on the border line in the phase diagram showing the dependence of magnetic states on the size. We have attempted to increase the B-site ionic size by doping with bigger Ru$^{4+}$ and Sn$^{4+}$ ions and look for GMR. We have compared the results of the substitution of magnetic (Ru$^{4+}$, partially filled d shell) and non-magnetic (Sn$^{4+}$, closed d-shell) elements. In order to account for the volatility, if any, of Ru during the preparation, we have prepared compounds by intentionally creating vacancies at the Mn-site.

Experimental:

All the compositions were prepared from stoichiometric mixtures of respective oxides and carbonates. The mixtures were first heated at 900°C for 12h, then at 1200°C for 24h with intermittent grindings. The product was pressed into bar shaped pellets and sintered at 1200°C for 24h. In the case of Ruthenium containing compositions, the reactant mixtures were initially heated at 600°C for 24h (pre-reaction step) in order to avoid Ru volatalization. The phase purity was established by powder X-ray diffraction. Resistivity measurements were carried out on sintered bars in the temperature range 300-40K in the absence and presence of magnetic field (1.2 Tesla). The samples were first zero field cooled and then the magnetic field was applied. Ac susceptibility measurements (SUMITOMO, Japan) were carried out in the temperature range 300-15K.
Results and discussion:

All the compositions crystallize in cubic structure with a ≈7.7 Å (see table1). The a-parameter (7.73 Å) of the parent compound La₀.7Ca₀.3Mn₀.₃ agrees well with that reported in the literature [2].

<table>
<thead>
<tr>
<th>M</th>
<th>'x'</th>
<th>Lattice parameter a (Å)</th>
<th>Tc(p)</th>
<th>Tc(x)</th>
<th>ρ₃₀₀K Ohm cm</th>
<th>MR ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
<td>7.730</td>
<td>260</td>
<td>260</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>7.726</td>
<td>250</td>
<td>255</td>
<td>0.03</td>
<td>18</td>
</tr>
<tr>
<td>Cr</td>
<td>0.04</td>
<td>7.731</td>
<td>235</td>
<td>240</td>
<td>0.02</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>7.725</td>
<td>225</td>
<td>240</td>
<td>0.04</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>7.715</td>
<td>215(155)*</td>
<td>230</td>
<td>0.03</td>
<td>20(12)*</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>7.731</td>
<td>120</td>
<td>210</td>
<td>0.03</td>
<td>13</td>
</tr>
<tr>
<td>Fe</td>
<td>0.02</td>
<td>7.726</td>
<td>220</td>
<td>220</td>
<td>0.05</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>7.646</td>
<td>185</td>
<td>195</td>
<td>0.07</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>7.720</td>
<td>135</td>
<td>165</td>
<td>0.08</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>7.725</td>
<td>80</td>
<td>125</td>
<td>0.18</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>7.729</td>
<td>-</td>
<td>125</td>
<td>0.07</td>
<td>-</td>
</tr>
<tr>
<td>Ru</td>
<td>0.02</td>
<td>7.728</td>
<td>260</td>
<td>260</td>
<td>0.01</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>7.741</td>
<td>260</td>
<td>255</td>
<td>0.01</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>7.734</td>
<td>250</td>
<td>255</td>
<td>0.02</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>7.742</td>
<td>245(165)*</td>
<td>250</td>
<td>0.02</td>
<td>19(16)*</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>7.748</td>
<td>235(115)*</td>
<td>250</td>
<td>0.03</td>
<td>20(18)*</td>
</tr>
<tr>
<td>Sn</td>
<td>0.02</td>
<td>7.739</td>
<td>205</td>
<td>200</td>
<td>0.06</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>7.749</td>
<td>150</td>
<td>160</td>
<td>0.11</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>7.762</td>
<td>-</td>
<td>160</td>
<td>0.17</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>7.763</td>
<td>-</td>
<td>155</td>
<td>0.11</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>7.758</td>
<td>-</td>
<td>150</td>
<td>0.17</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>7.733</td>
<td>255</td>
<td>260</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>7.744</td>
<td>230</td>
<td>255</td>
<td>0.09</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>7.746</td>
<td>175</td>
<td>245</td>
<td>0.19</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>7.743</td>
<td>125</td>
<td>245</td>
<td>0.13</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>7.748</td>
<td>100</td>
<td>235</td>
<td>0.14</td>
<td>-</td>
</tr>
</tbody>
</table>

* Corresponds to second peak.

In general, the room temperature resistivity (ρ₃₀₀K) values tend to increase with dopant concentration in all the substitutions (Table 1). In the La₀.7Ca₀.3Mn₀.₃Cr₀.₃ system, the ferromagnetic transition temperatures (Tc) obtained from resistivity measurements decrease marginally in the initial composition (0.02 ≤ x ≤ 0.06). The decrease is more drastic for x >0.06. The ac susceptibility measurement show only marginal decrease in the ferromagnetic transition temperatures (Table 1). The MR ratios are around 20%. In the La₀.7Ca₀.3Mn₀.₃Fe₀.₃ system, the
$T_c(\rho)$ decreases continuously which is supported by ac susceptibility measurement, $T_c(\chi)$. The MR ratio increases systematically and a highest ratio (60%) is obtained for $x=0.08$ composition. A typical GMR curve is shown in Fig.1. The composition $x=0.10$ is insulating. In the $\text{La}_{0.7}\text{Ca}_{0.3}\text{Mn}_{1-x}\text{Ru}_x\text{O}_3$ system, the $T_c(\rho)$ decreases only marginally with composition and the ac susceptibility measurements (Fig.2) support this observation. Interestingly resistivity measurements exhibit a double hump behaviour for $0.06 \leq x \leq 0.10$. However, the second peak at low temperature is suppressed by oxygen annealing.

For compositions in the range $0.00 \leq x \leq 0.04$ only a single transition is observed. The MR ratios are small compared to Fe substitution and are around 20%. In the $\text{La}_{0.7}\text{Ca}_{0.3}\text{Mn}_{1-x}\text{Sn}_x\text{O}_3$ system, ac susceptibility measurements (Fig.3) show that non-magnetic, filled d-shell Sn$^{4+}$ dopant decreases the $T_c(\chi)$ drastically. Resistivity measurements reveal that a single transition is observed in the compositional range $0.00 \leq x \leq 0.04$, whereas between $0.06 \leq x \leq 0.10$, it is insulating. The MR ratios are in the range 25-40%. In the $\text{La}_{0.7}\text{Ca}_{0.3}\text{Mn}_{1-x}\text{O}_3$ system, the $T_c(\rho)$ values decrease continuously, whereas as the $T_c(\chi)$ values decrease marginally. In the $\text{Pr}_{0.7}\text{Ca}_{0.3}\text{Mn}_{1-x}\text{M}_x\text{O}_3$ system ($M=\text{Ru}$ and $\text{Sn}$), all the compositions are insulating. A plot of $T_c(\rho)$ vs $x$ in $\text{La}_{0.7}\text{Ca}_{0.3}\text{Mn}_{1-x}\text{O}_3$ is shown in Fig.4.

---

**Fig. 1** Resistivity Vs Temperature plot of $\text{La}_{0.7}\text{Ca}_{0.3}\text{Mn}_{0.95}\text{Fe}_{0.05}\text{O}_3$ ($H=0$ and $1.2$ T)
Fig. 2. Ac susceptibility Vs Temperature plot of $\text{La}_{0.7}\text{Ca}_{0.3}\text{Mn}_{1-x}\text{Ru}_x\text{O}_3$

Fig. 3. Ac susceptibility Vs temperature plot of $\text{La}_{0.7}\text{Ca}_{0.3}\text{Mn}_{1-x}\text{Sn}_x\text{O}_3$
Fig. 4. Variation of ferromagnetic transition temperature with composition.

A drastic decrease in $T_c$ is found for non-magnetic Sn. The marked differences observed in the case of non-magnetic Sn and magnetic Ru substituted compounds could be discussed by drawing the analogy of $T_c$ suppression caused by the non-magnetic Zn doping in YBa$_2$Cu$_3$O$_{7-\delta}$ superconductor.

Conclusions

The non-magnetic Sn$^{4+}$ doping suppresses the ferromagnetic transition temperature drastically compared to magnetic Ru$^{4+}$ doping. The marked differences observed could be discussed by drawing the analogy of $T_c$ suppression caused by the non-magnetic Zn doping in YBa$_2$Cu$_3$O$_{7-\delta}$ superconductor.
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EFFECT OF THE CATIONIC SIZE VARIATION IN THE
GMR COMPOUND Pr_{x}H_{y}Sr_{0.3}MnO_{3} AND IN THE
CHARGE ORDERED COMPOUNDS Pr_{x.5}H_{y}Sr_{0.5}MnO_{3}

Srirsha K., A.Narayanasamy, U.V.Varadaraju

Abstract

Praseodymium manganites doped with holmium Pr_{1-x}H_{x}Sr_{0.3}MnO_{3} (x=0-0.1 in steps of 0.2 and y = 0.3, 0.5) have been prepared and characterized by powder X-ray diffraction, ac magnetic susceptibility, dc magnetic susceptibility, dc electrical resistivity (\rho_{H=0} and \rho_{H=1.2T}) and electron microscopy studies. Both series have a pseudotetragonal distorted perovskite like structure (Pbnm space group). Magnetic and electrical properties of the manganites have been investigated and the compositions are ferromagnetic insulators which exhibit small values of negative magnetoresistance. The highest MR ratio (MR=(\rho_{0}-\rho_{H})/\rho_{0}) of 48% at 152 K for a field of 1.2T for Pr_{0.6}H_{0.4}Sr_{0.3}MnO_{3}. The results emphasize the role played by the dopant holmium. SEM studies show well structured grains which vary with concentration of the dopant. The compounds were found to favour antiferromagnetism with increasing x.

Introduction

There are two types of GMR compounds, type I (Ln_{1-x}A_{x}MnO_{3}, 0.2<x<0.5) and type II (Ln_{0.5}A_{0.5}MnO_{3} i.e. Ln_{1-x}A_{x}MnO_{3}, x=0.5). The type I compounds show a maximum GMR effect for x=0.3 because the Mn^{3+}:Mn^{4+} ratio is 7:3 and the type II compounds are charge ordered because the Mn^{3+}:Mn^{4+} ratio is 1:1. Zener's double exchange model explains the metallic to insulator transition seen in the type I compounds. It also gives the relation between T_{c}, conductivity and the average size of the A-site cation <r_{A}> (in ABO_{3}) explained by Zener [1] and C.N.R.Rao [2]. The Zener's double exchange model is based on the hopping of electrons from site to site which induces metallicity and ferromagnetism in the compound. However, in the charge ordered state the electrons are localized which gives rise to the insulating antiferromagnetic state. The electrical and magnetic properties of PrMnO_{3} on the substitution of holmium in the A-site of the perovskite system have been studied in detail [3,4]. Detailed studies on the Pr_{1-x}Y_{x}Sr_{0.3}MnO_{3} were carried out by Raveau et al [5] in which Yttrium does not carry magnetic moment. The aim of the present study is to study the effect of substitution of Ho which has a very high magnetic moment in place of non-magnetic Y. Ho has a high magnetic moment. In La_{1-x}Ca_{x}MnO_{3} reported by Schiffer et al [6] at less T_{c} and high resistivity, larger MR have been observed. The MR is enhanced by small grain size as is observed. The above reported MR ratio of 48% is the highest at 1.2T. Studies on the series Pr_{1-x}Y_{x}Sr_{0.3}MnO_{3} have not been carried out as yet. The present study is conducted on two types of GMR compounds namely type I and type II. The compounds Pr_{0.7}H_{0.3}Sr_{0.3}MnO_{3} exhibit type I behavior and the compounds Pr_{0.5}H_{y}Sr_{0.5}MnO_{3} exhibit type II behavior (wherein x=0-0.1 in steps of 0.02). The aim is to find the effect <t_{c}> and the Mn^{3+}:Mn^{4+} ratio on the T_{c} and MR ratio of the compounds.
Experimental

The samples $\text{Pr}_{1-x}\text{Ho}_x\text{Sr}_3\text{Mn}_3\text{O}_3$ and $\text{Pr}_{1.5-x}\text{Ho}_x\text{Sr}_2\text{Mn}_3\text{O}_3$ were prepared using the high temperature solid state reaction method. High purity oxides $\text{Pr}_6\text{O}_{11}$ (preheated at 950°C), $\text{Ho}_2\text{O}_3$, $\text{Mn}_2\text{O}_3$ and carbonate $\text{SrCO}_3$ were used as starting materials in stoichiometric amounts. The samples were heated at 1000°C for 12 hours for decarbonation. They were cooled to room temperature and ground and heated at 1200°C for 12 hours for calcination. They were then cooled, ground and pelletized into 8mm or 12mm diameter and 1-2mm thick pellets for sintering. The sintering was carried out at 1500°C for 12 hours. The powder X-ray diffraction patterns were taken using CuK$_\alpha$ radiation.

The magnetic transitions were determined using ac susceptibility measurements in the temperature range 300-13K ($H=0.1$-40e at 313 Hz). The dc susceptibility measurements were done using a Vibrating Sample Magnetometer ($H=1.2$ T) in the temperature range 300-13K. The resistivity vs field (1.2 T) measurements were done with a closed cycle He refrigerator in the temperature range 300-13K. The resistivity measurements were done using the four probe van der Pauw method. The SEM measurements on the compounds were carried out using a scanning electron microscope. Since the samples are not conducting in the normal state, they were coated with gold and then examined by SEM.

Results and Discussion

Powder X-ray diffraction shows that all the compounds are formed in single phase. In the case of type I compounds viz. $\text{Pr}_{1.7-x}\text{Ho}_x\text{Sr}_3\text{Mn}_3\text{O}_3$, all reflections were indexed on the basis of an orthorhombic unit cell (Pbnm space group). The orthorhombic distortion could be very small and the corresponding characteristic splitting of the (202) and (312) reflections could not be seen in the XRD patterns. Such a situation is encountered in other perovskite systems (e.g. BaPbO$_3$) as well.

In the case of type II compounds viz. $\text{Pr}_{0.5-x}\text{Ho}_x\text{Sr}_3\text{Mn}_3\text{O}_3$, the corresponding characteristic splitting of the (202), (220) and (312) reflections can be seen as $x$ increases which yields pseudo tetragonal structure. For $x>0.04$, the orthorhombic distortion is more predominant. Ho$^{3+}$ has a smaller ionic radius (1.12Å in 12 fold coordination) compared to Pr$^{3+}$ (1.179Å). This should result in systematic decrease in lattice parameters with increase in Ho content ‘x’. However, the variation in lattice parameters is very small due to the low concentration of dopants.

Fig.1 shows the ac magnetic susceptibility curves in the temperature range 300-13 K. It shows type I behavior. The transition from paramagnetic state to ferromagnetic state is seen in all the compositions characterized by a sudden increase in susceptibility as temperature decreases. The transition is sharp for $\text{Pr}_{0.7}\text{Sr}_3\text{Mn}_3\text{O}_3$. Ho doping leads to broadening of the transition. The onset temperature ($T_c$) for ferromagnetism decreases systematically with increase in $x$. This is explained by Zener’s double exchange model. It is also observed that there is an increased tendency towards a second transition from the ferromagnetic state to an antiferromagnetic state at low temperature with increase in $x$. Decrease in $<r_A>$ does induce the charge ordered state.

Charge ordering in manganites depends on the width of the $e_g$ band which is governed by $<r_A>$ or the tolerance factor, as distortion in the Mn-O-Mn bond angle affects the transfer interaction of the $e_g$ electrons. When $<r_A>$ is large, ferromagnetism and the insulator to metallic transition are observed but charge ordering is not observed. When $<r_A>$ is small, the reverse is observed.
Fig. 1 ac magnetic susceptibility vs temperature curves of Pr$_{0.7-x}$Ho$_x$Sr$_{0.3}$MnO$_3$ compounds

Fig. 2 shows the ac magnetic susceptibility of type II compounds Pr$_{0.7-x}$Ho$_x$Sr$_{0.3}$MnO$_3$. The transition from the paramagnetic state to the ferromagnetic state can be seen in the Pr$_{0.5-x}$Ho$_x$Sr$_{0.5}$MnO$_3$ series. The transition is sharp for Pr$_{0.5}$Sr$_0$MnO$_3$. The transition broadens as x increases. The ferromagnetic onset temperature (T$_c$) decreases as with increasing x in a systematic order. A second transition from the ferromagnetic to the antiferromagnetic state is observed in all the compounds by a decrease in the susceptibility as temperature decreases. The onset of antiferromagnetism becomes sharp as x increases. The antiferromagnetism onset temperature (T$_{CO}$) increases with increasing x. The charge ordering of the compounds can be seen and it is observed that as the temperature increases, the charge ordering state collapses and spin ordering sets in. This is explained by Zener's double exchange model. As is known, the double exchange model opposes charge ordering phenomenon.

The dc-susceptibility measurements of the compounds are given in Fig.3. The magnetization vs temperature plot and the transition temperatures observed in the ac susceptibility measurements were reproduced.
Fig. 2 ac magnetic susceptibility vs temperature curves of Pr$_{0.5-x}$Ho$_x$Sr$_{0.5}$MnO$_3$ compounds

Fig. 3 The dc magnetic susceptibility vs temperature plots
In the resistivity vs temperature plots (Fig. 4) of the type I compounds $T_{\text{max}}$ is defined as the temperature at which the maximum resistivity is observed i.e. the transition from the paramagnetic state to ferromagnetic state. $T_{\text{max}}$ is found to decrease systematically with increasing $x$. It is also found that the resistivity values at any given temperature, increases as $x$ increases. The maximum resistivity is observed for Pr$_{0.7}$Ho$_{0.3}$MnO$_3$ and the highest $T_{\text{max}}$ for Pr$_{0.7}$Sr$_{0.3}$MnO$_3$. Since Ho$^{3+}$ has a smaller radius than Pr$^{3+}$, $\langle r_A \rangle$ decreases. It is observed that $T_{\text{max}}$ decreases as $\langle r_A \rangle$ decreases. It implies that to obtain a higher transition temperature, $\langle r_A \rangle$ should be increased. This is explained by the double exchange model.

In the type II compounds, the transitions from the semiconducting to the metallic to the insulating state are observed. The compounds are polycrystalline and due to grain boundary effects the transition temperatures are not clearly defined.

The micrographs in Fig. 5 show well structured grains which vary with the concentration of the dopant. The grain size decreases with increasing $x$. The grains show a tendency towards a hexagonal structure and the grain boundaries are clearly defined showing the crystalline nature of the sample.
The grain sizes are about 15-5 microns. Higher MR is observed for smaller grain size as reported by Schiffer et al [6].
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PHASE RELATIONS IN THE SYSTEM \( \text{La}_2\text{O}_3\)-SrO-CaO-Mn\(_2\)O\(_3\) WITH EMPHASIS ON \( \text{LaMnO}_3 \)

P. MAJEWSKI, F. ALDINGER
Max-Planck-Institut für Metallforschung, Pulvermetallurgisches Laboratorium,
Heisenbergstraße 5, 70569 Stuttgart, Germany

Abstract

At 1200 °C in air \((\text{La},\text{Sr},\text{Ca})\text{MnO}_3\) do not form a complete solid solution. An extended miscibility gap exists between Sr and Ca containing \(\text{LaMnO}_3\) and \(\text{SrMnO}_3\) and \(\text{CaMnO}_3\), respectively. Therefore, for the preparation of single phase \((\text{La},\text{Sr},\text{Ca})\text{MnO}_3\) with intermediate Sr or Ca contents annealing temperatures of above 1400 °C are required.

Introduction

Phase diagrams representing the fundamental thermodynamic phase equilibrium of multi component systems are the basis for the preparation of single phase or controlled multi phase materials. The system \(\text{La}_2\text{O}_3\)-SrO-CaO-Mn\(_2\)O\(_3\) (LSCM) involves the technological important compound \((\text{La},\text{Sr},\text{Ca})\text{MnO}_3\) (LM). Due to its significant magneto resistive properties the phase is of great importance for the GMR technology. In addition, high temperature oxygen and electron conductivity as well as catalytic properties qualifies the compound for cathode material of solid oxide fuel cells. The binary systems of LSCM are already known. The system \(\text{La}_2\text{O}_3\)-Mn\(_2\)O\(_3\) [1], CaO-Mn\(_2\)O\(_3\) [2] and SrO-Mn\(_2\)O\(_3\) [3] contain the perovskite structured phase \(\text{ABO}_3\) with \(A = \text{Sr, Ca or La}\) and \(B = \text{Mn}\) (Figure 1-3).

Figure 1: The system \(\text{La}_2\text{O}_3\)-Mn\(_2\)O\(_3\) [1].

Figure 2: The system CaO-Mn\(_2\)O\(_3\) [2, temperature in °C]
Figure 3: The system and SrO-Mn$_3$O$_4$ [3,4], temperature in °C.

Figure 4: The system SrO-CaO [6].

In the systems La$_2$O$_3$-SrO and La$_2$O$_3$-CaO no binary phases were observed below about 1500 °C [4,5]. The system SrO-CaO forms the almost complete solid solution (Sr,Ca)O above 900 °C (Figure 4) [6]. Ternary phases are only known in the system La$_2$O$_3$-SrO-Mn$_3$O$_4$ the compositions of which are La$_{1-x}$Sr$_{1+x}$MnO$_4$ and La$_{2-x}$Sr$_{1-x}$Mn$_2$O$_7$ [7].

Experiment

Samples with different compositions were powdermetallurgically prepared using La$_2$O$_3$, SrCO$_3$, CaCO$_3$ and MnO$_2$ (purity > 99 %). The homogenized powders were calcined at 1200 °C in for 12 h, ground, cold isostatically pressed, sintered at 1200 °C in air for 48 h with intermediate regrinding and pressing and finally furnace cooled. Samples with the composition La$_2$Sr$_5$Mn$_3$O$_7$ were sintered at 1500 °C in air and subsequently annealed at 1400, 1350, 1300, 1200, 1000 and 800 °C in air for up to 500 h and furnace cooled (batch 1). In addition, samples with the same composition were sintered at 1000, 1300, 1350 and 1400 °C in air for 48 h with intermediate regrinding and pressing (batch 2). Phase identifications were performed using scanning electron microscopy with EDX (Zeiss DSM 982 Gemini) and x-ray diffraction (Siemens D-5000).
Results

Figure 5 shows the quasiternary system LaMnO$_3$ (LM) - SrMnO$_3$ (SM) - CaMnO$_3$ (CM). It is emphasized that the phases do not form a complete solid solution, but separate phases with extended solubilities of La, Sr and Ca, respectively.

Figure 6 shows a micrograph of the sample of batch 2 with the composition La$_{0.5}$Sr$_{0.5}$MnO$_3$ sintered at 1200 °C. Sr containing LM and La containing SM can easily identified with the scanning electron microscope using EDX indicating that both phases are separated phases and do not form a complete solid solution at that temperature. The decomposition of single phase La$_{0.8}$Sr$_{0.2}$MnO$_3$ (batch 1) prepared at 1500 °C in air into LM and SM at 1200 °C is shown in Figure 7. The XRD plot clearly shows the occurrence of reflections of SM beside LM at 1200 °C. Figure 8 shows the temperature concentration diagram for the quasibinary system SrMnO$_3$-LaMnO$_3$ depicting the miscibility gap between SM and LM below 1400 °C in air.
Figure 6: Micrograph of a sample with the composition La$_{0.5}$Sr$_{0.5}$MnO$_3$ at 1200 °C in air (batch 2).

Figure 7: XRD plot of a sample with the composition La$_{0.5}$Sr$_{0.5}$MnO$_3$ sintered at 1500 °C and subsequently annealed at 1200 °C in air (batch 1). The stars mark reflections of SrMnO$_3$. All other reflections can be attributed to (La,Sr)MnO$_3$. 

* SrMnO$_3$, ASTM 24-1213
Figure 8: Temperature concentration diagram of the quasibinary system SrMnO$_3$-LaMnO$_3$. Open squares: prepared samples; filled squares: results of EDX analysis of SM and LM of the samples of batch 1 and 2.

Discussion

The preparation of single phase LM with intermediate Sr contents requires temperatures of above 1400 °C in air. Below that temperature a miscibility gap exits in which Sr containing LM is stable beside La containing SM. The fact that the samples of batch 1 and 2 give identical results indicate that the samples are in equilibrium. The solid solution (La,Ca)MnO$_3$ were not studied in detail, yet. However, the phase diagram studies of the quasiternary system LM-SM-CM indicate that a miscibility gap exists even between LM and CM at temperatures of about 1200 °C in air. However, a decomposition of LM with intermediate Sr contents during furnace cooling was not observed. Annealing times of above 100 h are
necessary to decompose single phase La$_{0.5}$Sr$_{0.5}$MnO$_3$ into LM and SM at 1200 °C in air. Nevertheless, considering that solid oxide fuel cells are applied at 800-1000 °C for very long times, e.g. 50,000 h, decomposition of LM could be important for the reliability of the cathode material.

Conclusion

For the controlled preparation of single phase samples of the (La,Sr,Ca)MnO$_3$ solid solution with intermediate Sr or Ca contents annealing temperatures of above 1400 °C are required. Below that temperature the solid solution decomposes forming LaMnO$_3$ and SrMnO$_3$ and CaMnO$_3$, respectively. However, the decomposition reaction is slow and therefore, it does not affect the material during furnace cooling.

Reference

MICROSTRUCTURE AND MAGNETORESISTANCE IN La-Y-Sr-Mn-O THICK FILMS

L.H. Chen, D.H. Wu and C.S. Hsi
Department of Materials Engineering, I-Shou University, Kaohsiung, Taiwan, ROC

ABSTRACT

The microstructure and magnetoresistance behavior of La$_{0.67}$Sr$_{0.33}$MnO$_{3-x}$ and La$_{0.60}$Y$_{0.07}$Sr$_{0.33}$MnO$_{3-x}$ thick films, prepared by a doctor-blade process, has been studied in this work. A MR ratio of 6.5% in a field of 2 T is found at room temperature for the La$_{0.67}$Sr$_{0.33}$MnO$_3$ thick film, which monotonously increases to a value of 23.5% as temperature decreases to 40 K and is presumably higher at even lower temperatures. On the other side, the MR ratio of the La$_{0.60}$Y$_{0.07}$Sr$_{0.33}$MnO$_3$ thick film is as high as 18.2% at room temperature and decreases as the temperature is lowered. Such an variance in MR behavior of both thick films is probably related to their microstructure, which is denser and more continuous as a result of the enhanced sintering by Y-doping. Besides, the modification of Mn-O-Mn bonding and lattice parameter may be also responsible.

INTRODUCTION

Due to the colossal magnetoresistance (CMR) with many orders of magnitude change in resistivity, perovskite-like manganites, such as L-A-Mn-O (L=La, Pr, Nd...., A=Ca, Sr, Ba....), have received extraordinary attention in recent years[1-5]. However, the practical applications of CMR manganites have been limited by the fact that the huge changes in resistivity are only observed at very low temperatures (< 150 K) and under fields of the 10$^4$ Oe range.

It is well-known that the maximum MR ratio and higher field sensitivity are expected to occur around the magnetic Curie temperature. Thus, the manganite systems with T$_c$ temperature close to room temperature will be the first candidates for the MR device materials. The La-Sr-Mn-O is one of the systems with T$_c$ temperature near room temperature and has been extensively studied[6-8]. In addition, perovskite-like La-Sr-Mn-O manganites have also received lots of attention due to their application potentials to anode and interconnector materials for solid-oxide fuel cells.

In general, materials are mostly used in thin film form in order to be easily manufactured and to be well-controlled in size. On the other hand, thick films offers considerable advantages in reduction of cost. In this paper, we prepare thick films of La-Sr-Mn-O and La-Y-Sr-Mn-O by a doctor-blade technique. The microstructure, magnetoresistance and magnetization behavior of films are discussed. The influence of Y$^{3+}$ doping on the magnetoresistance behavior is also described.

EXPERIMENTS

The La$_{0.67}$Sr$_{0.33}$MnO$_{3-x}$(La-Sr-Mn-O) and La$_{0.60}$Y$_{0.07}$Sr$_{0.33}$MnO$_{3-x}$(La-Y-Sr-Mn-O) powders have been prepared by standard solid-state reaction techniques. The starting materials of oxides and carbonates, such as La$_2$O$_3$, Y$_2$O$_3$, SrCO$_3$, and MnCO$_3$, is mixed, grounded and calcined at 1200 C for 4 hr in an O$_2$ atmosphere.

In order to form a tape by using a doctor-blade method, the ceramic powders have been mixed with an organic carrier (Ferro, B73305), which is composed of binders, dispersants and plasticizers. The ratio of ceramic powders to organic carrier of 60:40 in wt is checked to be appropriate in this study. The subsequent sintering involves three steps. In the first one, the thick films are slowly heated (1°C/min) up to a temperature at which the organic carrier is allowed to decompose. Thermogravimetry analysis (TGA) is used to determine the decomposition temperature of the organic carrier. A temperature of 350°C has been determined in this study. In the second step, the films are heated up to 1400°C at 3°C/min and sintered for 4 hr. Finally, the films are furnace cooled down to the room temperature. All thermal treatments are processed under flowing O2.

Structure characterization of the films have been carried out by using a Scintag Xgen-4000 X-ray diffractometer with k-α (Cu) radiation and Scanning Electron Microscopy. The electrical transport and magnetoresistance behavior have been measured by a four-probes technique under fields up to 2 T. The MR ratio in this study is defined as (ρ - ρ 2T)/ρ 2T. Here ρ 2T is the resistivity of film under a field of 2 T. The magnetization curve is obtained at room temperature by an alternating gradient magnetometer (AGM) under a maximum field of 8 kOe.

RESULTS AND DISCUSSION

Figure 1 shows the X-ray diffraction patterns of La-Sr-Mn-O and La-Y-Sr-Mn-O thick films. The sintered La-Sr-Mn-O thick films exhibit the polycrystalline and perovskite-like structure with a series diffraction peaks of (100), (110), (111), (200), (102), (112), (202), (300), (103), (113), (222), (203), and (213). It is identical to the precursor calcined ceramic powders. The refined lattice parameter a of La-Sr-Mn-O thick film is ~3.882 Å. The La-Y-Sr-Mn-O thick film also has a similar perovskite-like structure, except of the smaller lattice parameter of ~3.876 Å, which is due to the partial substitution of La3+ by a smaller ion of Y3+.

The microstructure of La-Sr-Mn-O thick film is characterized by using the SEM. As shown in the Figure 2, the La-Sr-Mn-O film, sintered at 1400°C for 4 hr, have a porous structure with an average grain size of ~4 μm in diameter. The bulk density of film is ~5.81 g/cm3, which is ~90% of theoretical density (T.D.). When incorporated with minor Y2O3 addition, the La-Y-Sr-
Mn-O film is found to have a microstructure with well grown and connected grains of ~8 μm in average diameter and almost no pore inside. The bulk density of La-Y-Sr-Mn-O film is ~ 95% of T.D, which is much higher than that of La-Sr-Mn-O film. Such an enhanced sintering and grain growth of thick film is probably related to the addition of Y₂O₃.

Figure 3 shows the room temperature magnetization behavior of La-Sr-Mn-O and La-Y-Sr-Mn-O thick films. The magnetization of La-Sr-Mn-O film rapidly increases in the low field region and almost saturates in a field of 1 kOe. Inspection of this curve reveals that the La-Sr-Mn-O film exhibits a ferromagnetic behavior at room temperature with a coercivity of less than 30 Oe and a saturation moment of ~9.0emu/g. Similar as that of La-Sr-Mn-O film, the La-Y-Sr-Mn-O film also displays a ferromagnetic behavior at room temperature. However, the magnetization of La-Y-Sr-Mn-O film does not saturate and still shows an increasing tendency in fields up to 8 kOe.

The field dependence of resistivity has been measured by using the four-probes method under fields up to 2 T. It is revealed that the resistivity of both La-Sr-Mn-O and La-Y-Sr-Mn-O thick films have similar field dependence. In Figure 4, we show the results for La-Y-Sr-Mn-O film measured at temperatures of 298 K, 200 K and 100 K, respectively. At all temperatures, the
The field dependence of resistivity of La-Y-Sr-Mn-O thick film at room temperature, 200 K and 100 K, respectively.

Figure 4 The field dependence of resistivity of La-Y-Sr-Mn-O thick film at room temperature, 200 K and 100 K, respectively.

Resistivity of film always decreases in an applied field, and does not saturate in the maximum applied field of 2 T. It is worth noting that there exists a sharp drop of resistivity in low field region (< 1 kOe) in the MR curve, as shown in Figure 4, which becomes more significantly as temperature is decreased. In fact, the low field MR has been selected for many sensor applications because permanent magnets are going to be used in that field region.

Figure 5 displays the temperature dependence of resistivity for thick films. The absolute values of measured resistivity can only be taken as approximate, due to the porosity of film. The zero-field resistivity of La-Sr-Mn-O film is found to increase as temperature decreases from room temperature and almost reach a maximum at a lower temperature of ~ 65 K, which is designated the temperature ($T_M$) of metal-insulator transition. As shown in Figure 6, the overall MR ratio of La-Sr-Mn-O film in the 2 T field region is ~ 6.5 % at room temperature, which increases as temperature decreases from room temperature and reaches a maximum of 23.5 % at ~ 55 K. However, the La-Sr-Mn-O film has been found to be ferromagnetic at room...
temperature, suggesting that the temperature ($T_c$) of magnetic transition is higher than room temperature. It is quite unusual to find that metal-insulator transition occurred at temperature much lower than that for magnetic ordering change for the La-Sr-Mn-O thick film prepared in this study. Most of the experimental studies assert that $T_{MI}$ coincides with the $T_c$ for the onset of ferromagnetism. Only a few papers reported that $T_{MI}$ may not be the same as $T_c$.[9,10]. Although the exact reasons for the discrepancy between $T_{MI}$ and $T_c$ in this work are not known at this moment, it is believed that such difference may arise from a distinct effect that can be related to the porosity in the microstructure of the thick film and/or to the reduction effect associated to the decomposition of the organic carrier.

The Y$^{3+}$ doping of La-Sr-Mn-O film on the electric transport and magnetoresistance behavior is also shown in Figures 5 and 6. Compared to the La-Sr-Mn-O film, the resistivity of La-Y-Sr-Mn-O film is always lower and decreases as temperature decreases from room temperature to 30 K. The MR ratio of La-Y-Sr-Mn-O film is ~18.2 % at room temperature, which also decreases as temperature decreases. As revealed in Figure 5, the temperature $T_{MI}$ of La-Y-Sr-Mn-O film is above room temperature, which is comparable to that obtained for the common studied bulk samples. Such shift of temperature of metal-insulator transition to be above room temperature may be related to the much denser microstructure, as a result of enhanced sintering by the doping of Y$^{3+}$ which is supported by the microstructural characterization. However, the influence of Y$^{3+}$ doping on the lattice parameter $a$ and the length and angle of Mn-O-Mn bonds can not be ruled out.

CONCLUSIONS

We have discussed the microstructure and magnetoresistance behavior of La-Sr-Mn-O and La-Y-Sr-Mn-O thick films, prepared by a doctor-blade technique. The sintered La-Sr-Mn-O film has a porous microstructure and shows a MR ratio of -6.5 % at room temperature, which increases as temperature decreases and reaches a maximum at ~55 K. On the other hand, the MR ratio of La-Y-Sr-Mn-O film is as high as 18.5% at room temperature and monotonously decreases as temperature decreases. Such influence of Y$^{3+}$ doping on the electrical transport and magnetoresistance behavior of La-Sr-Mn-O film is believed to be related to the enhancement of the microstructure densification during sintering, as well as the change in lattice parameter of unit cell and in length and angle of Mn-O-Mn bonds.
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ABSTRACT

Interesting magnetotransport behavior has been observed in Pr$_{0.65}$Ba$_{0.05}$Ca$_{0.3}$MnO$_{3-\delta}$ films (PBCMO or Ba-doped PCMO). The films are grown in-situ on (100) LaAlO$_3$ substrates using a pulsed laser deposition technique. Microstructural characterization carried out on these films has shown that the films are smooth, free from impurity phases, and highly textured. The electrical resistance and magnetoresistance (MR) have been measured in the 10-300 K range in magnetic field up to 5 T using the SQUID magnetometer. With the application of magnetic fields of 0.5 T and 5 T, the resistance of the films has been found to drop spectacularly, resulting in the realization of MR ratio (at ~60 K) as high as 5.3 X 10$^3$ and 5.6 X 10$^3$, respectively.

INTRODUCTION

Hole doped manganites La$_{1-x}$M$_x$MnO$_3$ (M=Ba, Sr, Ca, Pb) with pervoskite structures are known since long as an interesting class of materials [1-5]. Searle et al. [6] were the first to report in 1969 a large magnetoresistance (MR) in La$_{1-x}$Pb$_x$MnO$_3$ (x=0.31) system. However, with the recent observation of colossal MR ratio by Jin et al.[7] in La$_{0.67}$Ca$_{0.33}$MnO$_3$ thin films, a renaissance of manganites has taken place [8-21]. The basic manganite is LaMn(III)O$_3$ which is antiferromagnetic and insulating. After doping La partially by divalent metal in LaMnO$_3$, a corresponding number of formerly triply charged Mn becomes quadruply charged and the displacement of these holes increases the conductivity and provides a mechanism for ferromagnetic interaction in La$_{1-x}$Mn$_x$(III)Mn$_{1-x}$(IV)O$_3$ [8, 9, 11,13]. Presently most of the efforts to improve the MR ratio at lower fields and higher temperatures, which are very important for the practical application of these materials in devices, are focused on La-based manganites [22]. Since the MR behavior in manganites is closely related to magnetic-exchange interactions between two magnetic cations separated by an anion, which in turn is determined by interatomic distance, and hence by lattice parameter, Nd-and Pr-based (ionic radii of Nd$^{3+}$, Pr$^{3+}$ are nearly 6% smaller than the ionic radius of La$^{3+}$) manganites are anticipated to show improved MR behavior in comparison to their La-based counterparts [23,24]. In this report, we present our studies on the effect of Ba-doping on the magnetotransport behavior of Pr-based manganese thin films. The selection of Ba as a dopant was inspired by an intention to induce chemical pressure inside the lattice to favor the effective electron (or hole) transfer between the neighboring Mn sites.

EXPERIMENT

Ba-doped PCMO pellets with nominal composition Pr$_{0.65}$Ba$_{0.05}$Ca$_{0.3}$MnO$_{3-\delta}$ were prepared by mixing required quantities of respective oxide or carbonate powders and sintering them at 1200 °C for 24 hours. The final targets (25mm diam, 4mm thickness) were obtained by
regrinding the pellets followed by repelletizing and sintering in open air at 1400 °C for 30 hours. In-situ film deposition on (100) LaAlO₃ substrates were carried out in a pulsed laser ablation system. A 248 nm KrF laser with a 10Hz repetition rate and 2.5 J cm⁻² energy density was used. A substrate temperature of 700 °C and oxygen pressure of 250 m Torr were used during film deposition. After termination of film-deposition, films were cooled to room temperature in approximately half-an-hour in 500 Torr of oxygen in the growth chamber. The films deposited were characterized using scanning electron microscopy (SEM), energy dispersive x-ray (EDX) analysis and x-ray diffraction (XRD) measurements. The temperature dependence of resistance of Ba-doped PCMO films were examined in zero and applied field using four-probe technique and the quantum design SQUID magnetometer. The transport current was in the film plane. The applied field was also in the film plane and was parallel to current direction. The MR ratios, \( \Delta R/R(0) \), were calculated using \( \Delta R/R(H) = [R(H)-R(0)]/R(H) \), where \( R(H) \) and \( R(0) \) are resistances in applied and zero field.

RESULTS AND DISCUSSION

An x-ray diffraction pattern of a Ba-doped PCMO film grown on (100) a LaAlO₃ substrate at 700 °C is shown in Fig. 1. Only (001) \( l = 1 \) and 2 lines are seen indicating the highly textured growth of Ba-doped PCMO film on the LaAlO₃ substrate. The variation of electrical resistance of Ba-doped PCMO film as a function of temperature in zero and applied field \( (H=5 \text{T}) \) are shown in Fig. 2. For these measurements, the film dimension was: thickness=2000 Å, width=3mm, length=1mm (distance between voltage probes). The figure shows that application of the external magnetic field suppresses the resistance of the film throughout the temperature range we have studied. However, the suppression in resistance is maximum \((-10^7 \text{times})\) near the resistivity peak in zero field. The temperature dependence of the magnetoresistance ratio for the same film is also shown in this figure. As seen, the maximum value of the MR ratio for Ba-doped PCMO film in the magnetic field of 5 T is as high as \( 5.3 \times 10^8 \% \) at 77 K. Although the phenomenon observed is in a field much larger than currently used in magnetic read-head devices, it is worthy to note that a magnetic field can alter the transport resistance of a solid in such a remarkable fashion. The magnetoreistance behavior of Ba-doped PCMO can be understood as follows: According to the most of the literature
The suppression in electrical resistance of Ba-doped PCMO films in presence of magnetic field is also within the framework of DE model. The resistivity in the absence of magnetic field is higher due to the decreased transfer interaction (Δθij ≠ 0) while the spins are perfectly aligned (Δθij = 0) along the direction of applied magnetic field resulting in the improvement in transfer interaction and thereby decrease in electrical resistance in the presence of magnetic field. Figure 3 shows the variation in MR ratio of a Ba-doped PCMO film as a function of field applied at the temperature (~60 K) where the maximum MR is observed. Two important features of the film are evident from this figure. The first feature is the beginning of saturation (around H=2 T) of MR at field smaller than mostly reported and second is the realization of MR ratio of ~5 X 10^4 at 0.5 T (5000 Oe). This value of MR ratio at such a low field is much higher than previously reported. Both these features are very advantageous for fabrication of devices based on manganite thin films. The start in trend of MR ratio to saturate suggests that the most of the spins on Mn ions are lined-up in the field direction at ~ 2 T. The realization of large MR ratio at relatively low magnetic field may be associated with the hybridization of the more extended Pr 4f orbitals with the oxygen 2p orbitals in praseodymium based manganites favoring the double exchange [29].

CONCLUSIONS

In summary, we have investigated the insulator to metal transition in Ba-doped PCMO thin
films which was grown using a pulsed laser deposition technique. The insulator to metal transition in the Ba-doped films is believed to be caused by chemical pressure induced in the lattice due to the presence of Ba ions. The results presented in this paper have shown that a magnificent magnetoresistance ratios can be obtained in Ba-doped PCMO films even at lower magnetic fields.
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High-Density Magnetic Recording Media
Part V

Microstructural Issues in
Longitudinal Recording Media
ABSTRACT

Currently, and during the past few years, areal recording densities have doubled approximately every 18 months. This has resulted in the recent introduction of products exceeding 4 Gigabit/in$^2$. Furthermore, there have been recent laboratory demonstrations of over 11 Gigabit/in$^2$. This rapid technological pace is forcing media producers to seek new methods to control the media magnetic properties. It has recently been pointed out that due to the required signal to noise ratio and the resulting continued reduction in grain size the industry will soon be faced with the onset of thermal instabilities to data retention. Since the medium properties could limit the areal density of most recording systems, a systematic design approach toward media invention is necessary. Very small magnetic grains of near crystalline perfection will be required in order to achieve the coercivities and noise requirements for the next doubling of areal density (25 Gigabit/in$^2$). Following this not only will crystalline perfection be required, but extremely uniformly sized and singly oriented grains will be required to approach 50 Gigabit/in$^2$. Over the past few years we have taken an approach of controlled growth of the magnetic microstructure of thin film media to accomplish this. Here we provide an overview of the guiding media design philosophy and discuss materials issues, multi-layered thin film material structures and processing techniques which are used to control the microstructure and magnetic properties of Co-alloy films. Efforts toward epitaxial growth of multiple thin film layers on single crystalline Si is discussed as a method of achieving perfect crystallites of various highly oriented thin films. In the case of non-cubic materials, such as magnetic hcp Co-alloys, these films have well defined axial directions determined by the substrate and multiple thin film epitaxial relationships.

INTRODUCTION AND MOTIVATION

The continuing market force driven need for improved hard disk data storage is evident by the sudden change in the compound annual growth rate of areal densities in the early 1990’s from 20 to 60%. This rate is still approximately 60% and there are no signs of abatement. The single largest, obvious, technical factor making this possible was the change from particulate disk media to sputtered thin film media. This smoother media surface has allowed continual decreases in the head to disk fly height to the present 50 nm and less. During the mid 1990’s, even as trackwidths were shrinking, head disk interface technologies such as robust 15 nm thin CNx or CHx overcoats, laser produced mechanical texture and quasi-contact slider operation enabled reduced head to disk spacing and enabled the ubiquitous inductive head transducer to continue to perform adequately. With the advance to the more sensitive, low noise, magnetoresistive, and recently the spin valve device, record-playback transducer technology is returning media noise to being the limiting factor to further increases in areal density. While various laboratory demonstrations, such as IBM’s recent announcement of 11 Gigabit/in$^2$ recording, have been used to herald the next generation of recording densities a more accurate measure of progress is provided by monitoring
actual product performance. As of early 1998, the highest areal density of a commercial product fell very close to the 60% growth curve at 4.1 Giga bit/in$^2$. Concurrent with the progression of areal density has been a remarkable increase in data transfer rate and disk rotational frequency to decrease access times. This bandwidth increase, along with the introduction of the spin valve transducer, and the higher areal densities conspire to require even lower noise media.

These recent commercial improvements in longitudinal recording could not have been possible without the significant improvements already made in the recording media magnetic and microstructural properties. Ultimately, the achievable areal recording density should be determined by the media signal to noise ratio, which if the recording system is designed properly, is largely determined by the media thin film microstructure. For ideal media where the magnetic particles are totally non-interacting one might roughly estimate the media signal power to noise power ratio, $\text{SNR}_{\text{SP}}$, (zero to peak signal to rms noise ratio) to be proportional to the average number of particles, $N$, sensed by the recording transducer. This assumption is based upon the concept that the large number of particles in a given volume is described by a Gaussian probability distribution and to determine the noise one merely estimates the variance to the average number of particles sensed. The signal power then goes as $N^2$ while the noise power goes as $N$. Hence, for a differentiating transducer system, 1000 particles would imply a $\text{SNR}_{\text{SP}}$ of 27db, a value that is sometimes viewed as necessary for an acceptable error rate. Therefore, assuming sufficient transducer sensitivity, in order to maintain an adequate SNR as the areal density is doubled, $N$ would remain constant and, the number of particles per unit area would need to double. For thin film media, in which the particle extends through the thickness of the thin film, the particle or grain surface diameter would have to decrease by the square root of two.

Charap and Lu [1] recently modeled the limits of areal recording density based upon the concept that if a magnetic particle's anisotropy energy density-volume product is made too small it will spontaneously reverse due to thermal fluctuations. Their estimate of the limit of this product divided by the Boltzman energy is $K_u V / k_B T > 60$. At the same time since the media coercivity is proportional to the anisotropy field, $H_c \propto H_k = 2M_s / K_u$ the anisotropy energy density cannot be increased to a point where $H_c$ would be greater than the maximum available transducer record fields. These field levels are determined as a fraction of the $M_s$ of available head transducer materials. Based upon these boundary conditions: a maximum $K_u$ to allow recording, a minimum thermally stable grain volume and a fixed number of grains to provide the required SNR, they estimated that a limit to long term data stability may occur around 40 Gigabit/in$^2$. We would like to suggest, however, that the statistical arguments concerning the number of particles required may be somewhat flawed. Unlike particulate tape media, thin film media is essentially volume filling. That is, there are no intentional voids in the media and the total magnetic moment sensed by the transducer would be essentially constant if the magnetic easy axes of all of the grains were in the same direction. In traditional rotating thin film hard disk media the easy axis is designed to be random in the plane of the disk to avoid modulation of the signal as the disk turns. Hence, at any position on the disk a large fraction of the grains have their easy axes either perpendicular or considerably off axis from the transducer recording direction. In the extreme case of totally non-interacting particles these grains contribute little or no output flux to the transducer and appear as magnetic voids. Hence, even if all particles were the same size and regularly spaced, mis-orientation would still provide a mechanism for fluctuation in the signal. Clearly these mis-orientations along with the distribution of grain sizes limits the SNR. By narrowing the size distribution or, better still, restricting it to a singly uniform size the SNR would improve. However, by orienting all the easy axes to a single direction, comparable to the transducers' sensitive direction, the noise would become dependent only upon the size distribution and would be further reduced. A smaller number of grains would be required to achieve the same
SNR and recording densities could be extended beyond the current suggested thermal stability limit. Since grain size distributions are typically skewed and the smaller particles are thermally unstable they should be eliminated. By eliminating these and the variance in particle number due to random orientation distribution it would seem to be reasonable to expect that the noise could be reduced by at least a square root of two and perhaps considerably more. A factor of two reduction would lift the predicted areal recording density limit to well over 50 Gigabit/in².

The above arguments assume non-interacting particles and it would seem to be naive to ignore magnetostatic or intergranular exchange interactions in a discussion of noise. However, it is the goal in the media design to eliminate the intergranular exchange by isolating each grain. Hence, noise induced by magnetostatic interactions can be limited if the media and recording system are designed correctly, as discussed next.

**MAGNETIC RECORDING PHYSICS ISSUES**

While the playback signal is extremely dependent upon the head to medium spacing and transducer resolution (gap length), it is also proportional to the magnetic medium film thickness and the spatial gradient of the magnetization along the recording track. Hence, one would be inclined to argue that the larger the remnant-film thickness product (Mδ) the better. This is not the case however, as the recorded transition length increases with this quantity and magnetoresistive playback transducers are easily driven into a non-linear regime of operation if the sensed field is too large. Hence, there is a maximum, and optimal Mδ, for the media determined by the head sensitivity function and the head to media spacing. For currently commercial high performance media Mδ has been reduced to less than 0.5 milli-emu/cm². This is beneficial to media design for two reasons: One is that, for exchange coupled media or for a system with a poor record head field gradient, the apparent media transition noise can be directly correlated to the demagnetization fields at the transition. The second reason is that the down-track (linear) recording density is limited by the finite flux reversal length. This length is measured by the transition parameter, aₓ, which is determined either via transition demagnetization forces or by the finite record head field gradient. The media noise is always lower if the coercivity is greater than the demagnetization field (Hc > Hd). In the ideal limit where the head is in contact with an zero thickness media and has a zero gap length the recorded magnetization profile would be a step function provided that Hc > Hd and that the media were homogenous. For the more realistic media microstructure the transition length would be determined by the characteristics of the set of grains that lie at the immediate location where the ideal transtion would have been. The transition length is then nominally the average grain size and the transition location variance (noise) is determined by the grain location, size and orientation distributions. In other words, even if media microstructure were made ideal, it would still be easy to incorrectly design a recording system to induce apparent media noise.

As an example for disussion consider Figure 1 which shows the media noise power spectra of several differing media determined by the noise power spectral integration technique. These datum were obtained using a Read Rite Tripad head with a .22 micron gap and flying just above medium contact at approximately 25 nm (at 7.1 m/sec.). In each case it is noted that the noise power initially increases linearly with density as the noise power is dominated by the flux transition location jitter and increases linearly with recording frequency as transition density increases. The fact that there is noise even at zero frequency indicates the discrete non-zero size of the randomly oriented magnetic switching units or grains. The initial slopes of these curves are determined by the grain size, intergranular exchange coupling, the maximum demagnetization field (determined by Mδ), and the finite head field gradient. At higher recording densities it is
common that the noise increases supra-linearly as the individual flux transitions interact during the recording process and begin to interpercolate. The onset of this supra-linearly noise behavior typically occurs as the flux transition density approaches the transition length, \( a \). From a practical standpoint, but to some extent dependent upon the signal processing encoding technique, this noise limits the data transition spacing to approximately \( \pi a \). At extremely high flux transition densities the noise again decreases as the media appears to be AC erased. A media with highly exchange coupled grains will show little DC frequency noise as the magnetization of all grains tend to align, while when AC erased the percolation effect is large. This DC result is a clear example that thin film media is volume filling and that this noise is not simply controlled by particle counting statistics. For a media with little exchange coupling the DC noise will correlate to the number density and orientation of the grains. When the media is designed with very small grain sizes and such that the \( H_d < H_C \) the head field gradient during the record process determines \( a \) and not the demagnetization fields associated with the media. The lowest noise curves of Figure 1 indicate that these media have sufficiently small grains (low slope) and a small enough \( 4\pi M_s / H_C \) that the supra-linear increase in noise does not occur until well after the maximum measured \( k_f c_i \). Hence, the grain size (isolated magnetic switching unit size) in combination with the random in-plane orientation determines the slope of this curve, as well as, the DC erased noise power shown at low frequencies. Whereas, media with large grains will show a large low flux density noise slope and if the \( H_d > H_C \) the supra-linear noise behavior will set on early. The higher noise curves represent this type of media. The lowest noise media of this set is comparable to today's best commercial media. If a medium noise is not head field gradient limited, but limited
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**Figure 1.** Normalized media noise vs. flux reversal density for media with various degrees of exchange coupling, \( M_r \), and head field gradient induced noise.
by the statistical nature of the medium grains, then the required average grain size, assuming random size and orientation distributions, for 10 Gigabit/in$^2$ technology is estimated to be about 15-20 nm.

**MEDIA CONSTRUCTION AND THE ROLE OF CRYSTALLINE TEXTURE**

To attain the highest recording densities the coercivity should be maximized. In order to accomplish this the media designer could choose a magnetic alloy to achieve a higher anisotropy constant, lower the $4\pi M_s$ which also decreases the flux transition demagnetization effects, or gain better control of the microstructure to achieve the maximum potential anisotropy energy density of a given alloy. While studies have been performed on other alloys, in modern hard disk media hcp Co alloys are almost exclusively chosen due to their corrosion resistance and high anisotropy constants. Second and third elements such as Ni, Cr, Ta, Nb, B or Pt are chosen to promote diffusion of non-magnetic elements to the grain boundaries during film processing. In current products Cr and Ta are widely used and have proven to be especially useful at providing magnetic grain to grain isolation, while Pt appears to increase the anisotropy constant, but is not as effective at providing isolation. Likewise, these non-ferromagnetic elements usually lower the magnetization by dilution. The Co alloy is typically deposited onto a thin film underlayer structure which induces both an hcp Co phase and orients the crystalline c-axis by epitaxial growth. Perfect, defect free and isolated, hcp crystalline grains of appropriate size insures that domain walls do not nucleate at grain boundaries, crystalline flaws or stacking faults to lower the coercivity, while the orientation of the c-axis determines the maximum achievable coherent rotation coercivity. Via modeling, Yang [2] has predicted the hysteresis loop dependence upon the orientation of the c-axis with respect to the film plane. For ideal Stoner-Wohlfarth particles with easy axes (c-axes) parallel to the applied record field the coercivity would be equal to the anisotropy field, $H_K = 2K/M_s$, while for a random ensemble of particles with c-axes in the film plane the predicted coercivity is reduced to 0.51 of $H_K$. However, if the c-axes are randomly oriented in all three dimensions the grains with axes out of plane, (or even only somewhat dispersed about the plane) have their magnetization forced back into the plane via demagnetization fields and these additional fields further reduce the coercivity. For the rotating longitudinal recording hard disk media format the singly directed ensemble is currently impractical and so the random two-dimensional structure is the most desirable. Hence, the choice of the underlayer texture upon which to perform epitaxial growth is critical in determining the Co alloy c-axis orientation. In addition these underlayer structures are critical in determining Co alloy crystalline quality and the grain size. Historically [3], and even though a number of other elements have been investigated, bcc Cr and Cr alloys have been used almost exclusively for this purpose.

Most current hard disk thin film magnetic media are constructed upon a highly polished NiP electrolessly plated AlMg, glass, or glass ceramic substrate by sputter deposition of a sequence of metallic layers. The exact structure depends upon the substrate, but usually consists of sequential depositions of a non-magnetic seed layer and underlayer followed by a magnetic Co-alloy, followed by a ceramic-like protective coating (principally carbon, CH$_x$ or CN$_x$), and finally a very thin lubricant. The seed layers that have been used include both oxides and metals depending upon the substrate and the manufacturer. The purpose of the seed and the underlayers are to buffer the substrate surface and to initiate the crystalline growth and texture of the very thin magnetic layer. Hence, their composition, interaction with the substrate, and the processing conditions are important in determining the microstructural interface to the magnetic layer. In addition, the objective of the seed and underlayer is to establish a controlled grain size for the growth of other epitaxial layers.
If the atoms of a metallic thin film have sufficient surface mobility during the deposition process they arrange into a minimum surface energy configuration. For most simple lattice structures this implies a close packed atomic surface configuration. For fcc or hcp lattices the thin film surface will have a (111) or (0002) texture, respectively, while for the bcc lattices a (110) texture results. Hence, for bcc Cr alloys the (110) texture is commonly observed. As an example of this process consider Figure 2 which shows a series of x-ray diffraction 0-20 scans of a CoCrPt film sputter deposited upon very thin, but varying thicknesses of sputter deposited Cr on a glass substrate. The glass substrate represents a high energy oxidized surface upon which arriving Co atoms would have limited mobility. By first placing a very thin Cr layer on this oxidized surface the mobility of the Co atoms can be significantly increased. However, below 5 nm the Cr is so thin that little or no crystalline texture has evolved and so it could, perhaps, be thought of as amorphous or very conducive to strain relaxation. Nevertheless, its presence alters the interfacial energy between the glass substrate and the Co alloy sufficiently to allow the thicker Co alloy film to seek its lowest energy close packed arrangement. Hence, while the (0002) texture is initially

Figure 2. Close packed (0002) texture evolution of 40 nm thick CoCrPt grown on very thin Cr.

Figure 3. Epitaxial orientational relationships between bcc Cr and hcp Co.
not present when little or no Cr is deposited, it appears quite strong as the Cr thickness becomes sufficient to allow the Co to wet the substrate, then again disappears as the Cr becomes thick enough to develop and maintain a texture upon which the Co alloy is forced to epitaxially grow in different directions. The fact that the Cr has not developed a strong texture of its own at 5 nm thickness results in the Co texture being random. A similar effect, of this natural Co texture evolution, would occur if the underlayer allowed wetting of the Co to the surface or did not present a crystalline structure suitable for any epitaxial growth. Ta films, which appear amorphous when very thin, are known to perform a similar function for (111) fcc Ni alloys and are typically used as initializing seed layers for spin valve transducers. Other crystalline metals will perform this task if the lattice spacing or crystalline symmetry is largely different from that of the following layer. Likewise, if the atomic mobility is limited by substrate to film interfacial energy or by competition between the deposition rate and the atomic surface relaxation, or by impinging atomic kinetic energy, then other textures may appear. Consequentially, if the film nucleation process produces island like growth with high aspect ratios then the sides of the islands can represent a large fraction of a nucleating grain surface area and the lowest surface energy {110} planes of a bcc will not be parallel to the substrate surface, but to the island sides. This results in a (002) texture in addition to the common (110) texture. Historically the most commonly sought Cr texture has been the (002). To a limited extent this texture can be induced by deposition at elevated temperatures and at high deposition rates which induce a high aspect ratio island growth [4]. On occasion, especially for very thick films, as a powder diffraction pattern might begin to appear, the (112) texture would even be observed. Hence, the epitaxial growth relationships between Co alloys and the various Cr textures have been discussed in depth [5 and references therein]. The more relevant texture and orientation relationships are summarized as:

**Bi-crystal:**  
Co(1120)[0001] || Cr(002)[110] or Co(1120)[0001] || Cr(002)[110]

**Quad-crystal:**  
Co(1011)[110] || Cr(110)[110] or Co(1011)[110] || Cr(110)[110]

**Uni-crystal:**  
Co(1011)[0001] || Cr(112)[110]

Figure 4 illustrates these three Co textures. While the Cr (002) and Cr (112) textures induce the Co c-axis into the film plane the most easily formed Cr (110) texture results in the c-axis being inclined at ±28 degrees with respect to the surface. Hence, a lower coercivity would be anticipated from the Co grown on the Cr (110) texture as the c-axis is not parallel to the recording plane. Also we see that there are multiple directions that the Co c-axis can be placed upon the Cr (002) and the Cr (110) textures. Hence, upon a single (002) textured Cr grain two possible c-axis orientations can grow (bi-crystal) while upon a single (110) textured Cr grain four...
possible c-axis orientations of Cr can grow (quad-crystal). These bi-crystals and quad-crystals can never have both c-axes parallel to the applied field simultaneously. Hence, by the Stoner-Wolffarth model one would anticipate the coercivity to be compromised. Likewise, when two or more Co variants do appear on a single Cr grain it is less likely that they will be isolated from one another by grain boundary diffusion as when compared to two Co grains located on two separate Cr grains. Hence, the boundary between the two variants can be thought of as a crystalline defect at which the magnetic spin orientation must be twisted and this provides for wall nucleation or an incoherent spin rotation center to initiate the switching process. This also compromises the maximum achievable particle anisotropy and hence, coercivity. Even worse, the four possible directions of the Co(1011)//Cr(110) texture relation places the Co c-axes ±28 degrees from the film plane and this in combination with the perpendicular demagnetization field always lowers the coercivity to an in-plane field. On the other hand, in the absence of severe Co alloy compositional flaws, the uni-crystal Co(1010)//Cr(112) texture relationship only allows a single orientation upon a Cr grain and conceivably could result in a higher coercivity if aligned to the recording field. In addition, the surface atomic spacings (a/sqrt(3) = 2.50; sqrt(2) x a = 4.07Å) of this Cr texture closely matches both the c (~4.07Å) and a (~2.50Å) axes lattice spacing of the Co alloy simultaneously while the other Cr textures only match well in one of the two directions. Since only an uni-crystal can grow on an individual underlayer grain the anisotropy energy is not compromised by multiple growth variants. Unfortunately, this Cr texture is seldom seen, as processing at low temperatures or with an applied substrate bias results in Cr (110) texture while high temperatures and deposition rates can partially induce the Cr (002) texture. It is believed that the (112) texture of the bcc derivative, NiAl, provides a high coercivity template while the strong intermetallic Ni-Al bonding provides a small uniform grain size template [6,7].

In addition, it should be mentioned that extended Co alloy stacking faults, caused by compositional inhomogeneity or epitaxial lattice mis-match, could appear as small regions of the Co fcc phase. This cubic phase has a considerably lower anisotropy than the hcp phase and since it is in intimate exchange contact with the remaining hcp portion of the crystallite it may locally reduce the anisotropy energy and, hence, the coercivity. Processing at an elevated temperature and possibly with substrate bias during the Co deposition helps to provide the atomic mobility to minimize this crystalline disorder. The first criterion for the selection of Cr as an underlayer for Co was the close atomic lattice spacing match. Hence, these stacking faults are exaggerated, or epitaxial growth does not even result, if the Co-alloy additives create too great a lattice mismatch. Due to its large atomic size Pt solutes significantly increase the Co lattice constant and to
correct for this V, Ti, and Mo have been alloyed into Cr to expand its lattice constant appropriately.

HIGHLY ORIENTED MAGNETIC THIN FILMS

From the previous discussions, we see that it is desirable to grow Co-alloy and underlayer crystalline grains of considerable perfection and appropriate texture to avoid compromising the crystalline anisotropy. Likewise, to maximize the coercivity and to minimize the media noise it is desirable to control the easy axes orientations. By utilizing single crystal Si as a substrate we have developed a model system to approach these goals. Silicon is reasonably inexpensive and could conceivably be used as a media substrate. By first removing the SiO$_2$ surface layers a metallic epitaxial layer growth can be obtained. In particular we have found that fcc metals such as Ag, Au, Cu, and Al can grow on various Si surface orientations with a very high degree of epitaxy. Furthermore, these fcc metallic quasi-single crystal thin films can then easily be used to epitaxially grow other quasi-single crystal films of similar or differing crystalline structure. By proper choice of lattice constants various textures can be achieved with limited induced lattice strain. Multiple layers allow a transition from what would be thought of as an impossible lattice strain situation to one of little strain, a high degree of texture and orientation results as determined by the substrate [8]. As examples consider a few of the texture relationships we have obtained:

Figure 6. Comparison of easy and hard axes hysteresis loops for CoCrPt (0002) films.
Bi-crystal: Co(1120)/Cr(100)/Ag(100)/Si(100)
Quad-crystal: Co(1011)/Cr(110)/Ag(111)/Si(111)
Perpendicular: Co(0002)/Ti(0001)/Ag(111)/Si(111)
Soft cubic: NiFe(111)/Cu(111)/Ag(111)/Si(111)
Uni-crystal: Co(1010)/Cr(112)/Ag(110)/Si(110).

In each of these the Ag to Si lattice match occurs at a unit cell ratio of 4 to 3, respectively. The very long range order of the single crystal Si is believed to promote the order of the metal contacting layer. The following metal layers’ crystalline axes may then either align to the principle Si axes or be rotated through fixed angles depending upon the lattice parameter relationships. In the case of Co growth on the quasi-single crystal Cr thin films the orientational relationships listed in the earlier discussion of texture apply. The excellent epitaxial relationships between the single crystal substrate and the bi-crystal Co(1120) were described earlier[8], however, it was not clear from that work that the extensive array of other epitaxial relationships would exist.

Consider Figure 4 showing one of the three orientational relationships of bcc Cr(110) on fcc Ag(111) used to promote the quad-crystal structure. It is worth noting that these are the close packed lattice planes and since the atomic spacings of the Cr and the Ag match reasonably well the high energy Cr(111) would not be anticipated to grow. Since there are three possible orientations for the Cr[110] on the Ag(111) surface and since there are four possible orientations (quad-crystal) for the Co[1011] growth on Cr(110) there are actually twelve possible Co orientations on the Si substrate. This represents enough orientations that it is tempting to advocate that a quad-crystal rotating disk made from a Si(111) substrate would have little rotational signal modulation. However, this would be far from the uni-orientational structure NiFe 50nm/Cu 100nm/Ag 100nm/Si(111)

Figure 7. X-ray diffraction scans of NiFe(111)/Cu(111)/Ag(111)/Si(111).
advocated earlier. Figure 5 shows TEM electron diffraction patterns to demonstrate the alignment between the Si substrate and the metal underlayers for the quad-crystal structure.

In conventional perpendicular recording media Ti is commonly used as an underlayer to induce the Co-alloy (0002) texture. However, the Co-alloy(0002) texture that develops on Ti usually requires that the Co-alloy be grown rather thick. Since Ti(0001) (a = 2.95Å) is well lattice matched to Ag (a/sqrt(2) = 2.89Å) highly textured Ti(0001) films were grown on quasi-crystal Ag(111)/Si(111) templates. Unfortunately, the Ti(0001) does not provide a good lattice match for Co(0002) (a = 2.50Å). Nevertheless as an example of the effect of providing a long
range ordered underlayer Co/Ti was grown on Ag(111)/Si(111) and for comparison to a conventionally prepared perpendicular media it was simultaneously deposited on glass. Hysteresis loops for both the easy and hard axes of both samples are shown in Figure 6. Clearly the magnetic characteristics are much improved when the Si substrate is used.

For perpendicular media a soft magnetic underlayer is commonly advocated. Figure 7 shows the 0-2θ x-ray diffraction scans for an epitaxial (111) textured soft NiFe layer. The diffraction peak heights are extremely large, especially for the Cu and Ag, which are buried under the NiFe, when compared to films which would be grown without the single crystal Si substrate. Peak heights of thousands of counts are common for most of the films grown on Si, whereas a typical Cr(110) film grown on glass and measured in the same manner would have peak heights of only tens of counts. Rocking curve measurements of each of the Ag(111), Cu(111) and NiFe(111) film layers indicate a very small dispersion (Δθ0 ≤ 0.7°), while preliminary TEM data indicates epitaxial orientation of each layer. The hard axis coercivity of approximately an oersted and is believed to be due to the influence the earth’s field during deposition.

For the often sought after uni-crystal structure Cr(112) develops nicely on the Ag(110)/Si(110) surface. TEM diffraction patterns show a clear epitaxial relationship as detailed in Figure 8. By calculation, one would predict that Cr(110) would grow on Ag(110) because a good lattice match is found in two directions. However, while Cr(112) only matches in one direction, it is suspected that extra energy due to the lack of a bond for the body-centered atom dominates and forces the (112) texture. The resulting Co films are highly oriented and represent a wonderful opportunity for the study of anisotropy energy. Figure 9 shows the nearly ideal easy and hard axes loops where the calculated data points were derived from measured torque curves.

CONCLUSIONS

In this paper we have presented a brief summary of the magnetic recording physics issues that motivate better crystalline quality, texture, and orientation of thin film hard disk media of the future. Arguments concerning the postponement of reaching thermal stability limits to magnetic data retention were given to justify the need for achieving a singly oriented media. We then gave a summary of new methods of achieving highly oriented magnetic materials via epitaxial growth on single crystal silicon.

The results presented represent knowledge accumulated from many years of effort by students, staff, and faculty involved with media development at Carnegie Mellon University, as well as discussions with many other friends and colleagues. Much of the work described was supported in part by the Department of Energy (DE-FG02-90ER45423), the National Science Foundation (ECD 89-07068), or via grants from IBM, Intevac, and Seagate.
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ABSTRACT
In-plane magnetic anisotropy can be induced in Cr-underlayer/Co-alloy thin films by grooves or scratches in the substrate. To quantify this effect, silica substrates have been prepared with large areas of submicron grooves using interferometric lithography. The growth of Cr films and Cr/Co-alloy bilayer films on these substrates has been investigated, and in-plane magnetic anisotropy has been observed.

INTRODUCTION
Magnetic hard disks are commonly made by depositing a Cr underlayer and a Co-alloy magnetic layer onto a substrate made from nickel-phosphorus (NiP)-plated aluminum. The substrate is often roughened by mechanical abrasion to form a set of circumferential grooves or scratches, in order to reduce stiction between the recording head and the disk. The scratches are typically 20–50 nm deep and 100–500 nm apart. The presence of these scratches can create in-plane magnetic anisotropy in which the coercivity, squareness and remanence of the magnetic film are higher parallel to the scratches [1-18]. This effect can be significant. For example, the coercivity can be higher by a factor of 1.3–1.5 parallel to the scratches compared to the perpendicular direction.

The enhancement of squareness and coercivity parallel to the scratches can be useful, but its origin is not fully understood. It could be due to elongation [1-2] of the magnetic grains, to growth of chains of grains [3] parallel to the scratches, to in-plane strain differences [4-10], to preferential alignment of the cobalt c-axes along the scratches [10-14], or to differences in magnetic interactions between the two in-plane directions [14-16]. One difficulty in analysing how these scratches can create such a large magnetic effect is that hard-disk substrates contain a range of surface features with various heights and surface profiles. This makes it difficult to ascertain which features of the film microstructure contribute to the magnetic anisotropy.

The object of this research is to deposit magnetic films onto substrates with controlled topographic features in order to quantify the variation of the magnetic film properties as a function of surface profile, peak-to-valley height and spatial frequency. To measure magnetic properties such as hysteresis loops or magnetic anisotropy, relatively large areas of thin film are required, of the order of 0.5 cm². These areas need to be patterned with uniform features on a 100–200 nm scale. To pattern an area of this size using electron-beam lithography would be prohibitively slow and expensive. However, interferometric lithography provides a rapid, economical method of patterning wafer-sized areas with periodic structures on a scale of 100–200 nm and above.

Topographically-induced magnetic anisotropy has been observed in films in which the Cr layer has a (200) preferred orientation (crystallographic texture), so that the subsequent Co alloy layer grows epitaxially with (112 0) texture [18]. This puts the Co-alloy c-axis, the magnetic easy axis, parallel to the film plane. This epitaxial relationship occurs when the Cr film is deposited at temperatures over about 200°C on an Al/NiP substrate. There is evidence [19-20] that the Cr (200) texture can also be obtained on silicon substrates at elevated temperatures, so oxidized silicon was chosen as a suitable substrate for these experiments. In this article, we will describe the fabrication
of oxidized silicon substrates with periodic grooves, compare the growth of Cr/Co-alloy films on oxidized silicon with growth on Al/NiP hard-disk substrates, and describe topographically-induced magnetic anisotropy on grooved silica substrates.

**EXPERIMENTAL METHODS**

**Fabrication of grooved substrates**

Substrates were made from 10 cm-diameter (100) silicon wafers initially coated with 100 nm thick thermal oxide. The substrates were patterned using interferometric lithography, in which the standing wave formed by the intersection of two laser beams is used to expose a resist layer on a substrate with a periodic pattern of fringes [21-24]. Fig. 1 illustrates the interferometric lithography apparatus. The 351-nm argon-ion laser wavelength interferometric lithography (IL) system, Fig. 1(a), was used to produce structures with a 200 nm-period and greater. The period of the fringes is equal to \( \lambda/(2 \sin \theta) \), where \( \lambda \) is the laser wavelength and \( 2 \theta \) the angle of intersection of the laser beams. For this system, the thermally oxidized wafers were coated with a trilayer stack [21] consisting of 250 nm Brewer anti-reflective coating (ARC), a 40 nm electron-beam evaporated silica etch mask, then 200 nm of a positive resist, Sumitomo PFI-34. Substrates were exposed for periods of typically 30 s using a 1W laser beam that diverged from the spatial filters shown in Fig. 1(a) to illuminate the substrate. After development, the pattern was transferred through the silica and the ARC by using reactive ion etching. This produced a grating of silica/ARC on the substrate which is used as an etch mask. These steps are shown in Fig. 2.

For making finer structures, an achromatic interferometric lithography (AIL) system was used, Fig. 1(b). In this system the period of the exposed pattern is given by half the period of the parent phase gratings. The phase gratings were made using the IL system and have periods of 200 nm, hence the AIL system produced 100 nm period structures. A 193 nm pulsed ArF excimer laser was used with exposure times of a few minutes or less, resulting in an exposed area on the substrate of 3 x 3 cm. The trilayer stack in these samples consisted of 240 nm ARC/ 50 nm silica/ 100 nm PMMA (polymethyl methacrylate) resist. The AIL system has been used to produce the finest interferometric lithography structures reported to date [22].

![Fig. 1. (a) left: Interferometric lithography system. A 351 nm laser beam is split, reflected at two mirrors, and allowed to interfere at a substrate to create a set of fringes that expose the photoresist with a grating pattern of period \( p \), typically set to 200 nm. The Pockels cell ensures stable fringe positioning during the exposure, and the attenuator is used to obtain identical intensity in the two beams. (b) right: Achromatic interferometric lithography system. A 193 nm laser beam is passed through a grating, and the first order diffracted beams are subsequently diffracted by a pair of phase gratings, and recombined on the substrate to form a fringe pattern. The period of the fringe pattern is half the period of the parent phase gratings. This system is used to produce 100 nm-period patterns from 200 nm-period phase gratings.](image-url)
To etch grooves into the silica, reactive ion etching in CHF$_3$ was used. This also removed the silica etch mask above the ARC. The final process step was removal of the mask using an “RCA” (H$_2$O/NH$_4$OH/H$_2$O) cleaning process. Groove depths in the range of 10–40 nm have been made. The profile of the grooves as etched resembled a square-wave. Smoother profiles were produced by immersion of the grating in NaOH (10% by weight in H$_2$O at 59°C for 30 min).

As an illustration of this capability, Fig. 3 shows a comparison between a commercial hard-disk substrate and a substrate patterned with 100 nm-period grooves made by AIL.

Fig. 3. (a) left: Atomic force micrograph of a commercial hard-disk substrate showing scratches with a distribution of heights, depths and surface profiles. Note that the vertical scale is exaggerated. (b) right: Electron micrograph of a silicon substrate showing 100-nm period grooves with 40 nm depth.
Growth of magnetic films

The substrates used in these experiments included commercial Al/NiP hard disk substrates, both superpolished and mechanically grooved, smooth silicon with a native oxide layer, thermally oxidized silicon with lithographically-defined grooves, and silicon with grooves formed by abrasion with a fine grit sandpaper. Films were deposited by r.f. magnetron and d.c. magnetron sputtering in two separate sputter systems. The r.f. system had three 5 cm-diameter targets, and operated with a base pressure of $10^{-7}$ torr and deposition rates of up to 0.5 nm/s. Substrates were mounted onto a copper block facing downwards towards the sputter sources, and heated by conduction. The sputter flux was controlled by shutters, so bilayer films could be deposited with less than 1 s time delay between the two layers. Targets were pure Cr (99.999%), Co-10at%Cr-6at%Ta and Co-22at%Cr-12at%Pt. The d.c. system was a commercial hard-disk sputter system with a base pressure of at best $10^{-8}$ torr. Substrates were heated using quartz lamps, and sputter rates were 5–10 nm/s. Each pair of 13 cm-diameter sputter targets occupied its own process chamber with independently controlled gas pressure, sputter power and substrate bias. Hard-disk substrates were held at the edges and placed vertically between the pair of parallel targets, so that both sides of the substrate were sputtered simultaneously. Because the substrates were held vertically, the silicon pieces had to be attached to the hard disk substrates using adhesive in order to sputter them. A Co-20at%Cr-8at%Pt alloy target was used in this system.

Crystallographic textures of the films were determined using $\theta$–$2\theta$ x-ray diffraction (XRD) with copper Kα radiation. The (100)-silicon substrates produced a strong peak at 69° 2θ as well as smaller peaks from other wavelengths such as tungsten La. Magnetic hysteresis loops were measured using a vibrating sample magnetometer (VSM).

RESULTS AND DISCUSSION

Comparison of film growth on oxidized silicon and NiP

Films of Cr were grown on oxidized silicon and Al/NiP hard-disk substrates at a range of substrate temperatures and sputter conditions to determine the conditions under which the (200) Cr texture could be obtained. The texture was characterized by the peak ratios of the Cr (110) and (200) peaks. The Powder Diffraction File (PDF) predicts a value of 16% for the (200)/(110) intensity ratio for a random polycrystal sample of Cr. Fig. 4(a) shows x-ray data from Cr films grown on smooth Si and smooth NiP by r.f. magnetron sputtering at 3 mTorr and 0.5 nm/s. On the NiP substrate, the Cr grew with a (110) texture at ambient temperature but a strong (200) texture was observed above 200°C. For the oxidized Si substrate, a similar trend was observed but the (200) texture was less pronounced than on the NiP substrate.

The CoCrPt films grew on (200) Cr with a (1120) texture. The Co (1120) peak intensity was found to correlate with the Cr (200) intensity as shown in Fig. 4(b) for r.f. magnetron films sputtered at 3 mTorr and 0.5 nm/s. From atomic force microscope images, grain size was similar on the two substrates for both Cr film samples and Cr/Co-alloy film samples.

![x-ray scans from Cr films grown on smooth NiP and Si](image)

![x-ray data from Cr/CoCrTa bilayers at 250°C on smooth NiP and silicon](image)

Fig. 4 (a) left: x-ray scans from Cr films grown on smooth NiP and Si. (b) right: x-ray data from Cr/CoCrTa bilayers at 250°C on smooth NiP and silicon. (RT = room temperature)
Magnetic Properties

DC Magnetron sputtered films

Figure 5 shows hysteresis loops for CoCrPt/Cr grown at 260°C on two grooved Si substrates with periods of 320 nm and step heights of 20 nm and 40 nm, compared to the hysteresis loops for films deposited onto smooth NiP under the same conditions. The grooved Si clearly shows in-plane anisotropy. Magnetic data are given in Table 1. An electron micrograph of the sample with 40 nm groove heights is shown in Figure 2(d).

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Hc (Oe)</th>
<th>Mrt (memu/cm²)</th>
<th>Sq</th>
<th>S*</th>
<th>Hc (Oe)</th>
<th>Mrt (memu/cm²)</th>
<th>Sq</th>
<th>S*</th>
<th>Hc (Oe)</th>
<th>Mrt (memu/cm²)</th>
<th>Sq</th>
<th>S*</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si 20nm</td>
<td>1542</td>
<td>0.862</td>
<td>0.763</td>
<td>0.881</td>
<td>1432</td>
<td>0.762</td>
<td>0.685</td>
<td>0.856</td>
<td>1.08</td>
<td>1.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si 40nm</td>
<td>998</td>
<td>0.740</td>
<td>0.690</td>
<td>0.834</td>
<td>939</td>
<td>0.612</td>
<td>0.508</td>
<td>0.773</td>
<td>1.06</td>
<td>1.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NiP smooth</td>
<td>1963</td>
<td>0.904</td>
<td>0.775</td>
<td>0.727</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NiP textured</td>
<td>2151</td>
<td>0.916</td>
<td>0.796</td>
<td>0.773</td>
<td>1604</td>
<td>0.739</td>
<td>0.638</td>
<td>0.612</td>
<td>1.34</td>
<td>1.24</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Coercivity Hc (Oe). Remanence-thickness product Mrt (memu/cm²). Squareness (Mr/Ms), and S* values for d.c. magnetron sputtered CoCrPt on various substrates. The last two columns show orientation ratio (OR) which is the ratio of coercivity or Mrt parallel vs. perpendicular to the grooves.

Although all samples were deposited under similar conditions, the absolute coercivities for the silicon pieces were lower than for the NiP. We believe this was partly due to outgassing by the adhesive used to bond the silicon to a disk substrate in order to transport it through the sputter system.

RF Magnetron sputtered films

Hysteresis loops from CoCrTa films sputtered by r.f. magnetron onto silicon and NiP substrates were similar to those shown in Fig 5, but with lower coercivity. In these experiments, Si and NiP were each grooved by abrasion with fine sandpaper. The coercivity orientation ratios were 1.19 for the grooved Si and 1.44 for grooved NiP, for films sputtered at 250°C, 3 mTorr, and 0.5 nm/s. Work is underway with lithographically-defined substrates in this system. Samples
were mechanically clamped during sputtering, avoiding contamination from adhesive, and it was found that films grown on silica and NiP have similar coercivities.

CONCLUSIONS

A method has been demonstrated for making oxidized silica substrates with controlled grooved topographies over large areas using interferometric lithography. The structures can be made with periods of 100–300 nm and peak-to-valley heights of 10–40 nm, and the profiles can be controlled between sharply and smoothly varying. These substrates provide model structures for the study of the topographically-induced in-plane magnetic anisotropy observed in Cr(200)/Co-alloy (112 0) bilayer films. (200)-textured Cr films can be grown on silica above 200°C, and (1120) Co-alloy grows on the (200) Cr. CoCrTa/Cr and CoCrPt/Cr films deposited by both d.c. magnetron sputtering in a production hard disk system and r.f. magnetron sputtering in a smaller, batch system demonstrate in-plane magnetic anisotropy on grooved silica substrates. Work is underway to quantify the microstructural contributions to this anisotropy.
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ABSTRACT

The effects of sputtering argon pressures and sputtering power on the microstructure, texture and magnetic properties of NiAl underlayers on CoCrPt films were investigated. In this paper, the relationship between the sputtering conditions, microstructure, crystallographic texture and magnetic properties of these thin films will be discussed. By controlling the sputtering pressure and sputtering power, the texture and microstructure of NiAl underlayers were found to vary. This in turn was found to influence the magnetic properties of CoCrPt thin films. It was found that 10 mtorr is the optimum pressure to deposit the NiAl thin films to obtain the best magnetic properties for our system. At this argon pressure, the coercivity reached a maximum value because of the strongest CoCrPt (1010) texture and smallest grain size. At lower argon pressures (< 10 mtorr), NiAl tended to have a (110) texture reducing the CoCrPt (1010) texture, which in turn reduced the CoCrPt coercivity and S*. Also, high NiAl deposition pressures (>30 mtorr) yielded larger grains and a weaker CoCrPt (1010) texture, thereby decreasing the coercivity of the CoCrPt films. Increasing the sputtering power has been found to increase the CoCrPt coercivity and S* value. However, the grain sizes of the CoCrPt/NiAl thin films deposited at higher sputtering power were larger than those obtained at lower sputtering power.

INTRODUCTION

To achieve high density longitudinal recording, hcp Co-based thin films with their c-axis lying in the plane of the film are needed as well as small and magnetically isolated grains[1-5]. Compared to the traditional Cr underlayer, the new B2 underlayer was found to possess not only the unique (112) texture but also very small grains (15 nm) [6,7]. The B2 (112) texture can induce the CoCrPt (1010) texture with the c-axis to lie in the plane of the thin film. This uniaxial CoCrPt caused by the (1010) texture is believed to have higher coercivity than the bicrystal resulting from the CoCrPt (1120) texture. At the same time, the smaller grain size of the B2 underlayer can effectively reduce the media noise. Also, these textures and microstructural features, that strongly affect the magnetic properties, can be further improved by changes in the deposition process. In this paper, we will focus on the effects of the deposition conditions on one of the B2 underlayer samples, NiAl underlayers. The emphasis of this research is to investigate (1) the effects of the argon pressure and sputtering power of the NiAl underlayers on the crystallography texture and microstructure (2) the correlation of the magnetic properties of the CoCrPt films with the crystallographic texture and microstructure (3) optimization of the magnetic properties by controlling the argon pressure and sputtering power of the NiAl underlayers.
EXPERIMENT

The CoCrPt / NiAl thin films were deposited on glass substrates by RF diode sputtering in an LH Z-400 system. The base pressure was 5x10^-7 mtorr. The target diameter is about 75 mm. The NiAl underlayers were deposited at various pressures and sputtering powers at room temperature without applying substrate bias voltage. The CoCrPt films were deposited at room temperature with a fixed argon pressure of 10 mtorr, RF power of 2.3 W/cm² and -100 V substrate bias voltage. The thickness of the NiAl and CoCrPt films were fixed at 100 nm and 40 nm, respectively. However, because the B2 (112) texture was more observable only in the x-ray spectrum of the thicker B2 films, NiAl films were also deposited to thicknesses of 400nm while varying the same sputtering parameters, i.e., argon pressures and sputtering powers. Characterization of CoCrPt / NiAl thin films was carried out using the Rigaku X-ray diffractometer with Cu Kα radiation to determine texture, Philips EM 420T transmission electron microscope (TEM) to observe microstructure and VSM with fields up to 10 kOe to measure magnetic properties.

RESULTS AND DISCUSSION

I. ARGON PRESSURE EFFECTS

The TEM plane-view bright field images and diffraction patterns of 100-nm thick NiAl deposited at 5 mtorr, 10 mtorr and 30 mtorr are shown in Fig. 1a, Fig. 1b and Fig. 1c, respectively. All figures show that the NiAl films have the B2 structure in spite of the different argon pressures. At 30 mtorr, the 100-nm thick NiAl film grain size is 17 nm, which is larger than that obtained when the pressures were 10 and 5 mtorr (13 nm). The TEM bright field images of 30 mtorr sample show voids are present at the grain boundaries. From Fig. 1a and Fig. 1b, it can be seen that NiAl films deposited at 5 and 10 mtorr have a more uniform and dense microstructure.

Fig. 1 TEM bright field images and the corresponding electron diffraction patterns of the 100 nm NiAl films deposited at (a) 30 mtorr (b) 10 mtorr (c) 5 mtorr.
The x-ray diffraction spectra shown in Fig. 2a reveal the texture evolution of the 100-nm thick NiAl films deposited at varying argon pressures. The peak intensity of the NiAl (110) reflection decreases with the argon pressure. No obvious NiAl (112) peak is observed at the 100 nm thickness. Fig. 2b shows the x-ray spectra of the 400-nm thick NiAl thin films. The NiAl (112) texture is strongest at the argon pressure of 10 mtorr. The NiAl thin films were (110) and (112) oriented at lower pressures. However, the NiAl texture changed to (001) at argon pressures higher than 20 mtorr. Fig. 2c is the x-ray diffraction spectra of the CoCrPt/NiAl thin films. The intensity of the CoCrPt (10\(\bar{1}0\)) peak is strongest at 10 mtorr. At pressures lower than 10 mtorr, the NiAl (110) texture dominates, so that the CoCrPt (10\(\bar{1}0\)) peak is very weak. Due to the NiAl (001) texture, no CoCrPt (10\(\bar{1}0\)) texture is induced at higher argon pressures. Thus, our optimum argon pressure for the NiAl / CoCrPt films is 10 mtorr.

Fig. 3 shows the coercivity and coercive squareness of the CoCrPt films on the NiAl underlayer deposited at various argon pressures. The coercivity and squareness are also the highest at 10 mtorr. This appears to be because the CoCrPt (10\(\bar{1}0\)) texture is the strongest at 10 mtorr where the CoCrPt has the smallest and most uniform grains.
II. SPUTTERING POWER EFFECTS

The TEM bright field image (Fig. 4) shows that the NiAl deposited at 300 W has a larger grain size (16 nm) than those deposited at 100 W and 25 W (13 nm). The NiAl thin films deposited at 300 W and 25 W both have uniform and dense microstructure.

The X-ray spectra of the 100 nm NiAl films in Fig. 5a shows a weakening NiAl (110) texture with decreasing sputtering powers. No NiAl (112) peak was observed at the thickness of 100 nm. The NiAl (112) peak intensity is seen unchanged as a function of deposition pressure in the 400 nm NiAl films (Fig. 5b). The intensity ratio of the NiAl (112) peak over the (110) peak is 0.3. The NiAl thin films at 25 W is (112) textured as the ratio is approximately 1. On the other hand, at 300 W the NiAl is more (110) textured as the ratio is approximately 0.1. The CoCrPt (1010) peak intensity is shown to slightly increases with the sputtering powers in Fig 5c.
The coercivity of the CoCrPt thin films appears to increase with the sputtering power in Fig. 6. This can be explained since the CoCrPt (1010) peak intensity increases with the sputtering power. From Fig. 6, it is seen that the coercive squareness ($S^*$) has a maximum value at the sputtering power of 100 W.

Fig. 5 X-ray diffraction spectra of the (a) 100 nm NiAl film (b) 400 nm NiAl films (c) (40 nm) CoCrPt / (100 nm) NiAl films on glass substrates deposited at various sputtering powers.

Fig. 6 In-plane coercivity and squareness of the 40 nm CoCrPt films on the 100 nm NiAl underlayers deposited at various sputtering powers.
CONCLUSION

From this study, it can be concluded that the texture and microstructure are strongly affected by the deposition conditions. The magnetic properties can be significantly influenced by controlling the deposition conditions. The coercivity of the CoCrPt films increases with the sputtering power. The coercivity is also optimized when the intensity of the CoCrPt (10 10) peak is the strongest. For our system the optimum argon deposition pressure is 10 mtorr for the CoCrPt / NiAl films. This is because the coercivity and squareness are the highest when not only the best CoCrPt (10 10) texture but also the smallest and most uniform grains are obtained at this pressure.
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ABSTRACT

Reliable core-loss spectroscopic methods have been developed for mapping elemental segregation in Co-Cr-X magnetic recording media by energy-filtered transmission electron microscopy. Extraction of quantitative compositions at a spatial resolution approaching 1 nm involves sophisticated treatments for diffraction contrast, variations in specimen thickness, and closely-spaced oxygen K and chromium L23 ionization edges. These methods reveal that intergranular chromium levels are ~25 at.% for random-angle boundaries and ~15 at.% for 90° boundaries in films of Co84Cri2Ta4 d.c. magnetron sputtered at 250°C.

INTRODUCTION

Microstructure-property-processing correlations can provide invaluable insight for the development of magnetic recording media with improved performance. High-resolution elemental distribution maps can be routinely produced from energy-filtered core-loss images obtained with commercial imaging energy-filters and slow-scan charge-coupled device (CCD) cameras on transmission electron microscopes (TEMs). Following the early demonstration of Kimoto et al. such energy-filtered transmission electron microscopy (EFTEM) methods have recently been used to characterize segregation effects, particularly Cr enrichment and Co depletion at grain boundaries and other defects, in CoCrTa/Cr magnetic recording media. Thin-film Co-Cr-X media provide many challenges for EFTEM elemental mapping methods, including diffraction contrast, thickness gradients, and closely-spaced oxygen K and chromium L23 edges. Reliable methods for quantitative elemental mapping by EFTEM at ~1 nm spatial resolution have been developed only recently and continue to be refined. The goal of this work is to provide robust methods for measuring compositions of statistically significant numbers of grain boundaries for correlation with magnetic properties and materials processing.

EXPERIMENTAL

Results presented here are for a model material of ~60 nm of Co84Cri2Ta4 on a 75 nm Cr underlayer which were d.c. magnetron sputtered onto a NiP-plated Al substrate pre-heated to 250°C. Specimens of other compositions and thinner layers (~30 nm) have also been studied. The Cr and Co84Cri2Ta4 have <100> and <1120> textures, respectively, with edge-on (0001)⟨101⟩ giving the possibility of 90° grain boundaries in the media from the two variants on a single Cr grain. Back-thinned plan-view TEM specimens were prepared by standard dimpling and ion milling techniques.

Experiments were performed with a Gatan Imaging Filter (GIF™) interfaced to a Philips CM30T TEM operated at 300 kV with a LaB6 emitter, and DigitalMicrograph™ software on Macintosh computers, including some plug-in scripts developed at ORNL. After extensive experimentation to optimize acquisition conditions (which involve trade-offs among chromatic-aberration-limited resolution, specimen drift, signal strength, and signal-to-background), gain-normalized images with 512 x 512 pixels (2x on-chip binning) were recorded under the following conditions: incident beam divergence ~2.9 mrad, collection half-angle ~4.8 mrad, probe current >100 nA, TEM magnification ~400,000×, CCD image pixel size ~0.6 nm, exposure times ~10 or 15 s, and slit-widths (energy windows) ~10eV (for pre- and post-edge images). Zero-loss I₀ (Δ=10eV) and “total” intensity Iₜ (unfiltered, i.e., no slit) images were used to produce maps of \( t/\)
\[ \ln \left( \frac{I}{I_0} \right), \] where \( t \) is specimen thickness and \( \lambda \) is the total inelastic mean free path. Core-loss maps were produced by AE" background extrapolation from two pre-edge windows.\(^1,5\) Jump-ratio images (post-edge divided by pre-edge) were also produced.\(^1,5\) Specimens were carefully tilted to avoid strong diffraction contrast in as many grains as possible while keeping the grain boundaries as close to edge-on as possible.

**RESULTS**

The basic steps in generating elemental maps are illustrated in Fig. 1 for the Co L\(_{23}\) edge. The two pre-edge images are used to calculate fitting parameters for an AE" inverse power-law background at each pixel. The extrapolated background at the post-edge energy is subtracted from the post-edge image to yield the Co L\(_{23}\) net core-loss intensity (also known as Co signal or Co map). The post-edge image divided by a pre-edge image yields a jump-ratio image. Diffraction contrast, similar to that seen in low-loss images, is present in the pre- and post-edge images and persists in the net core-loss intensity image. The effects of diffraction contrast and thickness variations are largely cancelled out by the division process used to form jump-ratio images. For this reason jump-ratio images are useful for qualitative assessments of segregation effects. They are also useful for measuring grain size distributions. The intergranular Co depletion is clearly visible in the Co map and jump-ratio images. The width of the intergranular segregation is typically 3 to 4 nm. Even in these basic image processing operations, accurate image alignment is critical. Misregression of only one pixel can cause severe black-white contrast effects, especially at steep contrast gradients, and can cause especially misleading contrast for thin layers of segregant when auto-scaling contrast is used to display images.

![Fig. 1 Basic steps in generating CoL\(_{23}\) elemental maps. Subtraction from post-edge (794eV) of AE" background extrapolated from pre-edge 1 (730eV) and pre-edge 2 (760eV) yields the Co map. Note persistence of diffraction contrast (seen most clearly in the zero-loss image) in edge and map images. Post-edge divided by pre-edge 2 yields the Co jump-ratio image, where effects of thickness, diffraction contrast, and non-uniform incident intensity are largely cancelled out.](image-url)
A complicating factor for the specimens in this work is the presence of a strong oxygen K edge, as shown in the electron energy-loss spectrum of Fig. 2, recorded from a ~200nm diameter region. The major source of the oxygen signal is a surface oxide film, not unexpectedly formed during specimen preparation. The O-K net core-loss intensity map is shown in Fig. 3, along with a map of oxygen atoms/area (see below). There is clearly enhanced oxygen at grain boundaries; whether this is oxygen segregated with Cr in the bulk of the film or just enhanced surface oxidation of the Cr-enriched regions is unknown at this time.

FIG. 2 Electron energy-loss spectrum recorded from a ~200nm diameter region of Fig. 1 showing the presence of a strong oxygen K edge, due primarily to a surface oxide film. The approximate positions of the windows 1 to 4 for the 4-window mapping of Cr L23 are indicated.

FIG. 3 Oxygen signal (net core-loss intensity) and oxygen areal density (oxygen atoms/area) images showing enhanced levels at grain boundaries. Strong contrast at top right is artifact from slight differences in diffraction contrast between low-loss image and core-loss image series.
The presence of oxygen is particularly troublesome for mapping the Cr L\textsubscript{2,3} signal. Ignoring the presence of oxygen in conventional 3-window mapping with $\sim$30 eV windows will lead to an overestimate of the extrapolated background under the Cr L\textsubscript{2,3} edge, and thus to an underestimate of the net Cr L\textsubscript{2,3} intensity, to the extent that in regions of high oxygen signal and low Cr signal, negative Cr L\textsubscript{2,3} intensities result. A 4-window method has been developed by Anderson et al.\textsuperscript{7} for the similar situation with austenitic stainless steels. This method uses 2 pre-oxygen-edge windows to determine the exponent $r$ for an AE\textsuperscript{r} background, and the oxygen post-edge window to determine the value of the pre-exponential $A$ for calculating the extrapolated background intensity for the Cr L\textsubscript{2,3} post-edge window. The method assumes constant $r$ over the limited energy-loss range of $\sim$460 to 610 eV, which is easily verified from ln(I)-ln(E) plots. Constant $r$ is found to be a good approximation for $tA<0.5$, but breaks down by $tA\sim1$. A DigitalMicrograph\textsuperscript{™} plug-in script has been written for the image processing procedure. Fig. 4 compares results from the inadequate 3-window method with the reliable 4-window method.

As mentioned above, the effects of diffraction contrast and thickness variations are largely cancelled out by the division process used to form jump-ratio images, but unfortunately persist in net core-loss intensity images that must be used for quantitative compositional information. Corrections for these effects may be necessary for a quantitative interpretation and can be implemented following the scheme used for energy-loss spectra.\textsuperscript{8} Dividing the net core-loss intensity map by a low-loss image recorded with identical $\Delta$ and $\beta$ (but inevitably much smaller exposure), yields an image with intensities proportional to atoms per unit area. Further normalization by $tA$ compensates for variations in specimen thickness (assuming $A$ does not vary much with composition - a good approximation in this work) and yields an image with intensities proportional to concentration of atoms per unit volume. This scheme is illustrated in Fig. 5 for the Cr L\textsubscript{2,3} map. Image alignment can be difficult but is again critical and can be helped by the use of custom scripts.\textsuperscript{5} Strong diffraction contrast for some grains is difficult to avoid and can cause severe problems such as artifacts in $tA$ maps. Worse still are changes in diffraction contrast in the low-loss images caused by foil buckling when the beam is spread to achieve manageable exposure times.

![FIG. 4 Cr L\textsubscript{2,3} signal (net core-loss intensity) images generated by conventional 3-window and improved 4-window method. The image intensities scale from -1500 (black) to 2500 (white) and from 0 (black) to 4000 (white), respectively. Inset profiles show inadequacy of 3-window method for Cr L\textsubscript{2,3} in presence of oxygen edge.](image-url)
FIG. 5 Basic steps in generating Cr concentration maps. Cr $L_{23}$ net core-loss intensity image divided by the low-loss image yields an image with intensities $\propto$ Cr atoms/area. Further division by the low-loss intensity map yields an image with intensities $\propto$ Cr atoms/volume. The correction function (low-loss intensity/area) is dominated by diffraction contrast.

The final processing step is to scale the mean intensities of an atoms/volume image to the mean composition determined by x-ray microanalysis or PEELS or, as in this work, to the nominal film composition (see Fig. 6). The local compositions of inter- or intragranular regions can then simply be read off such a map or profiles of it. Statistically significant numbers of grain boundaries may be measured from a single map. By also performing high-resolution lattice imaging of the same areas (possible in the same TEM) correlations between grain boundary character and segregation levels can be made. For example in Fig. 6, the boundaries marked x are 90° boundaries and show Cr levels $\sim$15 at.%, whereas random high-angle boundaries marked y show Cr levels $\sim$25 at.%. These results agree very well with nanoprobe x-ray microanalysis data from the same material.

Extension of the EFTEM quantitative elemental mapping procedures to Ta and Pt, the distributions of which are also of interest for these media, is troublesome at the moment. The O$\omega$ edges have delayed maxima and occur at only 36 eV (Ta) and 52 eV (Pt) where there is overlap with multiple plasmon peaks and AE$^*$ background fits are invalid. The M$\omega$ edges at 1735 eV (Ta) and 2122 eV (Pt) give signals that are so weak that S/N (or drift) limits the spatial resolution.

CONCLUSIONS

Elemental mapping of Co-Cr-X based magnetic recording media at resolutions approaching 1 nm by energy-filtered transmission electron microscopy provides unmatched microstructural characterization information for correlation with magnetic properties and materials processing. Depletion of Co and enrichment of Cr at grain boundaries and intragranular defects has been measured quantitatively. Although the electron microscopy and subsequent image processing are demanding, quantitative segregation levels at a large number of boundaries are generated.
FIG. 6 Cr concentration map where intensities scale from 0 (black) to 50 at.% Cr (white), generated by scaling the mean intensity of boxed area to the nominal film composition of 12 at.%. In the profile along a-b, the maxima marked x correspond to 90° boundaries with 15 ± 2 at.% Cr, and the maxima marked y correspond to random high-angle boundaries with 25 ± 2 at.% Cr.
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ABSTRACT
The current study of CoCrTa/Cr longitudinal recording media combines high resolution electron microscopy (HRTEM) with nanoprobe energy dispersive spectroscopy (EDS) and energy-filtered imaging (EFTEM) to correlate the Cr distribution with specific microstructural features. EFTEM images show Cr enrichment at grain boundaries, both random angle boundaries and 90° bicrystal boundaries. Cr segregation within grains is also observed in the elemental maps. This intragrain segregation often occurs at a series of defects that may define separately nucleated grains having 0° misorientation. Nanoprobe EDS measurements indicate that these defects contain localized concentrations of 25 to 30 % Cr. The random angle grain boundary Cr concentration occurs with a wide range, 19 to 36 at% (mean 22%) whereas the more crystallographically related 90° boundaries contain less Cr with less variation, 15 to 21 at% (mean 17% Cr). Composition profiles across grain boundaries using both nanoprobe EDS and EFTEM images show the full-width-half-maximum of the segregation to be approximately 4 nm, with Cr depleted regions next to the grain boundary having less than 7 at% Cr. The Ta concentration revealed no statistical evidence of segregation.

INTRODUCTION
Low noise longitudinal recording media must have small ferromagnetic grains isolated by nonmagnetic regions to block the magnetic exchange interaction. Cr segregation to grain boundaries is the most common mechanism for decoupling magnetic exchange between grains in the prevalent CoCrX/Cr thin film media. However, the actual Cr compositional microstructure and the diffusion mechanisms that produce it are not well understood. Correspondingly, the sputter deposition parameters and alloy compositions that give the desired amount of segregation to the desired places are not well known. Computer modeling and theoretical analysis of media magnetic properties and recording performance are similarly limited by lack of an appropriate structural model.

Reliable, better than 2 nm resolution analysis of chemical composition by transmission electron microscopy (TEM) is now available.[1,2] This allows compositional mapping, including quantitative assessments of composition in specific regions within ~10 nm grains, as well as at grain boundaries. Recent papers have demonstrated the application of this capability to study composition effects of sputtering parameters such as substrate temperature[3-5], target alloy composition[6-8] and vacuum condition.[9] These results are repeatable and are consistent with each other and with expected corresponding magnetic performance trends. More detailed analyses of the compositional microstructure are now possible. This capability can be used to further study the effects of these and other parameters such as substrate bias, and to test mechanisms for enhancing or hindering diffusion pathways. Development of improved structural models for simulation based upon this type of result is already underway.[8,10] Media models having grains with nonuniform magnetic anisotropy K_u[8] and different exchange interaction at bicrystal and random mis-orientation grain boundaries[10] have already been simulated. There is evidence that these structures are producing more realistic simulated magnetic properties.

This paper presents the most detailed analysis to date of the chemical composition at different types of grain boundaries and defects in a Cr segregated CoCrTa/Cr thin-film longitudinal recording medium.
EXPERIMENT

Oriented media of Co$_{84}$Cr$_{12}$Ta$_4$ with a 75 nm Cr underlayer were d.c. magnetron sputtered onto a NiP-plated Al substrate preheated to 250°C. Both back-thinned plan-view samples and cross-section samples were prepared for TEM by standard dimpling and ion milling methods. These samples were analyzed in detail for their structure, crystallography, and chemical composition by high resolution TEM (HRTEM), nanoprobe energy dispersive spectroscopy (EDS), and energy filtered imaging (EFTEM). The nanoprobe (EDS) was performed with a field emission Philips CM20ST–FEG operating at 200 keV. Thin film analysis methods with experimental standards quantified the Co, Cr, and Ta distribution. An advantage of nanoprobe EDS is that microstructural details imaged at lattice resolution can be directly analyzed for their chemical composition with spatial resolution of ~1.5 nm. In addition to individual spot analysis, a beam control program can accurately position and move the nanoprobe in 1 nm steps to provide composition profiles across grain boundaries. Manual drift correction after each 10 sec. counting interval and a liquid nitrogen cold stage for contamination control were used to achieve the highest spatial resolution. EFTEM was performed at 300 keV with a Philips CM30T equipped with a LaB$_6$ cathode and a Gatan Image Filter (GIF). This imaging method is based on the electron energy loss spectroscopy technique. Jump ratio images (the post edge energy window divided by the pre-edge window) for the Co (779 eV) and Cr (574 eV) L$_{2,3}$ edges reveal qualitative information concerning the chemical composition. Elemental maps using appropriate background subtraction methods, compensation for diffraction effects, and foil thickness correction provide quantitative composition information for Co and Cr with spatial resolution of ~1 nm. [11] The Ta (1735 eV) M$_{4,5}$ edge did not allow for analysis owing to insufficient signal at this energy loss region in the spectra.

RESULTS

Figure 1 is a cross section TEM bright field image of the CoCr$_{12}$Ta$_4$/Cr longitudinal media. This 60 nm magnetic layer exhibited relatively low media noise with a signal/noise ratio measured at 20kfcf of approximately 5 dB less than a similarly processed CoCrPt alloy. Although the film thickness limits the magnetic properties (intrinsic coercivity ~1700 Oe), it provided an ideal sample to develop a three dimensional picture of the Cr grain boundary distribution. Both the Cr underlayer and Co alloy have a columnar structure with highly vertical grain boundaries. The Cr underlayer grains (~ 40 nm grain size) grew with a strong preferred <200> orientation and resulted in epitaxial <11.0> CoCrTa with a smaller grain size of 15-30 nm.

Figure 1: Cross-section TEM image of CoCrTa/Cr media.
The plan view HRTEM image in Figure 2 reveals the strong c-axis in-plane texture, consistent with <11.0> growth. Both random angle grain boundaries and the 90° grain boundaries from the bicrystal cluster structure are apparent.[12] In addition, vertical planar defects, which appear at the termination of stacking faults, are located within the grains. These intragrain defects often are located similarly to grain boundaries, but with 0° crystallographic misorientation.

Jump ratio images in Figure 3 qualitatively show the Cr and Co distribution in the magnetic layer. In the plan view images, Figures 3 a&b, a large variation in the grain boundary image intensity implies that a wide range of Cr segregation exists in the film. Correlation of the EFTEM image to the corresponding HRTEM image reveals Cr segregation to both the random angle and 90° grain boundaries, although the 90° bicrystal boundaries appear to have less segregated Cr. Another observation is the presence of intragrain Cr segregation. Regions with Cr concentration similar to that observed at grain boundaries are isolated within the grains.

The nanoprobe EDS data confirm these observations. A summary of the spot analysis of 36 different grain boundaries shows that the random angle boundaries have a large range in Cr enrichment (19 to 36 at%) with an average of 22 at%. The 90° bicrystal boundaries have less Cr content (mean 17 at%) and a smaller variation (15 to 21 at%) compared to the random angle boundaries. This result is expected if the grain boundary mis-orientation controls the Cr segregation level. Random angle boundaries have a large range in mis-orientation whereas the 90° boundaries all have essentially the same mis-orientation. Greater mis-match at some of the random angle grain boundaries could be responsible for the larger amounts of Cr segregation. Finally, it is important to recognize that these spot EDS measurements from a ~1 nm diameter electron probe come from an interaction volume of material dependent upon the foil thickness. Despite sample thicknesses of 60 nm or less, beam broadening creates some x-rays from regions greater than 2 nm. Therefore, the actual maximum local Cr levels are probably larger than those reported here.

As shown in Figure 4, the nanoprobe also located the intragrain segregation that appeared in the EFTEM images. The average Cr composition over the entire region of the image, measured using a large defocused beam, was 15 at%. However, at two regions inside of the grain, the local Cr level was 26 and 30 at%. This Cr level is similar to the 34% at the adjacent grain boundary. These regions of intragrain segregation are easily identified since they correspond to the bright regions at the end of stacking faults in the high resolution image as described in Figure 2. However, a spot EDS scan on the stacking fault line shows only 9% Cr. The origin of these defects is unknown. It may be that two Co grains nucleate on a Cr underlayer grain with the same orientation of the c-axis. During columnar growth, the two grains impinge with a "0° grain boundary". The stacking faults may contribute to the intragrain segregation via a fast diffusion path. Conversely, the Cr depleted stacking fault may be the result of Cr segregation during growth, along the basal plane toward the defect at the end.

Figure 5a is a typical nanoprobe EDS grain boundary composition profile created by moving the electron probe across a grain boundary in 1 nm steps. Within the statistical accuracy of the EDS data, the Ta concentration remains constant. However, the Cr level shows strong grain boundary enrichment and a depletion region in the adjacent area. The full width at half maximum of the Cr composition is approximately 4 nm, which indicates that the actual width of the Cr segregation is less than this owing to an interaction volume of approximately 1.5 to 2 nm. Comparison with a composition profile made from an EFTEM Cr map using a 4 pixel wide line scan in Figure 5b shows a similar distribution. Since each pixel point represents 0.6 nm, the FWHM of this example is 3.6 nm. The quantitative grain boundary Cr levels from the Cr maps also corresponds with the EDS data; the random angle grain boundaries range from 20 to 30 at% Cr.
Figure 2: Plan-view TEM image showing random angle and 90° grain boundaries, and a series of defects suggesting a boundary between separately nucleated particles with the same orientation.

Figure 3: Energy filtered TEM images of a) Cr and b) Co composition.
Figure 4: Plan-view TEM image showing representative nanoprobe EDS composition measurements at different types of defects. Numbers represent local Cr concentration in at%.

Figure 5: Line profiles of compositional structure by a) nanoprobe EDS and b) energy filtered TEM, showing similar segregation to grain boundaries.
CONCLUSIONS

Cr enrichment is observed at both random angle grain boundaries and 90° bicrystal boundaries. Cr segregation is also observed within the grains, at defects that appear to define boundaries between distinct CoCrTa particles that nucleated separately, but with the same crystallographic orientation. Localized intra-grain concentrations of 25 to 30 % Cr are comparable to those observed at grain boundaries. The Cr concentration at random angle grain boundaries has a wide distribution, from 19 to 36 at% (mean 22%); whereas the more crystallographically related 90° boundaries contain less Cr and less variation, 15 to 21 at% (mean 17% Cr). Composition profiles across grain boundaries using both nanoprobe EDS and EFTEM images show the full-width-half-maximum of the segregation to be approximately 4 nm, with Cr depletion regions next to the grain boundary having less than 7 at% Cr. No statistically significant evidence of Ta segregation was observed.
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ABSTRACT

In this study, we examine the effects of introducing CrMn as an intermediate layer between the NiAl underlayer and the CoCrPt magnetic layer, and as an overlayer on top of the Co-alloy film. The effects of deposition temperature and post-deposition annealing on the texture and magnetic properties were studied. Post-deposition annealing effectively lowered the exchange coupling between grains, increased the coercivity by 38%, up to 4600 Oe, and moderately decreased the Ms by 15%. Interlayer diffusion of CrMn into the CoCrPt grain boundaries is believed to cause the change in magnetic properties. It was also found that granular exchange coupling seems to be correlated to the Co-alloy in-plane texture.

INTRODUCTION

High Pt content CoCrPt alloys have relatively large Ku values [1], thus these are good candidates for high coercivity and thermally stable magnetic media. However, they exhibit larger noise than CoCrTa alloys because the granular exchange coupling is higher [2]. One approach to solving this problem is to increase the Cr concentration and the deposition temperature to isolate the grains by Cr segregation at the grain boundaries [3]. However, the Curie temperature and the Ms of the alloy decreases rapidly for higher Cr content. Another method proposed has been to surround the Co-alloy grains with non-magnetic materials to form granular media [4]. However, this kind of media suffers from relatively low Ms. Interdiffusion of Cr from the underlayer into the magnetic layer by post-deposition annealing was also investigated [5,6]. The coercivity increased, grain isolation improved but Ms decreased after annealing. Recently, L. L. Lee et al. found that CrMn underlayers induce higher coercivity in CoCrPt films than pure Cr underlayers when deposited at elevated temperatures [7]. Interdiffusion of Mn to the grain boundaries of the magnetic layer was proposed as being responsible for altering the magnetic properties.

In this study, we have investigated multilayer-structured media including a NiAl underlayer, a CrMn intermediate layer, a CoCrPt magnetic layer, and a CrMn overlayer. The effects of substrate preheating and post-deposition annealing on grain isolation and magnetic properties were studied.

EXPERIMENT

CoCrPt films on CrMn, NiAl or combined CrMn/NiAl underlayers were studied. CrMn overlayers on top of CoCrPt films were also investigated. All films were deposited onto glass substrates by RF diode sputtering either with or without substrate preheating. The Ar sputtering pressure was 10 mTorr and the base pressure was about 5x10⁻⁷ Torr. Deposition was performed at a fixed AC power density of 2.3 W/cm². All CoCrPt and NiAl layers were 300 and 1000 Å thick, respectively. The CrMn layer thickness was varied. Post-deposition annealings were performed under Ar gas flow.
The compositions of the CoCrPt films determined by energy dispersive x-ray spectroscopy (EDX) were 78 at% Co, 6 at% Cr, and 16 at% Pt. The Mn concentration of the CrMn alloy films deposited in this study was 22 at%.

The in-plane magnetic properties of the samples were measured using a vibrating-sample magnetometer (VSM) and an alternating-gradient magnetometer (AGM) with a maximum applied field of 10 kOe. Film textures were examined by θ-2θ scan x-ray diffractometry with Cu-Kα radiation.

RESULTS AND DISCUSSION

The in-plane coercivities, Ms, ΔM/Mr peak values, and S* for CoCrPt/CrMn/NiAl films are plotted against the CrMn intermediate layer thickness in Fig. 1 (a)-(d), respectively. Data for samples deposited with substrate preheating to 260 °C and without preheating are shown. Selected x-ray θ-2θ scans of the above films are shown in Figs. 2 and 3 for comparison.
Without substrate heating, adding a CrMn intermediate layer as thin as 25 Å between the CoCrPt magnetic layer and the NiAl underlayer increased the coercivity by 900 Oe and improved the CoCrPt (1010) texture. No further improvement in the coercivity or the Co-alloy texture was obtained by increasing the CrMn thickness. This is similar to the effect reported for Cr and CoCrTa intermediate layers [8,9]. Contrary to the results reported for CrMn underlayers [7], we have found that for the combined CrMn/NiAl underlayers, applying substrate heating degraded the CoCrPt texture and the coercivity decreased.

The Ms values for samples prepared with no preheating are essentially independent of CrMn thickness and are around 560 emu/cc. When substrate preheating was applied, the Ms of the films with CrMn intermediate layers decreased about 20%, while for the sample with no CrMn layer, no significant decrease in Ms was observed. This is probably due to the diffusion of CrMn into the CoCrPt magnetic layer.

For the CoCrPt/CrMn/NiAl structure, elevation of the deposition temperature lowered the AM/Mr peak by about half. Further increases in the thickness of the CrMn intermediate layer from 25 Å to 1000 Å resulted in no significant change in the AM/Mr curves. This implies that only small amounts of CrMn need to diffuse into the magnetic layer to cause the decrease in the granular exchange coupling. This is consistent with the hypothesis that the grain boundary diffusion is the dominant transport mechanism at this relatively low temperature, since grain boundary diffusion is known to have a lower activation energy than bulk lattice diffusion and generally dominate in polycrystalline films at temperatures of less than one half of the melting temperature [10].

The S* behavior is consistent with that of the AM/Mr peak, and follows the concept that clusters of strongly exchange-coupled grains tend to switch together, causing a sharp M-H transition at the coercivity.

It should be noted that the CoCrPt/NiAl sample shows a significantly smaller AM/Mr peak than the better-textured CoCrPt/CrMn/NiAl sample when deposited without substrate preheating. To possibly exploit the relationship between Co-alloy texture and the intergranular exchange coupling, the magnetic properties of samples with different in-plane CoCrPt texture were examined and the results are summarized in Table I. With no substrate heating, the (1010)
textured CoCrPt film on the NiAl underlayer has a higher positive ΔM/Mr peak than the (1011) textured CoCrPt film on the CrMn underlayer. The CoCrPt/CrMn/NiAl sample that has a stronger CoCrPt (1010) texture shows an even higher ΔM/Mr peak. The stronger intergranular exchange coupling seems to be correlated with the better in-plane c-axis orientation.

Table I In-plane magnetic properties of samples with different CoCrPt texture.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Heating</th>
<th>Texture</th>
<th>Hc (Oe)</th>
<th>Ms (emu/cc)</th>
<th>S*</th>
<th>ΔM/Mr peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoCrPt(300Å)/CrMn(1000Å)</td>
<td>No</td>
<td>(1011)</td>
<td>1810</td>
<td>541</td>
<td>0.73</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>260 °C</td>
<td>(1120)</td>
<td>3510</td>
<td>433</td>
<td>0.71</td>
<td>0.16</td>
</tr>
<tr>
<td>CoCrPt(300Å)/NiAl(1000Å)</td>
<td>No</td>
<td>(1010)</td>
<td>2480</td>
<td>571</td>
<td>0.82</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>260 °C</td>
<td>(1010)</td>
<td>2260</td>
<td>530</td>
<td>0.69</td>
<td>0.39</td>
</tr>
<tr>
<td>CoCrPt(300Å)/CrMn(1000Å)</td>
<td>No</td>
<td>(1010)</td>
<td>3000</td>
<td>550</td>
<td>0.89</td>
<td>0.63</td>
</tr>
<tr>
<td>NiAl(1000Å)</td>
<td>260 °C</td>
<td>(1010)</td>
<td>2910</td>
<td>419</td>
<td>0.74</td>
<td>0.36</td>
</tr>
</tbody>
</table>

As shown in Table II, adding a CrMn overlayer on top of the CoCrPt magnetic films increases the coercivity and further decreases the ΔM/Mr peak when substrate preheating is applied. This is further evidence that CrMn interlayer diffusion into the CoCrPt grain boundaries might be responsible for the change in the magnetic properties. As anticipated the CoCrPt texture does not change with the addition of an overlayer.

Table II In-plane magnetic properties of CoCrPt(300Å)/CrMn(1000Å)/NiAl(1000Å) films with and without a 200Å thick CrMn overlayer.

<table>
<thead>
<tr>
<th>Heating</th>
<th>CrMn Overlayer</th>
<th>Hc (Oe)</th>
<th>Ms (emu/cc)</th>
<th>S*</th>
<th>ΔM/Mr peak</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no</td>
<td>3000</td>
<td>550</td>
<td>0.89</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>3290</td>
<td>524</td>
<td>0.87</td>
<td>0.60</td>
</tr>
<tr>
<td>260 °C</td>
<td>no</td>
<td>2910</td>
<td>419</td>
<td>0.67</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>3300</td>
<td>428</td>
<td>0.74</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Deposition at elevated temperatures can lower the intergranular exchange coupling but it also appears to cause the Co-alloy texture to degrade. Post-deposition annealing may be a better solution. Annealing was performed on the samples with a CrMn overlayer prepared without substrate heating. The overlayer has the function of preventing the CoCrPt film from being oxidized during the annealing and it should be more efficient for CrMn to diffuse from both sides into the magnetic layer. Starting from 250 °C, the sample was annealed at the series of temperatures, 250 + 50N °C (where N = 0, 1, 2, 3, 4) for 1 minute. The in-plane magnetic properties are plotted versus the annealing temperature in Fig. 4. The ΔM/Mr peaks and Ms decrease, and the coercivity increases for the higher annealing temperatures. At the annealing temperature of 450 °C, the ΔM/Mr peak drops to about 0.1, the coercivity increases by 40% to 4700 Oe, while the Ms decreases about 30%. The decrease in Ms, as the processing temperature is increased, is most likely a Co bulk alloy dilution effect due to the incorporation of Cr or Mn. However, it is not known how, if at all, the anisotropy energy density, Ku, changes with these dilutions. Since Hc is usually viewed as being proportional to Hk, and since Hk = 2Ku/Ms, only a portion of the Hc increase is due to the 30% Ms decrease. To account for the full 40% increase in Hc, either the Ku must have increased or more likely, the increase in Hc is reflecting a decrease in magnetic reversal via domain wall motion across grain boundaries due to a decrease in the granular exchange coupling [11].
Another series of annealings were performed, in which the temperature was held constant at 400 °C and the sequence of annealing times were 1, 2, 4, and 8 minutes. The M-H loops and ΔM/Mr curves are shown in Fig. 5 and Fig. 6, respectively. The ΔM/Mr peak and Ms decrease, and the coercivity increases for the longer annealing times. At the annealing time of 8 minutes, the ΔM curve is significantly flatter and the coercivity increases by 38%, to about 4600 Oe. The decrease in the Ms is about 15%. The difference in the percentage of the increase in the coercivity from the decrease in the Ms is larger than the above case. The improvement in grain isolation apparently contributes even more to the coercivity increase. These annealing conditions appears to be sufficient to drive the CrMn diffusion along the CoCrPt grain boundaries but not quite enough to overcome the energy barrier to enter the bulk of the CoCrPt grains. The post-deposition annealing of samples prepared without substrate preheating yields better properties than depositing films at elevated temperatures. This approach significantly lowers the granular exchange coupling, dramatically increases the coercivity, but causes a smaller decrease in Ms.

Fig. 5 (a) hysteresis loop (b) ΔM/Mr curve as functions of the annealing time at the temperature of 400 °C for the CrMn(200Å)/CoCrPt(300Å)/CrMn(1000Å)/NiAl(1000Å) films deposited without substrate preheating.
CONCLUSIONS

Inserting a CrMn intermediate layer between the CoCrPt magnetic layer and the NiAl underlayer improves the CoCrPt (1010) texture and increases the coercivity. Applying substrate preheating to 260 °C lowers the granular exchange coupling but degrades the Co-alloy texture. Post-deposition annealing was found to be an even better method for lowering the intergranular exchange coupling. Under the optimal annealing conditions found in this study, the AM/Mr peak dropped to almost zero and the coercivity increased by 38%, to 4600 Oe, while the Ms moderately decreased by 15%. CrMn interdiffusion into CoCrPt grain boundaries is believed to increase the grain to grain isolation. The exchange coupling between grains seems to be correlated with the Co-alloy in-plane texture. The better the texture, the stronger the exchange coupling.
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ABSTRACT

The effects of rapid oxidation and overcoat diffusion processes on the intergranular coupling and grain isolation in thin Co films were studied. The oxidation process was found to be strongly temperature dependent. The optimal coercivities can only be achieved within a narrow range of temperatures, while further increasing the temperature incurs significant thermal instability. CrMn underlayers were confirmed to be more effective in enhancing the grain isolation by the grain boundary diffusion during the oxidation process. The oxidation process does not change the Co anisotropy, and hence the coercivity increase appears to be a result of better grain isolation. The in-situ diffusion of Ag and Cr overcoats were also found to have significant effects on the grain isolation in Co and CoCr films.

INTRODUCTION

For current magnetic recording, well isolated, high coercivity thin-film media with small grain sizes are desired [1]. As the grain size decreases, intergranular interaction becomes one of the key factors determining the medium thermal stability, which is a critical concern for future ultra-high density recording [2, 3]. Hence it is important to understand the role of intergranular coupling in very small grain size media. In our previous work, we have found that when thin Co films are exposed to the atmosphere at elevated temperatures immediately after deposition, the oxidation of the film results in better grain isolation, a significant coercivity increases and thermal decay effects. We also showed that CrMn underlayers were more effective in Co grain isolation during this oxidation process [3]. In this paper we report our latest investigation on the temperature dependence of the oxidation process. The effects of CrMn underlayers will also be compared in greater detail. Meanwhile, we have prepared uni-crystal thin Co films on single crystal silicon to study the effect of the oxidation on the magnetocrystalline anisotropy. In these uni-crystal films the easy axes of the Co grains are almost perfectly aligned along a single direction, hence, by measuring the hysteresis loops along the hard axis, the anisotropy field can be conveniently determined. In this work, we also prepared thin Co films with various overcoats deposited immediately after the Co layer. This in-situ overcoat diffusion process was found to have significant effect on the intergranular coupling of Co grains.

EXPERIMENTAL

Film Deposition

Thin films were deposited by RF diode sputtering in a Leybold-Haereus Z-400 sputtering system. The sputtering power density and Ar gas pressure were set to 2.25W/cm² and
Fig. 1 Sample film structures for the study on the oxidation process. (a) samples grown on glass substrates with Cr or CrMn underlayers, and (b) on single crystal Si(110) wafers.

Characterization of Magnetic Properties

Magnetic properties were investigated by a vibrating sample magnetometer (VSM) and an alternating gradient magnetometer (AGM). Intergranular interactions were characterized by measuring the ΔM curves. The ΔM(H) curve is defined as

\[ \Delta M(H) = I_d(H) - [1 - 2 I_r(H)] \]

where \( I_r(H) \) is the normalized isothermal remanence (ISR) curve, obtained through progressive magnetization of an initially AC demagnetized sample, and \( I_d(H) \) is the normalized DC demagnetization remanence (DCR) curve, obtained through progressive demagnetization from a previous saturated state.

RESULTS AND DISCUSSION

Rapid Oxidation Process

In order to study the temperature dependence of the oxidation process and the underlayer effects, we prepared two series of samples, one with Cr underlayers and the other with CrMn underlayers, and exposed them to atmosphere at various temperatures. The thickness of the Cr or CrMn underlayers was 45 nm and the Co layers were 8 nm in all samples. Uni-crystal thin Co films were also prepared to study the anisotropy of the Co films during the oxidation process. The film structures are shown schematically in Fig. 1.

Shown in Fig. 2 are the measured ΔM peak values for the two series of samples oxidized at different exposure temperatures. At low temperatures, the ΔM curves show positive peaks, implying strong exchange interactions in the films. When the samples are exposed at higher...
temperatures, the $\Delta M$ peaks decrease and become negative, indicating a predominant magnetostatic coupling. In our previous work [3], we have shown by electron diffraction that Co oxide was formed during the oxidation process. The oxide shells on the grain boundaries are believed to provide isolation between Co grains, while it is not believed that significant oxygen diffuse into the bulk of the Co grains occurs. At relatively low exposure temperatures, oxide formation is insufficient to effectively decouple the Co grains. When the exposure temperature is increased, the oxide shells grow thicker, resulting in better grain isolation. Hence the exchange coupling is suppressed, and finally the magnetostatic interactions become dominant.

Comparing the samples with Cr and CrMn underlayers, one finds that the $\Delta M$ peaks of the samples grown on CrMn drop to negative values at a relatively lower exposure temperature than those with Cr underlayers. The diffusion of Mn along with the Cr into the grain boundaries is believed to have helped further isolate the Co grains during the oxidation.

The coercivities of the two series of samples are plotted in Fig. 3. The small coercivities at low exposure temperatures are due to strong exchange coupling among Co grains resulting in domain wall activity. At higher exposure temperatures the coercivities are increased as a result of better grain isolation. After reaching the maximum values at certain temperatures, however, the coercivities start to drop with a further increase in exposure temperature. Hence, in order to achieve the optimal coercivities, the temperature must be well controlled within a narrow range for this sensitive process. The negative $\Delta M$ peaks indicate that the grains are still well isolated. Significant thermal instability is the main reason for these small coercivity values. As the oxide shells become thicker at higher exposure temperatures, the effective Co grain size in these thin, 8nm thick films keeps decreasing, and the thermal effects become more and more detrimental. This interpretation is further confirmed in Fig. 4 and Fig. 5, which show, respectively, the measured saturation magnetization and the remanence squareness of the samples oxidized at different temperatures. In Fig. 4, the saturation magnetization is normalized by the value of a non-oxidized film, and it is found to decrease monotonically with an increasing temperature. It is also noted that the Ms drops much faster for samples with CrMn underlayers. The diffusion of Mn into the Co films along with the oxidation probably makes the growth of non-magnetic grain boundary regions much easier, so better grain isolation can be achieved in the samples with CrMn underlayers at relatively low temperatures. Meanwhile, the effective Co grain size also decreases faster in these films grown on CrMn, and a significant thermal instability shows up at a lower exposure temperature when compared to the films with Cr underlayers.
As further evidence, the remanence squareness is plotted in Fig. 5 for the samples oxidized at various temperatures. It also decreases monotonically with increasing exposure temperature, due to the elimination of exchange coupling by grain isolation, followed by the growing aggravation of thermal instability as a result of the small grain size.

To further understand the mechanism of the oxidation process, we investigated its effect on the anisotropy of the Co films. Two uni-crystal thin Co films, with the same 8nm thickness, were prepared; one was not oxidized while the other was oxidized at about 260°C. From the hard axis hysteresis loops (Figs. 6 and 7) of the two samples, the same anisotropy field value was found ($H_K = 2600$ Oe), leading support to the perception that no significant diffusion of the oxygen into the bulk of the Co grains occurs. The easy axis loop of the non-oxidized sample shows a coercivity of 763 Oe, while for the oxidized sample the coercivity is 2003 Oe, not far from $H_K$. These results reveal that the oxidation process does not change the anisotropy constants of the films. The much smaller easy axis coercivity of the non-oxidized film indicates

---

Fig. 4. Normalized $M_s$ of samples oxidized at various exposure temperatures.

Fig. 5. Remanent squareness of samples oxidized at various temperatures.

Fig. 6. Easy and hard axis loops for a 8 nm thick uni-crystal pure Co film oxidized at 260°C.

Fig. 7. Easy and hard axis loops for a 8 nm uni-crystal non-oxidized pure Co film deposited at 260°C.
domain wall activity and is due to the strong exchange coupling, while the grain isolation dramatically improved the coercivity of the oxidized sample.

**OVERCOAT EFFECTS**

In this work we also studied an overcoat diffusion approach to influence the intergranular coupling in thin Co and Co-alloy films. These overcoats are sputtered in-situ immediately after the deposition of Co layers. The diffusion of overcoat material into the Co grain boundaries is found to have significant effects on the intergranular interactions in the Co layers.

The magnetic properties of the samples with different overcoats are compared in Table I. Significant changes are observed after overcoats were deposited. Compared to the properties of sample A, which has no overcoat (also not oxidized), the lower $H_c$ and higher positive $\Delta M$ peak of sample B indicates a stronger exchange coupling. The diffusion of Cr into the Co grain boundaries has enhanced the exchange interactions between the Co grains in sample B. It is also noted that the $M_s$ of sample B is almost the same as that of sample A, hence the diffusion of Cr does not form a non-magnetic CoCr grain boundary material at this temperature.

### TABLE I
**COMPARISON OF MAGNETIC PROPERTIES OF SAMPLES WITH Cr AND Ag OVERCOATS**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Overcoat</th>
<th>Film Structure</th>
<th>Substrate Temperature</th>
<th>$H_c$ (Oe)</th>
<th>$\Delta M$ peak</th>
<th>$M_s$ (emu/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>none</td>
<td>Co8 nm / Cr 45 nm</td>
<td>260 °C</td>
<td>470</td>
<td>+0.72</td>
<td>1390</td>
</tr>
<tr>
<td>B</td>
<td>Cr 15 nm</td>
<td>Co8 nm / Cr 45 nm</td>
<td>260 °C</td>
<td>360</td>
<td>+0.95</td>
<td>1375</td>
</tr>
<tr>
<td>C</td>
<td>Ag 15 nm</td>
<td>Co8 nm / Cr 45 nm</td>
<td>260 °C</td>
<td>980</td>
<td>-0.35</td>
<td>750</td>
</tr>
</tbody>
</table>

In contrast to the effect of Cr, a 15 nm Ag overcoat in sample C greatly increased the coercivity of the film, and changed the $\Delta M$ peak to negative. The Ag overcoat has effectively eliminated the intergranular exchange coupling. The $M_s$ of sample C also dropped significantly to 750 emu/cc. Although Ag is immiscible with Co, it seems that the diffusion of Ag atoms leads to the formation of non-magnetic grain boundary region, resulting in the better grain-to-grain isolation and the decreased $M_s$.

**Table II.**
**COMPARISON OF MAGNETIC PROPERTIES OF SAMPLES WITH Cr AND Ag OVERCOATS**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Overcoat</th>
<th>Film Structure</th>
<th>Substrate Temperature</th>
<th>$H_c$ (Oe)</th>
<th>$\Delta M$ Peak</th>
<th>$M_s$ (emu/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>none</td>
<td>CoCr20 8 nm/ Cr 45 nm</td>
<td>260 °C</td>
<td>233</td>
<td>0.30</td>
<td>550</td>
</tr>
<tr>
<td>E</td>
<td>Cr 15 nm</td>
<td>CoCr20 8 nm/ Cr 45 nm</td>
<td>260 °C</td>
<td>276</td>
<td>0.25</td>
<td>535</td>
</tr>
<tr>
<td>F</td>
<td>Ag 15 nm</td>
<td>CoCr20 8 nm/ Cr 45 nm</td>
<td>260 °C</td>
<td>380</td>
<td>0.23</td>
<td>540</td>
</tr>
<tr>
<td>G</td>
<td>none</td>
<td>CoCr20 8 nm/ Cr 45 nm</td>
<td>320 °C</td>
<td>252</td>
<td>0.30</td>
<td>550</td>
</tr>
<tr>
<td>H</td>
<td>Cr 15 nm</td>
<td>CoCr20 8 nm/ Cr 45 nm</td>
<td>320 °C</td>
<td>630</td>
<td>0.18</td>
<td>540</td>
</tr>
<tr>
<td>I</td>
<td>Ag 15 nm</td>
<td>CoCr20 8 nm/ Cr 45 nm</td>
<td>320 °C</td>
<td>750</td>
<td>0.15</td>
<td>540</td>
</tr>
</tbody>
</table>

Shown in Table II are the overcoat effects on CoCr20 films. In contrast to the pure Co films, for which only Ag helps with the grain isolation, both Cr and Ag overcoats were found to
enhance the coercivity. In CoCr films the Cr segregation results in a more Cr-rich, probably already non-magnetic, grain boundary regions [5], which help to weaken, yet not completely eliminate the exchange coupling. Hence the additional overcoat diffusion into these boundaries still cause the coercivity to increase.

The overcoat diffusion effect is found to be very sensitive to the deposition temperature. At 260°C only a slight increase in coercivity due to the overcoats were resulted. When the temperature was increased to 320°C, however, the coercivity almost tripled after the overcoats were deposited. This also confirms that better grain isolation and the resulting coercivity increase is due to the overcoat diffusion. At both temperatures, the diffusion of Ag overcoats showed a more significant effect on increasing the coercivity. No obvious change in $M_s$ was observed during these in-situ diffusion processes. $\Delta M$ peaks decreased after overcoat diffusion, but remained positive. It seems that with the already existing CoCr grain boundaries, the diffusion effects are not as strong as they are in the pure Co films.

CONCLUSIONS

In this work we have extended our study on the rapid oxidization process, and it was found to be an effective method to achieve grain isolation in strongly exchange coupled Co films. This process was found to be very sensitive to the exposure temperature. The optimal coercivities can only be achieved within narrow ranges of temperature. Further increasing the temperature decreases the effective grain size, and the coercivity drops due to thermal instability. It is also confirmed that the CrMn underlayers can help further isolate Co grains during the oxidation process. With the uni-crystal films we have been able to show that this oxidation process does not change the Co anisotropy, and hence the oxidation induced coercivity increase is indeed a result of better grain isolation. Overcoat diffusion effects have also been explored. For thin Co films, Ag overcoats can help eliminate the exchange coupling and increase the coercivity, while the diffusion of Cr overcoats is found to enhance the exchange coupling and decrease the coercivity of the film. For CoCr films, both Ag and Cr overcoats can help to increase the coercivity, but Ag overcoats are more effective. The overcoat diffusion process was also found to be strongly temperature dependent.
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Thermal Stability of Magnetic Recording Media
DETERMINATION OF CRITICAL VOLUMES IN RECORDING MEDIA

K.O'Grady, P. Dova and H. Laidler

School of Electronic Engineering and Computer Systems
University of Wales, Dean Street, Bangor LL57 1UT, UK

ABSTRACT

In this overview paper the concept of thermal activation of magnetisation reversal is reviewed in terms of the Wohlfarth-Gaunt formalism. This formalism gave rise to the concept of an activation volume of reversal. Other techniques have been developed for the determination of activation or critical volumes of reversal and these are reviewed. It is found that these methods give the same approximate value for the activation volume but the only method based on micromagnetism is the waiting time experiment which is consistent with Gaunt. Factors which affect the activation volume such as incoherent reversal and intergranular coupling are discussed together with measures that may be required in order to generate ultrahigh density recording media that are relatively free from thermal loss of signal.

Introduction

1. Basis of Thermal Activation

Magnetisation reversal in thin film media is governed by the Stoner-Wohlfarth theory which describes the behaviour of the magnetic moment of a single domain particle at 0°C[1]. In this theory it is shown that for a single domain particle with easy axis aligned parallel to an applied field, reversal occurs at a field \( H = \frac{2K}{M} \) which is the anisotropy field. For the case of the system with the easy axis aligned parallel to the applied field \( H_k = \frac{2K}{M} \) and for a randomly oriented system \( H_k \) is 0.96\( \frac{K}{M} \). Hence the anisotropy field is the coercivity at 0°C.

The second theory of great relevance in thin film media is the thermal activation model first formalised by Néel [2]. This model laid down the definition of the relaxation time \( \tau \) for a system of fine particles undergoing coherent reversal under the influence of thermal activation

\[
\tau^{-1} = f_0 \exp\left[\frac{KV(1 - H / H_k)^3}{kT}\right]
\] (1)
where \( f_0 \) is a frequency factor taken to be \( 10^9 \) Hz and \( V \) is the particle volume. \( \tau \) is the time taken for the magnetisation to fall to 37\% of its original value. \( K \) is the anisotropy constant. Thus the magnetisation at other than 0\(^\circ\)K exhibits time dependence according to equation 1. In real materials it is found that the decay of magnetisation follows an \( \ln t \) law [3]. This arises due to the distribution of energy barriers present in the material and in some way represents a sum of relaxation times. This observation, first made by Street and Wooley, gives rise to

\[
M(t) = M(0) \pm S \ln t
\]  

(2)

where \( S \) is the magnetic viscosity coefficient, \( S = dM/d\ln t \) and \( S(H) \) goes through a maximum at \( H = H_c \). Equation 2 is found to hold experimentally over many decades of time. It has been shown [4] that the \( \ln t \) law represents a first order approximation to a series expansion which accurately describes the variation of magnetisation with time for any system. In physical terms an \( \ln t \) law is followed if the distribution of energy barriers \( f(\Delta E) \) is constant during the time of measurement. Where \( f(\Delta E) \) is narrow, non-linear forms of the variation of \( M \) with \( \ln t \) result.

Figure 1(a) shows a schematic of an energy barrier distribution and marked on the diagram at point 1 is a hypothetical active region of the energy barrier distribution undergoing thermal activation. At this point a log \( t \) variation will be observed as long as \( f(\Delta E) \) is constant. If the distribution is narrow then moments that are at a slightly higher energy barrier will also be relaxing, which will give rise to a higher value of \( S \). Hence \( S \) is seen to accelerate with time and curvature in the \( M \) versus \( \ln t \) curve which is concave downwards is observed. At the peak in the energy barrier distribution (point 2) the distribution is in effect, constant and for an extremely narrow distribution an accelerating rate of time dependence will be observed initially, followed be a decelerating rate after the peak. This gives rise to a characteristic \( S \) shaped curve. At point 3 as time passes, the number of grains available to reverse decreases and hence a decelerating rate of logarithmic decay is observed. These three forms of time dependence are often observed in thin film media and are shown schematically in figure 1b.
This formalism was first laid down in a seminal work by Gaunt [5] who showed that

\[ S = 2M_s K T f(\Delta E_c(H)) \]  

and hence the relationship between time dependence and the energy barrier distribution is clear.

2. Fluctuation Fields and Activation Volumes

Street et al [6] described time dependence of magnetisation in terms of thermal energy acting on the moment as would a fluctuating magnetic field \((H_f)\) and showed that \((H_f)\)

\[ H_f(H) = S(H) / \chi_r(H) \]  

where \(\chi_r(H)\) is the irreversible susceptibility generally determined from the differential of an appropriate remanence curve. Arguing on dimensional grounds Wohlfarth [7] showed that the fluctuation field must be given by an equation of the form

\[ H_f = kT / vM_s \]  

where \(v\) is the activation volume. In Gaunt [5], a complete analysis of the activation volume of reversal in terms of the energy barrier distribution is presented. For a single domain particle undergoing coherent reversal the form of the fluctuation field was modified according to
where $V$ is the physical volume of the grain. Hence, there is no correlation between the physical grain size and the activation volume at fields other than zero where little or no thermal activation is expected. In this work it was assumed that the variation of magnetisation with time follows the original Int law and hence there now remains the difficulty of determining $H_f$ where this behaviour is not observed.

The first attempt to describe such a system was the work of Estrin et al [8] who described magnetic viscosity in terms of a phenomenological Equation of State model within which it was shown that it was possible to measure a fluctuation field termed $\Lambda$.

\[
\Lambda = \frac{\Delta H}{\ln(M_{irr2} / M_{irr1})}_{M_{irr}}
\]

In this relationship $M_{irr}$ is the rate of change of the irreversible component of the magnetisation which for most materials exhibiting a large coercivity, is equivalent to the rate of change of the total magnetisation. This parameter is measured at two distinct fields but at a constant value of $M_{irr}$ which is taken to be $M_{rot}$. The basis of this measurement is shown in Fig.2 where the parameters in equation 7 are defined. The activation volume is obtained as a function of field from equation 6.

![Figure 2 Techniques for the determination of $H_f$](image)
There are clear difficulties with this measurement technique since it involves the measurement of the slope of a tangent to the curves. Given that these curves are almost identical so as to ensure that \( \Delta H \) is small, the requirements for accuracy of measurement for this technique are excessive and our experience is that these measurements often subject to large error.

el Hilo et al [9] used an alternative technique to determine the fluctuation field, again using the variation of magnetisation with time they showed that \( H_f \) was given by

\[
H_f = \frac{\Delta H}{\ln(t_f / t_i)}
\]

(8)

where the difference in time between the achieving of a fixed value of magnetisation at two different fields is used to determine the fluctuation field, as shown in Fig.2. Further in a subsequent paper Lyberatos and Chantrell [10] showed that this expression was in fact equivalent to the Equation of State model. This formalism is a much easier approach for the experimentalists and is found by ourselves and others to give consistent and repeatable results.

3. The Sweep-rate Dependence of Coercivity and Critical Volumes

A further manifestation of thermal activation of magnetisation reversal is observed in the sweep-rate dependence of coercivity. This aspect of thermal activation gives rise to a significant increase in coercivity at high frequencies typically used to write data to media and to a significant reduction in the effective storage coercivity of such media once the bits are written. This subject was discussed extensively at a symposium at the recent 1998 Intermag conference and the interested reader is particularly referred to a review of this effect by Doyle [11].

The first substantive study of the sweep-rate dependence of coercivity was undertaken by Sharrock [12]. This can be used to obtain a particle volume by fitting for \( V \) in the equation

\[
H_c(t) = H_c \left( 1 - \left[ kT \left( \ln \left( \frac{H_c}{0.693} \right) \right) ^{1/2} \right] \right)
\]

(9)

Sharrock and co-workers found that the volume given by equation (9) for elongated particles used in tape media was always smaller than the physical volume due to incoherent reversal mechanisms. This is in agreement with de Witte et al [13] who found for a particle of say, axial ratio 7 the activation volume was 1/7th of the particle volume.
el Hilo et al [14] derived equation (9) explicitly in terms of the sweep-rate $R (= \frac{dH}{dt})$

$$H_x(R) = H_x \left( 1 - \left[ \frac{kT}{KV_m} \ln \left( \frac{f_0 H_x kT}{2KV_m R} \right) \right]^{1/2} \right)$$

(10)

where $V_m$ is the median volume of the particle size distribution. In this work on particulate media, the activation volume was substituted for $V_m$ to obtain a good fit.

In a study of ultra-thin films Bruno et al [15] provided an analysis based on the sweep-rate dependence of coercivity which gave rise to the Barkhausen volume ($V^*$). From this analysis a plot of coercivity against the log of the sweep-rate $H$ is predicted to be linear and of slope

$$\frac{dH_x}{d \ln H} = kT / V^* M_s$$

(11)

and hence $V^*$ is simply obtained. These workers and studies by others, e.g. [16] have found this linear behaviour and hence this technique has achieved great popularity for the determination of a critical or Barkhausen volume. Unfortunately, this technique is somewhat flawed as acknowledged by Bruno et al in the original work. They state that the theory is based upon a single activation energy which relaxes exponentially and ... "yields an order of magnitude of the characteristic volume involved in the activation process. It fails to give an accurate description of the observed activation phenomena." The wide use of this technique has given conflicting results with more theoretically sound models of magnetisation reversal. It is clear that the activation energy in a thin film is not single valued and hence a single value of a critical volume is unhelpful even if it represents some kind of mean. The activation volume of importance in the case of thin film media is that applicable at the appropriate demagnetising field not the coercivity.

**Experimental**

In this work we describe magnetic measurements on a range of samples which have been supplied to us by a number of collaborators. These include the media division of Seagate in Fremont and IBM Storage System Division in San Jose. Where appropriate, reference is made to publications which describe their preparation hence no details of preparation are provided here.

All the magnetic measurements described in this work were undertaken using a Princeton Measurement Systems model 2900 alternating gradient force magnetometer. It is our view that this instrument is that most suitable for measurements of the magnetic properties of thin film media because of its high resolution and fast averaging time which enables a large number of
measurements to be made in a short period of time. In our studies we characterise the basic properties via measurements of coercivity, $S^*$, etc. and examine switching in terms of remanence curves [17]. We also characterise materials in terms of the ΔM parameter [17] where

$$\Delta M(H) = M_D(H) - \left(1 - 2M_R(H)\right)$$  \hspace{1cm} (12)$$

ΔM is positive where exchange coupling dominates and negative for a dipolar coupled system. The maximum slope of the ΔM(H) curve gives an indication of the strength of the coupling.

Due to intergranular coupling the hysteresis loops of thin film media are usually fairly square which implies that the distribution of energy barriers is relatively narrow. This would imply that the variation of magnetisation with ln t is non-linear, which we observe, and $S/\chi_{av}$ is not applicable. Thus, in order to determine the fluctuation field and hence the activation volume it is necessary to use either the Equation of State model or the waiting time formalism. It is clear that the simplest and most convenient measurement is that of the waiting time. Furthermore, a knowledge of the simple hysteresis loop means that the value of the fluctuation field and hence the activation volume can be probed as a function of field.

**Experimental Results and Discussion**

In this work we have measured time dependence and activation volumes together with details of the intergranular coupling. This is essential since as originally predicted by Wohlfarth [7], the activation volume is that volume of material which reverses in a single step and when grains are coupled this constitutes a volume bigger than that of a single grain.

The first set of samples we consider are an original set of CoNiCr films prepared by IBM [17]. These films were grown on Cr underlayers of thickness ranging from 100Å - 2000Å. This structure resulted in a systematic decrease in exchange coupling and for the sample grown on a 2000Å underlayer, a dipolar coupled structure resulted. The original ΔM curves are shown in Fig.3 and details of their general properties including noise performance are shown in Table1.

In Fig. 4 the variation of activation volume with field for these samples is shown. This data exhibits a broad maximum in the activation volume as a function of field. This maximum occurs around the remanent coercivity i.e. the peak of the energy barrier distribution. This is a confirmation of the theory of Gaunt [5].
Table 1. Properties of CoNiCr/Cr films.

<table>
<thead>
<tr>
<th>Cr U/layer</th>
<th>Hc</th>
<th>M/Mr</th>
<th>S*</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 Å</td>
<td>549</td>
<td>1.59</td>
<td>0.94</td>
<td>0.074</td>
</tr>
<tr>
<td>500 Å</td>
<td>826</td>
<td>1.67</td>
<td>0.90</td>
<td>0.034</td>
</tr>
<tr>
<td>1000 Å</td>
<td>1406</td>
<td>1.19</td>
<td>0.90</td>
<td>0.021</td>
</tr>
<tr>
<td>2000 Å</td>
<td>1431</td>
<td>1.50</td>
<td>0.88</td>
<td>0.021</td>
</tr>
</tbody>
</table>

The activation volume data presented here is in arbitrary units but given that the films were all produced from the same target the values quoted are relative and the grain size was maintained almost constant at between 260 and 300Å. Hence, from the data it is clear that for the 2 samples grown on the thickest underlayers where the coupling is minimised, the activation volume is only of the order of a half that for the sample grown on the 500Å underlayer. Furthermore, the sample grown on the 100Å underlayer has an activation volume which is more than a factor 2 greater again. Hence, it is clear that the predominant factor controlling activation volumes in thin film media is the intergranular exchange coupling between the grains entirely consistent with the original suggestion of Wohlfarth [7].

We have also studied films composed of CoPtCr grains grown on underlayers such that a controlled bicrystal or non-bicrystal structure results. These samples were grown at IBM in the group of Dr. M. F. Doerner. The basic parameters for this set of samples are shown in table 2, and the activation volumes in Fig.5, also marked on the right hand abscissa are the physical grain sizes for the films.
From this data it is clear that a correlation between the grain size and the physical volume is not present. The closest correlation found is for film G which in fact was the weakest coupled film as determined by a ΔM analysis. Films D and E were fairly strongly coupled films having a lower content of Cr. In this case we believe that the lower Cr content has resulted in stronger exchange coupling and hence in a higher activation volume. Films F and G having a higher Cr content are less strongly coupled and hence have a somewhat lower activation volume. In our original work on these systems [18] we concluded that the value of the activation volume was a potential predictor of noise in the system since samples having a large activation volume will generally have less smooth transitions than those where the activation volume is smaller.

### Table 2. Properties of CoPtCr films.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$H_c$ (kOe)</th>
<th>$S^*$</th>
<th>Grain Size (Å)</th>
<th>$S_o/N$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>0.89</td>
<td>0.00</td>
<td>125</td>
<td>23.4</td>
</tr>
<tr>
<td>E*</td>
<td>1.66</td>
<td>0.63</td>
<td>200</td>
<td>24.4</td>
</tr>
<tr>
<td>F</td>
<td>1.28</td>
<td>0.61</td>
<td>115</td>
<td>34.1</td>
</tr>
<tr>
<td>G*</td>
<td>1.75</td>
<td>0.57</td>
<td>220</td>
<td>29.1</td>
</tr>
</tbody>
</table>

Further confirmation of the correlation between the activation volume and the noise sources can be seen in the MFM images in Fig. 6. These images are of the domain structure in the films in the AC erased state. From these images it is clear that samples D and E exhibit substantially larger domains than samples F and G. This is a real physical confirmation of the significance of the
activation volume and indeed it would be expected that the samples with a course grain structure would exhibit larger noise as was found to be the case for these materials.

The question then arises, is it ever the case that the activation volume agrees with the physical volume? This question will only at best ever have an approximate answer due to the inherent experimental errors associated with any technique to measure an activation volume. In an earlier work [19] we have established that the activation volume does agree with the physical volume for ultra-fine (100Å) particles dispersed at low packing fraction (5%) in a non-magnetic matrix.

The only instance where our studies have shown a close correlation between grain size and the activation volume were on films consisting of barium ferrite particles. In this case, due to the non-metallic nature of the films exchange coupling is not possible and such films exhibit exclusively dipolar coupled behaviour. This has been confirmed by measurements of ΔM. Measurements of the activation volume gave values of (280 - 300)Å compared with a physical grain size estimated to be of the order of 350Å. Hence, for an exclusively dipolar coupled film grain size and activation volume can agree.

It is also worth considering the role of thermal activation and the concept of the activation volume in providing and understanding of the phenomenon of thermal loss of magnetisation. It is generally found to be the case that thermal loss of data is observed to follow an Int law. This is a further manifestation of a range of exponential barriers decaying in unison. A formalism similar to that developed by Gaunt [5] would be expected to explain this phenomenon. Of course, within thin film media there exists a distribution of energy barriers which can be measured by the differential of a remanence curve[17]. Such a distribution is shown in Fig.7.

![Figure 7. Thermal loss and the energy barrier distribution.](image-url)
In the figure we have marked schematically those grains which will be expected to be thermally unstable and also those grains having larger energy barriers areas where difficulties with overwrite would be expected. It is currently suggested that the solution to the thermal loss problem is to increase the overall anisotropy in the system and also shown in the figure is a schematic distribution of the effect of such a change. From this figure it is clear that whilst the thermal loss would be reduced, it would be expected that significant overwrite problems would result from the use of high anisotropy films. Also shown in the figure is the concept of reducing the overall width of the energy barrier distribution which would result in a reduction in overwrite problems whilst simultaneously removing thermal loss effects. This is clearly the ideal solution.

Possible mechanisms to reduce the width of the energy barrier distribution are:
1. A reduction in the width of the grain size distribution.
2. An improvement in the compositional uniformity of the grains within the film.
3. An improvement in the in-plane crystallographic orientation of the grains.
4. An improvement in the uniformity of intergranular exchange coupling.

Thus, it is clear that measurements of parameters such as the activation volume and the detailed characterisation of media including analysis of grain size, will be required in order to allow for improvements in materials and hence in thermal loss performance.
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ABSTRACT

Elemental segregation of CoCrTa and CoCrPt thin films for longitudinal and perpendicular media is investigated using high spatial resolution transmission electron microscopes equipped with compositional analysis facilities. Strong Cr segregation exceeding 20 at% within 1.5-2 nm width is observed along the grain boundaries for both types of CoCrTa films prepared at elevated substrate temperatures. Weaker Cr segregation is observed along the grain boundaries of the longitudinal and the perpendicular CoCrPt films. The strong Cr segregation at grain boundaries is related with the small magnetic cluster size and the low media noise characteristics of CoCrTa thin film media. The Cr content inside the grain is several % lower than the average composition of the CoCrTa films. The magnetocrystalline anisotropy constants (Ku) for different Cr compositions are determined using single crystalline thin film technology to discuss the thermal stability of recorded information.

INTRODUCTION

CoCrTa and CoCrPt thin films are widely applied to longitudinal recording media. They show high coercivities and low noise characteristics which are required properties for high density magnetic recording. The media noise characteristics are interpreted to be associated with the structural and the compositional inhomogeneities of these films, especially non-magnetic Cr segregations. When Cr segregates at grain boundaries, the Cr-rich layer decreases the magnetic exchange coupling between grains, thus increasing the coercivity and reducing the media noise. The size reduction of magnetically isolated grains is an important technology to develop low noise recording media for high density magnetic recording. This is generally realized by reducing the magnetic layer thickness to get a smaller Br = Hc value which leads to a higher recording resolution. However, when the grain size becomes smaller than a certain value, thermal instability of recorded information arises[1]. Employment of perpendicular magnetic recording is an effective way to continuously increase the linear recording density because we can employ a thicker recording layer[2,3].

The microstructural Cr segregation in CoCr-based alloy films with both longitudinal and perpendicular easy magnetization axes has been investigated by electron microscopy studies on chemically etched samples[4,5], analytical electron microscopic studies using X-ray energy dispersive spectroscopy[6], and atom-probe field-ion microscopy[7,8]. The existence of ferromagnetic and paramagnetic phases in the CoCr-based alloy films prepared at elevated temperatures are confirmed through these investigations. These investigations also indicate that the compositional microstructure varies greatly depending on the film composition, thickness, deposition conditions, etc. Analytical electron microscopes equipped with a field emission electron source have been demonstrated to be very effective in the investigation of the film compositional microstructures[9-11]. Clear Cr segregations at grain boundaries are observed for longitudinal[12-14] and perpendicular CoCr-based alloy films[15,16].

In the present paper, we investigate the structural and the compositional microstructures of longitudinal and perpendicular CoCr-based thin films. From the results of microscopic compositional analysis, we consider it important to determine the magnetic properties of core-grains. Thus we used the single crystal magnetic thin film technology[17] to determine the magnetocrystalline anisotropy constants (Ku) of CoCr-alloy thin films to discuss the thermal stability of recorded bits at high areal densities.
EXPERIMENTAL PROCEDURE

Thin film media preparation, structural and magnetic property measurements

CoCrTa and CoCrPt thin films were deposited by dc magnetron sputtering on heated substrates, with Ar pressures at 2-3mTorr. 10 nm thick carbon was sputter deposited as the protective layer for recording experiments. The structures and the magnetic properties of these samples are summarized in Table 1.

Thin film specimens for plan-view transmission electron microscopy (TEM) were prepared by mechanical polishing followed by ion-beam milling. The film thinning was carried out from the substrate side up to the magnetic layer. The removal of the underlayer of CrTi or Ti was confirmed through analytical TEM by monitoring the intensity of the Ti signal. Two analytical TEM techniques were employed in the present study. One is the electron microscopy with a field emission electron source operated at an acceleration voltage of 200 kV (Hitachi: HF2000) using energy dispersive spectroscopy of characteristic X-rays (EDAX). The electron beam probe diameter is estimated to be 1.5 nm. The other employs a similar field emission source TEM equipped with an imaging filter (Gatan: image filter model 678). The imaging filter was based on the electron energy loss spectroscopy (EELS). It was possible with this method to obtain energy-filtered two-dimensional images of compositional distributions with high spacial resolution of about 1 nm and energy loss spectra with a precision of 0.1 V when the electron microscope was operated at 200 kV[11]. This analysis was applied to map two dimensional compositional distributions.

The media noise characteristics were measured using an inductive write head and an MR read head. The magnetization microstructure images were observed by using a magnetic force microscope.

Table 1 Structures and magnetic properties of CoCrTa and CoCrPt thin films

<table>
<thead>
<tr>
<th>Composition (Thickness)</th>
<th>Longitudinal Thin Film Media</th>
<th>Perpendicular Thin Film Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoCrTa (25nm)</td>
<td>CrCrTa (25nm)</td>
<td>CrCrTa (100nm)</td>
</tr>
<tr>
<td>CoCrPt (25nm)</td>
<td>CrCrPt (25nm)</td>
<td>CrCrPt (100nm)</td>
</tr>
<tr>
<td>Underlayer (Thickness)</td>
<td>CrCrTa (50nm)</td>
<td>CrCrTa (50nm)</td>
</tr>
<tr>
<td>CrTi (50nm)</td>
<td>CrCrTa (50nm)</td>
<td>CrCrPt (50nm)</td>
</tr>
<tr>
<td>Deposition Temperature</td>
<td>CrCrTa (50nm)</td>
<td>CrCrPt (50nm)</td>
</tr>
<tr>
<td>300 C</td>
<td>CrCrTa (50nm)</td>
<td>CrCrPt (50nm)</td>
</tr>
<tr>
<td>Ms</td>
<td>480 emu/cc</td>
<td>530 emu/cc</td>
</tr>
<tr>
<td>530 emu/cc</td>
<td>495 emu/cc</td>
<td>470 emu/cc</td>
</tr>
<tr>
<td>Hc (Longitudinal)</td>
<td>2.0 kOe</td>
<td>0.20 kOe</td>
</tr>
<tr>
<td>1.95 kOe</td>
<td>1.60 kOe</td>
<td>1.60 kOe</td>
</tr>
</tbody>
</table>

Preparation of single crystalline magnetic thin films

To investigate the basic magnetic properties of CoCr-based alloy thin films with uniform microscopic compositions, single crystalline magnetic thin films were prepared by employing an epitaxial thin film growth technique[17,18]. A conventional dc magnetron sputtering system was used to sequentially deposit an underlayer (Cr or CrTi, 50 nm), a Co-alloy thin film (25 nm), and a carbon overcoat (10nm) on a mirror polished MgO(110) single crystal substrate. Magnetocrystalline anisotropy constants (Ku) were determined using magnetic torque measurements carried out on single crystalline magnetic thin films. The structural and compositional properties were studied using a high resolution TEM equipped with an EDAX facility.
RESULTS AND DISCUSSION

Longitudinal CoCrTa and CoCrPt thin film media

(Recording noise characteristics)

The linear recording density dependence of media noise measured for CoCr15Ta4 and CoCr13Pt13 longitudinal media are compared in Fig.1. The noise is normalized by the output intensity So recorded at 2 kFCI. The DC-erase noise levels are almost the same for both media, but with increasing linear density, the noise of the CoCr13Pt13 medium increases faster than that of CoCr15Ta4. The noise of the CoCr13Pt13 medium is 1.6 times that of the CoCr15Ta4 medium at 200 kFCI recording density.

(Compositional Microstructures)

A plan-view TEM micrograph of the CoCr15Ta4 longitudinal thin film is shown in Fig.2. Electron diffraction analysis indicates that most of the magnetic grains are aligned with their c-axes parallel to the film plane. The parallel lines in the micrograph are the (0001) lattice planes which are perpendicular to the easy magnetization c-axis. It is possible using the EDAX data to determine the local compositions by referring to the average film composition (CoCr15.2Ta4.8) determined using a wide or scanned electron beam. The average film composition determined by EDAX was similar to that determined by induction coupled plasma spectroscopy (ICPS). EDAX spectra were obtained using a 1.5 nm diameter electron beam along the analysis line indicated in the TEM micrograph. Fig. 3 shows the local concentrations of Co, Cr, and Ta examined for the two crystalline grains including three grain boundaries. The boundary of the two grains seems to be very sharp with no physical separation nor with an amorphous layer. These two grains are selected for the compositional analysis because of the very sharp contrast of the grain boundaries, which proves that the grain boundaries in the specimen are almost parallel to the incident TEM electron beam. If the grain boundary is slanted with respect to the electron beam, it is not possible to determine accurately the grain boundary composition. The dashed lines in Fig.3 show the average compositions of Co, Cr, and Ta determined by ICPS. It is clear that the Cr concentration is increased at the grain boundaries and is decreased inside of the grains when compared with the average Cr composition. The Cr concentration at grain boundary is 23 - 26 at%, while inside the grain it fluctuates between 6 - 12 at%. The Co distribution shows the opposite profile to that of Cr. Namely, Co is depleted at the grain boundary and is enriched inside the grain though there exists compositional fluctuations within the grain. On the other hand, the Ta distribution seems to be scattered both sides of the average compositional line shown in Fig.3. More data are necessary to discuss the compositional segregation profile of Ta. Fig. 4 shows the compositional distributions measured for another CoCr15Ta4 sample. There is also strong segregation of Cr at grain boundaries though the increase of Cr near the boundaries are not so sharp as compared with the results shown in Fig.3. This could be due to slight slanting of the boundary with respect to the incident electron beam for micro-compositional analysis. The Ta intensity profile in Fig.4 resembles to that of Cr. This result indicates that Ta has a little tendency to segregate at grain boundaries[19]. The width of the Cr-enriched region at the grain boundary is estimated to be 1.5 - 2nm taking into account of the probe diameter and the incident angle towards the grain.
Fig. 2 Plan-view TEM micrograph of CoCr$_5$Ta$_4$ longitudinal thin film. Chemical composition is examined for the grain A and B along L1 - L1' line.

Fig. 3 Chemical composition profiles of Co, Cr, and Ta measured for the CoCr$_5$Ta$_4$ longitudinal thin film along L1-L1' in TEM picture shown in Fig. 2.

Fig. 4 Compositional distributions examined another CoCr$_5$Ta$_6$ longitudinal thin film. Ta shows segregation profile similar to that of Cr.
Fig. 5 Plan-view TEM micrograph of CoCr7Pt13 longitudinal thin film.

boundary[14].

Fig. 5 shows a crystalline lattice image of the CoCr7Pt13 thin film, which indicates that the easy magnetization axes of the grains are lying parallel to the substrate. Local compositions were investigated along the L2-L2' line shown in the TEM micrograph. The result is shown in Fig. 6. The CoCr7Pt13 thin film has also Cr segregated grain structure but the amount of Cr concentration at a grain boundary is lower than the previous CoCr7Ta3 thin film case. The Cr composition at the grain boundary is 16 - 18 at% which is only 2 - 4 at% greater than the average Cr composition. The width of the Cr segregated boundary is estimated to be 2-3 nm which is larger that that of the CoCr7Ta3 film. The chemical composition at a distance more than 2 nm inside from the boundary seems almost the same with the average composition(CoCr13.4Pt13.0). The Pt shows an almost flat distribution along the analysis line. These results together with repeated experiments using other parts of the sample show that the amount of Cr segregation at grain boundaries and the diffusion distance of Cr are far smaller than the case of the CoCr7Ta3 thin film though the films were deposited under a similar substrate temperature condition.

Perpendicular CoCrTa and CoCrPt thin film media

(Recording noise characteristics)

The linear recording density dependence of media noise measured for the CoCr7Ta3 and the CoCr9Pt10 perpendicular media is shown in Fig. 7. In contrast to the case of longitudinal media, the perpendicular media noise does not increase much with increasing linear recording density. The DC-erase noise level of the CoCr7Ta3 medium is more than 60% lower than that of CoCr9Pt10 perpendicular medium and this difference is maintained almost up to 300 kFCI.
Scanning electron micrographs of the perpendicular CoCr17Ta3 and the CoCr19Pt10 thin films are compared in Fig. 8. The compositions and the magnetic properties are shown in Table 1. The surface grain diameters of these samples are nearly the same at about 30 nm. Fig. 9 shows the plan-view TEMs and the local composition distributions of the CoCr17Ta3 and CoCr19Pt10 recording media. The electron diffraction analysis showed that the easy magnetization axes of the grains are perpendicular to the film planes. Compositional distributions examined by EELS across the grain boundaries are also shown in Fig. 9. Strong Cr segregation of more than 30 at% is recognizable at grain boundaries for the CoCr17Ta3 perpendicular recording medium. On the contrary, the Cr content at most of the grain boundaries of the CoCr19Pt10 thin film is lower than 25 at%. When the Cr content exceeds 25 at% in the Co-Cr alloy binary system, the region becomes paramagnetic at room temperature[20]. The Cr segregation at the CoCr19Pt10 thin film grain boundaries seems insufficient to decouple the magnetic exchange between the neighboring magnetic grains. On the other hand, the magnetic exchange between neighboring grains seems to be decoupled for the perpendicular CoCr17Ta3 thin film, judging from the strong Cr segregation at grain boundaries. This magnetic behavior should be related with the magnetization structure. The magnetization microstructures of the DC-erase state are compared between the perpendicular CoCr17Ta3 and the CoCr19Pt10 thin films. The MFM images are shown in Fig. 10. The dark contrast regions in the MFM images correspond to the reversed magnetic domains or to the magnetization irregularities which are the major noise source in perpendicular recording media[21,22]. The average size of magnetization irregularities are estimated to be 75 and 130 nm for the CoCr17Ta3 and the CoCr19Pt10 perpendicular media, respectively. The size is 2 to 3 times greater than the average magnetic crystalline grain diameter of the CoCr17Ta3 medium. It is several times greater than the grain diameter of the high DC-erase noise CoCr19Pt10 perpendicular medium. The magnetization irregularity size is expected to depend on the magnetic interaction strength between the neighboring grains. It seems reasonable that the CoCr17Ta3 medium shows the smaller size magnetization irregularity where Cr segregation greater than 25 at% is observed at grain boundaries.

In the case of the longitudinal medium, the major noise source is known to be the magnetization transitions. When the magnetic exchange interaction between grains is stronger while other properties including Hc, Br, Ms, etc. are assumed to be similar, the magnetization transition will broaden by forming wider zigzag transitions. It seems necessary to further

![Fig.7 Linear recording density dependence of media noise for perpendicular CoCr17Ta3 and CoCr19Pt10 thin film media](image)

![Fig.8 Surface morphorogies of perpendicular CoCr17Ta3 and CoCr19Pt10 perpendicular thin films.](image)
Fig. 9 Plan-view TEM and local compositional distributions of CoCrTa3 and CoCrPt10 perpendicular recording media.

CoCrTa: (a) TEM image, (b) Two dimensional EELS image. Bright contrast shows high Cr concentration. (c) Line-scan Cr intensity distribution. Arrows show grain boundaries.

CoCrPt: (d) TEM, (e) Two dimensional EELS image. (f) Line-scan Cr intensity distributions.

Enhance the nonmagnetic element (Cr) segregation at grain boundaries of CoCrPt10 thin films for both the longitudinal and the perpendicular recording media.

The CoCrTa thin films seem to be closer to ideal recording media in terms of magnetic exchange decoupled structure which is the necessary condition for a low noise medium. It is interesting to make a grain model for the low noise medium based on, for example, the experimental results obtained with the longitudinal CoCrTa medium.

Fig. 10 DC-erased state MFM images of perpendicular CoCrTa3 and CoCrPt10 thin film media.
Fig. 12 Cr concentration dependence of saturation magnetization ($M_s$) for Co$_{96-x}$Cr$_x$Ta$_4$ thin film system.

Fig. 11 Cross-sectional TEM (a) and Cr intensity EELS image (b) of longitudinal CoCr$_{15}$Ta$_4$ film.

Such a model can be used for recording property and thermal stability considerations in computer simulations[23,24]. We take into account (1) plan-view Cr segregation structure, (2) cross-sectional Cr segregation structure, (3) average grain size, (4) number of nearest neighbor grains, (5) $M_s$ value of CoCrTa with different Cr composition, (6) average $M_s$, and (7) magnetic layer thickness. Careful EDAX analysis using a finely focused electron beam while changing the incident beam angle with respect to the sample[14] indicates that the Cr enriched thickness is 1nm and the average Cr composition is 22.9 at%. The analysis also indicates that the average Cr concentration inside the grain core is 9.1 at%. The cross-sectional Cr intensity image observed by EELS-TEM is shown in Fig. 11. The interface between the CoCr$_{15}$Ta$_4$ magnetic layer and the Cr-based underlayer is very sharp, indicating no strong Cr diffusion form the underlayer toward the magnetic layer. The Cr content inside the CoCrTa layer seems to be homogeneous along the film growth direction. It is not possible from the cross-sectional EELS-TEM data to profile the Cr concentration along one crystalline grain because of overlapping with the other grains along the thickness direction and the limited resolution (1nm). It seems reasonable, when considering the Cr diffusion behavior from the interior to outside the grain, to assume a similar thickness of Cr enriched layer at the bottom and at the surface of the grain. The average grain diameter and the number of nearest neighbors are determined to be 13.2 nm and 5.4, respectively from the plan-view TEM analysis. The nearest neighbor grain value of 5.4 indicates that the grain can be approximated to be hexagonal with 6 nearest neighbor grains. To estimate the saturation magnetization values of the grain model and to compare the average $M_s$ values measured for the sample, the $M_s$ dependence on Cr concentration is determined using Co$_{96-x}$Cr$_x$Ta$_4$ samples as shown in Fig. 12. The threshold composition of Cr above which the material transforms to non-magnetic is estimated to be 27 at%. Fig. 13 shows the crystalline grain model of the CoCr$_{15}$Ta$_4$ longitudinal medium. From the data, the $M_s$ value of the Cr enriched (22.9 at%) 1 nm thick shell around the hexagonal magnetic core shell is assumed to be 80 emu/cc, while the $M_s$ of core (Cr: 9.1 at%) is assumed to be 650 emu/cc, respectively. The average $M_s$ value calculated from the model crystal grain is 500 emu/cc which is nearly equal to the experimentally determined $M_s$ value of 460 emu/cc.

The amount of Cr segregation of the model still seems insufficient to decouple the magnetic exchange coupling. A similar model can be made for the perpendicular CoCr$_{17}$Ta$_4$.
medium. We should also note that the composition of the grain core, which plays an important role in determining the magnetic properties including the thermal stability of recorded information, is different from that expected from the average composition. It is apparent that we should take into account the intrinsic magnetic properties of crystalline core materials, especially with magnetic exchange decoupled low noise medium.

**Determination of magneto-crystalline anisotropy constants**

In order to determine the intrinsic magnetic properties including Ku value, it is necessary to prepare a well defined Co-alloy thin film specimen with uniform composition and a similar stacking structure to that used in the recording medium. The lattice matching between the underlayer and the Co-alloy magnetic layer is known to give some influence to the magnetic properties[18]. Thus, we used single crystalline thin films with Cr or Cr-alloy underlayers formed on MgO(110) single crystal substrates with layer thicknesses similar to those used for the recording medium[25] to measure the Ku values of Co-alloy thin films. A plan-view TEM micrograph of a CoCrTa4 thin film prepared using the technique[26] is shown in Fig.14. X-ray and TEM diffraction analyses showed that the film is single crystalline. The local Cr composition examined by EDAX remained close to the average composition(15.2 at%) with ± 3% fluctuation[26]. No strong segregation was observed for single crystalline Co-alloy thin films prepared on MgO(110) substrates.

Ku values of some Co-alloy thin films determined using single crystalline films are shown in Table 2. The Ku values determined for single crystalline thin films using the magnetic torque method are found to be higher than those determined using a rotational hysteresis loss method. The Ku value(1 x 10^6 erg/cc) of a polycrystalline CoCrTa4 longitudinal medium determined by rotational hysteresis loss method is nearly 30% lower than that(1.3x10^6 erg/cc) determined using the single crystalline CoCrTa4 thin film. It is pointed out by Uesaka et al. that the Ku value can change greatly depending on the determination method as well as the microstructure of the sample[27]. When Cr segregation is taken into account, the difference in Ku will be further enhanced. A higher Ku value(2.8 x 10^6 erg/cc) is observed for the single crystalline CoCrTa4 thin film whose composition is similar to the core grain of the Cr segregated CoCrTa4 polycrystalline film. It is clear that the Ku value of the core grain is

---

**Fig. 13 Crystalline grain model of the CoCrTa4 longitudinal medium. Co-rich core grain is surrounded by Cr-rich thin shell.**

**Fig. 14 Plan-view TEM micrograph of single crystalline CoCrTa4 thin film.**
more than twice that estimated by the rotational hysteresis method using the polycrystalline CoCrTa specimen. Details of the Ku determination will be published elsewhere.

In Table 2, the KuV/kT values of Co-alloy grains are calculated assuming some grain volumes for longitudinal and perpendicular recording modes. The grain aspect ratio h/d (h: height, d: diameter) is assumed to be 1.0 for longitudinal media and 3.0 for perpendicular media, respectively. When the KuV/kT values becomes smaller than a certain value, the recorded output intensity begins to decrease drastically. Several threshold KuV/kT values are reported based on the experiments [28,29] and computer simulations [24]. It should be pointed out that the KuV/kT value can change by more than 200% depending on the method of Ku determination. Here, for example, when the threshold value of 100[24,29] is assumed, it is clear from the Table 2 that Co-alloy recording media can be used down to 8 nm grain diameter by employing a perpendicular recording mode. On the contrary, it is necessary to keep the grain diameter greater than 15 nm in the longitudinal recording mode. The maximum linear recording density where we can assure a reasonable thermal stability of recorded information seems to be limited around 300 - 400 kFCI (bit length: 83 - 62 nm) with a longitudinal recording mode, as it seems necessary to have at least several crystalline grains within the bit transitions to assure an acceptable media S/N ratio. More detailed studies considering other factors such as the crystalline grain distribution and the temperature dependence of magnetic properties are needed to estimate the attainable linear recording density with Co-based alloy recording media. The proposed crystalline grain model based on the experimental results and the Ku values determined using single crystalline thin films are believed to be useful to discuss the future media properties.

**CONCLUSIONS**

The compositional microstructures of Co-based longitudinal and perpendicular recording media is investigated using high-resolution analytical electron microscopies. Clear Cr segregation is observed for both types of media sputter deposited at elevated temperatures. The Cr concentration at grain boundaries of CoCrTa thin films is several % greater than the average Cr concentration for both type of the media. The thickness of the Cr-enriched region at grain boundaries is estimated to be 1.5 - 2 nm. The Co compositional distribution is opposite to the case of Cr, while that of Ta seems to show similar segregation profile to that of Cr. The amount of Cr segregation for the longitudinal and the perpendicular CoCrPt thin films are only 2 - 4 % greater than the average composition. The Cr distribution profiles inside of the grains are very similar between the longitudinal and perpendicular thin film media. The strong Cr segregation at grain boundaries is related with the small magnetic cluster size and the low media noise characteristics of CoCrTa thin film media.

A model grain structure for the longitudinal CoCrTa thin film media is proposed based on the experimental studies. It is pointed out that the alloy composition of the core magnetic grain is different from the average film composition. It is necessary to take into account the

Table 2 Ku values determined using single crystalline magnetic thin films. KuV/kT values are calculated assuming several grain sizes for longitudinal and perpendicular recording media.

<table>
<thead>
<tr>
<th>Grain volume (nm)</th>
<th>CoCr15Ta4</th>
<th>CoCr12Ta4</th>
<th>CoCrTa4</th>
<th>CoCr15Pt12</th>
<th>Co</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 nm</td>
<td>1.3</td>
<td>1.8</td>
<td>2.8</td>
<td>3.3</td>
<td>4.5</td>
</tr>
<tr>
<td>10 nm</td>
<td>16</td>
<td>22</td>
<td>35</td>
<td>41</td>
<td>56</td>
</tr>
<tr>
<td>15 nm</td>
<td>31</td>
<td>44</td>
<td>68</td>
<td>80</td>
<td>109</td>
</tr>
<tr>
<td>24 nm (8 nm)</td>
<td>106</td>
<td>147</td>
<td>230</td>
<td>270</td>
<td>368</td>
</tr>
<tr>
<td>30 nm (10 nm)</td>
<td>48</td>
<td>66</td>
<td>105</td>
<td>123</td>
<td>168</td>
</tr>
</tbody>
</table>

KuV/kT

- Longitudinal media (h/d=1.0)
- Perpendicular media (h/d=3.0)
core magnetic properties to discuss properties such as the thermal stability of recorded information.

Single crystalline thin films formed on MgO(llO) substrates with similar layer stacking structures to those of recording media are used to determine the magnetocrystalline anisotropy constants. The Ku values thus determined are a useful base-data to discuss the thermal stability of recorded information.
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ABSTRACT

The thermal stability of written bits in high density longitudinal recording media is investigated using magnetic force microscopy (MFM). The time dependence of the MFM signal is examined for different linear densities on CoCrPt-based media of various thickness. At ambient temperature, lesser decay is observed using the MFM compared to spin stand measurements on the same CoCrPtTaNb media on Al which emphasizes the dependence of bit stability with writing conditions. Moderate anneals at 373 K reveal a rapid initial ~ 10% signal decay followed by stable behavior not observed in the magnetization time dependence measurements. 200 kfc tracks on a 20-nm thick CoCrPtTa medium on Si with a coercivity of 3 kOe displayed stable (~ 2%) behavior against a 105-hour anneal at 373 K in air. These results are correlated with media properties to obtain parameters that are good indicators of thermal stability performance.

INTRODUCTION

A significant issue in the increase of linear density in longitudinal magnetic recording is the adverse effect of thermal agitation due to the reduction in size and the magnetic isolation of the grains [1,2]. Many studies have been made especially by magnetometry and spin stand measurements [3,4]. However, correlation of the above measurements with other relevant magnetic properties and with changes in the magnetization patterns due to thermal decay is further needed, especially at elevated temperatures recording media may be subject to. We have recently reported magnetic force microscopy (MFM) investigations of magnetic domain pattern stability with annealing [5] and signal change with time [6]. Detection of signal changes for the latter was made possible by checking the MFM tip sensitivity against previously written tracks [6]. In this paper, we present annealing studies near 373 K on CoCrPtTaNb media on textured NiP/Al [6,7] and on high coercivity CoCrPtTa media on Si.

EXPERIMENT

Media

Two sets of CoCrPt-based media were investigated, one on Al and the other on Si substrates. The media on Al are made of CoCrPtTaNb (CCPTN hereafter), the same composition used for the 8 Gbit/in² demonstration [7]. The media on Si are made of CoCrPtTa (CCPT hereafter). For CCPTN, media of thickness \( \delta = 10, 16, 25 \) nm were sputtered, by varying the deposition time, on a 25 nm-thick CrMo seed layer on NiP/Al substrates textured along the track direction. A detailed description of the structure and room temperature magnetic properties of the textured CCPTN media is given elsewhere [6,7]. Here, a summary of the magnetic properties and selected properties at elevated temperatures is provided. The CCPT media (\( \delta = 20 \) nm) was also sputtered onto a CrMo underlayer. Moreover, a thin buffer layer was first deposited on the Si substrate to break the crystal epitaxy.
Magnetic Force Microscopy

For the CCPTN media, tracks with linear recording densities up to 240 kfcf were first written for spin stand measurements at ambient temperatures covering a period of 65 hours. The change in signal was determined by comparing with a newly written track as described in [3]. For the MFM study, bits were allowed to decay for a while and were later used to detect changes in the tip sensitivity when investigating new tracks [6]. These “calibration” tracks decay negligibly during the period over which newer patterns may be degrading. Written bits were imaged approximately 30 minutes after writing. The same bits were examined over a month. For the annealing studies, several chips were prepared from the disk and heated to ~ 373 K in vacuum (<10^-7 Torr). MFM scans of the same bits were made at room temperature before and after annealing. Locating the same bits on the CCPT media was much more difficult. Therefore, the average signal profile of many transitions in a test coupon was compared to those of annealed coupons from the same Si disk. For the media on Si, annealing was made at 373 ± 2 K in air over a hot plate.

Magnetic Characterization

A vibrating sample magnetometer (VSM) was used to measure the saturation magnetization $M_s$. Remanence curves, magnetization time dependence, and coercivity variation with sweeping field were obtained at room temperature using an alternating gradient force magnetometer (AGFM). Time dependence experiments at 373 K were made using a SQUID magnetometer. The grain anisotropy $K_u$ was estimated using a 45-degree technique suggested by H. N. Bertram and J.-G. Zhu [8,9]. The extrapolated torque $L_a$ at infinite magnetic field is given by

$$L_a = 2\pi M_s^2 + aK_u$$

where $a = \frac{1}{2}$ for a 2-d random c-axis distribution. X-ray data indicate the c-axes to be in plane; a 2-d random orientation was assumed for both media on different substrates. Some anisotropy in the c-axis distribution is expected for the media on textured NiP/AI [10] but this does not change the factor $a$ very much; the anisotropic contribution effect is estimated to be < 10%. For the CCPTN media, the rotational hysteresis loss $W_f$ technique tended to underestimate $K_u$, which could be due to the difficulty in determining when $W_f = 0$ in an inverse field $H^2$ scale [6].

RESULTS AND DISCUSSIONS

Magnetic Properties

Table I lists selected properties of the media at room temperature. The CCPT media on Si exhibits a large coercivity. The room temperature grain anisotropy is significant for this composition, $K_u = 2.2 \times 10^6$ erg/cm³, compared to $1.6 \times 10^6$ erg/cm³ (average of || and ⊥ to track values) for CCPTN. Selected magnetic properties at 373 K and 423 K are shown in Table II.

Figure I shows the dependence of the coercivity with sweeping field for both media. The Barkhausen volume is estimated from the slope of the following relationship derived by P. Bruno et al. [11],

$$H^* = (\ln(dH/dt) + const.) k_B T / M_s V^*$$

where $V^*$ is the Barkhausen volume which corresponds to the unit of switching magnetization at
TABLE I
STRUCTURAL AND ROOM TEMPERATURE MAGNETIC PROPERTIES

<table>
<thead>
<tr>
<th>magnetic layer δ</th>
<th>20 nm</th>
<th>25 nm</th>
<th>16 nm</th>
<th>10 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
<td>Si</td>
<td>NiP/Al</td>
<td>NiP/Al</td>
<td>NiP/Al</td>
</tr>
<tr>
<td>(M_s) (emu/cm(^3))</td>
<td>340</td>
<td>265</td>
<td>270</td>
<td>~ 240</td>
</tr>
<tr>
<td>(M_\delta) (memu/cm(^3))</td>
<td>0.56</td>
<td>0.61</td>
<td>0.35</td>
<td>0.2</td>
</tr>
<tr>
<td>(S^*)</td>
<td>0.82</td>
<td>0.70</td>
<td>0.62</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>(H_c) (Oe)(^\circ)</td>
<td>3100</td>
<td>2760</td>
<td>2360</td>
<td>1315</td>
</tr>
<tr>
<td>(K_u) (10(^6) erg/cm(^3))</td>
<td>2.2</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>(K_u V / k_B T)</td>
<td>142</td>
<td>130</td>
<td>83</td>
<td>52</td>
</tr>
</tbody>
</table>

(a) \(dH/dt = 50\) Oe/s for CCPT and 1000 Oe/s for the CCPTN media (track direction).
(b) \(V\) is average grain size estimated from TEM measurements of 25 nm-thick medium on NiP/Al, \(K_u\) is also from 25 nm-thick medium value; for CCPT, \(V^*\) is taken as \(V\).

TABLE II
MAGNETIC PROPERTIES AT VARIOUS TEMPERATURES

<table>
<thead>
<tr>
<th></th>
<th>25 nm CCPTN</th>
<th>20 nm CCPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M_s) (emu/cm(^3))</td>
<td>373 K</td>
<td>423 K</td>
</tr>
<tr>
<td>(M_\delta) (memu/cm(^3))</td>
<td>~ 230</td>
<td>~ 205</td>
</tr>
<tr>
<td>(H_c) (Oe)</td>
<td>1530</td>
<td>-</td>
</tr>
<tr>
<td>(K_u) (10(^6) erg/cm(^3))</td>
<td>1.3</td>
<td>1.25</td>
</tr>
<tr>
<td>(K_u V / k_B T)</td>
<td>84</td>
<td>71</td>
</tr>
</tbody>
</table>

least for fields near \(H_c\). Assuming cylindrical grains, the estimated diameter is approximately 13 nm for all the media investigated. TEM observations of the 25 nm-thick CCPTN medium are consistent with the above estimation.

Various magnetic properties of CCPTN have been reported before [6]. Figure 2 shows the magnetization decay per decade seconds with reversing field \(H_r\) for various CCPTN media thickness along the track direction and for the 20 nm-thick CCPT medium. This was obtained from time dependence measurements where the media were first saturated followed by application of a \(H_r\) to mimic the effect of demagnetizing fields. The magnetization decayed with time.

Fig. 1. Apparent coercivity with sweeping field for CCPT media (●) and for CCPTN media (open symbols).
at different rates indicating a range of activation energies. The data at 295 K were taken at \( t = 10^1 \) and \( 10^3 \) seconds while the data at 373 K were from \( t = 10^2 \) and \( 10^6 \) seconds. The \( K_s V / k_B T \) values are given in parentheses. Small decay rates (< 2%) are observed for all media at room temperature even for \( H_r = -800 \) Oe. For the 16 nm-thick CCPTN media, the rate of decay dramatically increases at 373 K which is not a very high temperature compared to that inside an operating disk drive.

Dependence on the ratio \( K_s V / k_B T \) is not very clear in the rate of decay (compare, for example, \( K_s V / k_B T = 77 \) for the 16 nm-thick CCPTN medium at 295 K and 84 for 25 nm-thick medium at 373 K). \( M_H \delta \) decreases with temperature which should lead to more stable behavior. The ratio \( M_H \delta / H_c \) which is a measure of the transition length is \( \sim 18 \) nm for the 16 nm-thick sample at 295 K and increases to \( \sim 24 \) nm at 373 K. However, \( M_H \delta / H_c = 37 \) nm for the 25 nm-thick medium such that no clear dependence on this ratio can be established. The instability behavior seems to be more correlated to the coercivity than the above-mentioned parameters. However, the coercivity itself is dependent on \( K_s \) and the intergranular interactions in the medium. The contribution of pinning due to structural inhomogeneity may be significant but is expected not to be strongly temperature dependent over the narrow temperature range under consideration compared to the grain magnetic anisotropy and intergranular interactions. A decrease in \( K_s \) and an increase in the intergranular interactions are consistent with a decrease in the coercivity. However, this leads to the unexpected conclusion that increased (exchange) interaction leads to more significant magnetization decay in a reversing field. This increase may, however, explain the subsequent stability observed in written bits as described below.

From a magnetization decay point of view, media with high coercivities at drive operating temperatures are needed. Therefore, media with sufficiently high Curie temperatures are essential.

**MFM Signal Decay: CCPTN at 373 K**

Magnetization measurements are relatively easy to obtain and it is of interest to determine the correlation with the actual bit signal decay. Figure 3 shows the decay in signal of written bits for different chips annealed at 373 K in vacuum up to 18 hours. The signal is normalized to the original signal before annealing. (The scatter in the data is likely due to the difficulty in controlling the temperature or in preventing overshoots.) There is a rapid decrease in the signal followed by a stable behavior; the chips annealed at 2 hours do not show any further decay after 16 hours of further anneal. No apparent correlation with the magnetization time dependence data is observed. Obviously, the magnetization configuration in a bit transition, acted on by time dependent demagnetizing fields, is quite different from that of a saturated state acted on by a constant applied reversing field. Direct measurement of the signal decay is therefore necessary to predict bit stability.

The rapid decrease in the MFM signal may correspond to small decoupled grains which
become superparamagnetic at 373 K. Small grains are expected to form near the magnetic layer/underlayer interface [3]. The rapid signal decay observed for both the 16 nm and 25 nm-thick media indicates similar proportion of small unstable particles. This suggests that small grains are not necessarily confined at the interface but may be distributed evenly throughout the film thickness. Alternatively, the initial decay may simply be due to the reduction in the coercivity and thus to a reduction in the stability of the magnetization against demagnetizing fields $H_d$. The relaxation of the transition length lowers $H_d$ which may explain the subsequent stability. The enhance exchange interaction mentioned above may also have a significant effect.

MFM Signal Decay: CCPTN at 295 K

We have earlier reported room temperature MFM data for the CCPTN media [6]. Due to the time lag between writing and MFM imaging, it was difficult to establish the reference signal near $t = 0$. Figure 4 shows the change in signal over various times for different linear densities. Spin stand results for the 25 nm-thick medium reveal stable behavior but not for the 10 nm-thick medium. The > 5% difference between the MFM and GMR read head results cannot be explained by differences in the reference ($t = 0$) signal. The read head width was narrow enough not to be adversely affected by the track edges. The head was parked and not directly on top of the written tracks when the signal was not being monitored such that any small head field or head permeability effects can be ruled out. However, different heads were used to write the data for the spin stand and the MFM experiments which suggests that the subsequent behavior of written bits can be significantly affected by write head parameters such as the head field and field gradient. However, this should be more significant for high linear densities. A more evident cause for the discrepancy may simply be the indirect second derivative sensitivity of the MFM to the stray field.

MFM Signal Decay: CCPT at 373 K

200 kfcf tracks on the CCPT medium exhibited stable behavior ($\pm$ 2%) for a 105-hour anneal at 373 K in air. The ratio $K_uV/k_BT = 87$ at 373 K compared to 84 for the 25 nm-thick CCPTN medium. No initial rapid signal decrease was observed. At 373 K, the CCPTN coercivity is much less than that of the CCPT medium (1530 Oe vs. 2300 Oe) which may account for the

Fig. 3. Signal decay with time for 25 and 16 nm-thick CCPTN media at 373 K. Data for 16 nm-thick medium at 295 K is shown for comparison.

Fig. 4. Change in signal for 2 $\mu$m wide bits at ambient temperatures determined by a GMR head and a MFM for various recording densities and magnetic layer thickness.
difference in thermal stability behavior, consistent with the results shown in Fig. 2.

Annealing at 398 K for 1 hour resulted in dramatic changes: ~5% decrease in the signal for 100 kfc1 tracks and ~14% signal decrease for 200 kfc1 tracks. The grain anisotropy is still significant above 398 K. At 423 K, $K_u = 1.3 \times 10^6 \text{ erg/cm}^2$ but $K_u/V/k_BT = 57$. If the coercivity is assumed to be decreasing linearly with temperature, $H_C$ is estimated to be ~ 2 kOe at 398 K. This is not an especially low coercivity. For this case, the significant degradation at 398 K (only 25 K above 373 K where the bits are thermally stable) may primarily be due to the decrease in the ratio $K_u/V/k_BT$. This correlates with the exponential dependence of the relaxation time of magnetically isolated grains with the switching barrier $K_u/V/k_BT$.

CONCLUSIONS

The time dependence of magnetization for CCPTN and CCPT media were found not to correlate with bit signal decay. This is attributed to the difference in magnetization configuration between a saturated state and that of a transition. Direct measurement of the written bit signal degradation is therefore essential. Media coercivity was shown to be a good indicator of thermal stability. Therefore, media with sufficiently high coercivities at drive operating temperatures are essential. A precipitous drop in the signal was observed for the CCPT medium for $K_u/V/k_BT<60$ which suggests the suitability of this parameter for this case.
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ABSTRACT

Thermally induced decay of longitudinally recorded magnetic transitions is measured on a spin-stand. The decay rate increases with increased linear density and decreases with increased media coercivity. A new spin-stand experimental technique has been developed which allows measurements of the time dependence of the media coercivity as a function of write times spanning short times characteristic of write times in drives to long times associated with VSM measurements. The ratio of long to short write time coercivity was larger for media which are thermally unstable.

INTRODUCTION

The rapid increase of areal density of magnetic disk drives requires continued reduction of the crystalline grain size of the magnetic media in order to maintain adequate signal to noise ratio to read back the recorded data reliably. The grain sizes are becoming small enough that the thermal stability of the magnetic state of the grains is becoming an issue. This has caused a recent focus on understanding the conditions under which thermal decay becomes a problem [1,2]. Thermal stability can be increased by increasing the anisotropy, $K_u$, of the media. However, there is concern that write head fields will not be adequate to write low jitter magnetic transitions on the high $K_u$ media, particularly since it is known that the coercivity, which depends strongly on $K_u$, increases with decreased write times. In this work, we first discuss measurements on thermal decay and then present a new technique to characterize the media coercivity at both short and long write times.

THERMAL DECAY

An intuitive understanding of the stability vs. grain geometry trade-offs can be obtained by treating the thermal stability according to a simple phenomenological model in which the magnetic clusters or "grains" are magnetically isolated from one another and have an activation energy against thermally induced reversal of $E_a$. Assuming uniform Stoner-Wohlfarth type rotation, the barrier height is proportional to the anisotropy, $K_u$ and the grain volume, $V$. To ensure stability of 10 years for media, we assume that the average barrier should be ~80 times the thermal energy at room temperature. Figure 1 illustrates this assuming the total grain volume is constant and the grain height is the same as the film thickness. The equation $K_u/Vk_B T=80$ is plotted, for two values of $K_u$, $1.5 \times 10^6$ and $3.0 \times 10^6$ erg/cm$^3$, which for simplicity are assumed to be temperature independent, and two temperatures, 27°C and 100°C. The grains are assumed to have constant thickness $t$ and...
constant thickness $t$ and uniform cross-sectional area $A$.

Grains having higher anisotropy can have smaller volumes and still be stable. At elevated temperatures of drive operation, the grain volume must be larger to ensure adequate stability. From a drive perspective, ever-increasing areal density is desired, which means reducing the magnetic recording layer thickness to allow higher linear density and reducing the size of each individual grain to decrease media noise. However, the combination of the grain dimensions and anisotropy must be such that the grain volume lies at a point above the contour line of Figure 1. Grains volumes that lie below the contour lines are susceptible to significant thermal decay. This simple model indicates how thermal decay depends upon grain properties. In practice the situation is complicated by the presence of magnetic interactions between the grains. Micromagnetic models have been developed to describe thermally activated magnetization processes in thin film media by combining Monte Carlo methods with molecular dynamics calculations that integrate the Landau-Lifshitz-Gilbert equations for arrays of coupled Stoner-Wohlfarth particles. Further complications arise from the fact that polycrystalline magnetic thin film media may have considerable dispersion in the size and magnetic properties of the grains. It is therefore imperative that experimental measurement of the decay be performed to allow quantitative prediction of the lifetime of recorded data.

Experimentally, thermal decay was

![Figure 2. Thermal decay of magnetic transitions recorded at 7kfc/mm on quaternary alloy media. The data have been normalized to the signal obtained immediately after recording. The thinner media decayed much more rapidly.](image-url)

![Figure 3. Top plot: Signal decay vs. time for 0.17Mrt film recorded at 4, 5, 6, and 7kfc/mm linear recording densities. Bottom plot: signal decay of most dense pattern (7kfc/mm) along with several fits to the decay assuming (I) single activation energy (II) uniform distribution of activation energies, (III) lognormal distribution of activation energies. Inset shows the three distribution functions used for the modeling.](image-url)
measured for two material systems. In both, the sputter conditions, compositions and thicknesses were all kept constant except for varying the deposition time, in order to produce magnetic layers which differed in film thickness. The goal was to reduce the volume of the magnetic “grains” to the sizes where thermal decay was observed. Thermal decay was measured on a spin-stand by first writing a set of uniformly spaced magnetic transitions, and then determining the amplitude of the readback signal vs. time for various spacings between transitions. Cross-track profiles were conducted to locate the peak amplitude for all except the 0.1 remanent moment/cm² sample because that particular sample decayed so rapidly that thermal drift was found to be insignificant during the measurement. Concern that changes of read back amplitude might be due to other reasons than thermal decay, such as changes of fly height and head sensitivity was addressed by writing fresh tracks at the end of each decay experiment to ensure that the same amplitude as the initial amplitude before decay was obtained.

Measured thermal decay is plotted for three quaternary magnetic layers grown on Cr underlayers is shown in Figure 2. The MrT was measured with a Remnant Moment Magnetometer (RMM) to be approximately 0.1, 0.2 and 0.3 remanent moment/cm² remanent moment/thickness product (MrT) and the corresponding film thickness were ~50Å, ~100Å and ~150Å, respectively [3]. The readback amplitude decay of magnetic transitions recorded at a density of 7kfc/mm is shown in Figure 2. The read back signal from the 0.3 remanent moment/cm² sample was essentially constant over the 66 hour time period, within experimental error. The 0.2 remanent moment/cm² sample showed a drop of signal of 18% in 19 hours. The 0.1 remanent moment/cm² sample was the most unstable with a significant drop of 30% occurring in just 5 minutes after writing the track. Although not shown, the rate of decay was dependent on the recording density with higher linear density producing a larger rate of decay.

Thermal decay measurements were also made on a ternary sample as shown in Figure 3. Again, a very thin magnetic layer was used in order to produce a disk that demonstrated significant thermal decay at room temperature. The thin-film disk used for the thermal decay measurements was prepared by magnetron sputtering on a NiP-plated Al-Mg substrate. An underlayer of 60 nm was first deposited followed by 20 nm of Cr₈V₂O₂ and finally 5.5 nm of Co₆₄Pt₄₀Cr₂₂. The MrT was measured with a RMM to be 0.17 remanent moment/cm². TEM analysis of films deposited with the same structure except for larger magnetic layer thicknesses of 10.2 and 17.5 nm both demonstrated a grain size of 15 nm[4].

The bottom plot shows how the decay rate varies with recording density. The top curve shows the highest density, 7kfc/mm data plotted. Overlaying that plot are three simulations of the thermal decay in which a distribution of activation barrier energies is assumed. If all the grains were the same size, had identical magnetic properties and were isolated from one another, then one might assume a thermal relaxation process dominated by a single activation energy. However, the data shows that it is not possible to fit the decay curve with a single activation energy. This is consistent with most TEM observations of magnetic media that invariably show a range of crystalline grain size and hence a likely distribution of magnetic cluster sizes. The experimental decay exhibits quite linear behavior vs. log time over many decades of time. This is consistent with a uniform distribution of energy barriers and a fit with such a distribution is also shown in the plot. The best fit was obtained with an energy distribution of FWHM 1.8eV centered at 1.5eV. Note that the low end of the distribution, 0.6eV, corresponds to a stability ratio of 0.6/0.02 =24, much less than the 80 referred to in the introduction. This is consistent with the large thermal decay of this sample, even at room temperature. In practice, it is unlikely that the distribution would be exactly uniform. We also show a fit to the decay assuming a log normal distribution that tails off gradually both at low and high activation energies. This also fits the data, although not quite as well as the uniform distribution. Further experiments are required to narrow down the choice of distribution function.
DYNAMIC COERCIVITY

A general approach to increase data stability for long times is to increase the anisotropy ($K_u$) of each grain, but this approach will be limited by the ability of the head to write high coercivity media at short times. It is important to know quantitatively how much the coercivity varies with write time. As the media becomes more thermally unstable, the coercivity at short times is expected to increase relative to the long time coercivity. Techniques such as VSM, AGFM or RMM all work with write times which are 1 or more seconds long. This is 8 to 9 orders of magnitude longer than the writing times. At very short write times, the relative trends of coercivity can be inferred from the DC erase current which causes maximum media noise and the general trend of the time dependence of the coercivity can be obtained by using multi-pass erase [5]. However, calibration of the write field and dwell time are required and the short dwell time per pass limits the maximum practical write time to be many orders of magnitude less than 1 second, making it difficult to directly connect with RMM, VSM or other coercivity measurement techniques which employ long write times.

Here, we describe a new spin-stand based technique which allows the media coercivity to be determined as a function of write time continuously spanning the short times associated with writing with a head to the long write times intrinsic to VSM measurements. The procedure is to (1) erase a track while the disk is spinning, (2) stop the disk so the slider lands and is stationary, (3) reverse the polarity and write a current pulse of chosen amplitude and duration and (4) spin up the disk and read the signal from the dipulse which was written. The readback signal is averaged to remove electronic noise. Figure 4 shows an example of the readback signal obtained while flying over such a di-bit which was written with the disk stationary. The
positive and negative pulses correspond to the two magnetic transitions on the disk which are separated approximately by the write gap of the head.

Since reversal rates depend strongly on applied field, in these experiments a special unipolar current driver was constructed which minimized any overshoot of the current pulse generating the write head field and kept the current constant as much as possible during the entire pulse. Figure 5 shows examples of both short and long time current pulses used for writing the di-bit. Efforts were made to minimize any overshoot of the current pulse and to keep the current constant as much as possible during the entire pulse.

![Figure 5. Estimated Head Field](image)

Figure 5. Estimated Head Field

Figure 6 shows examples of both short and long time current pulses used for writing the di-bit. Efforts were made to minimize any overshoot of the current pulse and to keep the current constant as much as possible during the entire pulse.

![Figure 6. Readback Signal vs. Write Current](image)

Figure 6. Readback signal vs. write current for short (30ns) and long (50ms) write pulse. Lines are only to guide eye.

Measurements were made for a range of pulse widths and currents and the results are summarized in Figure 7. In this figure, the plotted points correspond to the current necessary for the di-bit amplitude to be 1/2 the saturated readback amplitude. The left axis of the plot shows the current versus pulse time.
The current necessary to write a given amplitude di-bit is less when longer pulse widths are used. Disk A, which has an Mr of approximately 1 memu/cm$^2$ and is quite stable against thermal decay, exhibited a very gradual increase of coercivity with decreased write pulse width. In contrast, disk B, the NSIC 0.17 memu/cm$^2$ sample, exhibited a much stronger drop of coercivity with increased pulse width which is presumably due to a thermal effect since disk B showed substantial thermal decay at room temperature.

The current increases with decreased pulse width. The increase is rather gradual, down to pulses of 1/2 µs and then the required current increases rapidly. The cause of this increase is under investigation and will be reported on elsewhere. The right hand axis shows an estimated coercivity as a function of the write time. This is obtained by assigning a value of the disk coercivity for 1 second long write times to be the same value measured by an RMM, which also uses a 1 second write time. Figure 6 also shows measurements on disk B, the 0.17 memu/cm$^2$ disk described above. For shorter write times, this experiment determines not just the media response, but the total system response of the media, write head and write driver. Thus, while the media coercivity appears to increase rather dramatically when the pulse duration is less than ~1 µs, it is likely that this increase is due to head rise time effects. Efforts are underway to deconvolute the head response from the media response.

SUMMARY

A new spin-stand based experimental technique has been developed which allows the time dependence of the magnetic media to be determined over many orders of magnitude of write time. This technique allow measurements in a VSM to be readily correlated to spin-stand performance. Thermally unstable materials showed the largest dependence of coercivity on write-time. The thermal decay of two material systems was examined. The decay was found to increase with increased linear density, consistent with demag field enhanced thermal instability. Media having thinner magnetic layers were much more prone to thermal decay.
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EFFECT OF GRAIN SIZE AND MAGNETIC SWITCHING VOLUME ON MEDIA NOISE DUE TO INTERGRANULAR COUPLING IN CoCrTaPt/Cr THIN FILM MEDIA
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ABSTRACT

In this work the effect of grain size and magnetic switching volume on media noise due to intergranular coupling for CoCrTaPt/Cr thin film media deposited at substrate temperature of 160 and 260°C are investigated. The film deposited at substrate temperature of 260°C showed weaker intergranular interaction and lower media noise compared to the film deposited at 160°C. The magnetic switching volume (V*) is an important consideration for thermal stability and media noise in high density recording media. The magnetic switching volume V* for the film deposited at 160 and 260°C was calculated to be 3.7 x 10¹⁸ and 3.2 x 10¹⁸ cm³ respectively. The magnetic switching volume is correlated to the average Co-alloy grain size, media noise and the interactions between the grains.

INTRODUCTION

High density recording media will require materials with high coercivity (Hc), low noise and magnetically de-coupled smaller grains. The magnetic switching volume will also become an issue for thermal stability due to the reduction in grain size [1,2]. The thermal stability requirement is that KuV*/k_BT ≤ 100 where Ku, k_B, T are the anisotropy constant, Boltzmann’s constant and temperature respectively. The magnetic switching volume can be obtained by measuring the coercivity as a function of the sweep rate of the applied field. As the substrate temperature increases from 160 to 260°C the average Cr and Co-alloy grain size increases but the media noise reduces due to the weaker intergranular interaction.

Here we report the results of the dependence of physical Co-alloy grain size and magnetic grain size on media noise due to the intergranular coupling for the CoCrPtTa/Cr media deposited at a substrate temperature of 160 and 260°C.

EXPERIMENT

The samples investigated in this study were CoCrPtTa/Cr thin film media deposited at substrate temperature of 160 and 260°C on textured NiP/Al substrates with DC-magnetron sputtering. The magnetic properties and the intergranular interaction measured in terms of the ΔM curves for the films were determined using a vibrating sample magnetometer. The anisotropy constant (Ku) was determined using Torque Magnetometer. The magnetic switching volume was determined using a Alternating Gradient Force Magnetometer (AGFM). High Resolution Transmission Electron Microscopy (HRTEM) was used to determine the average Co-alloy and Cr underlayer grain size. Magnetic recording measurements were made with a dual element head consisting of thin film inductive head for writing and MR head for read back.
RESULTS AND DISCUSSIONS

The coercivity (He), Mrt, coercivity squareness (S*) and the anisotropy constant (Ku) for the films deposited at 160 and 260°C are given in Table 1. The film deposited at 160°C has He = 1900 Oe, Mrt = 0.90 memu/cm² and higher S* value compared to the film deposited at 260°C which has a coercivity of 2700 Oe and Mrt = 0.90 memu/cm². The magnetic interaction between the grains was measured in terms of the ΔM curves [3]. Fig. 1 shows the ΔM curves for the two samples, the film deposited at 160°C has a positive peak value of ΔM = +0.55 while the film deposited at 260°C has ΔM = -0.20. This is indicative of the weaker exchange interaction between the grains for the film deposited at higher substrate temperature. The media noise and SNR as a function of recording density for the two samples are shown in Fig. 2 and 3 respectively. The film deposited at 260°C has 35% lower media noise and 5 dB higher SNR at 150 kfc recording density in comparison to the film deposited at 160°C. The lower value of S*, ΔM and media noise is indicative of weaker intergranular interaction between the grains for the media deposited at higher substrate temperature. Similar media noise characteristics as a function of deposition temperature has been reported in case of CoCrTa/Cr media[4].

Table 1: He, Mrt, S* and Ku for the CoCrPtTa/Cr thin film media deposited at different substrate temperature.

<table>
<thead>
<tr>
<th>Substrate Temperature (°C)</th>
<th>He (Oe)</th>
<th>Mrt (memu/cm²)</th>
<th>S*</th>
<th>Ku (ergs/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>1900</td>
<td>0.90</td>
<td>0.93</td>
<td>1.9 x 10⁶</td>
</tr>
<tr>
<td>260</td>
<td>2700</td>
<td>0.90</td>
<td>0.76</td>
<td>2.1 x 10⁶</td>
</tr>
</tbody>
</table>

Fig. 1. ΔM curves for the CoCrPtTa/Cr films deposited at 160 °C and 260 °C.
Fig. 2. Media Noise vs. Recording Density for CoCrPtTa/Cr media deposited at 160 °C and 260 °C.

Fig. 3. SNR vs. Recording density for CoCrPtTa/Cr media deposited at 165 °C and 260 °C.
The magnetic switching volume for the two samples was measured by the dependence of the
apparent coercivity on the sweep rate of the magnetic field using the AGFM. The coercivity as a
function of the sweep rate of the magnetic field is given by [5,6]

\[ H_c = C + \left[ \frac{k_B T}{V^* M_s} \right] \ln \frac{dH}{dt} \]  

where C is a constant independent of the field-sweep rate. The magnetic switching volume can
be obtained from the slope of \( H_c \) vs. \( \ln(dH/dt) \) plot. Fig. 4 shows the dependence of \( H_c \) on
\( \ln(dH/dt) \) for the samples deposited at 165 °C and 260 °C. The sweep rate was varied from 50
Oe/s to 1000 Oe/s. Both the samples exhibit the approximate linear relation of \( H_c \) on \( \ln(dH/dt) \).

From the slope, one can estimate the magnetic switching volume from Eq. (1). The \( V^* \) was
estimated to be \( 3.7 \times 10^{18} \) and \( 3.2 \times 10^{18} \) cm\(^3\) for the films deposited at 160 °C and 260 °C
respectively. Using this value and the film thickness, the diameter of the magnetic grain can be
estimated assuming that it is a cylindrical cell whose height is the thickness of the film[7]. The
magnetic grain diameter is about 140 Å for the film deposited at 160 °C and ~130 Å for the film
deposited at 260 °C.

Next we report the physical grain size determined using TEM. Fig. 5a and 5b shows the
HRTEM micrographs of the magnetic layer for the films deposited at 160 °C and 260 °C
respectively. As the substrate temperature increases the average Co-alloy and Cr grain size
increases. The average Co-alloy grain size for the film deposited at 160 °C is about 109 Å and for
the film deposited at 260 °C is about 150 Å. The Cr grain size increased from 170 to 250 Å with
the increase in deposition temperature from 160 °C to 260 °C. Table 2 summarizes the average
Co-alloy and Cr grain size, magnetic grain diameter, peak value of \( \Delta M \), and \( KuV^*/k_B T \) value for
the films deposited at 160 °C and 260 °C.

![Graph](image)

Fig. 4. \( H_c \) vs. \( \ln(dH/dt) \) for the CoCrPtTa/Cr films deposited at 160 °C and 260 °C.
Fig. 5(a). HRTEM micrographs for CoCrPtTa/Cr thin film media deposited at 160 °C.

Fig. 5(b). HRTEM micrographs for CoCrPtTa/Cr thin film media deposited at 260 °C.
Table 2. Average Co-alloy and Cr grain size, V*, Magnetic grain size and KuV*/kBT for the CoCrPtTa/Cr films deposited at 160 °C and 260 °C.

<table>
<thead>
<tr>
<th>Property</th>
<th>Ts = 160 °C</th>
<th>Ts = 260 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Co-alloy grain size</td>
<td>109 Å</td>
<td>150 Å</td>
</tr>
<tr>
<td>Average Cr grain size</td>
<td>170 Å</td>
<td>250 Å</td>
</tr>
<tr>
<td>V*</td>
<td>3.7 x 10^{18} cm^3</td>
<td>3.2 x 10^{18} cm^3</td>
</tr>
<tr>
<td>Magnetic grain size</td>
<td>140 Å</td>
<td>130 Å</td>
</tr>
<tr>
<td>KuV*/k_BT</td>
<td>178</td>
<td>154</td>
</tr>
</tbody>
</table>

CONCLUSION

In this work we correlate the effect of Co-alloy grain size and magnetic grain size on media noise due to intergranular coupling for the CoCrPtTa/Cr thin film media. As the substrate temperature increases the average Cr underlayer and the Co-alloy grain size increases. The Hc appears to be correlated to the grain size. For the film deposited at 160 °C the average Co-alloy grain size is about 109 Å while the magnetic grain diameter is about 140 Å, and for the film deposited at 260 °C the average Co-alloy grain size is ~ 150 Å while the magnetic grain size is about 140 Å. The CoCrPtTa/Cr thin film deposited at lower substrate temperature (160 °C) has smaller Co-alloy grain size but larger magnetic grain diameter due to the strong intergranular interaction resulting in higher media noise. But for the film deposited at 260 °C the average Co-alloy grain size is roughly the same as the magnetic grain size due to the weaker exchange interaction between the grains as reflected by the lower positive peak value of ∆M and S*, resulting in lower media noise. Thus it is not only necessary for future low noise media to have small physical Co-alloy grain size but also exchange de-coupled grains so that the magnetization reversal roughly takes place in the unit of the magnetic grain size.
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EFFECTS OF DC BIAS ON THE THERMAL STABILITY OF DC IN-LINE SPUTTERED CoCrTa/Cr THIN FILM MEDIA
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ABSTRACT

The effects of DC bias on the thermal stability and magnetic anisotropy of CoCrTa/Cr thin film media fabricated by using a DC in-line sputtering machine is presented in this paper. In sputtering, a negative DC bias voltage, varying from 0 to 400 V, was applied for the CoCrTa layer. The coercivity was observed to increase almost linearly from 1800 to 2300 Oe for negative bias voltage from 0 to 400V. The thermal stability of these media was studied by measuring the time decay of remanent magnetization under various reverse magnetic fields. The maximum value of the magnetic viscosity coefficient, which happens around remanent coercivity of each samples, decreases with increasing substrate bias voltage. This implies an improvement in the thermal stability of the CoCrTa/Cr thin film media. The magnetic anisotropy constants were measured using both a torque magnetometer and a vibrating sample magnetometer. The magnetic anisotropy measured using torque magnetometer decreases, while that measured using the method of the law of approach to saturation was found to be almost constant, with increasing bias voltage. The activation volumes decreased with increasing bias voltage. The magnetic hardness coefficient determined using the law of approach to saturation, indicating the number of in-depth defects in the CoCrTa layer, increased with increasing bias voltage. The internal stress in these films measured using X-ray diffractometer also supported the existence of in-depth defects. The pinning of the rotation of magnetization by these defects in the magnetic grains maybe responsible for the improvement of thermal stability.

INTRODUCTION

Substrate bias has been known to be a useful sputtering parameter for modifying film properties [1]. Both DC and RF bias technology have been used to increase the coercivity of sputtered hard disk media. Many groups have studied the effects of substrate bias on magnetic properties of sputtered films [2–6]. Glijer et al. reported RF substrate bias increases stress and possibly the amount of faulting in the films [7]. Deng et al. reported that the increase of coercivity of CoCrTa/Cr thin film media with increasing bias voltage resulted from the variation of the film composition [8]. Deng et al. also ruled out the effects of the increased substrate temperature induced by bias voltage on the magnetic properties of the CoCrTa/Cr films [9]. Okumura et al. reported that the application of low negative bias voltage to a substrate during sputtering enhances Cr segregation in CoCr grains in CoCr/Cr films [10]. Hence, Ms and He were found to increase. They also found that the application of a high negative bias makes the distribution of Cr within grains homogeneous and hence enhances the diffusion of Cr from the Cr underlayer to grain boundaries, giving rise to a decrease in Ms and an increase in He. Lal et al. used the bias technique to develop a coercivity-gradient double magnetic layer thin film media [11] and recently reported that the bias only for Cr underlayer did not affect He. The application of bias during magnetic layer or during both Cr and magnetic layers deposition increased the in-plane He, reduced media noise and NLTS, and increased SNR [12].

Recently, thermal instability study for longitudinal thin film media has become very important as superparamagnetism will be the big obstacle for the recording areal density of longitudinal media to go beyond 40 Gbit/in² [13]. Han et al. found that RF bias can reduce the magnetic viscosity coefficient for CoCrTa/Cr thin film media [14]. However, no further explanation and investigation was given. In this paper, the influence of DC negative substrate bias on the thermal stability of
CoCrTa/Cr thin film media was investigated by measuring the magnetic viscosity coefficient, magnetic anisotropy, activation volume and in-depth defects.

**EXPERIMENT**

CoCrTa/Cr thin film media were deposited on textured NiP/Al substrates using an in-line DC magnetron sputtering system. The thickness of the Cr underlayer is about 90 nm. The negative DC bias voltage was applied during the deposition of CoCrTa magnetic layer. No substrate bias was applied during Cr underlayer deposition. A set of CoCrTa/Cr samples were obtained by varying the substrate DC bias voltage from 0 to -400 V while keeping all the other sputtering condition at the same. The deposition pressure is 8m Torr and the substrate preheating temperature before Cr layer deposition is about 250 °C.

The bulk magnetic properties of the samples were measured using a vibrating sample magnetometer (VSM). The magnetic anisotropy was measured using a torque magnetometer. The law of approach to saturation was also used to determine the effective magnetic anisotropy [15]. In-depth defects were investigated by measuring the magnetic hardness coefficient using the law of approach to saturation [16].

The time decay of magnetization was measured for various reverse magnetic fields ranging from \( H_{rev}/H_c = 0.9 \) to 1.10. The coefficient of magnetic viscosity \( S \) is obtained from the following relationship

\[
M(t_H_{rev}, t) = M(H_{rev}, 0) + S \cdot \ln(t)
\]

where \( M(H_{rev}, t) \) is the remanent magnetization of the thin film at the in situ reverse field \( H_{rev} \) and the decay time \( t \) following application and then removal of a saturation field (10 kOe). \( M(H_{rev}, 0) \) is the initial \( t=0 \) remanent magnetization of the thin film at the same reverse field \( H_{rev} \). The thermal activation volume \( V_a \) was determined from \( V_a = k_B T / M \). The fluctuation field \( H_f = S / M \) was derived from the irreversible susceptibility \( 1/T \), calculated from dc demagnetization remanence curves (DCD), and the magnetic viscosity coefficients [17]. The crystallographic texture and stress in the films was determined using an X-ray diffractometer (XRD). Rutherford back scattering (RBS) was used to measure the film composition and film thickness.

**RESULTS**

Table I summarizes the bulk magnetic properties for the samples deposited under various bias voltages. Listed are the coercivity \( H_c \), the remanence magnetization thickness product \( S \), the remanence magnetization \( M_r \), the coercivity squareness \( S^* \), and the remanent squareness \( SQ \). \( H_c \) shows an almost linear increase with increasing bias voltage. \( M_r \) also shows a decrease with increasing bias voltage.

<table>
<thead>
<tr>
<th>Substrate bias voltage (V)</th>
<th>Magnetic Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( H_c ) (Oe)</td>
</tr>
<tr>
<td>0</td>
<td>1856</td>
</tr>
<tr>
<td>-100</td>
<td>1919</td>
</tr>
<tr>
<td>-200</td>
<td>2145</td>
</tr>
<tr>
<td>-300</td>
<td>2173</td>
</tr>
<tr>
<td>-400</td>
<td>2287</td>
</tr>
</tbody>
</table>

The thickness and the composition, measured using RBS, for the CoCrTa/Cr samples are shown in Table II. The thickness of the CoCrTa layer is nearly constant for the different samples. The composition of CoCrTa layer also shows no significant variation with increasing bias voltage up to
The film deposited under -400V bias voltage has higher Cr content than those deposited under low bias voltage.

Table II. Thickness and composition of CoCrTa/Cr media deposited under various DC bias voltages.

<table>
<thead>
<tr>
<th>Bias voltage (V)</th>
<th>Thickness (Co alloy)</th>
<th>Thickness (Cr underlayer)</th>
<th>Co (%)</th>
<th>Cr (%)</th>
<th>Ta (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>36 nm</td>
<td>93 nm</td>
<td>80</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>-100</td>
<td>38 nm</td>
<td>109 nm</td>
<td>80</td>
<td>15.8</td>
<td>4.2</td>
</tr>
<tr>
<td>-200</td>
<td>38 nm</td>
<td>94 nm</td>
<td>82</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>-300</td>
<td>37 nm</td>
<td>85 nm</td>
<td>80</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>-400</td>
<td>35 nm</td>
<td>94 nm</td>
<td>74</td>
<td>22</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig.1 gives the atomic force microscope (AFM) images for samples deposited without bias voltage and with 300 V bias voltage. It shows smaller grains in the later. It was also found that the average grain size decreased with increasing bias voltage [5].

The time decay of magnetization for samples deposited with different bias voltages were measured under various reverse magnetic fields. As an example, Fig.2 shows the magnetization decay in the range of 300 seconds at various reverse fields for CoCrTa/Cr sample deposited with 300 V bias voltage. The beginning of the time decay process for magnetization is more important for analyzing the problem of thermal stability [14]. In the following discussion, the magnetic viscosity coefficient S is calculated for the samples within the 300 seconds. Fig.3 shows the variation of the magnetic viscosity coefficient S with the reverse magnetic field normalized by the film remanent coercivity for CoCrTa/Cr samples deposited without bias voltage and with -300 V bias voltage. The magnetic viscosity exhibits a pronounced peak at the field values for \( H_{rev}/H_{cr} = 0.97-1.0 \). The maximum peak values of the magnetic viscosity coefficient were obtained from these curves.

The variation of the maximum magnetic viscosity coefficient for samples with the bias voltage is shown in Fig.4. A very important observation was found that the peak values of the magnetic viscosity coefficient decreased by 100% with increasing negative bias voltage from 0 to 300 V and then increased for sample deposited with 400 V bias voltage. This result suggests an improvement in thermal stability for CoCrTa/Cr thin film media sputtered with increasing substrate bias voltage up to a certain value.
So far, it is believed that the ratio of the anisotropy energy barrier to the thermal energy $KV/k_B T$ is key to understanding the behavior of the thermal instability although this ratio was obtained based on a uniform rotation model without considering interaction between magnetic grains [16,18]. To determine the anisotropy energy barrier effect on magnetic viscosity coefficient, both the activation volume and the magnetic anisotropy were measured for the samples. The peak values of magnetic viscosity coefficient $S$ and $\chi_m$ obtained from the dc demagnetization remanent curves were used to calculate the magnetic fluctuation field $H_f$ and thus the activation volume [17]. Fig. 5 shows the variation of the activation volume with the bias voltage. The activation volume decreases with increasing bias voltage. If the thin film samples become thermally stable, one of the possibilities is the increase of the activation volume. However, the activation volume alone cannot account for the improvement of thermal stability for samples deposited under bias voltage. The magnetic anisotropy may be another factor to consider.

Two methods were applied to measure the magnetic anisotropy constants for the CoCrTa/Cr thin film media samples. First, torque magnetometry was used to measure the magnetic anisotropy along the
The magnetic field rotates in a plane defined by the sample's circumferential direction (L direction) and the sample normal, with the initial field along the L direction. The total net anisotropy ($K$) can be obtained from $K = 2\pi M_s^2 + K_u = I_{tp}/2V$, where $2\pi M_s^2$ is the shape anisotropy of the crystallites in the film, $K_u$ the film uniaxial anisotropy, $V$ sample volume and $I_{tp}$ the peak-to-peak torque. The magnetic anisotropy constant $K_u$ for the CoCrTa/Cr samples measured using torque magnetometer are shown in Fig.6. The magnetic anisotropy constant $K_u$ decreased with increasing negative bias voltage up to 300 V and then increased a little at 400 V. The uniaxial magnetic anisotropy measured using the torque magnetometer is mainly contributed magnetocrystalline anisotropy. The drop in the magnetocrystalline anisotropy may result from the increase in the imperfection in magnetic grains with increasing bias voltage. The details will be discussed later. We also used the law of approach to saturation, as shown in Eq. (2), to measure the effective magnetic anisotropy. The law of approach to saturation can be expressed as

$$M_H = M_s \left(1 - \frac{a}{H} - \frac{b}{H^2} - \cdots \right) + M_{pH}$$

where $H$ is the applied magnetic field, $M_s$ the saturation magnetization and $M_{pH}$ the magnetization. The paramagnetic term $M_p$ caused by an increase in the spontaneous magnetization by the high external magnetic field is small and negligible. The origin of the $a/H$ term was attributed to dislocations and non-magnetic inclusions or voids [15, 16, 19], $a$ is called the magnetic hardness coefficient. The origin of the $b/H^2$ term is from the different types of magnetic anisotropies [16, 20]. It was shown that the coefficient $b$ is equal to $4K_u^2/3M_s^2$ for uniaxial magnetic anisotropy [20], where $K_u$ is the effective anisotropy. $K_u$ was determined by fitting the process of approach to saturation. The magnetic anisotropies determined in this way is thus an average and covers all magnetic anisotropy energies including magnetocrystalline anisotropy, stress anisotropy, shape anisotropy and other anisotropy. The effective magnetic anisotropy constant $K_u$ measured using Eq. (2) for the CoCrTa/Cr samples deposited with various bias voltage are shown in Fig.6. The measured $K_u$ is almost constant with increasing bias voltage within measurement tolerance. This difference between $K_u$ and $K_u$ may come from stress. In these CoCrTa/Cr thin film samples, the magnetic shape anisotropy cannot contribute to the above difference as the the shape of the magnetic grains shows very little variation with bias voltage. Stress anisotropy may be the cause.

As discussed above, both the variation of the activation volume and magnetic anisotropy with the bias voltage cannot account for the improvement of thermal stability in CoCrTa/Cr thin film media. One possible contributor could be defects in the media.

The magnetic hardness coefficient was determined using Eq. (2) to characterize the in-depth defects in the CoCrTa/Cr thin film media. Néel studied the relationship between the magnetic hardness.
coefficient and the density of iron powder and found that voids in sample increased the magnetic hardness coefficient [13, 18]. Brown found that the magnetic hardness coefficient increased with the number and the distribution of the dislocation in magnetic films [19]. Fig. 7 shows the variation of the magnetic hardness coefficient with the bias voltage for CoCrTa/Cr samples. The magnetic hardness coefficient shows a very clear linear increase for negative bias voltage from 0 to 400 V. This indicates an increase in in-depth defects. The in-depth defects here can be stacking faults, dislocation, and impurity in the film. These in-depth defects may pin the rotation of magnetization in the magnetic grain and thus improve the thermal stability. The increase of the number of in-depth defects is also consistent with the increase of the stress in films. X-ray diffraction shows that the in-plane stress for CoCrTa/Cr thin film media increases from 1.6 to 3.9 GPa with increasing bias voltage from 0 to 400 V. Further detailed analysis of the in-depth defects using high-resolution TEM is needed.

CONCLUSIONS

The effect of negative substrate bias voltage on the thermal stability was investigated by measuring the time decay of magnetization for CoCrTa/Cr thin film media. It was found that the CoCrTa/Cr thin film media became thermally more stable when deposited under higher bias voltage. Magnetic anisotropy was measured and analyzed using both torque magnetometer and the law of approach to saturation. The activation volume was measured using the Wohlfarth's equation. Both the variation of the magnetic anisotropy and the activation volume cannot explain the improvement in thermal stability of these films. It was found that the incorporation of in-depth defects induced by higher bias voltage during deposition, as evidenced from the increasing magnetic hardness coefficient, may be the cause for the improvement in thermal stability. These in-depth defects might have contributed to the pinning of the rotation of magnetization in films.

REFERENCES

ABSTRACT

We present Monte Carlo and Langevin micromagnetic calculations to investigate thermal switching of single-domain ferromagnetic particles. For the Monte Carlo study we place particular emphasis on the probability that the magnetization does not switch by time \( t \), \( P_{\text{not}}(t) \). We find that \( P_{\text{not}}(t) \) has different behaviors in different regimes of applied field, temperature, and system size, and we explain this in terms of different reversal mechanisms that dominate in the different regimes. In the micromagnetic study of an array of Ni pillars, we show that the reversal mode is an 'outside-in' mode starting at the perimeter of the array of pillars.

INTRODUCTION

All facets of the dynamics of nanoscale magnetic materials are currently active areas of research. The ability to construct single-domain nanoparticles via various methods and to measure the properties of individual nanoparticles and small arrays of nanoparticles [1—4] provides clean experiments compared with previous studies of mixtures of magnetic particles. One of the driving forces for applications is the rapid increase in density of magnetic recording devices, and the associated need to store each bit of information on a smaller number of grains [5]. On the theoretical and simulational side, a detailed understanding of nucleation and growth mechanisms that lead to the decay of a metastable state in finite systems has led to the identification of different decay modes in different parameter regimes [6—10]. In addition, new simulation algorithms are becoming available that may allow microscopic simulations at the inverse phonon frequency to extend to the technologically important time scales of years [11, 12].

In this brief paper we concentrate on using the thermal activation picture of nucleation and growth in simple metastable systems to better understand the reversal mechanisms for more realistic models of magnetism. We present Monte Carlo simulations for \( P_{\text{not}}(t) \), the probability that the metastable magnetization has not yet reversed at time \( t \). We show how well this simulation of a heterogeneous system fits our theoretical description for \( P_{\text{not}}(t) \). We also present Langevin micromagnetic results for an array of Ni pillars. In the Langevin micromagnetic calculations the switching mechanism involves escape over a saddle point driven by random thermal fluctuations at constant field, rather than the deterministic disappearance of the metastable state as the field increases [13, 14]. Consequently, the Langevin micromagnetic calculations have the ability to measure \( P_{\text{not}}(t) \) directly.

MODELS AND METHODS

We have preformed two types of computer calculations. The first consists of Monte Carlo
simulations [15] of the square-lattice Ising model with Hamiltonian
\[
\mathcal{H} = -J \sum_{\langle i,j \rangle} s_i s_j - \sum_i H_i s_i ,
\]
where \( s_i = \pm 1 \) and the local fields \( H_i \) are random numbers uniformly distributed between a maximum and a minimum value. This work uses periodic boundary conditions and a Glauber Monte Carlo update at randomly chosen sites. The initial state has all spins up, and at \( t=0 \) a negative field \( \langle H_i \rangle \) is applied. The unit of time is Monte Carlo Steps per Spin (MCSS). A rigorous derivation of the stochastic Glauber dynamic for Ising models from microscopic quantum Hamiltonians has been established under certain conditions in the thermodynamic limit [16], with the Monte Carlo time unit related to heat-bath phonon frequencies. This simulation has been performed to test our prediction for the forms of \( P_{\text{not}}(t) \) in a system with quenched bulk randomness.

In order to simulate models with realistic spin degrees of freedom, we have programmed a Langevin micromagnetics code similar to that reported in [17]. We have used a phenomenological damping parameter \( \alpha \), and classical spins of constant length given by the bulk saturation magnetization \( M_s \). Then at each lattice site \( i \) there is a scaled magnetization \( M_i = M_s / M_s \). The standard Ginzburg-Landau-Lifshitz micromagnetic equation [13, 14]
\[
dM_i / dt = -M_i + \alpha M_i \times \mathbf{H}_{\text{eff}} + \alpha M_i \times \mathbf{C}(t)
\]
(2)
The scaled effective field at each site, \( \mathbf{H}_{\text{eff}} \), contains contributions from terms including the exchange interaction, the dipole-dipole interaction, the interaction due to crystalline anisotropy, the applied field, and a scaled noise term proportional to the the Langevin fields \( \mathbf{C}(t) \) [14, 17]. The Langevin noise term \( \mathbf{C} \) and the integration time step \( \Delta t \) are related by \( \zeta_i \propto \Delta t \). Even though the set of equations used in this Langevin micromagnetics simulation are approximations to the actual equations [18], the approximation should be reasonable far below the critical temperature. We have used a fourth-order Runge-Kutta algorithm as the integration scheme in order to keep the length of the \( M_i \) constant.

RESULTS
In the Ising simulation, we used \( 100 \times 100 \) lattices at \( T=0.8T_c \approx 1.815J \). As in the case of homogeneous nucleation [7], homogeneous nucleation for single-domain Ising particles with demagnetizing fields [8], and for single-domain Ising particles with different boundary conditions [9], we have identified different decay regimes [6 — 10]. The functional form for quantities such as \( P_{\text{not}}(t) \) are different in the different decay regimes. In particular, in the single-droplet (SD) regime of a single-domain magnetic particle, \( P_{\text{not}}(t) = \exp(-t/\tau) \). Here \( \tau \) is the average lifetime for the decay of the metastable magnetic state due to thermal fluctuations. However, in the multi-droplet (MD) regime for single-domain particles the functional form for \( P_{\text{not}}(t) \) is given by
\[
P_{\text{not}}(t) = \left( \frac{1}{2 \text{erfc} \left( t - \tau / \Delta \right)} \right) ,
\]
where \( \text{erfc} \) is the complementary error function, and the width \( \Delta \) depends on the system size. This form for \( P_{\text{not}}(t) \) results from the assumption that many independent droplets nucleate and grow in different parts of the system, collectively leading to the magnetization reversal.
Figure 1: The probability $P_{\text{not}}(t)$ in the multidroplet (MD) regime for a 100x100 Ising model with periodic boundary conditions at $T=0.8T_C$. The data (open circles) are for 1000 escapes from the metastable state. The random fields $H_t$ are uniformly distributed, and centered on $-0.34725$ with a width of $0.34725$. Two different one-parameter fits to the data are shown. The solid line is a fit to the complementary error function given by Eq. (3). The dashed curve is a one-parameter fit to a stretched exponential. In both of these fits the average lifetime was set at the measured value of $r=54.4$ MCSS. (So that the solid line can be seen, only a small number of the 1000 data points are shown.)

Figure 1 shows data obtained from 1000 reversals with the fields $H_t$ uniformly distributed with width $0.34725$ $J$ centered about $-0.34725$ $J$. This distribution for $H_t$ ensures that the system is in the multi-droplet regime [7]. This figure should be compared with Fig. 3c of Ref. [7] which is for the Metropolis dynamic with a uniform field. The lifetime $r$ was measured to be $r=54.4$ MCSS, where the time unit is Monte Carlo Steps per Spin (MCSS). Using the Mathematica nonlinear fit function to fit Eq. (3) to the data, gives the value $A=4.26$ MCSS, which is shown as a solid curve in Fig. 1. It is also possible to try other standard expressions for the sigmoidal curve for $P_{\text{not}}(t)$ in the MD regime. Fig. 1 also shows a one-parameter fit to a stretched exponential, which gives $P_{\text{not}}(t) = \exp(-b^2 r^2)$, shown as the dashed line. Here $b$ is determined by requiring that the average of the distribution be $r$. Clearly among these one-parameter fits, the one to Eq. (3) fits the data much better than does a stretched exponential.

Figure 2 shows an example of the type of thermal switching simulations [19] that can be performed using Langevin micromagnetic calculations. This figure represents a square array of magnetic Ni pillars. Similar arrays of Fe pillars have been built and measured experimentally [1, 2]. The simulation was started with all spins pointing up, and at $t=0$ a field parallel to the spins was applied for 1 nsec to allow the system to come to thermal equilibrium. Then the field was reversed to point opposite to the average magnetization, leaving the spins in a metastable state. However, the magnitude of the applied field would not have been sufficient to switch the system at zero temperature, and the switching event depicted in Fig. 2 is enabled by the thermal fluctuations included in Eq. (2). The random thermal field has its strongest effect at the edges of the array, where the demagnetizing field is...
Figure 2: A series of snapshots of a Langevin micromagnetic calculation for magnetization reversal in a square array of Ni pillars that are 200 nm tall, 200 nm apart, and each have a diameter of 40 nm. Each pillar is discretized using 5 lattice points. (For clarity of presentation, the vertical scale of this figure is enhanced compared with the horizontal scale.) The temperature is 300 K, the spins are initially up, and the applied field is down with a magnitude of 1225 Oe. The integration time step is $\Delta t = 1$ psec. The time sequence following field reversal, (reading line by line – left to right and top to bottom) is 4 nsec, 8 nsec, 12 nsec, 16 nsec, 20 nsec, and 24 nsec. This reversal mode is different from coherent rotation [5, 20].
weakest. In particular, an 'outside-in' switching mode is seen, in which the decay towards the stable magnetization direction starts from the pillars at the edge and subsequently propagates to the pillars in the interior of the array.

It is important to note that both the Monte Carlo and the Langevin micromagnetic simulations were conducted for applied fields sufficiently weak that a free-energy barrier against decay of the metastable state remained, and that this barrier had to be overcome by the thermal fluctuations in order for the magnetization switching to occur.

CONCLUSIONS
Realistic simulations of models for magnetic materials have been carried out. The form for the probability of not switching, $P_{\text{not}}(t)$, is shown to fit the form of a complementary error function. The reversal mode for arrays of single-domain magnetic pillars has been identified as reversal of pillars on the boundary, followed by reversal of interior pillars.
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A SIMULATION OF ROTATIONAL HYSTERESIS ENERGY LOSS IN LONGITUDINAL THIN-FILM MEDIA
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ABSTRACT

The field dependence of the rotational hysteresis energy loss was simulated for longitudinal thin-film media with the purpose of examining the validity of this method for measuring the anisotropy field. The field at which the rotational hysteresis vanishes, which is usually taken as the experimentally measured anisotropy field, was found to be smaller than the real anisotropy field when intergranular magnetostatic and exchange interactions are included in the simulations. Hence the rotational hysteresis method may result in an underestimation of the anisotropy field for the films with non-negligible grain interactions. To confirm this experimentally, two CoCrTa films, one with strong in-plane easy axis texture and the other with uniaxially aligned grain easy axes, were prepared under the same conditions. The anisotropy field determined by the rotational hysteresis of the first sample was found to be smaller than the more accurate value obtained from the hard axis hysteresis loop of the second sample.

INTRODUCTION

Co-based alloy polycrystalline thin films are currently the most popular longitudinal recording media. Achieving an increasing areal density in these media requires a higher coercivity to obtain high linear density, and a smaller Co grain size to reduce medium noise. Co alloys exhibit uniaxial anisotropy, and the anisotropy constant \( K \) is one of the important parameters governing the coercivity [1] and the thermal stability [2] of Co alloy thin-film media. Determined by the Stoner-Wohlfarth model [1] of rotation magnetization, the maximum coercivity that can be realized in an ideal Co-alloy thin film consisting of isolated, non-interacting single domain grains with an in-plane 2D random easy axis distribution is about half of the anisotropy field \( H_K \) (defined as \( 2K/M_s \), where \( M_s \) is the saturation magnetization). A large value of \( K \), therefore, provides the greatest potential for achieving high coercivity. Meanwhile, with a decreasing grain volume \( V \), the energy barrier of the order of \( KV \) against the thermally activated magnetization reversal becomes lower, and a large \( K \) is essential for the stability of high density recorded data. Hence, the knowledge on the anisotropy constants of Co alloy materials is important in order to envision the limits of this medium system for future high density recording.

If the easy axes of the Co grains are all made parallel to the same direction in the film plane, the anisotropy constants can be measured from the torque curves of the sample. Longitudinal media, however, are usually polycrystalline thin films with isotropic grain easy axes, and the field dependence of the rotational hysteresis energy loss has been employed to determine the anisotropy field for these media. Rotational hysteresis is defined as the net work required to rotate a sample slowly through 360° in a field. A non-zero rotational hysteresis is a
result of irreversible rotation of magnetization. For a single domain particle or an assembly of non-interacting particles with uniaxial anisotropy, the range of field values that incur irreversible switching is between $0.5H_K$ and $H_K$, and thus the rotational hysteresis vanishes when the field is greater than $H_K$ [3,4]. The use of rotational hysteresis as an experimental method of measuring the anisotropy field is mainly based upon this fact.

In real thin films, however, there possibly exist magnetostatic and exchange interactions between the Co grains. In this study we have performed simulation studies on the effect of these intergranular couplings on the field dependence of rotational hysteresis. Our objective is to examine the validity of this experimental method of determining the anisotropy field.

SIMULATION DETAILS

In our simulation, a longitudinal medium is modeled as a regular array of particles with 2D in-plane randomly oriented easy axes. The energy density of the medium, including the magnetostatic and exchange interaction energies, is

$$E_K = \frac{1}{N} \left[ \frac{2}{H_K} \sum_i \hat{m}_i \cdot H + \sum_i (\hat{m}_i \cdot \hat{k}_i)^2 + c_m \sum_{i,j} \hat{m}_i \cdot \hat{D}_{ij} \cdot \hat{m}_j + c_e \sum_{i,j=nn} \hat{m}_i \cdot \hat{m}_j \right],$$

(1)

where

$$c_m = M_s / H_K, \text{ and } c_e = JM_s / H_K.$$ 

Here $H$ is the applied field, and $\hat{m}_i$ and $\hat{k}_i$ are unit vectors denoting the directions of the magnetization and the easy axis of each particle. $D_{ij}$ is the matrix specifying the magnetostatic interaction between grains, which are approximated as dipolar energies between particle pairs. $J$ is the phenomenological exchange constant. $N$ is the number of particles in the simulations. When volume densities are evaluated the spacing between the grains is ignored.

The torque curves were calculated with the field rotating within the film plane in small angular steps. At each angle of the field, $\hat{m}_i$ is determined by finding the minimum of Eq. (1) in the vicinity of the $\hat{m}_i$ corresponding to the minimum obtained in the previous step. The torque density, normalized by $K$, is computed as

$$T = \frac{1}{N} \frac{2}{HK} \sum_i \hat{m}_i \times H.$$

(2)

The field is cycled until a steady state torque curve is obtained. The rotational hysteresis energy loss per unit volume ($W_r$) can be obtained as half the area between the clockwise and counter-clockwise torque curves. $H_0$, defined as the field at which $W_r$ vanishes, is calculated by extrapolating $W_r$ with respect to $1/H$. Unless otherwise specified, the simulations start with samples initially in AC demagnetized states.
RESULTS AND DISCUSSION

Without the intergranular interactions ($c_m = c_e = 0$), $W_r$ are plotted in Fig. 1 as a function of the applied field $H$. At fields below $0.5H_K$, $W_r$ remains zero. Then it rises abruptly to a peak at $H_p = 0.5H_K$. From $H_p$ to $H_K$, $W_r$ decreases and finally becomes zero again at and above $H_o = H_K$. This curve is the same as that for a single domain particle.

When the magnetostatic interactions are introduced in the simulation, both $H_p$ and $H_o$ decrease when compared with the case of non-interacting particles. Shown in Fig. 1 are the $W_r(H)$ curves for values of $c_m$ ranging from 0.05 to 0.4 (with no exchange interaction, $c_e = 0$). With the magnetostatic interactions, $W_r$ becomes non-zero at fields below $0.5H_K$ and rises slowly to the maximum at $H_p$. $H_p$ are now smaller than $0.5H_K$, and the corresponding peak values of $W_r$ are also lower than that for the medium with non-interacting particles. When the field is further increased, $W_r$ is found to decrease; it becomes virtually zero when the field goes beyond $H_o$.

![Fig. 1. The simulated field dependence of the rotational hysteresis for different magnetostatic interaction parameter $c_m$ ($c_e = 0$).](image1.png)

![Fig. 2. $H_p$ (the field at which $W_r$ is maximum) and $H_o$ (the field at which $W_r$ vanishes) as functions of the magnetostatic interaction parameter $c_m$ ($c_e = 0$).](image2.png)
whose value is smaller than $H_K$. $H_p$ and $H_0$ are plotted in Fig. 2 as functions of the parameter $c_m$. Both are found to decrease at small values of $c_m$, yet start to flatten out and even increase slightly as $c_m$ is further increased.

When both the magnetostatic and the exchange interactions are included, $W_f(H)$ curves peak at even smaller $H_p (< 0.5H_K)$ with further decreased peak values, and $H_0$ is also further decreased. Shown in Fig. 3 are the $W_f(H)$ curves for $c_m = 0.1$ while $c_e$ varies from 0 to 0.15. Again the values of $H_p$ and $H_0$ are plotted in Fig. 4 as functions of the parameter $c_e$. Both are found to continuously decrease to smaller values when $c_e$ increases.

If the simulations are performed on a sample starting at its remanent magnetized state, the $W_f(H)$ curve is slightly different from that for an initially AC demagnetized sample. The two cases are compared in Fig. 5 with the same interaction parameters, $c_m = 0.1$ and $c_e = 0.05$. The
Fig. 5. The simulated field dependence of the rotational hysteresis for a sample with different initial states. The difference is most significant at fields below and about $H_p$, and the two curves overlap as the field approaches $H_o$. This is not totally unexpected since $H_o$ is much greater than the sample coercivity, the different initial states will bear little effect at fields around $H_o$. As a result, the same $H_o$ were found from both curves.

These simulation results have shown that $W_r$ vanishes at fields well below $H_K$ due to the intergranular coupling. Hence they predicate that the experimental $W_r(H)$ method underestimates the value of $H_K$ for thin films in which the grain interactions are not negligible.

To verify this experimentally, we prepared a $Co_{84}Cr_{13}Ta_3(200\AA)/Cr(300\AA)$ thin film on a glass substrate. The sample was sputter deposited with a substrate temperature about 250°C, and strong (002) Cr and (1120) CoCrTa in-plane easy axis textures were confirmed by x-ray diffraction. The coercivity of the sample is about 2.0 kOe. The field dependence of the rotational hysteresis was measured and shown in Fig. 6(a), from which $H_o$ is found to be 5.5 kOe. Meanwhile we also prepared a uni-crystal film with the same processing conditions and

Fig. 6 (a) The measured field dependence of the rotational hysteresis for a (11\overline{2}0) textured CoCrTa/Cr film, and (b) the hard axis hysteresis loop of a uni-crystal CoCrTa/Cr film. Both films were prepared under the same conditions.
CoCrTa and Cr thicknesses [5]. In this uni-crystal sample all the grain easy axes are highly oriented along the same direction. Almost straight lines were observed in the hysteresis loop measured along the hard axis [Fig. 6(b)]. The anisotropy field was determined to be $H_K = 7.6$ kOe, which is obviously greater than $H_0$. It should be pointed out that this $H_0$ for the textured film is determined by the grains with in-plane easy axes, which exhibit the maximum critical fields [6]. The small portion of the grains with out-of-plane easy axes should have no, or a much less significant role.

CONCLUSIONS

In this study we have simulated the field dependence of the rotational hysteresis for thin films in which the particle-to-particle interactions are not negligible. The field at which the rotational hysteresis vanishes, which is usually taken as the measured anisotropy field, was found to be smaller than the real anisotropy field. Hence the rotational hysteresis method is likely to result in an underestimation of the anisotropy field. We have further confirmed this in our experiment. The torque curve or the hard axis hysteresis loop measured on a uni-crystal film are therefore more desirable methods for accurately determining the anisotropy constants of Co-alloy thin films.
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ABSTRACT

A Preisach-Arrhenius afteffect model, that accurately calculates the entire relaxation process, including the linear log-time region, is used to describe some other characteristics of the time decay. The location of the peak of the decay coefficient is shown to be less than the peak of the irreversible coercivity by an amount that is a function of the standard deviation of the critical field, the fluctuating field, and the moving parameter. The model computes a magnetization decay that includes nonmonotonic behavior under certain circumstances, depending upon the applied field history. A conclusion of this paper is that procedures for accelerated testing of magnetic media are suspect.

INTRODUCTION

A Preisach-Arrhenius afteffect model was previously presented to describe afteffect [1]. In this model it assumed [2] that for a hyster on to cross an energy barrier to a lower energy state, the expected value of the time, \( \tau \), is given by the Arrhenius law

\[
\tau = \tau_0 \exp\left(\frac{W}{kT}\right),
\]

where \( W \) is the energy barrier, \( k \) is Boltzmann's constant, \( T \) is the absolute temperature, and \( \tau_0^{-1} \) is the attempt frequency. A collection of hysterons, each of which has a different energy barrier, will have a normalized irreversible component of magnetization, \( m_i \), that varies with time given by

\[
m(t) = m(0) + \Delta m \cdot f(t),
\]

where \( f(0) \) is zero and \( m \) will eventually approach the anhysteretic magnetization. Here, we consider two cases of relaxation processes, each starting with a material saturated in the negative direction. In the first instance, which we will refer to as a single-field process, the field is rapidly switched to a field, \( H \), which is maintained constant throughout the experiment. This is the usual method of measuring the decay coefficient. If a single number is reported for the decay coefficient, \( H \) should be chosen to optimize the speed of relaxation. In the second case, which we will refer to as a double-field process, the field is rapidly switched to a field, \( H_1 \), followed immediately by a second field, \( H_2 < H_1 \), which is then maintained constant throughout the experiment. The constant field, either \( H \) or \( H_2 \), at which the relaxation rate is measured, will be called the holding field.

SINGLE-FIELD PROCESSES

A Preisach function suitable for describing interaction in a magnetic medium, such as a recording medium, whether it is particulate or thin film and whether the interaction is magnetostatic only or includes exchange, was shown to be Gaussian [3]. This is given by
where the interaction field, \( H_i \), and the critical field, \( H_c \), of a hysteron are describable in terms of the up and down critical fields by

\[
H_x = \frac{(U+V)}{2} \quad \text{and} \quad H_0 = \frac{(U-V)}{2},
\]

where \( U \) and \( V \) are the switching fields of a hysteron. The average critical field, \( \bar{H}_c \), is equal to the remanent coercivity for single-quadrant media, but will be less than that for three-quadrant media [4]. We will describe the processes in terms of operative fields, \( h = H + \alpha M \), so that the Preisach function does not depend upon the magnetization. With these definitions, it has been shown in [1] that \( f(t) \) is given by

\[
f(t) = 1 - \frac{h_0}{\sigma} \sqrt{\frac{2}{\pi}} \int_0^\infty d\psi \exp \left\{ \frac{t e^{-\psi} - \left[ h - \bar{H}_c + \alpha \sqrt{2} \sigma \right] e^{\psi}}{\sigma^2} \right\},
\]

where \( \bar{H}_c \) is the average critical field, and the standard deviation of the critical field, \( \sigma \), in terms of \( \sigma_i \) and \( \sigma_a \), the standard deviations of the interaction fields and the critical fields respectively, is given by

\[
\sigma = \sqrt{\sigma_i^2 + \sigma_a^2}.
\]

The fluctuating field, \( h_f \), is defined as \( kT/\mu_0 MV \), where \( V \) is the activation volume which can be obtained from a micromagnetic calculation such as in [5]. It is noted that all the parameters are a function of temperature, thus \( h_f \) is not a linear function of \( T \). A particularly useful discussion of fluctuation fields and activation volumes is given by Lyberatos and Chantrell [6].

It was shown in [1] that \( f(t) \), for a material saturated by a positive field that is subject to a negative holding field equal to \( \bar{H}_c \), starts from zero, then increases linearly with \( \log t \) for a considerable period, and finally saturates. If the holding field is equal to \( \bar{H}_c \), then \( \Delta m_r \) is equal to one and \( f(t) \) is the normalized aftereffect. If a material is first saturated in the negative direction, then \( m_r(0) \) is given by

\[
m_r(0) = \text{erf} \left[ \frac{h - \bar{H}_c}{\sigma} \right].
\]

It was shown in [1] that the ground state magnetization in the presence of a holding magnetic field, \( H \), is given by

\[
m_x(\infty) = \text{erf} \left[ \frac{H}{\sigma} \right].
\]

This process is illustrated in Fig. 1, where immediately after the application of the holding field, all hysterons in \( R_1 \) are positive and those in \( R_2 \) and \( R_3 \) are negative. During the relaxation process, the hysterons in \( R_2 \) go from negative to positive. Thus, in this case, \( \Delta m_r \) is given by

\[
\Delta m_r = \text{erf} \left[ \frac{H}{\sigma} \right] - \text{erf} \left[ \frac{h - \bar{H}_c}{\sigma} \right].
\]
A plot of $\Delta m$, the change in magnetization during the relaxation process, for various values of $\sigma$, when $\sigma_0$ is equal to zero and $h_0$ is equal to one, is shown in Fig. 2. It is seen that the field which maximizes $\Delta m$ is half $h_0$, since this is the difference of two error functions, one centered at $h_0$ and the other centered at zero. Since the maximum change in magnetization is limited to two, the curve saturates at that value for small $\sigma$. The curve is symmetrical with respect to the peak only in this case, since $\sigma_0$ is equal to $\sigma$ when $\sigma_0$ is equal to zero. Since $\sigma_0$ is always less than or equal to $\sigma$, the slope at the origin is usually steeper than at $h_0$, and the peak of this curve will occur at a value less than one-half.

The decay coefficient, $\dot{S}$, can be computed by taking the derivative of (2) with respect to log-time. It is noted that

$$\dot{S} = \frac{dm(t)}{d\ln t} = t \Delta m_x \frac{df(t)}{dt}.$$  

Thus, $\dot{S}$ is given by

$$\dot{S} = \Delta m_x \frac{h_f}{\tau_f} \left[ \frac{2}{\pi} \exp \left( -\frac{(h-h_0+h_y y)^2}{2\sigma^2} \right) \right] dy = \Delta m_x g(t).$$  

It was shown in [1], that for a sufficiently small fluctuating field, $g(t)$, is a constant over a wide range of times, and in this range it can be approximated by

$$g = \sqrt{\frac{2}{\pi}} h_f \exp \left( -\frac{(h-h_0)^2}{2\sigma^2} \right).$$  

Thus, $g$ has a maximum for $h = h_0$; however, at this value, $\Delta m$ is a decreasing function of $h$, which shifts the location of the peak of $\dot{S}$ to a value smaller than $h_0$. The amount of decrease in the location of the peak depends upon the slope of $\Delta m$ versus $h$, which is roughly inversely proportional to $\sigma$. This variation in decay coefficient with holding field has a maximum that is inversely proportional to $\sigma$, as illustrated in Fig. 3 for four different values of $\sigma$.

In addition to the shift in the peak due to $\Delta m$, there is a shift due to the fluctuating field which can be computed by an alternate approach, that is, by solving the differential equation also derived in [1]. In particular, each hysteron on the Preisach plane obeys the following:

$$\frac{dQ}{dt} + Q \left( \frac{\tau_+ \tau^-}{\tau_+ \tau_-} \right) = \frac{\tau_+ \tau_-}{\tau_+ \tau_-},$$  

where
\begin{align*}
\tau_+ &= \tau_0 \exp[(u-h)/h] \quad \text{and} \quad \tau_- &= \tau_0 \exp[(h-v)/h].
\end{align*}

A calculation of the decay coefficient as a function of the applied field, for a material whose \(T_s\) is 100 mT and whose \(\sigma\) is 0.5, is shown in Fig. 4. It is seen that as the fluctuating field increases, the decay coefficient increases and the field which maximizes the decay coefficient decreases. For example, if the fluctuating field is 1.5 mT, the field at which \(S\) is a maximum is roughly half \(T_s\). Furthermore, the maximum decay coefficient is 20\% larger at this field than it is at \(T_s\). The variation in the maximizing field and the largest value of the decay coefficient is illustrated in Fig. 5.

**DOUBLE-FIELD PROCESSES**

The initial conditions for the differential equation, (13), are determined by the conventions of the Preisach model. Thus, after applying a field, \(h_1\), the initial state of the magnetization is given by

\begin{equation}
Q(u,v,0) = \begin{cases} 
1 & \text{for } u<h_0 \\
-1 & \text{for } u>h_0.
\end{cases}
\end{equation}

This state will not change immediately from this initial state when the field is changed to \(h_2\), if \(h_2\) is less than \(h_1\). The hysteron density will decay to a steady state value, which is the ground state of the system for this holding field, with a time constant equal to

\begin{equation}
\tau(u,v) = \tau_+ \frac{\tau_-}{\tau_+ + \tau_-} \frac{\tau_0 \exp\left(\frac{v-h_0}{h_0}\right) - \exp\left(\frac{h_0-u}{h_0}\right)}{
\tau_0 \exp\left(\frac{v-h_0}{h_0}\right) - \exp\left(\frac{h_0-u}{h_0}\right)}.
\end{equation}

The final magnetic state of the hysteron under the holding field, \(h_2\), is given by

\begin{equation}
Q(u) = (\tau_+ \tau_-)(\tau_+ + \tau_-) = \tanh[(h_s-h_0)/h_0].
\end{equation}

This is consistent with Maxwell-Boltzmann statistics.

If \(h_j\) is small, then (16) can be approximated by
and (17) can be approximated by

$$
\tau(u,v) = \begin{cases} 
\frac{h}{u} \exp\left(\frac{v-h}{u}\right) & \text{for } u+v>2h \\
\frac{h}{v} \exp\left(\frac{u-v}{v}\right) & \text{for } u+v<2h,
\end{cases}
$$

and (18) can be approximated by

$$
Q(\omega) = \begin{cases} 
1 & \text{if } h > h_0 \\
-1 & \text{if } h < h_0.
\end{cases}
$$

This can be described on the Preisach plane as shown in Fig. 6, showing that a double-field process divides the Preisach plane into four regions. The first region, $R_1$, is magnetized positively for the entire relaxation process by $h_1$; the second region, $R_2$, was initially magnetized negatively, but becomes magnetized positively during the relaxation process; the third region, $R_3$, is magnetized negatively for the entire relaxation process by $h_2$; and finally region $R_4$ is initially magnetized positively, but becomes magnetized negatively during the relaxation process.

From (18), we see that the time constants increase monotonically from $h_2$ with increasing $u$. Thus, the time constants of the different hysterons in $R_4$ are all shorter than the ones in $R_2$. Thus, $R_4$ will become negative faster than $R_2$ will become positive. This causes the magnetization to increase initially and then decrease as it approaches the final state. This nonmonotonic effect is similar to that observed by LoBue, et al. [7]. In particular, if $h_1$ is equal to $h_2$, and $h_2$ is equal to zero, then both the initial and the final magnetizations are zero; however, in the process of relaxing, the magnetization will at first go negative due to hysterons in $R_4$ relaxing and then revert to zero as the hysterons in $R_2$ relax. On the other hand, if $h_1$ is equal to $h_2$, then the process is single-field and the magnetization will approach the equilibrium state monotonically.

The calculated magnetization as a
function of time for a typical process in which $h_1$ is slightly greater than $\overline{h}_1$ and $h_2$ is slightly less than $\overline{h}_2$ is shown in Fig. 7. The details of the parameters are discussed elsewhere [8]. The magnetization starts from a small positive value, then increases for a while, and then decreases towards a negative value. If $h_1$ is equal to $\overline{h}_1$ and $h_2$ is equal to zero, the magnetization would start from zero and then eventually return to zero; however, the time at which the magnetization would start to decrease is very large and impractical to measure for recording media.

CONCLUSIONS

Wohlfarth indicated [9] that the peak in the decay coefficient occurs at the peak of the irreversible coercivity. We have now shown that the location of the peak also depends upon the standard deviation of the critical fields and the size of the fluctuating field. Furthermore, the behavior of the magnetization in a holding field depends upon both the value of the holding field and upon the magnetic history. The latter can be explained satisfactorily by the Preisach-Arrhenius model [1]. It was shown that for single-field processes, the magnetization decays linearly with log-time for an appropriate time window, and the decay is a maximum value at fields less than the remanence coercivity. The decrease in the location of the peak depends upon both the standard deviation of critical fields and the fluctuating field. It is noted that measuring the decay coefficient at the peak of the irreversible susceptibility can drastically underestimate the lifetime of a recording. A dramatic example of this can be seen by examining Fig. 3; we see that the decay coefficient measured at the coercivity increases with decreasing $\alpha$. However, at fields less than half the coercivity, the decay coefficient decreases with decreasing $\alpha$, thus invalidating one of the procedures for accelerated testing of media.

For double-field processes, the magnetization decay, under certain circumstances, can change direction during the relaxation. For some situations the time at which this change in direction occurs can be very long. This paper presents a theory behind this decay behavior, and a companion paper [8] shows that these calculations agree with the results of extensive experiments on magnetic tape samples.
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Perpendicular Magnetic Media and Novel Structures
LARGE MAGNETIC ANISOTROPY IN Co,Pt ORDERED PHASE THIN FILMS
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ABSTRACT
The very large perpendicular magnetic anisotropy of the order of $2 \times 10^7$ erg/cm$^3$ at room temperature was found in Co$_x$Pt$_{1-x}$($0<x<0.5$) alloy thin films made by e-beam evaporation. The large magnetic anisotropy is likely related to the anisotropic Co-Co bonding distribution, which is similar to the cases of Co/Pt multilayers and FePt alloy thin films. The activation energy estimated for the ordering is approximately 0.3 eV, which is preferably compared to 0.2 eV for FePt. A model is proposed, for which both a short range and long range ordering are present, depending on substrate deposition temperature.

1 INTRODUCTION
Co-Pt and Fe-Pt alloys have been well known for its high anisotropy, and many researches have been carried out so far. Visokay[1] et al. reported that co-sputtered CoPt and FePt films, which were deposited at higher than 400 °C, form L1$_0$ type ordered phase and possess a high $K_u$ value of more than $10^7$ erg/cm$^3$. Lairson[2] et al. produced CoPt L1$_0$ ordered phase by annealing the Co/Pt artificial multilayers. The $K_u$ of $1.9 \times 10^7$ erg/cm$^3$ was observed in the annealed sample. A significant enhancement in magneto-optical Kerr rotation is also observed in these systems[3,4]. The origin of this high magnetic anisotropy was discussed in many ways[5-7]. Harp et al.[8] suggested the existence of Co,Pt ordered phase produced in a thin film deposited onto Al$_2$O$_3$(0001) substrate with Pt underlayer and observed a specific peak for the ordered phase in magneto-optical Kerr rotation spectrum. Recently, Yamada, Suzuki, and Abarra[9] showed that electron beam evaporated Co,Pt alloy thin films exhibit a large magnetic anisotropy constant in the order of $10^7$ erg/cm$^3$. X-ray diffraction measurements confirmed that these films contain a superlattice structure of Co,Pt, first reported by Harp et al[8]. In the present study, the magnetic and structural properties of Co,Pt alloy ordered film in connection with the origin of the large $K_u$ value is discussed.

2 EXPERIMENTAL
Co$_x$Pt$_{1-x}$($0<x<0.5$) alloy thin films were deposited using an electron beam co-evaporation system with two electron guns. The purity of metal sources was better than 99.9%. The compositions of the films were varied by changing each deposition rate. Al$_2$O$_3$(0001) substrate was used. The substrates were rotated at 20 rpm during deposition. No underlayer was deposited onto the substrates. The pressure of the chamber was maintained better than $5 \times 10^{-7}$ Torr prior to the deposition, and better than $5 \times 10^{-1}$ Torr during the deposition. The substrates were heated from an ambient temperature to 550 °C by an electric heater installed inside the chamber. The thickness of the films is approximately 1000 Å. Magnetic properties were measured using VSM (Vibrating Sample Magnetometer), AGFM (Alternating Gradient Force Microscope), and Torque magnetometer in the field up to 20 kOe. Structural analyses were made using X-ray diffractometer (Cu-K$\alpha$, 40 kV, 60 mA), and Transmission Electron Microscope (Accelerating voltage: 400 kV). The chemical composition of the films was measured by Electron Probe Micro Analyzer.
3 RESULTS AND DISCUSSIONS

3.1 Magnetic Properties

3.1.1 Dependence on Pt content

$M_s$ and $H_c$ were measured from M-H loops obtained using VSM. The dependence of $M_s$ on Pt content for the samples deposited at R.T., 230 °C, and 400 °C is shown in Fig. 1. They are very close to that for bulk Co-Pt alloy within the accuracy of measurement. Similarly, the dependence of $H_c$ on Pt content is plotted in Fig. 2. It is noted that the perpendicular coercivity for the samples deposited at 400 °C increases drastically to more than 2 kOe beyond 30 % Pt.

The intrinsic perpendicular anisotropy constant $K_u$ (defined as $K_u = K_\infty + 2\pi M_s^2$, where $K_\infty$ is the torque amplitude as $H \to \infty$) at different compositions of Co-Pt alloy films was measured using a torque magnetometer. Figure 3 shows $K_u$ as a function of Pt content for the samples deposited onto $\text{Al}_2\text{O}_3(0001)$ at $T_s = \text{R.T.}, 230 \degree \text{C, and 400 °C}$, respectively. One can see that $K_u$ values of the films deposited at $T_s = 230 \degree \text{C}$ and 400 °C exhibit a maximum at approximately 25 at % Pt. On the other hand, the very little change of $K_u$ with film composition for the samples deposited at an ambient temperature was observed. The maximum values of $K_u$ when $T_s = 400 \degree \text{C}$ and 230 °C are $2.1 \times 10^7 \text{ erg/cm}^3$ and $1.3 \times 10^7 \text{ erg/cm}^3$, respectively. The value for 400 °C is more than 4 times bigger than that for bulk hcp Co. It is noted that the
samples deposited at 400 °C maintain high $K_u$ values of more than $10^7$ erg/cm$^3$ in a wide range from 10 at% Pt to 60 at% Pt.

3.1.2 Dependence of $K_u$ on Substrate Deposition Temperature

Since Co-Pt alloy thin films showed an interesting behavior of $K_u$ at about 25 at% Pt, the films of this composition has been intensively investigated. Figure 4 shows $M_s$ and measured Pt content as a function of $T_s$ for nominal Co$_{75}$Pt$_{25}$ samples. The change in $M_s$ with $T_s$ corresponds to that of Pt content, i.e. the higher the $M_s$, the lower the Pt content becomes. Figure 5 shows the dependence of both in-plane and perpendicular $H_c$ on $T_s$. Interestingly, both in-plane and perpendicular $H_c$ exhibit peaks at approximately 400 °C. The dependence of $K_u$ on $T_s$ in Fig. 6 for the samples deposited onto Al$_2$O$_3$(0001) substrate is shown. The $K_u$ value increases when $T_s$ increases, and reaches the maximum value at $T_s = 400$ °C, then decreases drastically beyond 430 °C. This rapid drop may be caused by the phase transition from hcp to fcc.

3.2 Structural Properties

In order to clarify the crystallographic structure of the films, several structural
measurements have been carried out, such as x-ray diffraction (XRD), grazing angle incident x-ray diffraction (GIXD), electron diffraction, transmission electron microscopy, and so on.

First, the 6-2θ scan x-ray diffraction measurement shows that all the samples under investigation possess (001) axis along the film normal. The so-called φ scan diffraction analysis was made, in which the sample was rotated along the film normal. The diffraction peaks of (100) for the sample deposited at 400 °C were observed at every 60° (Fig. 7). This result indicates that the films possess a well-textured structure in the film plane. GIXD measurement was carried out to investigate the quality of the crystallographic property, that is to say, if the sample was epitaxially grown or not. This technique provides the information on the single crystallinity in the film plane. It does also the epitaxial relation between the film and the substrate. The measurement configuration is shown in Fig. 8. The lattice constant d_{110} of hcp CoPt structure is found to be approximately 2.6 Å. The epitaxial relation between the film and substrate is estimated by rotating the sample along the film normal. The obtained spectra explain that Co,Pt (100) plane and Al2O3 (300) plane are tilted to each other by 30°, as shown in Fig. 9. That is, Co,Pt(110) plane is parallel to Al2O3(100) plane, and the second neighbor atoms in Co,Pt form hexagon whose one side (a'CoPt) is equal to 4.5 Å. The misfit parameter of this hexagon to basal plane of Al2O3(0001) is calculated as 5.86%. This value is smaller than that for the case without tilting, which is calculated as 8.79%. Therefore, the 30° tilting is preferable.

X-ray diffraction spectra for the films were measured on the 6-2θ configuration. Figure 10 is an example obtained from the Co$_7$Pt$_5$ thin film deposited at 400 °C. The fundamental peaks {002} and {004} of Co-Pt alloy are seen in this spectrum. In addition, a superlattice peak {001} is observed at approximately 2θ = 21.0°. This result implies that the film is partially ordered, which was first suggested by Harp et al.[8]. This structure consists of two kinds of layers; one consists of the same amount of Co and Pt atoms and the other consists of only Co.
X-ray source: 40 kV, 400 mA
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Fig. 8 Schematic diagram of GIXD
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Fig. 9 Epitaxial relation between Co,Pt(00-1) and Al₂O₃(00-1) substrate

atoms, and they are stacking alternately. The superlattice peak corresponds to the layer distance of 4.2 Å. The order parameter S, which indicates the degree of ordering, can be calculated from the integrated intensity of the peaks as follows. The structure factor F of hcp structure is estimated by an equation as,

\[ F = \frac{f_{Co} + f_{Pt}}{2} + f_{Co} e^{2\pi i g} \left( g = \frac{h+2k}{3} + \frac{l}{2} \right) \ldots (1), \]

where f is an atomic scattering factor[10]. Therefore, the structure factors of {00-1} and {00-2} planes are described as

\[ F_{(001)} = \left( f_{Co} + f_{Pt} / 2 - f_{Co} \ldots (2), \right. \]
\[ F_{(002)} = \left( f_{Co} + f_{Pt} / 2 + f_{Co} \ldots (3), \right. \]

The intensity I is

\[ I = |F|^2 \rho \left( \frac{1 + \cos^2 2\theta}{\sin^2 \theta \cos \theta} \right) e^{-M(T)} \ldots (4), \]

where \( \rho \) is the multiplicity factor, \( \frac{1 + \cos^2 2\theta}{\sin^2 \theta \cos \theta} \) is the Lorentz polarization factor, and \( e^{-M(T)} \) is the temperature factor, where \( M(T) \) is the Debye-Waller temperature factor, given by
Fig. 10 An XRD spectrum for the sample deposited at 400 °C

\[
B(T) = \frac{\sin \theta}{\lambda} \left( \frac{B(T)}{\tan \theta} \right)^2
\]

The \( p \) values for both \((00\bar{1})\) and \((00\bar{2})\) are 2.

The ratio of \( I_{(001)}/I_{(002)} \) is 0.796 for \( f_{c_0}=23.23, f_{\rho_0}=70.78 \) and \( f_{c_0}=18.5, f_{\rho_0}=61.07 \) for \((00\bar{1})\) and \((00\bar{2})\). The order parameter \( S \) is defined as,

\[
S = \left( \frac{I_{(001)}/I_{(002)}}{0.796} \right)^{\frac{1}{2}} = 1.12 \left( \frac{I_{(001)}/I_{(002)}}{0.796} \right) \cdots (5)
\]

This will be discussed later in connection with the model of the perfect ordered phase.

Figure 11 shows the dependence of \( S \) on \( T_s \) for the Co$_{75}$Pt$_{25}$ samples deposited onto Al$_2$O$_3$(0001). The value of \( S \) increases with \( T_s \), showing a peak at \(-400 \, ^\circ C\). This result is consistent with the work by Harp et al.[8]. Roughly speaking, the behavior of \( S \) is similar to that of \( K_u \), but is not quite for the \( T_s \) range below 350 \, ^\circ C \) or so.

The dependence of \( S \) on Pt content is also investigated for \( T_s = 230 \, ^\circ C \) and 400 \, ^\circ C \). Figure 12 is the dependence of \( S \) on Pt content. The \( S \) value shows the maximum at approximately 25 \% to 30 \% for both the \( T_s \) cases. It is noted that even for high Pt contents, the \( S \) values remain relatively high \((S \approx 0.35)\), where \( K_u \) of the order of \( 10^7 \) erg/cm$^3$ was observed.

A structural investigation has been carried out using a high resolution transmission electron microscope (TEM) operated at 400 kV (JEOL 4000FXII). The samples were prepared as follows. First, small pieces of 3 mm in diameter were cut from the samples using an ultrasonic disk cutter. Then, the substrates were ground down to 80 \( \mu \)m from 500 \( \mu \)m in thickness using a precise disk grinder and several kinds of grinding paper. Then, the center regime of them was dimpled, followed by an ion milling thinning process in Ar gas for final.

Figures 13(a) and 13(b) show the electron diffraction patterns with the zone axis \((00\bar{1})\) the samples deposited at 380 \, °C \((S = 0.32)\) and 230 °C \((S < 0.001)\), respectively. Also shown is in Fig. 13(c) the calculated diffraction pattern based on the model of the ordered phase of Co$_{75}$Pt$_{25}$, which is shown in Fig. 14(a) and 14(b) (a plan view along \([00\bar{1}])\). Here, it is emphasized that the ordered structure has a different unit cell from that of the disordered structure, as shown in Fig. 14(b). The lattice constant \( a, b \) for the ordered phase is twice the ones \((a', b')\) of the disordered phase. By comparing the diffraction pattern in Fig. 13(a) with Fig. 13(c), one can
clearly identify the spots \( \{1/2 \ 1/2 \ 0\} \) (though weak in intensity) resulted from the ordered phase. This result provides the information that the sample does possess the ordering in the film plane. Based on the model, the intensity ratio \( I_{(001)}/I_{(102)} \) was calculated to be 0.794. This simulation value is very close to the calculated on using eq. (4) within the accuracy of calculation.

Together with the result of x-ray diffraction, one can say that the sample made at 380 °C is indeed of the three-dimensional ordered (though partially) structure. The same statement can be made for the sample deposited at 230 °C (Fig. 13(c)) that though the intensity of \( \{1/2 \ 1/2 \ 0\} \) is much weaker than that for 380 °C, this sample does consist of a three dimensional partially-ordered phase. From the calculated pattern, one would expect the two-fold symmetry of the \( \{1/2 \ 1/2 \ 0\} \) spots. The pattern of Fig. 13(a) has the six-fold symmetry, instead of the two-fold symmetry. It is believed that the appearance of the six-fold symmetry results from the contribution of the mosaic structure, where fine grains (10 to 50 nm in size, based on the TEM photograph, shown in Fig. 15(b)) makes very small-angle grain-boundaries. It is further mentioned that the diffraction lines associated with spots \( \{100\} \) and \( \{110\} \) seen in both Figs. 13(a) and (b) are believed to evidence the mosaic structures. A more detailed study is needed, however, to clarify this matter.

Figure 15(a) shows a high resolution TEM image of the sample deposited at 380 °C onto Al₂O₃(0001). Grains recognized with diffraction contrast are about 10 ~ 50 nm in size. Although some of grains are clearly observable, most of them are providing less contrast. This result indicates that the film morphology is rather uniform, whose crystallographic c-axis is along the film normal (\( \Delta \theta_{max} = 1' \)) by x-ray diffraction. The structure is of the mosaic type as mentioned before. The image of the sample deposited at 230 °C shown in Fig. 15(b) has much less contrast. This means that the structure consists of very fine grains less than 10 nm or so.
It should be emphasized that the film does have the mosaic structure according to the x-ray and electron diffraction. The above mentioned results suggest that these films made at \( T_s \) less than 350 °C or so possess the mosaic structure in which a short range ordering over less than 10 nm is present.

3.3 Relation between \( K_u \) and Order Parameter

The correlation between \( K_u \) and \( S \) is plotted in Fig. 16 for Co\(_{30}\)Pt\(_{70}\) samples. The number, which is indicated beside each data point, is \( T_s \) for each sample. This graph shows an apparent correlation between them, i.e., \( K_u \) varies linearly with \( S \) for \( T_s \) between 380 °C and 450 °C. The behavior indicates that the ordering is a primary factor governing \( K_u \) in this temperature range. One can estimate the \( K_u \) value for the perfectly ordered state by extrapolating the straight line, which gives us \( K_u \) of \( 4 \times 10^7 \) erg/cm\(^2\). On the other hand, there is no clear correlation between \( K_u \) and \( S \) in the \( T_s \) range from 230 °C to 380 °C. Yet, in this range, the large \( K_u \) values of more than \( 10^7 \) erg/cm\(^2\) are obtained with very small \( S \) values. It is emphasized that the order...
parameter $S$ is the quantity reflecting the “ordering” along the $(00\cdot1)$ axis, which is a so-called one-dimensional order parameter. To discuss the correlation between $K_u$ and $S$, one must take into account the three-dimensional order parameter. This issue remains for future study.

3.4 Mechanism for ordering

Nowick et al.[11] discussed the order parameter $S$ as a function of temperature. Farrow et al.[12] assumed that the spontaneous ordering for FePt alloy is induced by surface diffusion, and calculated the diffusional barrier height from a plot of $\ln(S)$ vs $1/T$. They obtained approximately 0.2 eV as the barrier height for FePt films. The same analysis was made for the samples made at various $T_s$. Figure 17 shows $\ln(S)$ as a function of $1/T$ for the present samples. A linear correlation in the temperature range from 230 °C to 400 °C is found. The kinetic
barrier height to ordering is about 0.32 eV. This value is close to that on Co$_{50}$Pt$_{50}$ by Pierron-Bohnes et al.\cite{13}, indicating that the rate limiting step for the ordering of Co$_3$Pt alloy films is also surface diffusion.

3.5 The origin of the Large $K_u$

As to the origin of the magnetic anisotropy, several models have been put forward. They include the magnetostriction\cite{14}, the bond-orientational anisotropy\cite{15}, the anisotropic pair correlations\cite{16}, the dipolar effects\cite{17,18}, and the growth induced structural anisotropy\cite{19}. Harris et al.\cite{20} reported that they found an evidence for a structural anisotropy in amorphous Tb-Fe films using extended x-ray-absorption fine structure (EXAFS), i.e. Fe-Fe and Tb-Tb pair correlations are greater in-plane and Tb-Fe correlations are greater perpendicular to the film plane. Regarding the Co-Pt alloy system, Tyson et al.\cite{7} have claimed that there is an excess of Co-Co bonds in the film plane such that Co atoms are forming two-dimensional clusters in Co$_{25}$Pt$_{75}$ thin film, which is a plausible origin for the perpendicular anisotropy. This result means that internal interfaces between Co (rich) and Pt (rich) regions are formed, which are analogous to those of Co/Pt multilayers. MacLaren et al.\cite{21} carried out the ab initio electronic structure calculations for Co/Pt superlattices and showed that the magnetic anisotropy energy was dependent on Co and Pt layer thickness. The largest value of magnetic anisotropy was given from 1 ML Co/1 ML Pt in each period. This result suggests that a large perpendicular magnetic anisotropy can be induced through the existence of interfaces.

Concerning the present study, Co$_3$Pt ordered phase is analogous to 1ML Co$_{50}$Pt$_{50}$/1ML Pt multilayers where the interfaces between Co (rich) layer and Pt (relatively rich) layer are present. Therefore, the ordered phase can be responsible for the cause of the perpendicular magnetic anisotropy in the same way as Co/Pt multilayers case. However, in the present study, the films show a large $K_u$ value of more than 10$^7$ erg/cm$^3$ with a much smaller order parameter when the film is deposited at ~ 230 °C as described in sec. 3.3. We propose a model for the structure, which could explain the behaviors of $K_u$ and $S$. When $T_s$ is high enough such as 400 °C, Co$_3$Pt ordered phase can be formed simultaneously in the entire film during deposition, where a
Fig. 18 (a) Schematic diagram for the structures of samples deposited at ~230 °C, (b) ~ 400 °C, (c) A perfect ordered Co,Pt phase superlattice peak can be observed by x-ray diffraction measurement (Fig. 18(b)). However, when T_s is not high enough, i.e. 230 °C, the activity of atomic diffusion is not sufficiently large enough to form the Co,Pt ordered phase. Therefore, the order parameter is smaller. Although the films deposited at lower T_s do not have large S, they are still considered to contain a so-called short range ordered phase (Fig. 18(a)). This short range ordered phase consists of Co (rich) and Pt (rich) region, which is responsible for large K_u values with small S values. To support this model, an experiment was performed where samples were fabricated at a lower deposition rate. It may be possible that atoms can reach the proper atomic site to form the ordered phase at a lower deposition rate.

3.6 Relation between K_u and Deposition Rate

Figure 19 shows both K_u and S as functions of deposition rate for T_s = 230 °C and 400 °C. The normal deposition rate for Co,Pt alloy thin film (sum of the rate for Co and that for Pt) was approximately 1.6 Å/sec. The total rate was lowered to 1/5 of the normal rate. K_u and S behave quite identically for both T_s. For 230 °C, the order parameter S increases, and also the K_u value increased. This result supports the model proposed in Fig. 18, where a fine mosaic structure (a) would be transformed to the one (b) with lowering deposition rate. On the other hand, for 400 °C, the change is opposite to the case of 230 °C. The reason for this difference is probably due to the phase transformation from hep to fcc since the temperature 400 °C is the same as the
transition temperature.

4 CONCLUSIONS

The very large perpendicular magnetic anisotropy of the order of $2 \times 10^7$ erg/cm$^3$ at room temperature was found in Co$_x$Pt$_{1-x}$ (0<x<0.5) alloy thin films made by e-beam evaporation. The mechanism of the large magnetic anisotropy is likely related to the anisotropic Co-Co bonding distribution, which is similar to the cases of Co/Pt multilayers and FePt alloy thin films. The activation energy estimated for the ordering is approximately 0.3 eV, which is preferably compared to 0.2 eV for FePt. A model is proposed, for which both a short range and long range ordering are present, depending on substrate deposition temperature.
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MAGNETIC ORDER OF CO$_{0.1}$PT$_{0.9}$ IN PROXIMITY OF COPT$_3$
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ABSTRACT

A polarized neutron reflectometry study of the magnetization density depth profile of a Co$_{0.1}$Pt$_{0.9}$ CoPt$_3$ bilayer film found evidence for an induced moment in the Co$_{0.1}$Pt$_{0.9}$ overlayer in close proximity to the CoPt$_3$ underlayer. If the moment of Co in these films is that of the bulk, then the $\mu_0 = 0.09 (1) \mu_B$ in the overlayer, and $\mu_0 = 0.04 (1) \mu_B$ in the underlayer. In addition, ferromagnetic order of the Co$_{0.1}$Pt$_{0.9}$ overlayer was observed 8K above $T_c$ for the material in the bulk.

INTRODUCTION

A magnetic moment can be induced in a material not normally magnetic, but easily polarizable, or enhanced in a material, when in close proximity to a strongly magnetic material [1]. The polarization of the non-magnetic material by a magnetic material is called the proximity effect. Examples of the proximity effect include: enhancements of the magnetic moment of Fe in Fe-Co alloys, or an induced moment of Pd in Pd-Fe alloys. In these instances, the polarizable atom is spread uniformly in a dilute concentration throughout the alloy. Alternatively, the polarizable material can be a thin film in contact with a strongly magnetic material. In this case, the magnetic material can induce magnetization of the portion of the polarizable material close to the film interface.

The motivation for this work was to explore the proximity effect in alloys of Co and Pt—here, Pt would be the easily polarizable material. The particular system chosen for study was one composed of a low Curie temperature thin film, Co$_{0.1}$Pt$_{0.9}$, which was deposited onto a film of CoPt$_3$ with a high Curie temperature, to form a bilayer sample. There are two issues posed by this study. First, what is the magnetic moment of Pt in the two Co-Pt alloys? Secondly, could ferromagnetic ordering in the Co$_{0.1}$Pt$_{0.9}$ overlayer be induced above its Curie temperature in the bulk by the strongly ferromagnetic CoPt$_3$ underlayer? In order to address these questions, polarized neutron reflectometry—a technique well-suited to studies of ferromagnetism across interfaces and in thin films [2], was employed.

EXPERIMENT

Sample Preparation

The bilayer sample was manufactured by co-evaporating Co and Pt from separate targets using e-beam guns onto an epitaxially polished (100) oriented MgO single crystal substrate [3]. The substrate measured 2.5 x 2.5 cm$^2$ by 1mm thick. The substrate was cleaned by heating to 900K and then cooled to 500K prior to deposition of the film. The deposition was made in an ultra-high-vacuum chamber with a base pressure of $10^{-7}$ Pa. The deposition consisted of two steps. During the first step, the deposition rates of Co and Pt were adjusted to produce a film with the stoichiometry of CoPt$_3$. The film was grown to be 31nm thick. During growth, the Reflection High Energy Electron Diffraction (RHEED) pattern was observed. Streaks were observed in the RHEED pattern, which suggested the CoPt$_3$ film was single crystalline with the (001) orientation.

Following the deposition of the CoPt$_3$ film, the deposition rates were readjusted to produce a film with the stoichiometry Co$_{0.1}$Pt$_{0.9}$. The readjustment took 20s, during which time the CoPt$_3$ surface was exposed to about 0.2 monolayers of gas atoms. A 12nm thick film of Co$_{0.1}$Pt$_{0.9}$ was deposited directly on the CoPt$_3$ crystal. During the growth of the Co$_{0.1}$Pt$_{0.9}$ film, the RHEED pattern indicated that the Co$_{0.1}$Pt$_{0.9}$ film grew as a single crystal with the (001) orientation. A schematic diagram of the bilayer sample is shown in the inset of Fig. 1.
Sample Characterization

The susceptibility of a similarly prepared sample was measured with a vibrating sample magnetometer equipped with a liquid-N$_2$ flow cryostat. Kinks in the susceptibility curve measured as a function of temperature were observed at 540K and 240K. The kink at the higher of the two temperatures corresponded to the onset of ferromagnetic order in the CoPt$_3$ underlayer, i.e. its Curie temperature, $T_C$. The low temperature kink corresponded to the Curie temperature of the Co$_{0.1}$Pt$_{0.9}$ overlayer.

The thickness of the Co$_{0.1}$Pt$_{0.9}$ and CoPt$_3$ films, and the roughness of the air-film, Co$_{0.1}$Pt$_{0.9}$-CoPt$_3$, and film-substrate interfaces were measured with X-ray reflectometry. Reflectometry involves measuring the intensity of the radiation specularly reflected by a smooth sample through an angle, $2\alpha$ (see Fig. 1), and comparing this intensity to the intensity of the radiation illuminating the sample. The ratio, called the reflectivity— $R$, is measured as a function of momentum transfer, $Q=4\pi\sin(\alpha)/\lambda$, where $\lambda$ is the wavelength of the radiation.

The X-ray reflectivity of the sample was measured using X-rays with a wavelength $\lambda=1.54178\AA$, selected from a spectrum with a graphite monochromator. X-rays were produced by an 18kW rotating anode X-ray generator at the Los Alamos Neutron Science Center (LANSCE). The X-ray beam was collimated with a pair of slits located between the monochromator and sample. The intensity of the incident X-ray beam was monitored using a scintillation detector and a Mylar sheet, which scattered a small portion of the X-ray beam into the detector. The intensity of the incident X-ray beam was needed in order to measure the exposure of the sample to the beam. The position and intensity of the reflected X-ray beam were measured with a Xe-filled position sensitive detector (PSD). The intensity profile measured as a function of angle off the sample surface by the PSD was a Gaussian-shaped peak on a smooth background. The integrated intensity of the peak after removal of the background was the reflectivity of the sample at $Q$, which was determined by selecting the angle of incidence— the angle, $\alpha$, between the incident X-ray beam and its projection on the sample surface. The profile was assembled by incrementing $\alpha$, and repeating the measurement and integration procedure. The reflectivity profile taken for the sample at 296K is shown in Fig. 2. X-ray reflectivity measurements were also taken at 81 and 248K with the aide of a Displex closed-cycle He cryostat equipped with Be-domes. The three X-ray reflectivity profiles were not statistically different.
Fig. 2. Reflectivity of the bilayer sample measured with X-rays (O) at 296K. The solid curve is the profile calculated for a model structure whose X-ray scattering length density varies with depth into the sample (inset).

For extremely small values of \( Q < 0.07 \text{Å}^{-1} \), the X-radiation in the sample becomes evanescent, so the sample reflectivity was unity [4]. For larger values of \( Q \), the radiation penetrated into the sample and was reflected by internal planar interfaces [5]. The radiation reflected from these interfaces interfered with the radiation reflected from the sample surface producing modulations in the reflectivity profile (Fig. 2). The modulation frequency of the reflectivity profile is related to the thicknesses of the Co, Pt, and CoPt layers. The amplitude of the modulation and the attenuation of the profile with \( Q \) are related to the change of electron density and roughness of the sample interfaces, respectively.

The reflectivity of the sample was also measured using the polarized neutron reflectometer at LANSCE. A detailed description of this instrument is found in ref. [6]. Briefly, a beam of neutrons with spins aligned anti-parallel (spin-up) to the magnetic field applied to the sample was produced using polarizing neutron supermirrors. Since LANSCE is a pulsed-neutron source, the time-of-flight technique was used to measure neutron wavelength, so the so-called spin-up sample reflectivity, \( R_+ \), was measured as a function of \( Q \) by fixing \( \alpha \) and varying \( \lambda \) (the latter was accomplished by the pulsed-source). The spin-down sample reflectivity, \( R_- \), was measured by reversing the field applied to the supermirrors; thus reversing the polarization of the neutron beam with respect to the field on the sample, \( \mathbf{H} \) (Fig. 1). Normally, the reversal of the field applied to the polarizer would produce a zero-point in the field between the polarizer and sample, which was undesirable, since the neutron beam would become depolarized. This problem was avoided by using a YBCO-cryoflipper which isolated the fields applied to the sample and polarizer from each other; thus, preserving the polarization of the neutron beam [6].

The spin-up and spin-down sample-reflectivities were measured with neutrons after first cooling the sample to 8K in a strong magnetic field (H=6.5kOe). The field was applied to the sample during the entire neutron experiment. Neutron reflectivity measurements were made for sample temperatures of 81, 248 and 296K (Fig. 3). The interpretation of the neutron reflectivity profiles is
Fig. 3 Polarized neutron reflectivity profiles for the Co$_{0.9}$Pt$_{0.1}$-CoPt$_3$ sample measured at 81, 248 and 296K. Differences with temperature were most pronounced for the spin-down profile in the region 0.02Å$^{-1}$<Q<0.03Å$^{-1}$ (arrows). The profiles have been displaced for the sake of clarity.

Similar to that of the X-ray profile, i.e. the periodicity of the fringes is related to the film thickness, the amplitude of the modulation is related to the change in scattering length density across the interfaces, and the attenuation of the profile is related to the roughness of the interface. In contrast to the X-ray measurements, the scattering of the polarized neutron beam also depends upon the net magnetization of the sample parallel to H and perpendicular to Q. Information about ferromagnetism, e.g. the magnetic moment of Pt in the Co$_{0.9}$Pt$_{0.1}$ and CoPt$_3$ films, can be deduced from differences between R+ and R-. In this study, a splitting of R+ and R- is seen at all
temperatures (since the CoPt₃ underlayer was always ferromagnetic), and a change in the splitting occurred with temperature, particularly in the region 0.02Å⁻¹<Q< 0.03Å⁻¹ for the spin-down profiles (arrows in Fig. 3).

RESULTS

The bilayer sample contained three reflecting interfaces— the air-film, Co₀.₉Pt₀.₉-CoPt₃, and film-substrate interfaces. These interfaces are denoted by the numerals 1, 2 and 3 (Fig. 1). In order to obtain information about interfaces, for example the distance, A₁₂, between interfaces 1 and 2, the sample was represented by the model in Fig. 1, from which the reflectivity of the model was computed and then compared to the measured reflectivity profiles. Perturbations to parameters of the model were made until the difference between the calculated and measured profiles weighted by the statistical precision of the data were minimized.

The attenuation of the profile beyond the usual Q⁻⁴ Porod decay [5], was attributed to roughness of the interfaces. Typically roughness is treated as if it were small random or Gaussian distributed fluctuations of the interface height in the z-direction (direction parallel to the interface normal) with variance of σ². The roughness of each interface was refined independently. Finally, the power of a material to scatter X-rays (or neutrons) is called the scattering length density of the material. Since the films have different compositions, and their components scatter X-rays and neutrons differently, three X-ray and six neutron (three nuclear and three magnetic) scattering length densities were required.

For X-ray scattering in the small-angle regime, the scattering length density β is the product of the Bohr radius, rₑ=2.82×10⁻⁵ Å, and the density of electrons in the material (the scattering length density is related to the index of refraction for the material) [7]. For scattering with polarized neutrons, β has nuclear and magnetic components. The nuclear component is the product of the average neutron scattering length of the material, b, and the number density of atoms, N, so βₙ =bN [8]. The magnetic component is the product of a constant, C=2.645×10⁻⁵ Åµᵥ⁻¹, the magnetic moment of the material, µ [µᵥ], and N, i.e. βₘ =±CuN [9]. The positive sign is used to compute the spin-up scattering length density and the negative sign— the spin-down scattering length density. It is the value of μ(z) which is desired for the Co₀.₉Pt₀.₉-CoPt₃ sample.

Of the fourteen model parameters, only two parameters, μ(Co₀.₉Pt₀.₉) and μ(CoPt₃), will produce splitting of R⁺ and R⁻ (Fig. 3). Indirectly, μ(Co₀.₉Pt₀.₉) and μ(CoPt₃) can be influenced by correlation with the remaining 12 parameters— those that describe the nuclear structure of the sample, in a numerical refinement used to obtain the best-fitting model. Correlation with the nuclear parameters can be avoided if the latter are determined by X-ray reflectometry.

The X-ray fitting involved calculating the X-ray scattering length density profile of the sample as a function of depth into the sample, z, and then computing the reflectivity of such a profile using the Parratt formalism [5]. The scattering length density profile (inset Fig. 2) is composed of three plateaus which represent the scattering length densities of β(Co₀.₉Pt₀.₉), β(CoPt₃) and β(MgO). The widths of the Co₀.₉Pt₀.₉ and Co₀.₉Pt₀.₉ plateaus are Δ₁₂ and Δ₂₃. The plateaus are connected to each other by error functions, whose derivative with z are Gaussian functions with root-mean-square widths σ₁₂,σ₂₃ (Fig. 1). The reflectivity of a sample with the scattering length density profile shown in the inset of Fig. 2 is the solid curve in the larger figure and best-fits the X-ray data. From this analysis, the thickness of the Co₀.₉Pt₀.₉ overlayer was determined to be Δ₁₂=12.4(5)nm and Δ₂₃=31.0(5)nm for the CoPt₃ underlayer. The roughness of the air-film interface was σ₁=0.8(1)nm, the Co₀.₉Pt₀.₉-CoPt₃ interface was σ₂=1.1(1)nm, and the film-substrate interface was σ₃=0.4(1)nm.
Fig. 4. Neutron scattering length density profiles deduced from model fitting to the data shown in Fig. 3. Splitting between the spin-up and spin-down profiles is indicative of the film magnetization corresponding to a particular depth into the sample.

A two-step fitting procedure was used to measure the magnetization of the overlayer. First, the structural parameters deduced from the X-ray fitting, were used in the fitting of a model to the neutron data taken at 81K. In this fit, only the neutron nuclear and magnetic scattering length densities were refined for the Co, Pr, and CoPt films. From this refinement, the average magnetic moment of Co, Pr, and CoPt in the fully saturated state were readily obtained, since the temperature, 81K, of the sample was well below the Curie temperatures of both films. For this temperature, the spin-up and spin-down neutron scattering length densities, whose reflectivities produced the best-fitting curves in Fig. 3, are shown in Fig. 4(a).

The second step in determining the magnetization of the Co, Pr, overlayer above T, involved using the nuclear scattering length densities deduced for the Co, Pr, and CoPt films, and the magnetic scattering length density of CoPt, obtained from the first step, and refining only the magnetization of the Co, Pr, overlayer. Since T, for the CoPt underlayer was much larger than room temperature, the magnetization of the underlayer was not expected to change as the sample temperature was increased from 81 to 296K. Only the magnetization of the Co, Pr, overlayer was refined to accommodate the shift of the fringes for the spin-down neutron cross-section towards higher reflectivity and smaller values of Q (arrows in Fig. 3). The neutron scattering length density profiles for the sample at 248 and 296K are shown in Fig. 4(b) and (c), respectively.

CONCLUSIONS

Using the relationship \( \mu(z) = \beta \mu N(z) \), and values of N for the films, N(Co, Pr) = 0.066 Å\(^3\), and N(CoPt) = 0.070 Å\(^3\), the average magnetic moment for the Co, Pr, and CoPt films were determined. At 81K, \( \mu(Co, Pr) = 0.25(2)\mu_B \) and \( \mu(CoPt) = 0.46(1)\mu_B \). At 248K, the mean moment for the Co, Pr, overlayer decreased to \( \mu(Co, Pr) = 0.04(2)\mu_B \) and at 296K, the moment was \( \mu(Co, Pr) = 0.00(1)\mu_B \), i.e. the overlayer had no ferromagnetic component in the direction of the applied field at room temperature.

In contrast to magnetometry measurements, we find evidence for some ferromagnetic order of Co, Pr, in a 12nm thick film 8K above T, for Co, Pr, in the bulk. While the magnetometry and neutron studies used different thermometers, both were calibrated thermometers and suitable for use in high magnetic fields; therefore, the discrepancy was not likely due to errors in thermometry. A more plausible explanation is one attributing the increase of T, in Co, Pr, to a higher degree of sensitivity for polarized neutron reflectometry to detect ferromagnetism in thin films than magnetometry. In other words, if the magnetometer could have measured moments as small as 0.04\( \mu_B \) from 12nm thick films, then the value of T, deduced from magnetometry would have been higher.
Presently, the magnetization of the overlayer was treated as if it were uniform over its 12nm thickness.Alternatively, the overlayer may be largely paramagnetic at 248K except for a very thin region close to the Co$_{0.7}$Pt$_{0.3}$-CoPt$_3$ interface. For example, the magnetization of the overlayer may increase exponentially from zero at the Co$_{0.7}$Pt$_{0.3}$ surface to a non-zero value at the Co$_{0.7}$Pt$_{0.3}$-CoPt$_3$ interface. This possibility was examined by modifying the magnetization profile to assume the form $\mu_0 \exp(-A_1z - A_2l)$ in the overlayer; however, refinement of this model yielded the simpler uniform layer model, since $\mu_0 \approx 0.04\mu_B$ and $A \rightarrow 0$. Either the magnetic correlation length, $A_1$, was much larger than the 12nm thickness of the film, or the quality of the neutron data taken at 248K was not sufficient for an unique refinement of the more sophisticated model.

Finally, the magnetic moment induced in Pt when in close proximity to Co at 81K was calculated for the two film compositions. If the magnetic moment of Co in the films were that of Co in the bulk, $\mu_{Co} = 1.715\mu_B$ [10], and the moment of Co was parallel to the applied field, then lower limits for $\mu_{Pt}$ can be established. In the Co$_{0.7}$Pt$_{0.3}$ overlayer, $\mu_{Pt}$ is at least 0.09(1)$\mu_B$, and in the CoPt$_3$ underlayer, $\mu_{Pt}$ is at least 0.04(1)$\mu_B$, thus, we find evidence for an induced magnetic moment in Pt when in proximity of Co.
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4. The roll-over of the X-ray reflectivity profile below Q, is caused when the cross-section of the beam is larger than the cross-section of the sample. The reflectivity of the sample is still unity for Q$<Q$, and the roll-over can be accounted for with a simple geometrical factor.
THICKNESS DEPENDENT PERPENDICULAR MAGNETIC DOMAIN PATTERNS IN SPUTTERED EPITAXIAL FePt (001) L10 FILMS

J.-U. Thiele, L. Folks, M. F. Toney, D. K. Weiler
IBM Almaden Research Center, 650 Harry Rd., San Jose, CA 95120

ABSTRACT

The present paper discusses the magnetic anisotropy and magnetic domain structure of highly ordered epitaxial FePt(001) films grown on Pt seeded MgO(001) substrates. These films were grown by dc-magnetron sputtering from a Fe50Pt50 alloy target at a substrate temperature of 550 °C during deposition. Thicknesses were varied between 15 and 170 nm. The presence of the highly anisotropic face centered tetragonal L10 crystal structure with a maximum long range chemical ordering of 95% and a low degree of misorientations was confirmed by specular and grazing incidence X-ray diffraction measurements. For film thicknesses ≥ 50 nm in-plane and out-of-plane hysteresis measurements indicate large perpendicular magnetic anisotropy and at the same time low remanent magnetisation. Magnetic force microscopy reveals highly interconnected perpendicular stripe domain patterns. From their characteristic width, which is strongly dependent on the film thickness, a value of the dipolar length, Do, of 50 ±5 nm is derived. Assuming an exchange constant of 10^6 erg/cm, this value is consistent with an anisotropy constant Ku ~ 1.0x10^6 erg/cc.

INTRODUCTION

Among the thin film and superlattice systems exhibiting perpendicular magnetic anisotropy, the face centered tetragonal (fct) phase of binary alloy systems like CoPt, FePd and FePt, also referred to as CuAu(I) or L10 phase, has in recent years attracted great interest. This phase consists of a monatomic, chemically modulated superlattice of the two elements. When grown with the monatomic layers parallel to the film plane, i.e. with the c-axis of the fct unit cell in the film normal direction, this structure results in perpendicular magnetic anisotropy. Large polar magneto-optical Kerr effects of up to 0.8° at 2 eV photon energy in FePt [1], make these materials attractive candidates for media applications in magneto-optical recording. Furthermore, it is generally assumed that high anisotropy is a prerequisite to support large coercivities and thermal stability at ever smaller physical grain sizes in high density magnetic recording media [2]. The magneto-crystalline anisotropies of FePt and CoPt are among the highest reported in the literature [3], making them attractive base materials for future high density magnetic recording media [4].

Epitaxial growth of chemically ordered FePt thin films with the c-axis perpendicular to the film plane has previously been demonstrated by molecular beam epitaxy (MBE) [1] and magnetron sputtering [5, 6]. The temperature dependence of the chemical ordering shows that a markedly lower temperature is required for complete ordering in thin film growth [7] as opposed to bulk material [8] (i.e. 500 °C vs. 1300 °C, respectively). This has been attributed to the enhanced surface mobility during thin film growth [7].

Here we present a detailed investigation of the magnetisation behaviour and the magnetic domain structure of fully chemically ordered FePt epitaxial thin films grown by magnetron sputtering. A more detailed investigation of the structural properties of these films can be found in [9]. Here we focus on the film thickness dependence of the magnetic domain size and...
the magnetisation behaviour. We demonstrate that the magnetisation curves and the domain structure of the perpendicular magneto-crystalline anisotropy films depend primarily on the film thickness, in agreement with the derivations by Landau [10] and Kittel [11].

EXPERIMENT

Samples and seed/buffer layers were deposited in a high vacuum system (base pressure ~ 3·10⁻⁸ mbar at 550 °C) using DC magnetron sputtering onto single crystalline MgO (001) substrates sourced from Commercial Crystal Inc. For a description of the substrate cleaning procedure see [1]. Seed layers consisting of about 3 nm Cr and 12 nm Pt were deposited first at a substrate temperature of ~ 550 °C. The FePt alloy was then immediately sputtered from a single alloy target of Fe₅₀Pt₅₀ composition, resulting in films of about equiatomic composition (±2 at.%) as determined by Rutherford back scattering (RBS). For all layers the sputtering power was kept at 10-15 W, yielding deposition rates of 0.01-0.03 nm/s. The thickness of the FePt films was varied between 15 nm and 170 nm. To protect them from oxidation the films were capped with a 2 nm thick Pt layer, deposited at room temperature.

Degree of epitaxy and chemical ordering of the films were determined from specular and grazing incidence X-ray diffraction (XRD) using Cu Kα radiation [9]. Here we restrict our discussion to films with a high degree of chemical ordering, i.e. with a long range order parameter S ≥ 0.9, and a very low level of misorientation [9]. Room temperature values of saturation magnetisation and anisotropy of the alloys were determined with standard vibrating sample magnetometry (VSM) and torque magnetometry, respectively. Hysteresis properties were measured using the magneto-optical Kerr effect (MOKE) in polar (perpendicular) and transverse (in-plane) geometries at a fixed wavelength (HeNe laser: hv = 2 eV). The domain structure of the samples was explored in the thermally demagnetized, as-grown state, i.e. before exposing them to any magnetic field, and subsequently in an ac demagnetized state, using magnetic force microscopy (MFM). A Dimension 3000 Scanning Probe Microscope (Digital Instruments Inc.) was used with magnetically "hard" CoCr-coated Si tips magnetized along the tip axis (i.e. perpendicular to the film plane). The instrument was operated in a non-contact ac-mode with the cantilever oscillating at resonance (about 70 kHz) while scanning at a fixed distance above the sample surface. The tip was scanned at sufficiently large sample-tip distances (30 - 90 nm) to minimize the perturbation of the tip magnetization by the strong sample stray field. No indication of influence of the tip on the domain structure of the samples was observed. The MFM images obtained of the FePt samples exhibit strong domain contrast, similar to that described by Belliard et al. [12]. They may be interpreted by correlating dark areas with domains with magnetization parallel to the surface normal, and light areas with domains with magnetization antiparallel to the surface normal.

RESULTS

Hysteresis curves

Figures 2a and 2b show the hysteresis curves of a ~ 170 nm and a ~ 30 nm thick sample, measured in the perpendicular and in-plane geometries, respectively. The thicker film has a very low remanence; upon decreasing the applied field from 20 kOe the sample remains saturated, until at a certain value, Hₐ, the magnetisation begins to drop rapidly. This type of hysteresis behaviour was first observed by Kooy and Enz in single-crystalline BaFeₓOᵧ samples [13]. They related the sudden drop in magnetisation to the spontaneous nucleation of stripe domains.
opposing the external field, as predicted by Kittel [11]. The shape of the hysteresis loops is indicative of low resistance to the movement of the nucleated domain walls and, by implication, low number of pinning sites in films of high perpendicular magnetic anisotropy. Interestingly, despite their high degree of epitaxy and chemical ordering, perpendicular magnetisation curves of films thinner than a critical thickness of about 50 nm exhibit almost 100% remanence, as illustrated in figure 2b. Figure 2c shows the nucleation fields, \( H_N \) (low remanence films: \( H_N \) positive; high remanence films: \( H_N \) negative), and coercivities, \( H_C \), of a series of FePt films of varying thickness, grown under otherwise identical conditions. In perfect single-crystalline films \( H_N \) has been observed to be positive down to very thin film thicknesses, e.g. a few monolayers in Co films [14]. Here, the negative \( H_N \) and the increasing coercivity imply an increasing impedance for domain wall motion with decreasing film thickness. The likely origin of this lies in the structure of the films: despite their high degree of epitaxy, they are not single crystalline, but consist of individual epitaxial grains. The size of these grains is above the resolution limit of the XRD setup used for our studies, so only a lower limit of 30 nm can be given; the actual grain size may be considerably larger. However, it is plausible that the grain size increases, and thus the impedance for domain wall motion decreases, with increasing film thickness.

While the saturation magnetisation, \( M_s \), measured with a vibrating sample magnetometer, for both films is \( 1100 \pm 50\) emu/cc, the magneto-crystalline anisotropy is almost constant at \( K_i = 3.2\times10^7\) erg/cc for thicker films and decreases slightly to \( K_i = 2.10^7\) erg/cc for a film thickness of 50 nm [9]. Interdiffusion at the interface between the FePt layer and the Pt buffer, promoted by the high growth temperatures and evident in RBS measurements, may be the origin of this decrease. Note however, that the presently measured \( K_i \) values, even for the thicker films, are smaller by about a factor of 2 than the values obtained for the best MBE grown films [15].

---

**Figure 1:** Kerr rotation as a function of applied field for a) a 170 nm thick FePt film and b) a 30 nm thick FePt film, measured in polar and transverse geometries, i.e. perpendicular to and in the plane of the film. c) Nucleation field \( H_N \) and coercivity \( H_C \) of a series of FePt films. The lines are guide lines to the eye. Note that no account has been taken of demagnetizing fields.
Domain structure analysis by Magnetic Force Microscopy

Structure and width of magnetic domains in the series of FePt films with film thicknesses in the range of 18 nm to 170 nm were examined using magnetic force microscopy. Understanding the influence of film thickness on the equilibrium domain size in the framework of a simple theory is only possible for the case of samples with magnetisation strictly perpendicular to the plane of the film. Furthermore, MFM images can be most readily interpreted in this case. As seen in the previous section films with a thickness below about 50 nm always showed high remanence; their domain structure is dominated by bubbles of irregular sizes and shapes. In contrast, thicker films with large perpendicular anisotropy and low remanence show a domain pattern of highly interconnected stripes, similar to the ones observed in chemically ordered FePd (001) $L_1_0$ films [16]. Therefore, we shall restrict our discussion here to film thicknesses $\geq 50$ nm. In figure 2 MFM images of the as-grown domain structure of a 56 nm and a 170 nm thick film are shown. The width of the magnetic domains, measured perpendicular to the stripes, is larger for the thicker film. In figure 3a the domain size, measured from such MFM images, is plotted as a function of the film thickness. The steady decrease in domain width with decreasing film thickness resembles the behaviour found in FePd by Gehanno et al. [16]. Changes in this steady decrease, specifically a minimum and a subsequent steep increase in the domain width for very thin films, are expected at or below the dipolar length $D_0$ [16].

According to

$$D_0 = 2 \cdot \sqrt{\frac{4A}{K}} \cdot \frac{\pi}{M_s}$$

(1)

a dipolar length $D_{\text{dipolar}} \approx 30$ nm can be calculated using values of $A = 1 \times 10^6$ erg/cm for the exchange constant, $K = 3.2 \times 10^6$ erg/cc for the anisotropy, and $M_s = 1100$ emu/cc for the saturation magnetisation of FePt. Due to the aforementioned constraints in film thickness, we are not able to verify this change in the variation of domain size with film thickness for $t \leq D_0$.

In the following we shall discuss the film thickness dependence in the accessible range using a simple continuum model developed by Landau et al. [10] and Kittel [11]. For the simple case of films with a high perpendicular anisotropy, resulting in purely up/down stripe domains, the domain size is determined by an equilibrium between domain wall energy and magnetostatic energy [11].

Figure 2: Magnetic Force Microscopy images (size: 3μm x 3μm) of fully chemically ordered FePt films of thicknesses a) 70 nm and b) 170 nm.
Figure 3: a) Magnetic domain stripe width, $d$, as a function of the thickness, $t$, of the FePt magnetic layer. b) Plot of $\ln (d/t)$ as a function of $\pi/2t$. The solid line is a linear fit for the indicated range of thicknesses.

Gehanno et al. [16] showed that the extension of Kittel's formalism to very thin films originally derived by Kaplan et al. [17] for thicknesses well below $D_0$,

$$d \propto t \cdot e^{\lambda_0/2}, \lambda_0 < t < D_0$$

where $\lambda_0$ is the exchange length, is also valid for film thicknesses of about the dipolar length and above. Plotting our data according to this expression yields a good correlation with a linear fit from the thickest film down to thicknesses of about 70 nm. Below this thickness the domains are somewhat smaller than expected, as can be seen in figure 3b. Using only the values for films of thicknesses $> 70$ nm a value for $D_0$ of about $50 \pm 5$ nm is estimated from the slope of a linear fit (shown as solid line in figure 3b). From equation (1) and the measured saturation magnetisation $M_s$ of 1100 emu/cc the product $A - K_u$ can be calculated. With a value for the exchange constant of $A = 1 \cdot 10^9$ ergs/cm a value of $K_u = 1 \pm 0.25 \cdot 10^6$ ergs/cc is obtained for the magneto-crystalline anisotropy. This is significantly higher than the value of $K_u = 3.2 \cdot 10^7$ ergs/cc measured with a 45° torque method with high field extrapolation. While this discrepancy may be due to the uncertainty in the value of the exchange constant, it remains an open question, how the Pt rich region near the interface to the seed layer influences the domain size as measured by magnetic force microscopy.

CONCLUSION

FePt films grown by sputter deposition on buffer layers consisting of 3 nm Cr/12 nm Pt on MgO (100) substrates at 550 °C reveal a high degree of epitaxy and chemical ordering. In films thicker than 65 nm, highly interconnected magnetic stripe domains with magnetisation perpendicular to the film plane were found. The width of the domains as well as the nucleation field depend on the film thickness. Comparing the domain structure of FePt to FePd [16] for identical film thicknesses we find that the domains in FePt are wider by a factor of 2.5-3, consistent with a higher magneto-crystalline anisotropy of FePt. The high temperatures required for the growth of
highly crystalline and chemically ordered FePt films cause interdiffusion at the interface between the Pt buffer and the FePt films. This Pt rich region at the interface causes a drop of the thickness averaged magneto-crystalline anisotropy as measured by torque magnetometry. It may also be the origin of the observed reduction of the magnetic domain size from that expected from theoretical considerations.
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STRUCTURAL AND MAGNETIC PROPERTIES OF $\text{Co}_{50-x}\text{Pt}_{50+x}$ THIN FILMS PREPARED BY MBE CO-EVAPORATION ON (001) MgO SUBSTRATE AT VARIOUS TEMPERATURES
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ABSTRACT

Structural and magnetic properties of $\text{Co}_{50-x}\text{Pt}_{50+x}$ films 25-50 nm thick, prepared by molecular beam epitaxy onto a Pt buffer grown on MgO (001) substrate have been investigated. A series of 3 samples with different compositions ($x = 6, 0, -6$) was grown at 800 K on a 10 nm thick Pt buffer and another series of 5 samples of equiatomic composition was prepared at various growth temperatures ($390 \text{ K} \leq T \leq 780 \text{ K}$) on a Pt buffer 4 nm thick. X-ray diffraction and TEM studies show the presence of grains with [111] and [002] orientations, the [002] grains being a mixture of the tetragonal $L1_0$ ordered phase and of the fcc disordered one. Both the thickness of the buffer layer and the deposition temperature are determinant parameters of the structural quality of the films and of the degree of long range order (LRO). An apparent LRO parameter ($\eta_{\text{app}}$) is deduced from the superstructure and main peak intensity ratio. Its increase with the growth temperature is described through a thermally activated model that yields a small activation energy of 0.28 eV, illustrating the role played by both surface diffusion and surface interactions in building the $L1_0$ compound in agreement with theoretical predictions. An average uniaxial magnetocrystalline anisotropy energy ($K_u^{\text{av}}$) is deduced from the magnetization curves measured by a SQUID. The anisotropy energy of the [002] grains ($K_u^{002}$) is deduced, assuming a linear relationship between the anisotropies and the phase percentages. One observes a continuous but not linear increase of $K_u^{002}$ with $\eta_{\text{app}}$.

INTRODUCTION

Equiatomic CoPt alloy thin films have received significant attention as possible magneto-optic recording media. Many preparation methods have already been proposed in order to get the most ordered and well orientated $L1_0$ thin film compound with a magnetocrystalline anisotropy energy close to the high value ($\sim 4.10^7$ ergs/cm$^3$) determined at RT by Eurlin et al. [1] in a bulk monovariant ordered single crystal. Besides sputtering techniques [2, 3], the molecular beam epitaxy technique (MBE) was already used by Harp et al. [4] to prepare 100 nm thick $\text{Co}_{32}\text{Pt}_{68}$ films at 300°C and 500°C on (001) MgO substrate. Their work focus on the magneto optical Kerr spectroscopy as a probe of chemical ordering in CoPt, showing also the important role played by the growth temperature on both the texture and the degree of long range order in the films. In this paper we present a detailed investigation of the occurrence of the $L1_0$ long range ordering in CoPt films prepared by MBE as a function of the growth conditions and we investigate their magnetic properties, focusing on the uniaxial magnetic anisotropy and its link with the chemical ordering. After a brief review of the properties of the bulk CoPt that will be useful for the present study, the experiment is described. Then, results of structural and magnetic properties are successively presented and discussed.

PREVIOUS RESULTS

Structural, electronic, magnetic and thermodynamic properties of ordered and disordered bulk
CoPt have been extensively investigated. For a general review see ref. [5]. For our purpose, let us just recall that the order-disorder transition is strongly of the first order, showing a large discontinuity of the long range order parameter \( \eta \) from 0.86 to 0 at the transition temperature \( T_c \) of 1110 K. This has, as a consequence a domain of \( \eta \) variation limited to 0.85-1, over a temperature range of 200 K below \( T_c \), as confirmed by the \( a \) and \( c \) lattice constant temperature dependencies [6]. That means that any experimental determination giving \( \eta \) smaller than 0.85 would indicated that the alloy consists of a mixture of ordered and disordered phase.

Magnetic properties determined in both ordered and quenched disordered states [7, 8] show a weak dependence of the saturation magnetization \( M_s \) upon the degree of LRO \( M_s / M_s^0 \approx 1.06 \) at the stoichiometric composition but a greater sensitivity of the Curie temperatures \( T_M \) which are clearly lower in the ordered state than in the disordered one \( T_M^0 / T_M^D = 0.88 \) for CoPt. In the ordered phase, the saturation field of a polycrystalline sample investigated at the LCMI of Grenoble has been found to be as high as 15 T [8], whereas the uniaxial magnetic anisotropy energy of a single crystal with 97% of a dominant variant, as deduced from magnetization curves measured in magnetic fields up to 7T, has been evaluated to be \( 4 \times 10^7 \) erg/cm\(^3\) [1].

EXPERIMENTAL

Two series of CoPt samples have been prepared by electron gun co-deposition in a UHV chamber on cleaned (001) MgO substrates covered by a Pt buffer layer deposited at 970 K. The first series consists of 3 samples with nominal compositions of 44, 50 and 56 % of Co and nominal thickness of 50 nm, grown at 800 K on a 10 nm thick Pt buffer. The second series of 5 samples at the equiatomic composition have been deposited at 780 K, 680 K, 570 K, 480 K and 390 K on a 4 nm thick Pt buffer. Their nominal thickness is 50 nm, except for that prepared at 780 K which is 25 nm. All the samples are covered by a cap layer of 4 nm thick Ru deposited at 270 K to prevent oxidation. Each series is prepared within a single run in the deposition chamber, using a rotating sample holder where six substrates can take place. This has, as a consequence, a different annealing time at the growth temperature for each sample, the longer for the first deposited sample (the sequence is : \( x = 0, +6, -6 \) for the first series, \( T_G \) decreasing for the second series) and proportionally decreasing as the preparation of the other samples advances. The average deposition rates are around 0.012 nm s\(^{-1}\) so that the total deposition time of a 50 nm thick alloy film is about one hour.

Structural characterizations were obtained through X-ray diffraction measurements performed on a D500 Siemens diffractometer equipped with the Co K\(_\alpha\) incident beam. 0/20 reflection scans and rocking curves in symmetrical geometry were collected. Diffraction scans were also performed on the W22 instrument of the LURE laboratory on a Co\(_{50}\)Pt\(_{50}\) prepared at 800 K using a small wavelength of 0.0698 nm, in order to get higher order diffraction peaks as necessary to determine the Debye-Waller attenuation factors. Preliminary plan view TEM studies were performed on a Topcon 200 kV microscope operating in both image and diffraction mode.

STRUCTURAL PROPERTIES

We present here the partial results of our X-ray investigations which are absolutely necessary for our purpose, complete results being found in [9] and in forthcoming papers. Figure 1 displays a typical specular X-ray diffraction spectrum set up on the CoPt film grown at 780 K. Diffraction peaks corresponding to the Pt buffer layer and to the alloy film are distinctly observed, as well as the presence of both [111] and [002] fundamental peaks and that of the [001] superstructure line
characteristic of the L1₀ ordered phase. In order to have a criteria to characterize the structural quality of these films, we define the texture by the integrated intensity ratio: \( \frac{I_{002}}{I_{111} + I_{002}} \), a ratio of the unity being the desired quality. The results are collected in Figure 2 for both the Pt buffer and the alloy films. In the first series of 3 samples prepared at 800 K, the alloy film and the buffer (10 nm thick) have strictly the same texture, which is dominantly the [002] orientation. In the second series of samples prepared at various temperatures, the texture of the alloy film still follows that of the buffer (4 nm thick) but they are not so much strongly correlated as in the first series. The [002] orientation is the dominant one in most samples, except for that grown at 480 K which is at 90 \( \pm \) 5 % [111] orientated. We believe that this type of [111] growth, which is characteristic of non epitaxial films, is accidental, indicating non adherence to the substrate that was probably not perfectly cleaned. However this [111] orientated sample will be very useful for us in the following, to determine the magnetic anisotropy corresponding to that orientation.

Figure 2 shows clearly that: i) roughly speaking, the alloy film adopts the texture of the buffer layer, ii) the texture of the buffer improves with its thickness (a minimum thickness of 10 nm is necessary to get the [002] orientation). As the buffers are deposited simultaneously at 970 K, an increase of the thickness corresponds to an increase of the deposition time, i.e. to an annealing time increase. This shows the important role played by both temperature and time of deposition on the structural quality of the thin films. It is probably the reason why we observe an improvement of the alloy film texture with respect to that of buffers, in films deposited at the higher temperatures (they are also the first prepared specimens, i.e. those which undergo the longer anneal times).

Determination of the LRO parameter: dependence upon \( T₀ \).

In order to determine the values of the LRO parameter \( \eta \), the Debye-Waller (D-W) attenuation factors were determined in the 800 K CoPt sample using the method developed by Berg and Cohen [10]. \( \eta \) was deduced from the intensity ratios \( I^{001} / I^{002} \) and \( I^{003} / I^{004} \) after corrections by the polarization, Lorentz and D-W factors. Both ratios give the same values of \( \eta \) within the error bars. For all samples, \( \eta \) is smaller than 0.86, indicating a mixture of ordered and disordered phases. This is confirmed by both the values of the lattice constants and by TEM observations. For example, in the most ordered sample (\( \eta = 0.62 \)) the \( c \) lattice parameter deduced from the position of the [001] peak is that of the totally ordered L1₀ compound, whereas that deduced from the position of the [002] peak is clearly higher, corresponding to a mixture of ordered and disordered states. In plane TEM dark field images built with the [110] diffraction spot clearly
reveal the coexistence of white (ordered) and dark (disordered) regions. The LRO parameter deduced from the diffraction line intensities is thus called an apparent LRO parameter \( \eta_{\text{app}} \). Both its temperature and concentration dependencies are shown in Figure 3. The value of \( \eta \) for the sample grown at 780 K is that obtained after an \textit{ex situ} anneal of 25 min at the growth temperature, to take into account the thickness and the corresponding deposition time differences with respect to the other samples of the series.

The \( \eta(T_G) \) dependency is described using a thermal activation model previously developed to model the occurrence of metastable LRO along the growth direction in Co-Pt and Co-Ru alloy films [11]. Briefly said, it lies on a surface segregational or wetting effect which would lead to a kind of bilayer-by-bilayer growth mode, an effect which would be amplified for the layered L1_0 structure. Such a growth mode, which has been theoretically predicted for the codeposition of a L1_0 compound [12], has been recently observed by Gehanno et al.[13], using RHEED oscillations during the MBE growth of L1_0 FePd alloys. This amounts to write that, in the two first surface layers, the surface order parameter \( \eta_s \) tends towards its equilibrium value \( \eta_{s,eq} \) during \( \tau_s \), the characteristic time for a bilayer deposition. The relaxation mechanism is similar to that describing the order relaxation in intermetallics [14], with a relaxation time \( \tau_s \) that varies with temperature as an Arrhenius law:

\[
\eta_s (T_G) = \eta_i + \eta_{s,eq}(1 - \exp(-t/T_G)) \quad \text{with} \ \tau_s = \tau_{0s} \exp \frac{E_A}{k_BT_G} \tag{1}
\]

with \( E_A \) the activation energy of the surface diffusion, \( k_B \) the Boltzmann constant and \( \eta_i \) the initial value of the surface order. Experimental data are very well reproduced through relation (1), giving an activation energy \( E_A \) of 0.28 eV, which is independent of the value imposed to \( \eta_{s,eq} \) taken between 0.85 and 1. \( E_A \) really corresponds to a surface diffusion energy, being clearly lower than that corresponding either to diffusion or to ordering kinetics [11b, 14] in bulk alloys, but in agreement with theoretical values calculated by Treglia [15] for the interchange of Pt atoms between the surface plane and its underlayer. This result clearly shows that the ordering process in these CoPt films is really driven by surface effects, occurring at temperatures clearly lower than in bulk alloys. The concentration dependence of \( \eta \) normalized by the composition, shown in inset of Figure 3, is symmetric with respect to the stoechiometry, reflecting the symmetry of the phase diagram [6].

**MAGNETIC ANISOTROPICIES**

The magnetic uniaxial anisotropies have been deduced from the magnetization curves measured at 298 K in a SQUID set up in both perpendicular and parallel configurations. The maximum
magnetic field was 7 T. An effective average anisotropy \(K_{av}^{eff}\) is deduced from the area difference between the parallel and perpendicular magnetization curves. In samples having a high anisotropy energy, where the saturation magnetization \(M_s\) is not attained in the maximum field of 7 T accessible in the SQUID instrument, a phenomenological extrapolation law \(M(H) = M_s(1 + a/H + b/H^2)\) was used to continue the experimental points as illustrated in Figure 4 for the CoPt 780K. Also shown in that figure are the magnetization curves set up: i) along the hard magnetization direction in an ordered single crystal up to 7 T, and ii) in an ordered polycrystalline sample up to 15 T. The ordered single crystal with 97% of [001] variant orientation has the larger magnetic anisotropy, but measurements up to at least 15 T would be necessary to set up the total magnetization curve. In our measurements the magnetization curves were normalized to the saturation value determined along the easy magnetization axis. To calculate the anisotropy energy, the \(M_s\) values were taken as those of the ordered bulk samples determined at RT (\(M_s = 740\) emu/cm\(^3\) for the equiatomic CoPt [1], and \(M_s = 799\) and 681 emu/cm\(^3\) for respectively Co\(_{64}\)Pt\(_{36}\) and Co\(_{44}\)Pt\(_{56}\) [7]). After corrections by the magnetic energy term \((2\pi M_s^2)\), the average magnetic anisotropy \(K_{av}^{eff}\) was obtained. In order to take into account the presence of both [111] and [002] grain orientations, a linear relationship between the anisotropies and the texture is assumed:

\[
K_{av}^{eff} = A_{111}^{111} K_{111}^{111} + A_{002}^{002} K_{002}^{002} \tag{2}
\]

\(A_{111}^{111}\) and \(A_{002}^{002}\) are respectively the proportions of [111] and [002] grains. \(K_{111}^{111}\) is obtained from the measurement of the CoPt sample grown at 480 K which is 90 ± 5% [111] orientated, the contribution of the [002] fraction being neglected as weakly ordered and anisotropic at such a low growth temperature. The values of \(K_{002}^{002}\) deduced from (2) are plotted in Figure 5 as a function of the composition.

The increase of \(K_{002}^{002}\) with \(\eta_{app}\) is not linear as expected in first approximation, which neglects the magnetic anisotropy of the disordered phase and assumes that the fraction of ordered phase is totally ordered (\(\eta = 1\)). In that case, both quantities would be proportional to the fraction of L1\(_0\) phase. Really, the behavior of \(K_{002}^{002}(\eta_{app})\) looks like a sigmoid curve typical of first order phase transformations that will be discussed in a forthcoming paper after more complete TEM investigations. The dependence of the magnetic anisotropy upon the Pt content, shown in inset of
the figure, is not really significant, as it corresponds to different phase mixtures. For the same value of $\eta_{\text{app}}$ ($1 \sim 0.4$), one observes an important increase of $K_u$ with the Pt content. This increase has certainly its origin in the spin-orbit coupling effect which originates the magnetic anisotropy in these Ll$_0$ CoPt phases through the hybridization of the Co-Pt electronic states along the c-axis [16]. In these partially ordered alloys, the effect of an platinum atoms excess with respect to stoichiometry is different in respectively the ordered and disordered phases. In the totally ordered Ll$_0$ phases, a concentration of Pt (Co) beyond the stoechiometry is expected to decrease the anisotropy by decreasing the number of Co-Pt bonds along the c-axis. In the disordered phase, the inverse trend is expected : statistically, the number of c-oriented bonds with respect to that of equivalent Co-Co bonds increases with $x_{\text{Pt}}$. So we believe that the increase of $K_u$ with $x_{\text{Pt}}$ can be associated to the presence of anisotropic short range order in the disordered phases of the films. It is similar effect which has been shown to originate the perpendicular magnetic anisotropy of disordered CoPt$_3$ alloy thin films[17].

CONCLUSION

The textures of Pt buffer grown at 970 K on (001) MgO substrate and that of CoPt films grown on this Pt buffer are strongly correlated : a Pt thickness of at least 10 nm is necessary to enhance the [002] orientation. X-ray diffraction data completed by TEM observations show that the [002] grains consist of a mixing of ordered Ll$_0$ and disordered phases. The increase of the apparent LRO parameter with the growth temperature, described by a thermally activated model, emphasizes the dominant role played by the surface effects in driving the occurrence of the Ll$_0$ structure. The uniaxial anisotropy of the [002] orientated grains follows the increase of the apparent LRO parameter.
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ABSTRACT

The formation of electrochemically etched, self-organised nanostructures on aluminium enables the production of large area regular arrays in a fast and cost-effective way. These microstructures could form the basis to develop masks for subsequent materials deposition without the need for time consuming patterning techniques.

The desired regular arrays result from a steady state interaction between the electrolyte and samples' surface under the influence of a cell potential. The type of array formed depends on this cell potential and shows an evolution from lines to dots.

Although a gradual progress towards a regular lattice spanning large areas is expected, the presence of initial disturbances of the samples' surface or bulk distorts the final lattice considerably. In this work the modulation depth and type of the resultant nanostructures produced at different cell potentials are assessed in view of practical applications.

INTRODUCTION

The increasing miniaturisation of components and storage media in micro-electronics forces the existing processing techniques to their limits. Recent progress in the production of nanostructures opens new possibilities in a technological application area governed by quantum-effects\(^1\). The small characteristic dimensions of the individual components leads to special quantum effects which determine electrical and magnetic properties. Besides simple individual quantum structures (dots, lines and heterojunctions), research is now primarily focused on the development of very sophisticated ordered quantum arrays for application as new mass storage media and micro-electronic components\(^2\). The traditional production methods like e-beam lithography show their limitations under these extreme conditions: (1) long processing times due to the strictly serial patterning by writing each pixel individually, (2) presence of process induced defects due to the high energy e-beams and reactive etching, (3) decreased spatial accuracy when these methods are used to write large areas. Additionally, the equipment needed for these procedures is very sophisticated and expensive, especially taking into account parallel e-beam writers when high throughput speeds are aimed for. Especially in the production of large repetitive arrays of simple nanostructures the existing e-beam techniques will be replaced by a cheaper electrochemical process.

Billions of simple structures can be formed in a parallel way using electrochemical self-organising procedures\(^3,4\), yielding large regular arrays of nanodots at the appropriate electrochemical cell conditions. This allows a fast and cheap alternative electrochemical production of large (up to cm scale) regular arrays of electrical or magnetic dot or line structures. Potential applications of such structures are in the field of high density magnetic storage media or microelectronic components. With a lateral period of the self-organised array
of 200 nm this kind of patterning could yield a storage density of 30 Gbyte/cm² in the absence of magnetic interactions between neighbouring magnetic nanodots.

The self-organised electrochemical array formation is mainly governed by the metal/electrolyte couple, cell potential and processing time. The system tends to a stable regime of regular surface arrays of nanostructures.

THEORY OF EXPERIMENT

Samples of 1.0x1.0 cm² were prepared from bulk Al with a purity of 99.99%. Sample surfaces were ground to 7 μm, polished using diamond to a 1 μm finish and subsequently degreased. The polishing procedure was performed just prior to electrochemical etching. The electrolyte consisted of ethanol, butylcellusolve and water, for details see ref. 3.

The electrochemical etching set-up consists of a vertical tubular cell with the sample mounted at the bottom and a tubular Pt counter electrode at 3 cm distance. The electrolyte was injected in the cell just prior to applying the cell potential. The electrolyte was removed from the cell within ten seconds after completion of the etching procedure.

The total cell diameter is limited to 8 mm to achieve a homogeneous distribution of the electric field lines across the samples surface. All samples have been electro-etched for 30 sec. No cooling was applied during the etching procedure. Due to the small cell dimensions in situ temperature measurements were not performed. Mounting of the samples was done using wax.

The resultant surfaces were observed using Atomic Force Microscopy (AFM, Digital Instrument Nanoscope III) and Scanning Electron Microscopy (SEM; Philips XL30 equipped with a field emission gun). The AFM data were left untreated as much as possible, only a first order plane fit correction was applied in order to allow image representation at 256 grey levels. Measurements of periods were obtained from sectioning analysis dispersed over the samples surfaces. SEM measurements were performed at 10 kV to assess the overall structure formation across the full area of the electropolished samples.

RESULTS

Figure 1 shows the development of self-organised structures on the surface of several Al samples produced at cell potentials ranging from 50 to 90 V. At lower cell potentials the surface structures largely consist of an irregular array of depressions. At 50 V the surface structure consists of lines with a period of 150 nm measured at 90 degrees to their long axis and a height amplitude of 7 to 9 nm. Completely straight and parallel lines were not observed over long distances. Line splitting and recombination are numerous throughout the complete surface area.

With increasing the cell potential to 60 V, the line segments break up into smaller parts and locally form arrays of hillocks. The break-up continues up to 80 V where the hillock array is completely formed. Increasing the cell potential to 90V results in a more regular array, but substantially reduces the amplitude of the surface structure below 5 nm.

In all samples the throughs are less regular than the crests, even at 90V the throughs show irregular small pits as expected following the proposed stabilisation process of the surface structures.

The distortion on the regular lattice introduces a large uncertainty on the period measurements. The typical period of the linestructures measured on several samples is situated around 150 nm. The intermediate curved line segments display the largest typical period in excess of 200 nm, while the transition to the dot array is accompanied by a decrease of the
typical period to 180-190 nm. As all samples consist of a mix of several structure types, the uncertainty on the period measurement is increased considerably.

Figure 1 AFM measurements on electrochemically etched aluminium. Tip deflection is shown. General development of surface microstructure as a function of cell potential. At low voltage, line structures are observed which split into shorter line segments at higher potentials until finally the dot array is formed.

Figure 2A shows an array formed at a cell potential of 90 V, while Fig. 2B offers a more detailed AFM height map. For the generation of Fig. 2B a first order plane fit was performed on the original data.

Figure 2. General view on the hillock array regularity adapted from an AFM height map of an electrochemically etched sample at 90 V cell potential. The hillock array shows ordered regions but at micrometer scale the arrays are clearly bent. The detailed view in figure B with an original z scale of 15 nm shows the influence of a bent surface at \( \mu m \) scale superimposed on the hillock array. As a result the hillocks at the centre of the image appear to be more prominent.
At the centre of the image the hillocks appear to be more prominent than at the edges as a result of the curvature of the samples surface. The typical dimensions of these curved areas are approximately micrometer size and are comparable to the distortion of larger parts of the dot array.

Table 1 Overview of applied cell potential versus the observed microstructure. The typical period of the self-organised surface structures as well as their height are reported.

<table>
<thead>
<tr>
<th>Cell potential (V)</th>
<th>observed structure</th>
<th>period (nm)</th>
<th>height (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>lines</td>
<td>150</td>
<td>7.9</td>
</tr>
<tr>
<td>60</td>
<td>curved line segments</td>
<td>200-230</td>
<td>8.11</td>
</tr>
<tr>
<td>70</td>
<td>randomly attached hillocks</td>
<td>210-230</td>
<td>9.15</td>
</tr>
<tr>
<td>80</td>
<td>distorted array</td>
<td>175-200</td>
<td>9.10</td>
</tr>
<tr>
<td>90</td>
<td>distorted array with twin peaks</td>
<td>200</td>
<td>&lt;5</td>
</tr>
<tr>
<td>100</td>
<td>no structures observed</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

An overview of the measurements is presented in table 1. The transition between different types of surface structures in function of cell potential is clear. The change in typical period and amplitude is unfortunately not as evident. No clear increase in the typical period can be discerned comparable to the dependence described in ref. 3. The typical periods observed in these experiments are also 50% larger than cited in ref. 3. This indicates that the main parameter governing the period of the array was not under control in this set of experiments.

Figure 3 shows a graphic representation of the observed height versus cell potential dependence. Although the height values are the result of only twenty random observations, the graph shows a clear change of dependence around 70 V.

Figure 3. Minimum and maximum structure height versus applied cell potential. The height was measured at twenty random crest positions. Above 70 V the trend of an increasing height interval is changed into an almost linear decrease to zero height at 100 V. This overall dependency is an indication of the importance of heat generated at higher cell potentials.
The increasing typical structure height and height interval is curbed to a linear decrease to zero height at 100 V. The amplitude reduction for the 90 V and 100 V samples is attributed to excessive heat generation as the relative number of sample mount failures increased substantially with higher voltages.

The large scale (um) flatness of the samples has to be increased drastically in order for mesa etching of large surfaces to become feasible. Laser profilometer measurements indicate that the electro-etched surfaces show micrometer roughness. The periodic arrays thus have an order of magnitude smaller height amplitudes. Extrapolating the increasing height dependency at low cell potentials to 100 V indicates a possible height amplitude of 50 nm, which is still considerably lower than the present surface roughness.

CONCLUSIONS

The polycrystalline structure of the bulk Al is responsible for the distortion of the arrays formed during electropolishing. Therefore single crystal material or thin film substrates are advisable. A gradual shift from lines over curved line segments, randomly attached, to hillock arrays is observed at increasing cell potentials. The discrepancy between observed and previously reported periods of the surface structures could be attributed to heat generated during electropolishing, but this remains to be proven by further experiments. In this case, the heat generated at higher cell potentials reduces the structure’s height amplitude substantially. The present micrometer roughness of the Al samples has to be reduced substantially for large area mesa etching to become feasible.
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ABSTRACT

Co, Ni, Mn, Cr and Cu substituted magnetites were prepared by the hydrothermal method at 300° C, with concentrations x ranging from 8.2 to 12.5%. Transmission electron microscopy determined the average particle diameter <Φ> to be in the hundred of nm range and the morphological modifications induced by the various substitutions employed. Hysteresis loop measurements were performed to determine the coercive field H_c and saturation magnetic moment m_s. While H_c decreased with increasing <x>, the particle shape was found to play an important role in explaining the dependence of m_s on <x>. Transmission Mössbauer spectroscopy was used to determine the site preference of the substitutions and their effect on the hyperfine magnetic fields. The room temperature Mössbauer spectra were analyzed assuming a random distribution of substituents using the binomial distribution from the ionic crystal point of view. Superparamagnetic particles were observed at room temperature in the case of Cu and Cr substituted magnetites.

INTRODUCTION

Magnetite (Fe_3O_4) is an oxide with the inverse spinel structure, which has one Fe^{3+} ion on the tetrahedral (A) site and two Fe ions, with a total valence of 5+, on the octahedral [B] site. Naturally occurring magnetites are frequently intergrown with other minerals, making their separation from rocks and soils very difficult. On the other hand, synthetic magnetites, free from other minerals, can be synthesized using the precipitation technique. Sometimes, impurity elements have been added to these preparations, simulating natural materials. In most of these studies, it has been assumed that the substitutions are distributed at random throughout the magnetite crystal.

Although the syntheses and transformations of various iron oxides and oxyhydroxides, such as haematite, maghemite and goethite have been studied in detail, not much is known about the formation of synthetic magnetites and the incorporation of impurity elements into them. The present investigations are aimed at studying the formation of several synthetic magnetites under hydrothermal conditions and determine their structural and magnetic properties by the combined application of magnetic measurements and Mössbauer spectroscopy.

EXPERIMENTAL

Several substituted synthetic magnetites were prepared by the hydrothermal method at 300° C. The concentrations corresponding to each type of impurity have been determined by X-ray fluorescence and are given in Table I. The average particle size and morphology were determined by TEM. Hysteresis loop measurements were performed at 4.2 K in a magnetic field up to 1 T applied parallel to the sample plane. Room temperature transmission Mössbauer measurements were recorded with the γ rays perpendicular to the absorber plane using a constant acceleration spectrometer. The 35-mCi source was ^{57}Co diffused in a Rh matrix. Least squares fitting of the Mössbauer spectra was performed in the assumption of a random distribution of impurity ions, using the binomial formula. The relative areas of the outer : inner line pairs were correlated to be the same for all component sextets.
RESULTS AND DISCUSSION

Table I shows the values of the average particle diameter \(<\Phi>\) and morphology corresponding to the various types of substitutions employed. Both undoped and Ni-substituted magnetites consist of polyhedral particles, whereas Co and Mn-doped magnetites exhibit a spherical/polyhedral morphology, and the Cr and Cu-substituted magnetites have particles of all shapes. The average particle diameter, determined by TEM and confirmed by X-ray diffraction, is in the hundred nanometer range, except for \(\text{Fe}_3\text{O}_4:Cu^{2+}\), which consists of particles in the tens of nanometer range.

TABLE I. Average particle size \(<\Phi>\), saturation magnetic moment \(m_s\), coercive field \(H_c\) and particle shape of doped synthetic magnetites. All specimens have the same mass.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Concentration x (%)</th>
<th>(&lt;\Phi&gt;(\mu\text{m}))</th>
<th>(m_s)(emu)</th>
<th>(H_c)(kOe)</th>
<th>Particle shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Fe}_3\text{O}_4)</td>
<td>0.340</td>
<td>0.156</td>
<td>0.49</td>
<td>polyhedral</td>
<td></td>
</tr>
<tr>
<td>(\text{Fe}_3\text{O}_4:Co^{2+})</td>
<td>8.20</td>
<td>0.400</td>
<td>0.083</td>
<td>0.40</td>
<td>spherical/polyhedral</td>
</tr>
<tr>
<td>(\text{Fe}_3\text{O}_4:Ni^{2+})</td>
<td>8.50</td>
<td>0.680</td>
<td>0.294</td>
<td>0.25</td>
<td>polyhedral</td>
</tr>
<tr>
<td>(\text{Fe}_3\text{O}_4:Mn^{2+})</td>
<td>10.70</td>
<td>0.540</td>
<td>0.089</td>
<td>0.35</td>
<td>spherical/polyhedral</td>
</tr>
<tr>
<td>(\text{Fe}_3\text{O}_4:Cu^{2+})</td>
<td>11.06</td>
<td>0.084</td>
<td>0.237</td>
<td>0.99</td>
<td>all shapes</td>
</tr>
<tr>
<td>(\text{Fe}_3\text{O}_4:Cr^{3+})</td>
<td>12.50</td>
<td>0.580</td>
<td>0.396</td>
<td>0.33</td>
<td>all shapes</td>
</tr>
</tbody>
</table>

Errors: +/-0.05 to +/-0.005 to +/-0.005 0.01

Figure 1 shows the hysteresis loop measurements recorded at 4.2 K in an applied field up to 1 T. It can be seen that the saturation magnetic moment, coercive field and hysteresis phenomenon depend strongly on the type of substitution introduced in the magnetite structure. In particular, the coercive field decreases with increasing particle diameter, in agreement with results obtained on ball-milled nanocomposite materials. As expected, the saturation magnetic moment was found to increase with increasing particle size in the case of \(\text{Fe}_3\text{O}_4: Ni^{2+}\), which exhibits the same morphology as polyhedral \(\text{Fe}_3\text{O}_4\). In all other cases, deviations from the expected proportionality between \(m_s\) and \(<\Phi>\) were obtained and attributed to prevailing shape anisotropy factors.

The room-temperature transmission Mössbauer spectra of \(\text{Fe}_3\text{O}_4, \text{Fe}_3\text{O}_4:Co^{2+}, \text{Fe}_3\text{O}_4:Cr^{3+}, \text{Fe}_3\text{O}_4:Ni^{2+}, \text{Fe}_3\text{O}_4:Mn^{2+}\) and \(\text{Fe}_3\text{O}_4:Cu^{2+}\) are given in Fig. 2. The fitted Mössbauer parameters obtained from these spectra are listed in Table II. The Mössbauer spectrum of \(\text{Fe}_3\text{O}_4\) was analyzed by considering two sextets, corresponding to the tetrahedral (A) and octahedral (B) magnetic sublattices, in a 1:2 areal intensity ratio, typical of stoichiometric magnetite. No matter what charge, the substitutions employed were found to prefer the B sites. The relaxation time for electron diffusion, which allows the Fe(B) charge to redistribute itself, is smaller than the time characteristic to the Mössbauer experiment, so that the measured hyperfine fields will not be those of the pure Fe\(^{2+}\) and Fe\(^{3+}\) states, but time-averaged values for the different local configurations and ratios of the Fe\(^{2+}\) and Fe\(^{3+}\) states. The statistical distribution of impurity ions makes it possible to derive the statistical weight of the different finite numbers of local distributions and ionic surroundings as a function of x, with the aid of the binomial distribution function.
FIG. 1. Hysteresis loop measurements recorded at 4.2 K in applied magnetic fields up to 1 T, for undoped and substituted Fe₃O₄ samples.
FIG. 2. Room-temperature transmission Mössbauer spectra of (a) Fe$_3$O$_4$, (b) Fe$_3$O$_4$:Co$^{2+}$ and (c) Fe$_3$O$_4$:Cr$^{3+}$, (d) Fe$_3$O$_4$:Ni$^{2+}$, (e) Fe$_3$O$_4$:Mn$^{2+}$ and (f) Fe$_3$O$_4$:Cu$^{2+}$. The substituent concentrations are also indicated on the figure.
TABLE II. Binomial distribution probability $P_i$, hyperfine magnetic field $H_{hf}$, quadrupole splitting $\Delta E_Q$, isomer shift $\delta$ (relative to $\alpha$-Fe at 300 K), and relative areas corresponding to the component patterns in the transmission Mössbauer spectra of substituted $\text{Fe}_x\text{O}_y$.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Concentration $x$ (%)</th>
<th>$P_i$</th>
<th>$H_{hf}$ (T)</th>
<th>$\delta$ (mm/s)</th>
<th>$\Delta E_Q$ (mm/s)</th>
<th>Relative areas (%)</th>
<th>Assignment of sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Fe}_3\text{O}_4$</td>
<td>49.0</td>
<td>46.0</td>
<td>0.25</td>
<td>0.67</td>
<td>33.3</td>
<td>66.7</td>
<td>A ($\text{Fe}^{3+}$) B ($\text{Fe}^{3+}, \text{Fe}^{2+}$)</td>
</tr>
<tr>
<td>$\text{Fe}_3\text{O}_4$, Co$^{2+}$</td>
<td>8.20</td>
<td>0.19</td>
<td>51.0</td>
<td>0.25</td>
<td>48.0</td>
<td>48.0</td>
<td>49.0</td>
</tr>
<tr>
<td>$\text{Fe}_3\text{O}_4$, Ni$^{2+}$</td>
<td>8.50</td>
<td>0.20</td>
<td>51.0</td>
<td>0.25</td>
<td>48.0</td>
<td>48.0</td>
<td>49.0</td>
</tr>
<tr>
<td>$\text{Fe}_3\text{O}_4$, Mn$^{2+}$</td>
<td>10.70</td>
<td>0.24</td>
<td>51.0</td>
<td>0.25</td>
<td>48.0</td>
<td>48.0</td>
<td>49.0</td>
</tr>
<tr>
<td>$\text{Fe}_3\text{O}_4$, Cu$^{2+}$</td>
<td>11.06</td>
<td>0.25</td>
<td>51.0</td>
<td>0.25</td>
<td>48.0</td>
<td>48.0</td>
<td>49.0</td>
</tr>
<tr>
<td>$\text{Fe}_3\text{O}_4$, Cr$^{3+}$</td>
<td>12.50</td>
<td>0.27</td>
<td>51.0</td>
<td>0.25</td>
<td>48.0</td>
<td>48.0</td>
<td>49.0</td>
</tr>
</tbody>
</table>

Errors: $\pm/0.05$ $\pm/-0.1$ $\pm/-0.01$ $\pm/0.1$

Consequently, the Co$^{2+}$ and Ni$^{2+}$ substitutions led to the additional appearance of a sextet with the hyperfine field of 49.0 T, which indicates a more pronounced Fe$^{3+}$ character than the average Fe[B] line in the pure magnetite spectrum at room temperature. Conversely, the Mn$^{2+}$, Cu$^{2+}$ and Cr$^{3+}$ substitutions led to the occurrence of a different resonant surrounding, corresponding to a hyperfine magnetic field of 47.0 T, having a more pronounced Fe$^{2+}$ character. The relative intensities of both Mössbauer Fe[B] subspectra are in excellent agreement with the predictions of the binomial distribution model.

The room-temperature Mössbauer spectra of $\text{Cu}^{2+}$ and $\text{Cr}^{3+}$ substituted magnetites exhibit the additional presence of a quadrupole-split doublet, with the hyperfine parameters typical of superparamagnetic magnetics particles. They represent 8.3 and 6.8% respectively, of the compositions of doped magnetites at room temperature. The occurrence of superparamagnetic particles is due to the small average particle diameter in the case of $\text{Fe}_3\text{O}_4$, Cu$^{2+}$ and to a broader range of particle size distribution in the case of $\text{Fe}_3\text{O}_4$, Cr$^{3+}$.

CONCLUSIONS

Co, Ni, Mn, Cu and Cr-substituted magnetites were prepared by the hydrothermal method and studied by dc magnetic and Mössbauer spectroscopy measurements, complemented by TEM. The coercive fields were found to decrease with increasing particle size, whereas
morphology-related effects played an important role in explaining the dependence of the saturation magnetic moments on the average particle diameter. All substitutions employed were found to prefer the B sublattice of Fe₃O₄ and distribute at random within the magnetite structure, according to the binomial distribution function. Superparamagnetic particles were observed at room temperature in the case of Cu and Cr-substituted magnetites.
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ABSTRACT

During the wafer manufacturing process of magnetoresistive (MR) heads which are widely used in Hard Disk Drives, the metal leads are deposited on both sides of the MR sensing element through the photoresist masks. Due to the shadowing effect of the photoresist, there may be some contamination at joint interfacial region even after ion etching. This introduces additional contact resistance and causes some region of the sensing element to be unpinned. As the geometry of the sensor element decreases, and the contamination, located in regions of few thousands of angstroms, is becoming more severe for MR head than ever. In this paper, we developed a systematic method to evaluate the contact resistance between the two metal layers. A comparison was made between the magnetic read width and the physical width. Finally TEM analysis successfully revealed the interfacial junction contamination.

INTRODUCTION

One typical MR head structure consists of the MR element tri-layer, the longitudinal biasing layer and the electric metal lead as shown in Fig. 1 [1-3]. The tri-layer are the MR layer, the spacing layer and the soft adjacent layer (SAL) with the typical thickness 20nm, 10nm and 12nm. At both sides, ~30nm exchange layer is deposited for longitudinal biasing and ~50nm metal lead is deposited above the exchange layer. In this structure, there are some metal joints such as the joint between the MR tri-layer and the exchange layer, the joint between the exchange layer and the metal lead. In these joints, the contact between two metal layers may not be good, which will be called poor contact in this study. The electrical functions of the MR head were found to be influenced by this kind of poor contact.

![Fig 1: MR head structure with exchange longitudinal biasing.](image)

Basically the influences of poor contact on the MR head are in three aspects: the dynamic performance, the reliability and the read width defining. The poor contact causes additional dummy resistance in the MR head, which never contributes to the signal but causes the joule heating. Therefore, the MR element local temperature becomes high, which will result in a loss in reliability such as electro-migration or inter diffusion etc [7,8]. The poor contact will also cause the MR

element to become partially unpinned under the exchange layer, which will lead to greater active width than the designed. This problem will become more severe as the recording density increases.

Although the poor contact affects MRE performance quite strongly, it has not been studied carefully. Recently, the poor contact was observed, and it was confirmed that it arose from the interfacial contamination in the TEM studies. Since the TEM study is a destructive, time consuming and very delicate experiment, it is very necessary to develop a new technique for detecting the poor contact in the industrial wafer production process. Here we will report a newly developed macroscopic resistance method to detect the poor contact. It has been found that the results obtained by this resistance measurement is in good agreement with the TEM analysis.

EXPRIMENT

Observation of Poor Contact

During the characterization of the MR heads, some phenomena were found to be related to the poor contact problem. The first is that the measured MR head resistance was always a few ohms larger than the designed, see Fig. 2.

Fig. 2. The measured MR resistance is always larger than the designed MR resistance.

The second is that there was a width offset between magnetic read width and physical width as shown in Fig. 3. The physical width can be measured by High Resolution Scanning Electron Microscope (HR SEM). The magnetic width can be measured through cross micro track profile by using Guzik 1701 tester[4,5]. The magnetic read width was found wider than the physical width. It is opposite to the usual thinking that the magnetic read width is narrower than the physical width due to the magnetic transition region at the both sides of the MR stripe [9]. Those phenomena indicate both the existence of poor contact and its influence to the functions of the MR head.

Fig. 3. The magnetic read width is wider than physical width.
Resistance Model

It is understood that the poor contact causes the additional resistance. The simple resistance model is described by the following equations:

$$R = \frac{D \times W}{t \times H} + \frac{C}{H} + R_{\text{lead}}$$  \hspace{1cm} (1)

The total resistance of a MR head can be divided into three parts: the first part is MR stripe resistance. \(p\) is the averaged resistivity of the tri-layer, \(W\), \(t\) and \(H\) stand for physical width, total thickness and height of the MR stripe respectively. The second part is the contact resistance term \(C/H\), which is supposed to be reverse proportional to the stripe height. \(C\) is the coefficient of the contact resistance. The third part is the lead resistance which only depends on the lead structure. Normally, we use \(S\) in the equation instead of \(p/t\), called sheet resistance in ohm. Then, Eq (1) can be rewritten as:

$$R = \frac{SW}{H} + \frac{C}{H} + R_{\text{lead}}$$  \hspace{1cm} (2)

Measurement Of Contact Coefficient

According to above model, the following resistance method was developed to determine the \(C\) coefficient. Several specific MR sensors were designed neighbored to the standard MR sensor with same lead structure and deposited at the same process, so that the \(C\), \(S\) and \(R_{\text{lead}}\) can be considered to be the same. Then, the resistance is only the function of width \(W\) and height \(H\) of the stripes. Three MR sensors with dimensions of \(W_1 \times H_1\), \(W_2 \times H_2\), \(W_3 \times H_3\) have been chosen and their resistance \(R_i\) (\(i=1,2,3\)) has been measured by ohm meter. By solving \(R_i = f(W_i, H_i)\), \((i=1,2,3)\), we obtained \(C\), \(S\), and \(R_{\text{lead}}\) respectively.

However, the \(C\) term obtained above is not accurate enough. To get a more accurate \(C\) term, another experiment was developed. Note that \(R_1\), \(R_2\), \(R_3\) can be designed at the same zero height datum as the standard MR sensor. When a lapping is applied to the MR sensors from the bottom, the resistance of the sensor will increase as it's height is reduced due to lapping. The resistance of the sensors can be taken down as the height is changing continuously. By specific design of original \(W_i\) and \(H_i\), using the resistance of \(R_i\), \(R_2\), \(R_3\) after lapping, the height \(H\) of the sensor close to the standard sensor at each resistance can be calculated. The height \(H\) of the standard sensor can be thought as the same as the closest sensor. Then, by plotting the standard sensor resistance \(R\) vs \(1/H\), the slope can be got. This slope equals to \(S \times W + C\). As \(S\) is known already, \(W\) can be measured by SEM, hence, \(C\) value can be worked out. The \(C\) value by this method is more accurate due to two reasons. The first reason is that the slope is got by fitting many data points of MRR and \(1/H\). The second reason is due to using measured \(W\) by HRSEM instead of using design value.

RESULTS

Experimental Data Of Resistance Measurement Method

Fig.4 shows the typical plots of \(R\) as function of \(1/H\) obtained on the two wafers. It is evident that MRR depends linearly on \(1/H\). By fitting the data to a straight line, the slope was accurately obtained, consequently the \(C\) value. The obtained \(C\) value are 12.04 ohm.\(\mu\)m and 4.53 ohm.\(\mu\)m for wafer 1 and wafer 2 respectively. The result indicates that the wafer 2 has significantly better contact than wafers 1, which is confirmed by the direct observation on TEM.
a. Wafer 1, S=15.33 ohm, W=1.49um, C=12.04 ohm.um.
b. Wafer 2, S=15.34 ohm, W=1.47um, C=4.53 ohm.um.
c. Fig. 4. The plot of R vs 1/H. The slope equals to SxW+C. The S is calculated from the R2, R3, the W can be measured by SEM, then the C can be worked out.

Comparison With TEM And Width Offset Measurement

TEM analysis at the metal joints was performed on the two wafers. As observed from the TEM picture shown in Fig. 5, there are white lines, which indicate the poor contact between the MR layer and exchange layer, and also between the exchange layer and metal lead layer. The length of white line were measured as 280nm in wafer 1 and 180nm in the wafer 2.

Fig. 5. TEM pictures of the joint area, the white lines indicate the poor contact at the interface.
The offset between the magnetic read width and physical width were measured for the two wafers. The offset between the two widths should be caused by the poor contact layer width. The wafer 1 and wafer 2 have offset around 500nm and 300nm respectively. The comparison between the three methods is listed in Table 1.

By comparing results obtained in different process, it is clear that the size of poor contact detected by microscopic method can be effectively determined by the macroscopic resistance measurements, which is non-destructive, fast and easy method.

<table>
<thead>
<tr>
<th>Table 1. The comparison of three methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-term (Ω·μm)</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Wafer 1</td>
</tr>
<tr>
<td>Wafer 2</td>
</tr>
</tbody>
</table>

Discussion

The poor contact was demonstrated to be due to some interface contamination between the metallic layers as revealed by TEM. Normally, after the film deposition of the MRE tri-layers in vacuum, the wafer will be taken out for photo process. Consequently, the wafer will go through the exchange layer and the lead deposition processes [6]. The contamination could exist on the surface of the MR layer, so the ion etching process is needed before the deposition of the exchange layers and leads. However, the mountain like photo-resist on the MRE may cause shadow effect, then the ion can not reach the bottom region as indicated in Fig. 6. To reduce the poor contact, ion beam cleaning with certain angle can be applied so that the ions can reach and clean the bottom region of the photo resist. Also, thinner photoresist may have less shadow effect and may also be able to help reduce the poor contact.

Fig.6. The photo resist shadow effect could be the reason of the interface contamination.

CONCLUSIONS

The poor contact problem between the metallic layers has been studied through TEM analysis. A simple macroscopic resistance measurement was developed. This technique can be used to detect the poor contact quantitatively. Compared with the TEM analysis, the resistance measurement is much simpler, easier in wafer process monitoring. This resistance measurement technique can also be used to detect the surface contact quality for general metallic joints.
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ABSTRACT

A series of Co-rich CoAg heterogeneous thin films, with Co concentrations greater than 65 % volume fraction and film thickness in the range 5 nm - 50 nm, was prepared by dc magnetron sputtering. Annealing in high vacuum (P < 3×10^-7 Torr) above 400 °C was necessary to promote phase separation between the two elements. Maximum room temperature coercivities, \( H_c \sim 900 \) Oe, were obtained at a thickness of 20 nm for CoAg 70:30 vol % films. These coercivities are almost two orders of magnitude larger than the values observed in as-deposited films. The concentration of maximum coercivity, that is usually associated to the threshold for magnetic percolation, is much higher than the 40-50 vol % commonly observed in bulk granular materials. The shift in the magnetic percolation limit was related to the reduced dimensionality of the very thin films. Coercivity was found to vary both with film composition and with thickness. Delta M curves and time decay (magnetic viscosity) measurements were done to determine the interparticle interactions and the activation volumes. A maximum in the remanent coercivity (coincident with the maximum in \( H_c \)) was found for a film thickness \( \phi \sim 15-20 \) nm in all the alloys. At this same thickness a negative minimum in the interparticle interaction parameter \( \alpha \) (indicating that the particle interactions favor the demagnetized state) was observed. The absolute value of \( \alpha \) increases for larger Co concentrations. The irreversible susceptibility is an increasing function of film thickness and the magnetic viscosity has a minimum for \( \phi \sim 15-20 \) nm. The activation volume also increases with thickness, changing from (15 nm)^3 to (40 nm)^3 for the more diluted alloys, values similar to the average particle size determined by transmission electron microscopy.

INTRODUCTION

The nonmiscible alloys of ferromagnetic/nonmagnetic metals have recently attracted much attention due to the presence of giant magnetoresistance (GMR) in granular or heterogeneous films where the nonmagnetic metal is the majority phase. However, comparatively little work has been done in the ferromagnetic-rich systems that do not exhibit GMR, particularly in very thin films where the ferromagnetic material is expected to be the matrix and the nonmagnetic metal the isolated grains. Granular systems where the ferromagnetic (FM) material is Co or a high magnetocrystalline anisotropy Co-alloy are currently under extensive research because of their potential applications as low-noise ultra-high density magnetic recording media. Chien reviewed the magnetic properties of granular materials and showed that when the volume fraction, \( x_v \), of the ferromagnetic metal is less than the percolation threshold, \( x_p \), the FM grains are single domain and have relatively large coercivities. If \( x_v > x_p \), the ferromagnet surrounds the nonmagnetic material forming a network-like structure and the film behaves as a soft FM, at least for films with a thickness on the order of 1 \( \mu \)m. The magnetic behavior of thick (several \( \mu \)m) FM/nonmagnetic-metallic films as a function of composition shows a maximum room temperature coercivity (\( H_c \sim 500 \) Oe) for a concentration of the FM element, \( x_v \sim 0.45 \), coincident with the percolation limit. The largest values of \( H_c \) are observed in films that are heat treated to obtain the desired grain size, either by heating the substrates during sputtering or by post-deposition thermal annealing. Very little work has been done on the thickness dependence of the magnetic properties of FM-rich thin granular films. However, it was recently...
shown\(^5,6\) that the magnetic percolation threshold in CoAg heterogeneous alloys is thickness dependent, quite probably because of the reduced dimensionality of very thin films.

The comparison of the magnetic remanent state after different field cycles has been shown to be a very useful and powerful technique to study the magnetic interactions among particles in powder-like materials and thin films\(^11\). The \(\delta M\) curve is defined\(^12\) as the difference of two zero-field remanence curves: \(\delta M = 2M_r - M_d\). \(M_r\) is the isothermal remanent magnetization (or IRM) and is obtained by starting from a demagnetized state and measuring the magnetization at zero field after applying fields of increasing amplitude. \(M_d\) is known as the dc demagnetization curve (or DCD) and can be obtained by applying a large negative saturating field, then a positive field (that is increased after each measurement) and then measuring the remanent magnetization. Although several different ways to quantify the interparticle interactions have been proposed, the most widely accepted is the one proposed by Che and Bertram\(^12\) in which two parameters, \(a\) and \(\beta\), can be derived from a phenomenological model considering magnetostatic and exchange interactions. An easy method to derive \(a\) and \(\beta\) from the experimental data was proposed by Harrell et al.\(^13\), leading to

\[
\alpha = \frac{\delta Mdh}{h}, \quad \beta = \frac{\alpha}{3M_r^0 - 1}.
\]  

(1)

In the expression above \(h\) is the incremental applied field normalized to the remanent coercivity, \(H_{rem}\) is the reverse negative field that, after saturation in the forward direction, produces a zero magnetization at zero field, and \(M_r^0\) is the remanent magnetization at the point where the \(\delta M\) curve crosses zero. Positive values of the parameter \(a\) originate when the interparticle interactions favor a magnetized state and in thin film media are generally due to exchange coupling\(^14\). Negative values of \(a\), on the other hand, are usually related to weakly interacting particles coupled via dipolar-type interactions. When the \(\delta M\) curve does not cross zero, the \(\beta\) parameter is defined as zero.

The time dependent effects are usually characterized through the magnetic viscosity \(S\). If a magnetic sample is saturated in one direction and a magnetic field (close to \(H_c\)) is applied in the opposite direction, \(M\) changes with time, even if \(H\) is kept constant. The change in magnetization with time is due to thermally activated magnetization transitions over anisotropy barriers. \(M(t)\) is generally\(^15\) found to obey a logarithmic law\(^16\),

\[
M(t) = C + S \ln\left(\frac{t}{t_0}\right),
\]  

(2)

where \(C\) and \(t_0\) are constants and \(t\) is the time elapsed since the field was applied. Sometimes the magnetization decay is expressed in percent decay/decade, \(\delta\), that is simply related to \(S\) by \(\delta = \ln(10) (S/M_d) \times 100\). The magnetic viscosity and the irreversible susceptibility, \(\chi_{irr}\), (obtained from the derivative of the dc demagnetization remanence curve) are used to obtain the fluctuation field, \(H_f\), and the activation volume\(^17\), \(V_{ac}\),

\[
\frac{S}{\chi_{irr}} = H_f = \frac{k_BT}{V_ac M_r^0}.
\]  

(3)

The fluctuation field is an imaginary field equal to the effect of thermal agitation responsible for the magnetization reversal. The activation volume is the volume of a noninteracting single domain particle or the volume swept between pinning centers by a single jump of a moving domain wall. It is, in principle, a measure of the smallest domain that can be written in magnetic media.
EXPERIMENTS AND RESULTS

Sample Preparation

All films were prepared using dc magnetron sputtering techniques. A single 5 cm Co target was used. Two Ag rectangular pieces with a length equal to the target diameter and a width that was changed depending on the desired composition were placed, one perpendicular to the other, on top of the Co. We used the same deposition parameters for all films: base pressure $< 3 \times 10^{-7}$ Torr, Ar pressure 4 mTorr, sputtering power 1.4 W/cm$^2$, target to substrate distance 10 cm. With these conditions the sputtering rate changed from 0.1 nm/sec for pure Co to 0.2 nm/sec for the 65:35 vol% films. Samples for magnetic measurements were deposited on Corning 7059 glass. For TEM the films were deposited on carbon-coated copper grids and for composition determination via EDAX analysis they were deposited on Si $<100>$. We sputtered a series of four different Co-rich alloys; 65, 70, 80, and 90 Co vol % Co. Pure Co films were also grown as a reference. For each composition, samples with thickness in the range 5-50 nm were prepared in order to study the variation of magnetic properties in a region where dimensionality effects are expected to be important. Annealing experiments to study the influence of grain size were also made. Selected samples were annealed in high vacuum ($P < 3 \times 10^{-7}$ Torr) for 30 minutes at 420 °C.

Microstructure

As deposited films of all compositions have an average grain size of less than 5 nm determined from TEM bright field images. The corresponding selected area diffraction (SAD) patterns present broad and diffuse rings that could be indexed as an fcc phase with a lattice parameter similar to that of Ag. Using high resolution EDAX techniques it was shown$^{18}$ that CoAg alloys are phase separated, even in the fast quenched as-deposited state. The absence of Co diffraction rings is possible due to the very small size of the Co grains. After annealing the samples at 420 °C for 30 minutes an increase in the grain size is observed. We show in Fig. 1 the TEM micrograph of a 10 nm thick CoAg 65:35 vol % film and the corresponding SAD pattern. Grain average size is now around 30 nm. Image contrast usually arises from grains with different crystallographic orientations with respect to the incident electron beam. However, evidence of image contrast due to different atomic species was observed in Ag-rich CoAg and FeAg$^{18, 19}$, where the bright regions corresponded to the lighter element. Our micrographs are quite similar to those of Ref. [18, 19] suggesting that the most important contribution to the contrast is composition rather than grain orientation. Note also that the majority phase corresponds to brighter grains as expected for Co (a lighter element than Ag). For this particular concentration complete percolation of the Co grains should be achieved. However, careful analysis of the micrograph reveals that they are weakly percolating or non-percolating at all for this particular thickness. Contrary to the as-deposited sample, the diffraction pattern now shows rings that can be indexed as fcc Ag and fcc Co. Evidence of the presence of hcp Co was found in films with a higher Co concentration$^5$. X-ray photoemission spectroscopy experiments done on 15 nm thick annealed films revealed a small tendency of Ag to segregate towards the film surface.
Almost all as-deposited films have coercivities below ~20 Oe, probably because of the very small grain size. High temperature annealing was necessary to promote grain growth and reach the critical single domain grain size where maximum coercivity is observed. As already discussed in Ref. [5], the largest value of coercivity for very thin films (that can be associated with the percolation threshold) depends on concentration and film thickness. As the film thickness is reduced, the maximum $H_c$ is found for larger Co volume fractions. This same behavior is also observed for the remanent coercivity. In Fig. 2 we show $H_{rem}$ vs film thickness for several different films. Values exceeding 1000 Oe are observed in the CoAg 70:30 vol % alloy. Note that, as the Co concentration increases, the thickness of maximum $H_{rem}$ above which the Co grains form a percolating network, shifts to lower values. The reduction in $H_{rem}$ for very thin films is likely due to a decreasing particle volume leading to superparamagnetic effects.

The interparticle interaction parameter $\alpha$ is presented in Fig. 3. Almost all measured films have negative $\alpha$ and no zero crossing in the $\delta M$ curves, indicating that the predominant interactions favor the demagnetizing state. Hence the $\beta$ parameter, that accounts for first order field fluctuations from the mean field\textsuperscript{12}, is zero. As can be seen in the figure, $\alpha$ is both thickness and composition dependent. For CoAg 65:35 vol %, $\alpha$ is almost zero for all thicknesses, indicating small intergranular interactions. For films with higher Co concentrations, a minimum in $\alpha$ is observed around 15 nm. The absolute value of $\alpha$ increases strongly with the Co volume fraction. This is not unexpected since it was already observed in particle tape media\textsuperscript{12} that the intergranular coupling is an increasing function of the packing fraction. The decrease in $\alpha$ for very thin films may be again attributed to superparamagnetic effects. For thicker films $\alpha$ tends to become positive. This means that the exchange coupling among particles becomes important and compensates (and even overcomes for 50 nm films) the demagnetizing interactions. The maxima of the irreversible susceptibility and the magnetic viscosity normalized to $M_s$ are presented in Fig. 4 as a function of film thickness. It can be seen in Fig. 4(a) that $\chi_{irr}$ is larger for thicker films and, for a fixed $\phi$, it is larger for alloys with higher Co concentrations.
This is consistent with the fact that, in thick films and in high Co concentration alloys, the interactions favor predominantly the magnetized state. A similar behavior in the maximum value of $\chi_{irr}$ with increasing $\alpha$ was observed in CoNiCr thin film media with Cr underlayers of varying thicknesses and was attributed to the majority exchange (dipolar) coupling interactions in films with thin (thick) Cr underlayers. The magnetic viscosity is shown in Fig. 4(b). All $M(t)$ vs $\ln(t)$ curves were found to be linear and the values presented correspond to the maximum $S$, normally obtained for a field close to $H_{rem}$. The viscosity seems to have a minimum around 15-20 nm. A possible explanation for this minimum may be due to the following: films used as magnetic media with very small grain volume were found to have high values of viscosity ($\delta > 10\%$/decade), so that a decrease in $S$ is expected as the film thickness increases, at least for very thin films. On the other hand an increase in $S$ with film thickness for $\phi > 20$ nm was observed in Fe films sputtered on nanochannel alumina membranes. This behavior is not unexpected since strong intergranular coupling can reduce the energy barrier for switching producing a more rapid decay of the magnetization. Note that samples with large coercivity (for example CoAg 70:30 vol %, $H_c \approx 900$ Oe) have $\delta < 2.5\%$/decade. This value is very small compared to CoCrPtTa media ($\delta < 10\%$/decade) and also smaller than values found in $\gamma$-Fe$_2$O$_3$ ($\delta < 3-4\%$/decade).

Finally the activation volume is shown in Fig. 5. It is observed that $V_{ac}$ is larger for the thicker films. This is mainly due to the increasing particle volume of thicker films noting, however, that the activation volume is not always strictly related to the physical volume and may also increase if the intergranular interaction increases. If we assume a plate-like shape for the grains and divide $V_{ac}$ by $\phi$ an "activation diameter", $D_{ac}$, is obtained. For $\phi = 15$ nm $D_{ac} = 21, 24, 33$ and 95 nm for Co volume fractions of 65, 70, 80 and 90 respectively. The activation diameter for the first three concentrations is quite similar to the actual particle size determined with TEM measurements. For the CoAg 90:10 vol % film, which forms a fully percolating ferromagnetic network, the estimated activation diameter is much larger than the particle size. A similar behavior in very thin nickel films was attributed by Wohlfarth to the very strong interactions existing among crystal grains.

Fig. 4: Film thickness dependence of the normalized irreversible susceptibility (a) and magnetic viscosity (b) for several different alloys.

Fig. 5: Activation volume for films of different thickness and composition.
CONCLUSIONS

The interparticle interactions, magnetization decay and activation volumes of phase separated CoAg thin films were investigated as a function of film thickness for Co-rich samples. It was found that films with a composition CoAg 70:30 vol % and $\phi = 15$ nm exhibit properties that make them potentially interesting as thin film magnetic media; that is, high $H_c$, slow magnetization decay and small activation volumes. It is important to mention that these samples have not been optimized for applications and alloys with better properties can be expected if proper preparation conditions and materials (for example high crystalline anisotropy Co alloys) are used.
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BEHAVIOR OF MAGNETIC AFTEFFECT ALONG A MAGNETIZATION REVERSAL CURVE IN A METAL PARTICLE RECORDING MATERIAL


ABSTRACT

Experimental measurements of the aftereffect along a magnetization reversal curve are compared with the predictions of a Preisach-Arrhenius model for a high density particulate recording medium. The Preisach parameters are determined from the measurement of the major hysteresis loop and the remanence loop. The Arrhenius parameters were determined from a single aftereffect curve. It was then found that the model gives good qualitative agreement with both the initial slope and, for the case in which the aftereffect is not monotonic, the peak value of the aftereffect.

INTRODUCTION

As recording densities and frequencies increase, loss of information due to aftereffect assumes greater importance and, in some cases, may be a limiting factor. This places increased importance on understanding and modeling of the magnetic aftereffect (also sometimes referred to as magnetic viscosity or time decay). To determine experimentally the aftereffect, accelerated testing is usually performed. This consists of first magnetically saturating the material in one direction, and then switching to a field of opposite sign near the coercive field. The field is then held constant and the rate of decay of the magnetization observed. We refer to this as a single-field process.

A single-field process is illustrated in Fig. 1. The material is first saturated at field $H_1$. Then the field is directly

![Fig. 1. Illustration of single-field (H to $H_1$) and double-field processes (H to $H_1$ to $H_2$). For a single-field process the aftereffect is measured with the field held constant at $H_1$, for a double-field while the field is held constant at $H_2$.](image-url)
moved to field $H_1$ where the field is held constant and the magnetization is recorded as a function of time. A process with a more complicated magnetic history is generated if the material is first saturated at field $H$, then immediately changed to field $H_2$, with $|H_2| < |H_1|$. We will refer to this sequence as a double-field process, which is also illustrated in Fig. 1. This can obviously be extended to multi-field processes. It has been previously shown [1] how a Preisach-Arrhenius approach can be used to model single-field processes. We will show here how such an approach also describes the aftereffect in a double-field process.

For a single-field process as illustrated in Fig. 1, the magnetization drifts monotonically to lower values. It is generally found that the aftereffect is linear in log-time for many orders of magnitude. For the double-field process, the magnetization would initially drift to higher values, then eventually turn around and drift to lower values. Deviation from log-linear behavior can be observed, often with a change in direction of the magnetization drift, on a time scale observable in the laboratory. In both cases, the magnetization will, given enough time, eventually reach equilibrium at a point on the anhysteretic curve associated with the holding field. Such non-monotonic behavior has been observed, for example, in Nd-Fe-B hard magnets exhibiting the spring effect by LoBue et al. [2] who used a thermodynamic generalization of the Preisach model [3]. This model utilized a time-dependent field moving in the Preisach plane similar to that used by Mitcheler et al. [4].

The current model uses a time-dependent Preisach state function $Q(u,v,t)$ which obeys the following differential equation

$$\frac{dQ(u,v,t)}{dt} + \left( \frac{\tau_+ + \tau_-}{\tau_+ - \tau_-} \right) Q(u,v,t) = \frac{\tau_+ - \tau_-}{\tau_+ - \tau_-},$$

(1)

where

$$\tau_+ = \tau_e \exp[(u-h)/h_f] \quad \text{and} \quad \tau_- = \tau_e \exp[(h-v)/h_f].$$

(2)

Here $1/\tau_e$ is an attempt frequency on the order of $10^{10}$ Hz and $h_f$ is a fluctuation field which is equal to $kT/\mu_0MV$. Here $V$ is an activation volume which could be obtained from micromagnetic calculations [5,6]. The initial value of $Q$, when an operative field, $h_i$, is applied after saturation is

$$Q(u,v,0) = \begin{cases} 1 & \text{if} \quad h_i < u \\ -1 & \text{if} \quad h_i > u. \end{cases}$$

(3)

If the system is allowed to relax to the ground state in the presence of a field, $h_2$, where $|h_2|$ is less than $|h_1|$ then it is seen that

$$Q(u,v,\infty) = (\tau_+ - \tau_-)(\tau_+ + \tau_-) = \tanh[(h_i - h_2)/h_f],$$

(4)

and the magnetization as a function of time can be computed by

$$m(t) = \int_{-\infty}^{\infty} p(u,v) Q(u,v,t) \, du \, dv.$$  

(5)

A computer program has been implemented to calculate the magnetization as a function of time using the above prescription for double-field processes. In this program the moving Preisach model is used with a Gaussian for the Preisach function $p(u,v)$. Details of this model are given in a paper in this volume [7]. To apply this model, the Preisach parameters which describe the static hysteresis loop are first obtained from the static hysteresis loop and the remanent loop using a
method such as described in [8]. These parameters are: $a$, the moving parameter, $\bar{H}$, the average critical field of the hysterons, $\sigma_h$, the standard deviation of the interaction fields, and $\sigma_h$, the standard deviation of the critical fields. For calculation of the time decays for both single-field and double-field processes two additional parameters are required. These are $\tau_0$, the inverse of the attempt frequency for crossing an energy barrier, and $h_f$, the magnitude of the fluctuation field arising from magnetic domain interactions. Of these two additional parameters results are most sensitive to the value of $h_f$ and not very sensitive to the value of $\tau_0$. Since we are dealing here only with room temperature measurements, we select $h_f$ to give agreement with one experimentally determined single-field aftereffect. These values are then used to compute the aftereffect for other single-field and double-field processes and the results compared with experiment.

RESULTS AND DISCUSSION

The data were obtained on a sample of commercially obtained metal particle tape. Details concerning this tape and its accommodation and single-field aftereffect properties have been previously published [9]. This material is anisotropic with easy and hard directions. Fig. 2 shows the remanent values of the magnetization and the coercive field as a function of angle. Data presented here were taken for the applied field along the easy direction, i.e. the direction in which $M_{rx}$ (the remanence along the field direction) has a maximum, $M_{ry}$ (the remanence at right angles to the field) is zero, and the coercive field has a maximum. All data were taken at room temperature.

The hysteresis loop and the remanence loop as a function of applied field for the magnetic particle tape are shown in Fig. 3. To obtain the remanence loop, the sample was first saturated in the negative direction, then subject to a positive field, $H$, which was then reduced to zero. The resulting magnetization as a function of $H$ is the remanence loop. The remanent coercive field, $H_{rc}$, is the field at which the remanence is zero. The Preisach parameters for use here were obtained from the data in Fig. 3. All parameters are normalized to a saturation magnetization of unity. In particular, as described in [8], the moving parameter $a$ can be obtained using the remanence loop. The moving parameter $a$ is used to determine operative fields, $h$, where $h = H - aM$. For this material we find $aM_s = 76$ mT, $H_C = 144$ mT, $H_{rc} = 149$ mT, $h_f = 162$ mT, $\sigma_h = 81$ mT, and $\sigma_h = 73$ mT.

![Fig. 2. Remanence $M_{rx}$ (along the field direction) and $M_{ry}$, and coercive field $H_c$ (right axis) as a function of orientation. Easy axis was used in all subsequent measurements.](image)

![Fig. 3. Hysteresis and remanence loops (easy axis) used to determine the Preisach parameters.](image)
The aftereffect was measured in a SQUID magnetometer. Results for a single-field process with $H_i = -160$ mT are shown in Fig. 4. It can be seen that the magnetization decay is linear in log time over the length of the experiment. A dimensionless slope, $S$, is defined as

$$S = \frac{d(M/M_i)}{d \ln t}. \tag{6}$$

The value of $S$ can also be expressed in percent as shown in Fig. 4 starts for $\ln(t-t_0) = 4$ due to the fact that the field cannot be switched at high speed. The value of $t_0$ was selected to make the plot linear for $\ln(t-t_0)$ less than about 5.5. The linearity and the slope for times greater than this were not sensitive to the value of $t_0$. This value of $t_0$ was used for all subsequent analysis. The data of Fig. 4 were used to determine an appropriate value for the fluctuation field. Over the range of time investigated here, the value of $S$ is determined mainly by the value of the fluctuation field and changes little for large changes of the attempt frequency. To obtain an estimate for the attempt frequency, the decay at very short times after the field change would need to be observed. With an assumed value of $10^{30}$ for the attempt frequency, a fluctuation field of $h_f = 85$ mT gave the correct value used to chose $h_f$. $t^*$ is the time at which the field was switched to the holding field.

As the average slope between $\ln(t) = 4$ and $\ln(t) = 6$ for $t$ in seconds. The slopes were also experimentally measured and the initial slopes determined by the same criterion.

The calculations are compared with measurements in Fig. 5. The dashed line represents the calculated values and the squares connected by lines are the experimental values. The theoretical prediction of a rapid change in $S$ for small values of $H_2-H_0$, is corroborated by experiment. The theory also agrees closely with the experimental $H_2$ value at which the initial $S$ crosses from a negative to a positive value. The few remaining quantitative differences between theory and experiment are undoubtedly due to the inability to switch from $H_f$ to $H_i$ sufficiently quickly.

When the value of $S$ for the double-field process is near zero but positive, a slope reversal can be observed within the time scale of the experiment (approximately 5 days.) Some aftereffect curves obtained for such double-field processes are shown in Figs. 6-9. For $H_2$ less than -100 mT the observed initial slope was always negative. This is due to the fact that the initial positive slope occurs at times smaller than our available switching speed. For $H_2$ greater than about -80 mT, the time required for turn around was too long to be observed within the time scale used here. The aftereffect curve for $H_2=0$ is shown in Fig. 9. Although the observed drift will eventually change sign and the magnetization return to zero (the equilibrium value at $H=0$) this will take a very long time (many years.)
The data of Figs. 6-8 show that a reversal in the aftereffect can be observed for a double-field process with \( H_2 \) approximately -100 mT. The position of the peak in these curves could not be predicted with any precision using the theory as it now stands. One reason for this can be seen from the calculations displayed in Fig. 10. Here we see a reversal for a double-field process calculated for two different values of \( k \), where \( k \) is the ratio of the interaction field standard deviation to the critical field standard deviation as used in the Gaussian Preisach function. A very small change in \( k \) (about 5%) shifts the position of the peak over nearly the entire

![Fig. 6. Aftereffect for a double-field process. Dotted curve is drawn to show position of the peak.](image)

![Fig. 7. Aftereffect for a double-field process. Dotted curve is drawn to show position of the peak.](image)

![Fig. 8. Aftereffect for a double-field process. Dotted curve is drawn to show position of the peak.](image)

![Fig. 9. Aftereffect for a double-field process. Dotted curve is a linear least squares fit to the data.](image)

![Fig. 5. Comparison of measured and calculated (dashed) initial slopes for a double-field process along a reversal curve. Good agreement is seen.](image)
time that experimental data were taken. (The value of $k$ determined from the data of Fig. 3 was 1.17.) Improvement in both theory and experiment are necessary. Better theoretical treatment, for example, of the reversible components of the magnetization is needed. Inclusion of minor loops would aid in better experimental measurement of the Preisach parameters. Faster experimental switching of the magnetic field is also needed.

CONCLUSIONS

A Preisach-Arrhenius model appears to describe many properties of the aftereffect. In particular, we have shown that such a theory can predict major features of the magnetic aftereffect behavior along a magnetization reversal curve. The model used here is a preliminary one and is based on a Preisach function with hysterons consisting of square loops. The first improvement in the model will be the incorporation of more realistic hysterons such as those used in the complete moving model [8]. Also, a distribution of fluctuation fields would be more realistic since the particles can be expected to have a distribution of volumes. The Preisach and Arrhenius functions describe a multi-parameter space for the description of all properties of the hysteresis loops, including major loop, minor loops, accommodation, and aftereffect. For any material, there is a volume in this parameter space in which all the qualitative features may be described. It is not currently known what precision is needed throughout this parameter space in order to improve the description quantitatively. The excellent qualitative agreement and the good quantitative agreement seen here justify trying to improve the parameter identification and the model.
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ABSTRACT

The behavior of the compensation temperature of a mixed Ising ferrimagnetic system on a square lattice in which the two interpenetrating square sublattices have spins $\sigma (\pm 1/2)$ and spins $S (\pm 1, 0)$ has been studied with Monte Carlo methods. Our model includes nearest and next-nearest neighbor interactions, a crystal field and an external magnetic field. This model is relevant for understanding bimetallic molecular ferrimagnetic materials. We found that there is a narrow range of parameters of the Hamiltonian for which the model has compensation temperatures and that the compensation point exists only for small values of the external field.

INTRODUCTION

Ferrimagnetic ordering plays a crucial role in stable crystalline room-temperature magnets, that are currently being synthesized by several experimental groups in search for materials with technological applications [1]. In a ferrimagnet the different temperature dependence of the sublattices magnetizations raises the possibility of the appearance of compensation temperatures: temperatures below the critical point, where the total magnetization is zero [2]. The temperature dependence of the coercivity at the compensation point has important applications in the field of thermomagnetic recording [3].

Mixed Ising systems are good models to study ferrimagnetic ordering [4]. Recent results show that these models can have compensation points when their Hamiltonian includes second neighbor interactions [5]. These studies have been performed in zero magnetic field. In this work we study the effect of a constant external magnetic field on the behavior of the compensation temperature, $T_{\text{comp}}$.

THE MIXED ISING MODEL

Our model consists of two interpenetrating square sublattices. One sublattice has spins $\sigma$ that can take two values $\pm 1/2$, the other sublattice has spins $S$ that can take three values, $\pm 1, 0$. Each $S$ spin has only $\sigma$ spins as nearest neighbors and vice versa.

The Hamiltonian of the model is given by,

$$H = -J_1 \sum_{\text{nn}} \sigma_i S_j - J_2 \sum_{\text{nn}} \sigma_i \sigma_k - J_3 \sum_{\text{nn}} S_j S_l + D \sum_{i} S_j^2 - h \left( \sum_{i} \sigma_i + \sum_{j} S_j \right)$$ (1)

where the $J_i$'s are exchange interaction parameters, $D$ is the crystal field, and $h$ is the external field, all in energy units. We choose $J_1 = -1$ such that the coupling between nearest neighbors is antiferromagnetic.
Previous results with Monte Carlo and Transfer Matrix techniques have shown that the $J_1-D$ model ($J_2, J_3$ and $h$ are all zero) does not have a compensation temperature [6]. These previous studies showed that a compensation temperature is induced by the presence of the next-nearest neighbor (nnn) ferromagnetic interaction, $J_2$, between the $\pm 1/2$ spins. The minimum strength of the $J_2 > 0$ interaction for a compensation point to appear depends on the other parameters of the Hamiltonian [5]. In this work we study the effect of the external field and the $J_3$ parameter on the compensation temperature.

**MONTE CARLO CALCULATIONS**

We use standard importance sampling techniques [7] to simulate the model described by Eq. (1) on $L \times L$ square lattices with periodic boundary conditions and $L=40$. Data were generated with $5 \times 10^4$ Monte Carlo steps per site after discarding the first $5 \times 10^3$ steps. The error bars were taken from the standard deviation of blocks of 500 sites. We define $\beta=1/k_B T$ and take Boltzmann’s constant $k_B=1$. Our program calculates the internal energy per site, $M_1$ and $M_2$ defined as,

$$M_1 = \frac{2}{L^2} \langle \sum_j S_j \rangle \quad , \quad M_2 = \frac{2}{L^2} \langle \sum_i \sigma_i \rangle$$

and the total magnetization per spin, $M=\frac{1}{2}(M_1 + M_2)$. The averages are taken over all the configurations, the sums over $j$ are over all the sites with $S$ spins and the sums over $i$ are over all the sites with $\sigma$ spins. Each sum has $L^2/2$ terms.

The compensation point, $T_{\text{comp}}$, is defined as the point where the two sublattice magnetizations cancel each other such that the total magnetization is zero, i.e.,

$$|M_1(T_{\text{comp}})| = |M_2(T_{\text{comp}})|$$

and

$$\text{sign}[M_1(T_{\text{comp}})] = -\text{sign}[M_2(T_{\text{comp}})]$$

with $T_{\text{comp}}<T_c$. Note that at the compensation temperature the sublattice magnetizations are not zero, whereas at the critical temperature, $T_c$, the total magnetization is zero and both sublattice magnetizations are also zero.

**RESULTS**

Previous studies on the $J_1-J_2-D$ model showed that, for a fixed value of the parameters $J_1$ and $D$, there is a minimum value of $J_2$ for which the model has a compensation point. However, once this minimum value is reached, the compensation temperature remains almost independent of $J_2$ [5]. In this study we show that for a fixed value of $J_1$, $D$, and $J_2$, the compensation temperature can be changed by including the $J_3$ interaction (between the $S$ spins, nnn in the lattice). The effect of the ferromagnetic $J_3$ parameter is to increase the value of the compensation temperature, such that as $J_3$ increases the compensation temperature approaches the critical temperature and eventually disappears. In Fig. 1 we show the absolute values of the sublattice magnetizations for a $J_1-J_2-D$ model ($J_3=0$, $h=0$) and for a $J_1-J_2-J_3-D$ model ($h=0$). Notice that the main effect of the $J_3$ parameter is to keep the $S$ sublattice ordered at higher temperatures, such that the crossing point between both sublattices [the one that satisfies Eq. (3) and Eq. (4)] occurs at higher temperatures. As $J_3$ becomes larger, the compensation temperature increases toward the critical point.
Figure 1: Dependence of the absolute values of the sublattice magnetizations with the temperature for $J_3=0$ (circles) and $J_3=0.5$ (triangles). Here $J_2=6$, $D=1$ and $h=0$.

Both temperatures become equal we can not talk about a compensation point anymore and we only have a critical temperature.

When an external field $h$ is added, the compensation temperature increases with the field until it disappears, i.e. becomes equal to the critical temperature, for a strong enough value of $h$, as shown in Fig. 2, where we plot the total magnetization vs. the temperature for several values of $h$. The effect of the external field on the compensation temperature is similar to that due to $J_3$. Notice that when $h$ is present the system has a discontinuity in the magnetization that may signal a first order phase transition. This discontinuity seems to be due almost entirely to a discontinuity in the magnetization of the $S$ sublattice as shown in Fig. 3.

In Fig. 4 we show the value of the compensation temperature vs. $h$ for different values of $J_3$. It is interesting to note that for $J_3$ fixed the compensation temperature increases almost linearly with the field until it vanishes. Also the compensation temperature increases almost linearly with $J_3$ for a fixed value of $h$. As $J_3$ increases the compensation point only exists for a very weak or zero external field.

CONCLUSIONS

There is a strong dependence of the compensation temperature on the parameters in the Hamiltonian, and only a narrow range of parameters for which a compensation point can exist. The next-nearest neighbor interaction between the $S$ spins and the external magnetic field tend to increase the compensation temperature until it coincides with the critical point, then we no longer have a compensation point. Since the compensation temperature
Figure 2: Total magnetizations vs. temperature for different values of $h$. Here $J_3=0.25$, $J_2=6$ and $D=1$.

Figure 3: Dependence of the absolute values of the sublattice magnetizations with the temperature for $h=0$ (circles) and $h=0.5$ (triangles). Here $J_3=0.25$, $J_2=6$ and $D=1$. 
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Figure 4: Dependence of the compensation temperature with the external field for different values of $J_3$. The last point in each curve was calculated at the highest value of $h$ for which there is a compensation point for that particular value of $J_3$. Here $J_2=6$ and $D=1$.

is important in several technological applications, such as thermomagnetic recording, it is important to take into account that the external magnetic fields modify the value of the compensation temperature to higher values and that for strong fields there is no compensation temperature. Also, the presence of magnetic fields seems to induce a discontinuity in the magnetization of the $S$ sublattice.

CONCLUSIONS
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ABSTRACT

Amorphous hard carbon films deposited by filtered cathodic arc deposition exhibit very high hardness and elastic modulus, high mass density, low coefficient of friction, and the films are very smooth. All these properties are beneficial to applications of these films for the head/disk interface tribology. The properties of cathodic arc deposited amorphous carbon films are summarized, and they are compared to sputter deposited, hydrogenated (CHₓ) and nitrogenated (CNₓ) carbon films which are the present choice for hard disk and slider coatings. New developments in cathodic arc coaters are discussed which are of interest to the disk drive industry. Experiments on the nanotribology, mass density and hardness, corrosion behavior, and tribochemical behavior of cathodic arc films are reported. A number of applications of cathodic arc deposited films to hard disk and slider coatings are described. It is shown that their tribological performance is considerably better compared to CHₓ and CNₓ films.

INTRODUCTION

The continuously increasing storage density of magnetic storage devices is connected to a increasingly smaller spacing between the disk and the slider. The typical fly height for disk drives shipped today with a storage density of about 2 Gb/ln² is about 40-50 nm, and for disk drives with a storage density of 10 Gb/ln² which is the goal for the very near future the spacing will be about 20-30 nm. It starts to be more and more a question of semantics if this kind of recording is called near contact, pseudo-contact, or contact recording, but in any case the requirements on the tribology of the head/disk interface are harder and harder to achieve. A smaller magnetic spacing can be obtained by using a thinner protective coating on the disks. Materials such as the sputter deposited amorphous carbon overcoat CHₓ which have been used successfully on disks for many years at a thickness of 12-15 nm reach their limit and fail at the smaller thickness required on future disks. A lot of research has been carried out during the last years to improve the existing material (CHₓ) and to find new materials which perform adequately at the required smaller film thickness. Amorphous hard films formed by sputter deposition which contain carbon and nitrogen (CNₓ), or contain carbon, nitrogen, and hydrogen (CNₓHᵧ) have been developed and are used for most disks and sliders today. But also these materials reach their limit at about 7-10 nm, and the search for better materials continues. One candidate is cathodic arc deposited amorphous hard carbon, which is among the amorphous, carbon based materials with the highest content of tetrahedral (sp³) bonding which is characteristic for crystalline diamond. Other methods which yield similarly high sp³ content are ion beam deposition [1] and laser ablation [2] for hydrogen-free films, and plasma beam deposition [3] for hydrogenated films. In the present paper we will review the deposition and film formation.
process of cathodic arc deposited amorphous hard carbon, describe the study of the mechanical, tribological, tribochemical, and corrosion-related properties of these films, and report on a number of applications to the head/disk interface tribology.

NEW DEVELOPMENTS IN CATHODIC ARC DEPOSITION

Cathodic arc deposition is based on the production of a plasma by a cathodic arc discharge on a graphite cathode in case of amorphous carbon deposition. The cathodic arc discharge is a high-current (typically 100-200A), low voltage (typically 20V) discharge which forms the plasma in a fast sequence of microexplosions on the cathode. The explosive character leads to a fully ionized plasma which is beneficial for the deposition since the ion energy which is the most important factor for obtaining high sp\(^3\) content films can be easily influenced by substrate biasing. It also leads to the formation of micron-size particles (solid for graphite cathodes, liquid for metal cathodes) which can be detrimental for the film formation since the particles can be embedded in the film or cause other film defects such as pinholes. Cathodic arcs and cathodic arc deposition are described in great detail in [4].

Over the last decades research was concentrated on the optimization of the deposition conditions to form films with the highest sp\(^3\) content and the lowest macroparticle content. It was found that the ion energy and substrate temperature are the main parameters that determine the sp\(^3\) content with a maximum value of 85% obtained at ion energies around 100 eV [5-7] and substrates at room temperature or lower [8]. While the establishment of these parameters was relatively easy, the problem of macroparticle contamination has been severe. Attempts to filter the plasma using bent magnetic fields have been successful for applications such as the deposition of high quality titanium nitride thin films, but carbon has been a problem because the particles are solid and multiply reflected from filter walls. Straight filters [9] and filters with bending angles of 20 degrees [10], 45 degrees [11], and 90 degrees [12] were tested, and only a system consisting of two connected 90 degrees filters in the shape of an "S" could produce films which are acceptable for the application to the disk drive industry [13]. This S-filter has only a low efficiency and the larger part of the plasma produced in the source is lost, but due to the high plasma production rate of the cathodic arc discharge (the ion current is about 10% of the total arc current and therefore in the order of 10 A) and the low film thicknesses required for head/disk applications the deposition rate can be in the range of 1 nm/s and sufficient for industrial applications.

At the moment there are cathodic arc sources available on the market which are equipped with 45 degrees and 90 degrees filters, and it can be expected that sources with better filters will be available soon.

PROPERTIES OF CATHODIC ARC AMORPHOUS HARD CARBON IN COMPARISON TO OTHER AMORPHOUS CARBON FILMS

The properties of amorphous hard carbon films depend strongly on the deposition conditions. Generally, one can distinguish between hydrogen-free a-C films, CH\(_x\), CN\(_x\), and CH\(_x\)N\(_y\) films. Cathodic arc deposition [7,16], laser-arc deposition [17], ion beam deposition [1, 24], and pulsed laser deposition [2, 22,23] can produce a-C films which are comparable in their properties and have a high sp\(^3\) fraction. The sp\(^3\) fraction for high-quality films is typically between 75-85%, the hardness between 60-90 GPa, the elastic modulus around 500 GPa, the mass density about 2.7-3.3 g/cm\(^3\), and the stress very high with 6-12 GPa. It is remarkable that it was possible to reduce the stress of pulsed-laser deposited films to very low values <0.2 GPa by annealing without
reducing the hardness of the films [2]. High compressive stress up to 10 GPa is often considered a problematic property of cathodic arc deposited films. Attempts have been made to decouple high stress and high hardness and were to some extent successful by using a carbon-carbon multilayer approach [14], or by introducing additional elements besides carbon [15]. Sputter deposited hydrogen-free a-C films have a much lower sp³ fraction of typically 15%, a hardness of about 15 GPa, an elastic modulus of about 150 GPa, and a mass density of around 2.0 g/cm³, but also low stress of about 0.5 GPa [18].

Among the methods to deposit CHₓ films there is one which results in much more “diamond-like” films than other methods, this is plasma beam deposition [3]. These films show the highest sp³ fraction for hydrogenated films of 75%, a hardness of 60 GPa, and a mass density of 2.9 g/cm³. Hydrogen and nitrogen containing films deposited by other methods such as variations of the sputter technique and plasma enhanced CVD have a lower sp³ fraction around 20-40%, a hardness of 15-35 GPa, an elastic modulus of 100-200 GPa, a mass density of 1.7-2.3 g/cm³, and a stress of 1-3 GPa [16, 18, 19-21, 25, 26].

High sp³ fraction is not necessarily the best optimization parameter for disk drive applications where tribochemical properties play an important role, and the whole system of slider surface, lubricant, and disk overcoat needs to be optimized under realistic wear conditions.

NANOTRIBOLOGICAL BEHAVIOR OF CATHODIC ARC AMORPHOUS CARBON FILMS

The nanowear behavior of cathodic arc deposited films has been tested in earlier experiments which showed a superior performance in comparison to other films [27, 28]. For disk coatings it is important that the films keep their excellent properties also at very low film thickness. Nanoindentation measurements showed a reduced hardness for thinner films [7], but it is very difficult to separate film properties and substrate influence for very thin, very hard films on relatively soft substrates. Therefore, nano-scratch tests were performed which probe more the properties of the film in the film plane and less perpendicular to the film as nanoindentation does. It was found before for measurements of the elastic modulus that results vary greatly for identical films if the elastic modulus is measured by a method which probes perpendicular to the film as nanoindentation does.

It was found before for measurements of the elastic modulus that results vary greatly for identical films if the elastic modulus is measured by a method which probes perpendicular to the film (nanoindentation, E=350-500 GPa) and a method that probes along the film (supersonic method, E=900-1000 GPa) [29-32].

Scratch tests were performed on a series of cathodic arc carbon films of varying thicknesses to determine any dependence of their mechanical properties on the film thickness. Eight films were fabricated on Si substrates with the following deposition parameters: a pulsed arc current of 300 A for 5 ms with a frequency of 1 Hz, and a pulsed substrate bias of -100 V with a duty cycle of 2µs on/6µs off. The scratch tests were done on a Hysitron TriboScope®, which is able to scratch on the film surfaces with controlled forces. The films had thicknesses of 6.6, 10.4, 17.7, 18.2, 23.5, 44, 49, and 66 nm, respectively. The thickness values were measured with an n&k reflectance spectrometer. For films thicker than 17.7 nm, we confirmed the data with a Dektak profilometer measurement in a masked region of the sample. A diamond tip with a radius of about 100 nm was used to scratch a distance of 4 µm. Ramp scratch forces (instead of constant forces) were employed in this study to prevent initial shocks in the loading process. Before scratching each sample, a preliminary scan with 1 µN load across the test area was made to obtain a profile of the surface and to account for the possible tilt of the sample. After each test, the vertical displacement measurement is subtracted by the vertical displacement of the corresponding 1 µN scan to eliminate the errors due to sample tilting.
Figures 1-3 show the scratch depth vs. horizontal displacement (scratch curves) for the samples with film thickness 6.6, 23.5, and 66 nm, respectively.

Figure 1: Scratch depth vs. horizontal displacement (scratch curves) for sample with a film thickness of 6.6 nm. The legend indicated the scratch force in μN.

Figure 2: Scratch depth vs. horizontal displacement (scratch curves) for sample with a film thickness of 23.5 nm. The legend indicated the scratch force in μN.

When scratching with low loads, the scratch depth changes linearly with the horizontal displacement. This is due to the linear loading forces and the uniformity of film properties. With scratch forces of 400 μN or more, the sample with the 6.6 nm thick film shows two regimes on the scratch curves. The regime with the smaller slope reflects the scratch resistance of the film itself, and the regime with the larger slope is largely due to the silicon substrate. It can be seen that the cathodic arc films are more scratch resistant than the silicon substrate. Similar trends are observed for the samples with 23.5 and 66 nm thick films, also.
The intersection of the two slopes could be related, but not limited, to the breakage of the film. For samples with film thicknesses of 6.6, 23.5, and 66 nm this point is at about 25 nm, 25 nm, and 55 nm, respectively. Thus, only the point for the sample with a film thickness of 23.5 nm agrees well with its thickness. For thinner films, the turning point is deeper than the film thickness. For thicker films, the turning point is shallower than the film thickness.

The scratch curves for each sample under a scratch force of 50 µN are plotted together in order to compare the scratch resistances of the eight films (figure 4). No significant difference can be noted from these curves. Figure 5 shows the scratch curves for each sample with a scratch force of 100 µN.

![Figure 3: Scratch depth vs. horizontal displacement (scratch curves) for sample with a film thickness of 66 nm. The legend indicated the scratch force in µN.](image)

![Figure 4: Scratch curves for all 8 samples under a scratch force of 50 µN.](image)
The curves for the 6.6 nm and 10 nm thick films have slightly larger scratch depths at the end of the test due to the substrate effect on the thinner films. Excluding that, no appreciable difference was noted in these curves either. For larger scratch forces, thicker films show relatively small scratch depths, because the substrate is not influencing the measurements. We find that thin cathodic arc carbon films (6.6 nm) show the same scratch resistance as thick ones (66 nm). No thickness dependence of the mechanical properties of these films is observed as measured by the scratch tests.

MASS DENSITY AND HARDNESS OF CATHODIC ARC AMORPHOUS CARBON FILMS

We investigated two material properties, film hardness and density, of cathodic-arc deposited amorphous carbon films as a function of substrate-bias during deposition. It is described in the literature that the ion energy during deposition affects the ratio of sp²/sp³ bonding in carbon films, which in turn correlates to material properties such as hardness and elastic modulus [6, 7, 33]. Earlier work has been done to study the hardness and density of similar films, but the density measurements were taken often indirectly from Electron Energy Loss Spectroscopy (EELS) spectra [7].

Three films were deposited on low-resistivity Si wafers at substrate biases of -100, -500, and -1000V. An S-shaped filter for macroparticle reduction was applied, and the following deposition parameters were used: a pulsed arc current of 300A, 5 ms arc duration at a frequency of 1 Hz, and a pulsed substrate bias with a duty cycle of 2μs on/ 6μs off. The film thicknesses of the -100, -500, and -1000V bias samples were 71.5, 122.5, and 98.5 nm determined using a Dektak profilometer.

Film hardness was measured with a commercially-available Hysitron TriboScope® system. We defined hardness as the maximum indentation force divided by the contact area during indentation. All measurements were done with a tip of radius 60 nm and limited to indentations with residual depths less than 20% of the total film thickness.

Film density measurements were taken with a high-precision scale with 10⁻⁶ gram accuracy. The weights of each wafer were taken before and after each deposition. The film thickness was...
determined using a Dektak profilometer. Density values were then calculated directly from the weight difference and film volume as determined by the thickness measurement.

Figure 6 is a plot of the film hardness and mass density versus substrate bias during deposition.

Figure 6: Film hardness and mass density versus pulsed substrate bias of cathodic arc deposited films.

From Fig. 6 it can be seen that the highest hardness (68 GPa) and density (3 g/cm³) values belonged to the sample deposited at -100 V bias, which corresponded to an ion energy of about 120 eV. With increased substrate bias, these values decreased due to increased graphitization of the film.

In summary, the most diamond-like (in hardness and density) cathodic-arc amorphous carbon films were produced at a pulsed substrate bias of -100 V. The film hardness from these studies was consistent with earlier published work on similar films, and our direct measurements of film density confirmed the estimated mass density based on EELS measurements.

CORROSION STUDIES

The corrosion-resistance of cathodic-arc amorphous carbon films was studied in a series of samples with film thicknesses ranging from 2 nm to 40 nm. These films were deposited on low-resistivity Si wafers that were previously coated with a layer of 100 nm permalloy (80% Ni / 20% Fe). We applied an S-shaped filter for macroparticle removal and used the following deposition parameters: a pulsed arc current of 300 A, 5 ms arc durations at a frequency of 1 Hz, and a pulsed substrate bias of -100 V with a duty cycle of 2μs on/ 6μs off. Thickness measurements of the films were conducted with an n&k Analyzer 1100 reflectance spectrometer.

The corrosion comparison was based on a simple, yet effective decoration technique -- a NaCl dip test. Samples were immersed for 24 hours in a pre-mixed solution consisting of 0.5 mol NaCl, 0.5 mol (NH₄)₂H₂PO₄, 1 gram Liquinox, and 1000 grams of H₂O. Upon removal, the specimen were rinsed in deionized water and dried with a N₂ air gun. Inspection of the surface was done under an optical microscope, where an image analysis system counted the defect density (number of defects per unit area) and defect size (percent area occupied by defects).
Figure 7 is a plot of the pinhole count (number of defects per 0.8 x 1mm² area) per sample versus film thickness.

![Figure 7: Pinhole count versus film thickness of cathodic arc deposited films in comparison to 7 nm thick sputter deposited film.](image)

Higher pinhole counts infer poorer corrosion-resistance of the film. No significant difference in corrosion performance was noted for film thicknesses between 4 and 40 nm, which indicated a continuous film on the sample surface even at 4 nm. However, below 4 nm, the pinhole count rose an order of magnitude, which coincided with the values for an uncoated sample, indicating a breakdown of the film continuity/coverage. As a relative comparison, a 7 nm, RF-sputtered, hydrogenated amorphous carbon film (CHₓ) was also subjected to the test. This film thickness was chosen because it corresponds to the current overcoat thickness used in today’s advanced media products. Its pinhole count was 100.

Based on these results, we demonstrated that cathodic-arc amorphous carbon films provide acceptable levels of corrosion-resistance with film thicknesses as thin as 4 nm. The corrosion performance of a 4 nm cathodic-arc carbon film is comparable to that of a 7 nm sputtered CHₓ film.

TRIBOCHEMICAL STUDIES

For the application of the cathodic-arc deposition technique in the area of disk drive technology tribochemical properties of the films are of great importance. In these studies, we examine the tribo-chemistry of cathodic arc deposited films during drag tests in an ultra-high vacuum (UHV) tribochamber.

The UHV tribochamber consists of a disk spindle, a slider actuator, a substrate heater, and a high-resolution quadrupole mass spectrometer (QMS) in a vacuum chamber with a base pressure < 10⁻⁶ Pa. The QMS provides in-situ detection of gaseous products generated at the head/disk interface during drag tests. The QMS monitors 15 different atomic mass units (AMUs) simultaneously along with friction data. Further details about the system may be found.
Drag tests were conducted at a drag speed of 0.2 m/s, a load of 30 mN, and drag time of 600 seconds.

Supersmooth-textured 65 mm disks were coated with a 5 nm cathodic-arc amorphous carbon overcoat and lubricated with 0.85 nm of perfluoropolyether ZDOL lubricant. These samples were subjected to drag tests with uncoated Al₂O₃-TiC negative-pressure sliders in the UHV tribochamber. A commercial 65 mm disk with a 7 nm RF-sputtered CHₓ film and 1.25 nm of ZDOL lubricant was subjected to similar tests as a comparison.

Figure 8 is a plot of the friction data versus drag time for both samples.

Comparable friction performance (µ = 3) was noted between the cathodic arc coated disks and CHₓ coated disks before failure. Based on a visual inspection of the drag track and corresponding drops in the friction data, both overcoats had catastrophic failures after 40 seconds of dragging.

Figures 9 and 10 are plots of selected AMUs versus drag time for the cathodic arc deposited films and sputter deposited CHₓ samples, respectively.

For the cathodic arc coated sample we noted a two-fold reduction in the generation of mass fragments associated with the catalytic decomposition of ZDOL (CF₃, C₂F₅) due to the Al₂O₃-TiC slider material [35]. No significant difference was observed in the mass fragments used to monitor the friction/thermal decomposition (CFO, CF₂O) between the two samples. These results indicated that the chemistry between the cathodic arc deposited films and the lubricant molecule may prevent the catalytic decomposition of ZDOL that occurs in the presence of Al₂O₃-TiC material. Further studies of the surface chemistry of cathodic arc films versus sputter deposited CHₓ films are in progress to explain this phenomenon.

APPLICATION OF CATHODIC ARC AMORPHOUS CARBON FILMS TO SLIDER AND DISK SURFACES

The applications of cathodic arc deposited films to sliders and disks are still relatively scarce. A few studies have been performed and are published elsewhere in detail [33, 36, 37]. Here, we summarize briefly the main results.
Cathodic arc surface modification using pulsed bias can be performed in two ways - as a thin film deposition and as a low-energy ion implantation/deposition process. First tests showed that both methods can lead to drastic improvements of the slider performance.

In case of a thin film deposition typically a high bias of 1-2 kV is applied for the first 10% of the deposition process to ensure good film adhesion, and a bias of -100 V is applied for the rest of the deposition for maximum film hardness. While uncoated sliders failed in a Contact Start Stop testing after 7500 cycles, the sliders coated with 2 nm cathodic arc carbon did not fail even after 100,000 cycles when the test was interrupted [36,37]. In case of a low energy (2-4 keV) ion implantation/deposition process sliders were modified with C, Ag, and Ti ions at a low dose of $2 \times 10^{16}$ cm$^{-2}$ [33]. This fast and easy surface treatment led to a reduction of the coefficient of friction by a factor of about 5-6 in a continuous sliding test in comparison to untreated sliders.

The coating of disks with 10 nm cathodic arc carbon led to the reduction of the worn volume on the face of the slider by almost a factor of 20 in a continuous sliding test in contact [36, 37]. Even though more systematic studies are necessary to fully explore the capabilities of cathodic arc amorphous carbon films for disk and slider coatings, first results are very promising.

CONCLUSIONS

Cathodic arc deposited amorphous hard carbon films have properties which are desirable for the application as disk and slider hard overcoats. The hardness and mass density are very high for films formed at optimum deposition conditions. Nano-scratch tests show that the films remain their high scratch resistance also at very low film thickness of 6.6 nm. Corrosion measurements demonstrate that continuous films with corrosion rates comparable to 7 nm sputter deposited films can be obtained at a film thickness of 4 nm. Cathodic arc deposited films reduce the catalytic erosion products formed during wear in comparison to sputter deposited films. A number of experiments applying cathodic arc deposited films to slider and disk surfaces show a
considerably improved performance. More systematic studies are required for the optimization of the films for disk drive applications.

The problem of macroparticle contamination of the films which has been a problem for the last two decades has been overcome by sophisticated filtering techniques. These filtering techniques have a reduced deposition rates as a consequence, but the rate is still reasonably high for hard disk and slider coating. New developments in cathodic arc deposition equipment manufacturing will make filtered arc sources available in the very near future which will facilitate a wide-range systematic testing of these films for the disk drive industry.
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ABSTRACT

Diamond like carbon (DLC) films are deposited on thin film heads in the magnetic recording industry to reduce friction and "stiction" and to provide a durable, abrasion resistant coating. The films are a mixture of graphitic phases with sp² bonding and diamond phases with sp³ bonding. The present work provides the results of thin film stress measurements and Raman tests performed on 10 nm DLC films deposited on 75 mm silicon test wafers using standard optical lever techniques. Stress is measured after deposition and in-situ during thermal cycling. Isothermal relaxation data is also obtained. Raman is performed before and after annealing.

The deposited stress of 10 nm films was over 2000 MPa. The stress relaxed entirely to zero during thermal cycling to 500 °C. Isothermal relaxation at 300 °C also resulted in complete relaxation of an initial 1500 MPa stress to zero in less than 24 hours. The Raman data is consistent with prior results in the literature. The position of the G band shifts from 1513 to 1581 cm⁻¹ during annealing, and the intensity ratio of the D band to the G band rises from 0.201 to 0.814 during annealing.

The decrease of the film stress to zero during thermal processing implies that the entire thickness of the film is undergoing a structural change while the stress relaxation data implies that the stress is relaxing by a fast diffusive process. The Raman data implies that the film is becoming more graphitic and the crystallites are growing in number and size during thermal processing. We suggest that the structure of the extremely thin carbon film is modified by a surface diffusion mechanism.

INTRODUCTION

Diamond-like-carbon (DLC) or amorphous carbon films are deposited on thin film heads in the magnetic recording industry as protective overcoats because of their high hardness, low friction, chemical inertness, and wear resistance. The durability of these amorphous carbon films is becoming more important as the overcoat thickness (currently 7 to 10 nm) is decreased to reduce the magnetic spacing and increase the read back signal amplitude. The thinner overcoats (< 7 nm) should have good protection against corrosion and also provide good tribological properties at the head-disk interface.

The carbon overcoats used are typically amorphous in nature and consist of a mixture of diamond (tetrahedral sp³) and graphitic (trigonal sp²) bonding structures. Due to the extremely large volumes of thin film heads produced, it is necessary to have fast and easy means of monitoring the quality and properties of the carbon overcoat. In this work, we have looked at residual film stress and Raman spectroscopy as monitoring tools for carbon overcoats.
This study focused on identifying the structural change in the DLC bonding phases during thermal annealing using analytical means like residual stress measurement and Raman spectroscopy. The purpose of the work was to understand the mechanism of structural evolution that led to significant changes in the film stress and Raman spectra of the DLC films resulting from thermal anneal.

Five substrates were deposited with a DLC film by an ion beam CVD process using methane gas. Deposition rates of approximately 1.5 nm / minute were measured in this process. The targeted total thickness of the overcoat was 10 nm consisting of 2 nm of a silicon interlayer and 8 nm of DLC. The film thickness was measured on silicon coupons that were coated along with the samples in an n&k optical analyzer. The DLC coated substrates in this experiment were 75 mm [100] silicon wafers.

The Raman spectroscopy was performed by backscattering from the sample using a Renishaw spectrometer with an argon ion laser (514 nm) operating at 20 mW to avoid sample degradation. The spectra were collected with a laser spot size of approximately 1 to 2 µm.

The DLC film stress was measured with a KLA-Tencor FLX-2320 film stress tool. The wafer curvature before and after DLC deposition was measured, and the change in curvature caused by the deposition was used to automatically calculate the film stress at room temperature. The FLX-2320 also allows sample heating to 500 °C while continuously monitoring the wafer curvature, so the film stress as a function of temperature during the thermal anneal can be obtained.

The room temperature film stress was measured on all 5 samples. Two samples were thermally cycled up to 500 °C at 5 degrees / minute then down to 80 °C at -5 degrees / minute. Five scfh of nitrogen is flushed through the small slot furnace of the FLX-2320 to reduce the influence of oxygen and moisture. One wafer was heated to 300 °C at 10 degrees / minute and held for 72 hours to monitor the relaxation of the film stress over time.

RESULTS

Film Stress Measurement

The room temperature stress measured on the 5 wafers of the study is shown in Table I where each value is the average of 2 measurements. The average stress of the entire data set is -2.24 GPa, and the standard deviation is 0.12 GPa. The minimum expected standard deviation of the stress measurement tool for a 10 nm film on a 375 µm substrate is about 0.05 GPa, so the numbers show reasonably typical scatter, and the deposition process was stable and uniform.

<table>
<thead>
<tr>
<th>Wafer</th>
<th>DLC Thickness (nm)</th>
<th>Stress (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT101</td>
<td>9.7</td>
<td>-2.27</td>
</tr>
<tr>
<td>RT102</td>
<td>9.6</td>
<td>-2.39</td>
</tr>
<tr>
<td>RT103</td>
<td>9.9</td>
<td>-2.11</td>
</tr>
<tr>
<td>RT104</td>
<td>9.8</td>
<td>-2.12</td>
</tr>
<tr>
<td>RT105</td>
<td>9.8</td>
<td>-2.29</td>
</tr>
</tbody>
</table>
The stress behavior of wafer RT103, monitored during a thermal cycle to 500 °C, is shown in Figure 1. While heating below 100 °C, no change in stress is seen. At about 100 °C the high compressive stress begins to quickly relax towards zero, reaching zero stress near the end of the heating phase at 500 °C. The total heating time was 96 minutes.

The stress during the entire cooling phase remains zero implying that the thermal expansion coefficients of the film and the silicon substrate are equal. After thermal cycling, the film consists of a mix of sp² and sp³ bonded carbon with thermal expansion coefficients of $6.0 \times 10^{-6}$ / degree and $1.2 \times 10^{-6}$ / degree respectively, so the thermal expansion coefficient of the mixed film will fall somewhere between those numbers. Since silicon has a thermal expansion coefficient of about $3 \times 10^{-6}$ / degree, the flat cooling curve is sensible.

![Figure 1. The first thermal cycle after deposition of a 9.9 nm DLC film](image)

The stress relaxation behavior of wafer RT104 heated to 300 °C is shown in Figure 2. The 300 °C relaxation temperature is reached in 40 minutes during which the stress relaxes to roughly -1.5 GPa which is consistent with the thermal cycle of wafer RT103. The stress relaxes completely to zero in about 24 hours. No further changes take place over the remaining 2 days of the test.

![Figure 2. Stress relaxation at 300 °C of a 9.8 nm DLC film](image)

A log plot stress versus time is shown in Figure 3. Despite increasing noise of the data after 12 hours, the trend is linear implying an exponential relaxation of the stress over time. The film
stress is relaxing primarily by diffusion of carbon atoms to create a softer, more graphitic structure. Hydrogen may also be evolving, but evolution of a low concentration of the small hydrogen atoms from the amorphous carbon film would not be able to reduce the film stress entirely to zero.

![Log plot of the stress relaxation at 300 °C for a 9.8 nm DLC film](image)

**Figure 3.** Log plot of the stress relaxation at 300 °C for a 9.8 nm DLC film

**Raman Spectroscopy**

The Raman spectrum of the as-deposited DLC film is shown in Figure 4. The G peak occurs at 1513 cm\(^{-1}\), the D peak occurs at 1311 cm\(^{-1}\), and the I(D)/I(G) ratio is 0.201. The results are the averages of two separate films and are consistent with published literature on carbon films\(^2,3\).

![Raman spectrum of an as-deposited 9.8 nm DLC film.](image)

**Figure 4.** Raman spectrum of an as-deposited 9.8 nm DLC film.

The Raman spectrum of a 10 nm DLC film annealed to 500 °C is shown in Figure 5. The G peak has shifted to 1581 cm\(^{-1}\), the D peak has shifted to 1413 cm\(^{-1}\), and the I(D)/I(G) ratio has risen to 0.814. The G peak is also narrower than the G peak in the as-deposited film which...
suggests that the graphite crystallites have grown. The results are again the averages of two separate films.

Figure 5. Raman spectrum of a 9.9 nm DLC film annealed to 500 °C.

CONCLUSIONS

Dillon\(^2\) has described a computer model by Beeman that describes the shift in the G peak downward from the nominal value of 1581 cm\(^{-1}\) as the result of a bond angle disorder from the ideal value of 120°. Dillon reports that an average bond angle of 117.7° would shift the G peak down to 1528 cm\(^{-1}\).

As an order of magnitude check of the stress required to cause such a change in the bond angle, consider a hexagonal cell with sides of length 2L shown in Figure 6a. Compress the cell in the vertical direction from a height of 2\(\sqrt{3}L\) to a height of 2\(\sqrt{3}L(1 - \varepsilon)\) where \(\varepsilon\) is the strain, but assume that total bond lengths remain constant for this simple analysis as shown in Figure 6b. The angle, \(\alpha\), between the sides and the main axis is given by

\[
\sin(\alpha) = \frac{\sqrt{3}(1 - \varepsilon)}{2}.
\]

Taking the measured average film stress of 2.24 GPa and a Young's modulus of about 150 GPa for a graphite-diamond film, the strain is 0.015, and the included angle in the strained hexagon, 2\(\alpha\), becomes 117.1°. Although the model presumes an sp\(^2\) structure rather than the mixed sp\(^2\), sp\(^3\) DLC film structure, the compressive stress measured in the as-deposited film correlates well with the bond angle disorder used to explain the Raman shift in the G peak.

The Raman spectra of the annealed film show that the structural changes that occur during a thermal cycle to 500 °C leads to a strain-free graphite crystal structure with 120° bond angles corroborated by stress relaxation to zero. The stress is relaxing as the graphite crystallites grow in size, so the post anneal Raman spectrum shows the large D peak and a G peak location.
representative of an ordered bond angle of 120°. The annealed G peak is narrower, and the annealed I(D)/I(G) ratio of 0.814 is consistent with Dillon's plot of I(D)/I(G) ratio versus anneal temperature.

The exponential stress relaxation curve in Figure 2 which relaxes entirely to zero implies a thermally activated, stress driven diffusion process. By comparison, stress relaxation tests of thicker, polycrystalline aluminum films suggest that relaxation due to dislocation motion, grain boundary diffusion or diffusion within the film plane will cease below a threshold stress. Diffusive activity on grain boundaries or in the volume of the film is insufficient to completely relax the film stress, and surface diffusion effects do not penetrate deeply enough to relax the entire film. As mentioned earlier, the presence of hydrogen could not result in the high compressive stresses measured, so hydrogen evolution will also not result in a zero stress.

The DLC films are thin enough that surface diffusion can completely relieve the stress. However, relaxation tests on increasingly thick DLC films are expected to show a threshold stress above a certain thickness. Additionally, isothermal relaxation tests at various temperatures will allow the extraction of an activation energy for comparison to lattice or grain boundary diffusion energies.
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ABSTRACT

In this investigation, the wear durability of existing and candidate protective overcoats and substrates was examined. Specifically, 5 nm thick diamond-like carbon (DLC) and nitrogenated diamond-like carbon (N-DLC) overcoats were deposited by sputtering onto glass, glass-ceramic, and NiP/AlMg substrates. The magnetic medium was a 15 nm thick layer of CoCrPt deposited on a 50 nm thick underlayer of CrV. The wear resistance of the hard disks was determined by a recently developed depth sensing reciprocating scratch test using the Nano Indenter® II. During the scratch tests, a constant normal load of 30 μN was maintained at an indenter velocity of 2μm/sec. It was found the N-DLC/CoCrPt/CrV/glass disk exhibited the most wear resistance and least amount of plastic deformation after the last wear event. Conversely, the N-DLC/CoCrPt/CrV/NiP/AlMg disk displayed the least wear resistance even though the magnitude of the elastic recovery was the greatest. This amount of recovery was influenced by the high elastic modulus of the NiP/AlMg substrate. Consequently, the scratch test failed to isolate the intrinsic properties of the overcoat, however it provided a very powerful means of quantitatively assessing the overall response of the whole magnetic disk. This is more relevant since it simulates the response the disks see in performance. In addition, a discrete amount of nitrogen up to 14 atomic % incorporated into the amorphous network resulted in an increase in overcoat durability compared to the DLC overcoat. This was attributed to an increase in the XPS determined number of N-sp² C bonded sites in a predominantly N-sp³ C bonded matrix. However, with increasing nitrogen concentrations ≥18%, the film structure was weakened due to the micro-Raman spectroscopy determined formation of terminated sites in the amorphous carbon network since nitrogen failed to connect the sp³ domains within the network.

INTRODUCTION

The characterization of ultrathin tribologically hard protective overcoats is an important concern for the future requirements in magnetic disk drives. Increasing the areal recording density dictates the need for thinner protective overcoats (=5 nm thick), which must possess high wear resistance, low friction coefficient, low surface roughness, and adherence to the magnetic media. These properties are crucial since near contact (<2 nm head-disk interface spacing) recording is on the horizon. Currently the overcoats used in production contain some form of carbon; for example, amorphous hydrogenated diamond-like carbon (DLC) on the order of 20 nm thick is being used [1,2]. However, the switch to nitrogen substitutionally-doped carbon overcoats is starting to occur in hopes of achieving improved properties [3,4]. Apart from the conventional problems associated with residual stresses, adhesion, and morphology, there still exists several unanswered questions regarding the microstructure and bonding of DLC and N-DLC films.

EXPERIMENTAL METHODS

The overcoats were produced by DC magnetron sputtering from a high purity graphite target in either a pure Ar (DLC) or Ar/N₂ (N-DLC) gas atmospheres (pressure=2.1 mTorr). Sputtering was also utilized to deposit the magnetic media CoCrPt (Hc=1700 Oe) and underlayer CrV in pure Ar atmospheres (p=5 mTorr). Figure 1 illustrates the sequence of these layers and their respective thicknesses. The only variable in the processing of the hard disks, outside of the nitriding of the overcoat, was the substrate used. Commercial NiP/AlMg (still the substrate of choice in the hard disk industry), alumino-silicate glass, and chain silicate glass-ceramic (Canasite, 90% crystalline) substrates were studied. Only the glass-ceramic needed to be polished and lapped with an Al₂O₃ abrasive slurry due to its high intrinsic AFM determined surface roughness.
The carbon and nitrogen bonding configurations and chemical compositions were determined by XPS, while micro-Raman spectroscopy provided information on the overcoat structure. The XPS measurements were performed using a Kratos AXIS 165 surface analysis instrument with a monochromatic Al Kα x-ray source. Micro-Raman measurements were made using a modified Raman/fluorescence spectrometer. Excitation was provided by the 514.5-nm line of an argon-ion laser. For all the Raman spectra shown the laser power at the film was 100 mW and the acquisition time was 300 seconds.

A Nano Indenter® II mechanical properties microprobe (Nano Instruments, Oak Ridge TN) equipped with a nanoscratch attachment was used to characterize the multiple sliding depth sensing tribological experiments. A tritoneal diamond Berkovich indenter (tip radius \( \equiv 150 \text{ nm} \)) was utilized to produce a series of sliding wear tracks for each hard disk assembly. The indenter velocity for the scratch segments was 2 μm/sec. An important criteria for scratch testing of this nature is indenter tip wear. Possible blunting of the tip was monitored by examining the load vs. displacement data on a fused silica standard. The displacements only varied by 3-7 nm up to loads of 3 mN, suggesting the tip was not affected since blunting would result in a decreasing trend in displacement at a particular load. In addition, cleaning of the tip by indenting into a soft Al standard was also performed between experiments as outlined by another group [5].

The following explanation of the wear process serves as a model for all the tests performed. First the indenter contacts the film at an extremely low load of 20 μN in order to keep the indenter on the film surface. Once this contact is established, a pre-wear surface profile of 30 μm in length is traced along the film surface (indenter in a point forward direction) by moving the x-y stage beneath the stationary indenter. Next the stage, with the indenter under the same load in a face backward motion, retraces 10 μm, i.e. from 30 μm to 20 μm. The normal load is then increased to 30 μN resulting in the indenter penetrating \( 7 \text{ nm} \) into the film as depicted in Figure 2. This displacement includes any elastic/plastic contributions from both film and substrate. Furthermore, the indenter elastically recoils a very small displacement due to lateral forces as the first wear scan is initiated. This first scan slides in the indenter face backward direction a total of 10 μm as shown in Figure 2. For scan two, the indenter slides with the point oriented forwards 10 μm under the same fixed normal load. The accumulated wear damage process continues with scans 3 to 31. The data from the first and last 2 μm of the wear track were disregarded because of both pile-up of material at the ends of the wear track and the plastic deformation from the initial indenter penetration.

After the final scan is completed the normal load is reduced again to 20 μN, and another 10 μm scan (10 to 0 μm) is performed. A final residual post-scan 30 μm in length is traced along the damaged film surface, which assesses the wear damage and any elastic/plastic deformation to the film and/or underlying materials. This continuous depth-sensing multiple sliding process accurately details the wear depth profiles for each scan leading to a clearer image of the evolution.
of overcoat wear. This makes the technique unique with respect to other current tribological procedures for thin film analysis, e.g. AFM/FFM methods.

Critical analysis of this scratch process has been previously described, in which a discontinuity in the surface displacements for the two different sliding alignments of the Berkovich indenter, i.e. face (odd scans) and point (even scans) [6]. There is a negligible amount of surface displacement for the point orientation, since the face ploughs more material. Subsequently, the present results were processed separately (e.g., Figure 2) as in the case of other researchers using nanoindentation and AFM/FFM methods [7,8].

RESULTS AND DISCUSSION

X-ray Photoelectron and Raman Spectroscopies

Figure 3 shows the C 1s and N 1s XPS spectra for the DLC and N-DLC overcoats after a 1 minute sputter cleaning process. The atomic concentration of nitrogen in the N-DLC overcoats was 14%. A small amount of oxygen (<2%) was present in both overcoats even after the 1 minute sputter cleaning process. The best Gaussian fits to the XPS lines resulted in three different characteristic peaks for the C 1s electrons and four peaks for the N 1s electrons. Table I lists the binding energies and full width at half maximum for the DLC and N-DLC overcoats. For the deconvoluted carbon spectra for both overcoats, the peaks at the binding energy of 284.6 eV are attributed to C-C single bonds. This chemical state of carbon probably contains a mixture of graphite (284.2 eV) and amorphous carbon (283.7 eV). The highest binding energies listed in Table I can be assigned to C-O bonds, which likely originated when adventitious surface carbon reacted with O2.

The other possible chemical state of carbon shifted to a higher binding energy (285.9 eV) with the incorporation of nitrogen into the overcoat, which along with the corresponding N 1s peak at 400.1 eV, is assigned to a C≡N (imine) bond [9]. Furthermore, it has been determined that increasing the nitrogen flow resulted in even higher shifts in binding energies as well as peak broadening due to the increased frequency of C≡N bonds [10]. The other major Gaussian peak at 398.4 eV has been attributed to C-N bonding [11,12], which contradicts other reports that assign this energy to C≡N (nitrile) bonds [13,14]. Raman spectra in Figure 4 for similar films revealed no C≡N bonding at this atomic percentage of nitrogen, however a broad peak at 2209 cm⁻¹ (C≡N bonding) was detectable at nitrogen concentrations ≥18 at%, suggesting the chemical state at 398.4 eV is ascribed to C-N bonding for this overcoat. Excessive N2 (>18at% in this case) incorporated into the network resulted in the formation of dangling bonds (terminated defect sites) as evident with -C≡N conjugated to aromatic rings as illustrated in the inset of Fig.4(b).

Figure 3. Deconvoluted X-ray photoelectron spectra of (a) C 1s electrons of a sputter cleaned DLC overcoat, (b) C 1s electrons and (c) N 1s electrons of a sputter cleaned N-DLC overcoat.
Furthermore, it may be postulated that the percentage of C-N bonds is greater than the C=N bonds based on the peak intensities. In addition, these two different N binding configurations have been assigned to nitrogen bonded to \( sp^3 \) tetrahedral carbon (398.4 eV) and \( sp^2 \) trigonal carbon (400.3 eV) based on similar shifts, which is in good agreement with these results [15]. Thus a discrete amount of substitutional nitrogen (up to 14 atomic %) incorporated into the amorphous carbon network resulted in an increase in the number of N-\( sp^3 \) C bonded sites in a predominantly N-\( sp^2 \) C bonded matrix. Lastly, the minor peaks at 397.2 eV and 402.3 eV are attributed to free nitrogen atoms and N-O bonds, respectively.

Table I. XPS binding energy values of the C1s and N1s photoelectrons of C and CN overcoats obtained from the deconvolution of the spectra in Fig.3.

<table>
<thead>
<tr>
<th>%N in chamber</th>
<th>Atomic %N</th>
<th>Photoelectron</th>
<th>Binding Energies, eV (FWHM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>C1s</td>
<td>284.6 (1.6), 285.4 (2.3), 287.9 (2.1)</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>C1s</td>
<td>284.6 (1.9), 285.9 (2.6), 288.8 (2.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N1s</td>
<td>397.2 (1.6), 398.4 (1.7), 400.1 (2.1), 402.3 (2.3)</td>
</tr>
</tbody>
</table>

Fig.4. High frequency micro-Raman spectra for (a) CN(14%) and (b) CN(18%).

Wear Tests

Typical raw data collected during the reciprocating scratch test includes normal load, normal displacement, lateral deflection of the indenter, table position (x and y-directions), and time. Due to the large magnitude of raw data collected during scratch, an ANOVA (95% confidence) was performed on the surface displacement and residual depth profile for each scratch segment. Figure 5 shows the surface displacement as a function of the number of scratches (31, 61, and 101) for all the hard disk configurations. The N-DLC/CoCrPt/CrV/glass hard disk exhibited the least amount of surface displacement up to 31, 61 and 101 sliding scans, while the N-DLC/CoCrPt/CrV/NiP/AlMg disk displayed the most displacement up to these scan numbers. The reason for this wear behavior is due to the higher intrinsic hardness of the glass substrate. Unfortunately, the displacement data from the N-DLC/CoCrPt/CrV/glass-ceramic disk exhibited the most variation in surface displacement due to the still present high AFM determined surface roughness of the glass-ceramic substrate. In addition, the N-DLC overcoat slightly displayed improved wear resistance in comparison with the DLC overcoat on glass substrates. The reason may be a result of the substitutional nitrogen causing an increase in the number of XPS determined N-\( sp^3 \) C bonded sites in a predominantly N-\( sp^2 \) C bonded matrix. Ten scratches were performed on each hard disk and the final displacements never varied by more than four nanometers, except for the glass ceramic disk or on rare occasions when either debris, defects, etc. affected the results.

The residual depth profiles in Figure 6 provided a quantitative means of assessing the amount of permanent deformation that occurred to the disks after the final scan. Interestingly, the N-DLC/CoCrPt/CrV/NiP/AlMg disk exhibited the most amount of elastic recovery even after displacements up to 20 nm, however there was still damage to the overcoat. Although the surface displacements for the glass disks were not as high as the NiP/AlMg disk, the N-DLC/glass disk exhibited more elastic recovery than the N-DLC/NiP/AlMg and DLC/glass disks. The N-DLC/glass-ceramic disk again displayed high standard deviations in residual depths. These results clearly indicate the substrates are affecting the wear behavior.
Concomitantly, the elastic modulus of the three substrates were measured using nanoindentation. A strong correlation was found between the elastic modulus of the substrate and the amount of elastic recovery from the wear test. The NiP/AlMg, glass, and glass-ceramic substrates possessed elastic modulus values of ≈135 GPa, 75 GPa, and 110 GPa, respectively.

To check the validity of the residual depth profiles, AFM measurements were performed on the wear tracks for the three N-DLC disks as shown in Figure 7. Indeed there was a strong correlation between the wear test and the AFM measurements. Although the glass-ceramic residual depths are fairly close with both methods, the surface topography was not ideal.
Figure 7. AFM measurements of wear tracks after 101 scratches on (a) NiP/AlMg, (b) glass, and (c) glass-ceramic substrates.

CONCLUSIONS

The N-DLC/CoCrPt/CrV/glass disk exhibited the most wear resistance and least amount of plastic deformation of the three disks. The higher hardness of the glass substrate influenced this wear behavior. The improvement with nitriding the overcoat was due to the increase in N-sp$^3$C bonded sites over N-sp$^2$C bonded sites. However, excessive N$_2$ (>18at%) incorporated into the amorphous network resulted in terminated cyano (-C=N) groups conjugated to aromatic rings.
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ABSTRACT

This paper presents experimental and analytical studies of AFM nanoindentation as a method to determine microhardness of hard thin films. Indentations are performed on Au, Si, and DLC using triangular pyramidal diamond probes to determine microhardness. We examined the effects of indentation force and three different methods to measure the indentation area (direct area measurement for a triangular indentation, size analysis of an inverted AFM image of the indentation, and prediction of area from indentation depth based on a tip shape function). The responses are indentation depth, projection area, and microhardness. Relationship of responses with indentation force is examined. At a low depth range, microhardness based on pyramidal shape function is erroneously higher than the other two methods. However, all three methods generally agree with each other when indentation force exceeds 16μN. Size analysis of inverted images gives more consistent microhardness with the least variability over the whole force (4-30μN) or depth (0.5-70 nm) range. Tip shape models are developed to predict microhardness. The ellipsoidal tip model is a good approximation at low depth ranges, while the pyramidal model works better for deeper indentations. The force vs area curves are also significantly nonlinear which can distort the hardness measurements.

INTRODUCTION

Hardness of a material is defined as the resistance to a local indentation on the surface by a standardized indenter and is often expressed as a ratio of indentation load (F) to projection area (A) [1]. It is an important mechanical property and must be quantified. There is an increasing interest for characterizing microhardness of thin films where the maximal indentation depth must not exceed 1/10–1/5 of the film thickness [2,3] in order to avoid influence of the substrate. As a result, microhardness and nanoindentation are expected to be different from traditional hardness tests on bulk materials [4-6]. Microhardness test is now possible using atomic force microscope (AFM) where a special probe replaces regular the AFM tip to accomplish both nanoindentation and in-situ imaging [7-10]. Presently, there is little discussion of quantitative microhardness determination and the stochastic variability of this method [11].

We have investigated AFM nanoindentation by an experimental approach to establish its capacities and limitations. The objective is to understand better the quantitative measurements of AFM nanoindentation of thin films using statistical analysis. Three different methods of area determination under various loads are evaluated.

EXPERIMENT

AFM [12,13] has been developed as an imaging tool to reproduce topographical features of a sample surface by precisely scanning a probe over the surface. Nanoindentation is an add-on option on AFM using a probe with a diamond tipped cantilever to replace the regular imaging probe. The diamond tip is three-sided symmetric pyramid with a nominal radius of ~10nm. The tip is attached to a cantilever of metal foil with a high spring constant (~100N/m) which applies indentation force ranging from 2 to 100μN. For nanoindentation, the diamond tip is engaged on a sample surface in a tapping mode [14] and starts imaging. When the indent mode is selected, the computer stops the tapping, applies a certain force to indent the surface, and then retracts the tip before switching back to imaging. Thus, the same tip images the indented surface immediately.
after the indentation.

In this work, a Nanoscope® III Multimode AFM by Digital Instruments (Model MMAFM-1) is used for nanoindentation. The AFM is operated in air at room temperature. Digital Instruments has supplied two diamond tips with calibrated cantilever spring constant of 147N/m. The tip apex angle is 60°. By AFM nanoindentation, indentation and in situ high-resolution imaging of small indentations can be achieved. Surface conditions can also be observed prior to indentation by AFM. A minimum indentation force of ~2μN over a depth range of ~0.1nm can be achieved. Consequently, AFM nanoindentation is an appropriate microhardness test for thin films.

A simple two-factor experiment [15] is performed with 3 repeated AFM measurements at each condition shown in Table I. Multiple level indentation force is applied to gold, silicon, and DLC. Indentations are possible on relatively soft Au over a wide force and depth range, while Si and DLC are more representative of hard materials. The measured responses include indentation depth (D) and projection area (A). The general formula for hardness [16], \( H = \frac{F}{A} \), is used for quantifying the AFM nanoindentation; \( H \) is microhardness in units of pressure, \( F \) is indentation load, and \( A \) is area.

### Table I

<table>
<thead>
<tr>
<th>Material</th>
<th>AFM tip</th>
<th>Force (μN)</th>
<th>Response</th>
<th>Hardness (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>I</td>
<td>8 levels (4-27)</td>
<td>0.8-70</td>
<td>3,000–20,000</td>
</tr>
<tr>
<td>Si</td>
<td>II</td>
<td>7 levels (4-15)</td>
<td>0.9-18</td>
<td>1,000–12,000</td>
</tr>
<tr>
<td>DLCa</td>
<td>I</td>
<td>2 levels (17.1, 21.7)</td>
<td>0.5-0.9</td>
<td>3,000</td>
</tr>
<tr>
<td>DLCb</td>
<td>I</td>
<td>2 levels (16.6, 20.1)</td>
<td>0.6-1.5</td>
<td>~7,000</td>
</tr>
</tbody>
</table>

Fig. 1 AFM images of nanoindentation (1×1μm size; material and load indicated above)

A deep indentation should have a triangular area that is easy to measure on an AFM image (Fig. 1a). However, a low force on a soft material or a high force on a hard material like diamondlike carbon (DLC) produces very shallow indentations which may not have clear boundaries with a regular triangular area (Fig. 1b,c,d), especially at a low load (Fig. 1b). Measurement of small indentation areas is difficult and could have large errors. The source of variations may include the following: sink-in and pileup of extruded materials; irregular tip shape due to blunting and/or manufacture variation. In addition, the indentation may rebound vertically and/or contract diagonally due to the elastic recovery after removing the tip [17,18]. AFM microhardness not only depends on the nature of materials, but also on the material, shape, and condition of the tip, and many other variables. The stochastic nature and variability of microhardness measurements should be assessed in a statistically significant manner.

Three different methods are proposed to determine areas. \( A_{\text{pyramidal}} \) predicts areas from indentation depth (D) based on the known tip geometry [19]. A simple geometric derivation for a
A triangular pyramidal tip gives \( A_{\text{pyramidal}} = kD^2 \) where \( k \) is a constant. \( A_{\text{triangle}} \) directly measures a side of the triangular indentation. In this way, it has a similar measurement procedure to a macrohardness measurement like Vickers hardness [5,6]. Fig. 1a shows the AFM image of a triangular indentation. The \( A_{\text{triangle}} \) method is limited, however, because \( A_{\text{triangle}} \) is not available for hard materials where the indentation shape is irregular. The third method (\( A_{\text{inverted}} \)) is obtained first by inverting the indentation image such that it becomes like an elevated grain (Fig. 1d). Then software for grain size analysis (supplied by Digital Instruments) is applied to calculate the size of the grain above a height threshold (determined by the software).

RESULTS

For a soft material like Au, the three area measurements tend to converge at high loads (Fig. 2a). When \( F \) exceeds \( \sim 16 \mu \text{N} \), \( A_{\text{pyramidal}}, A_{\text{triangle}}, \) and \( A_{\text{inverted}} \) tend to agree with each other at a given force. In fact, \( A_{\text{triangle}} \) is highly correlated with \( A_{\text{inverted}} \) following the model \( A_{\text{triangle}} = 1.22A_{\text{inverted}} \) with \( R^2_{\text{adj}} = 0.94 \). (\( R^2 \) is the percentage of data variation explained by the model; \( R^2_{\text{adj}} \) is an adjusted version of \( R^2 \) that allows comparison of models with different number of parameters). For Si and DLC, however, the \( A_{\text{triangle}} \) method is not available, so Fig. 2b compares just \( A_{\text{inverted}} \) and \( A_{\text{pyramidal}} \). The data show that \( A_{\text{pyramidal}} \) diverges strongly from \( A_{\text{inverted}} \) at low loads, indicating \( A_{\text{pyramidal}} \) is completely incorrect. Considering that \( H = F/A \), microhardness can be grossly distorted if the wrong area is used.

The significant departure from ideality occurs mainly due to two reasons: deviations from the ideal pyramidal tip shape and indentation elastic recovery. The pyramidal model assumes a pyramidal tip, but other tip shapes are possible including cylindrical, spherical, ellipsoidal, or a combination of any of the above. The occurrence of a cylindrical shape would be very undesirable since the measured area would be independent of tip load, and thus the hardness would be proportional to the applied force. In the case of inelastic recovery after a shallow indentation, most materials experience a diagonal contraction that is negligible [17,18] while the vertical rebound part is dominant. Therefore, one could expect \( A_{\text{pyramidal}} \) to be much smaller than \( A_{\text{inverted}} \) (or \( A_{\text{triangle}} \)), while \( A_{\text{triangle}} \) and \( A_{\text{inverted}} \) would be similar to each other. For deep indentations, the vertical rebound and the tip imperfection all become insignificant, and all three methods give roughly equivalent areas.

The force-area plots for the three materials appear in Fig. 3a. In this figure, the Au and DLC measurements were performed using a blunt tip (Tip I) while Si is indented with a sharp tip (Tip II). A conventional hardness calculation for these data corresponds to taking the ratio of the applied load \( F \) to the measured area \( A_{\text{inverted}} \); this corresponds to the slope of the line connecting a measured point to the origin. The results of such calculations appear in Fig. 3b. As expected, the hardness of the DLC films is much greater than Si or Au, but the Au and Si are roughly
equivalent. This equivalence occurs because the tips used in the four sets of nanoindentation experiments are not the same; a measurement of Si with Tip I correctly orders the materials. The data also seem to show that the hardness measurements have a significant amount of variability. In the case of silicon, the hardness seems to increase at smaller forces. In an attempt to determine whether this result is real, we have taken a closer look at the data using statistical model building.

Fig. 3  Results of nanoindentation of Au (Tip I), Si (Tip II), and DLC (Tip I)
   a) Force-\(A_{inverted}\) plot; b) Microhardness calculated from the data in (a).

Fig. 4  Scatter plots of the measured indentation area \(A_{inverted}\) and the measured indentation depths for Au, Si, and DLC. a) \(A_{inverted}\) corresponding to depth between 0 \(-\) 80 nm; b) \(A_{inverted}\) corresponding to depth between 0 \(-\) 20 nm

The first step in this process is to examine the additional data available in the AFM depth measurement. Fig. 4 contains the scatter plot of the measured area \(A_{inverted}\) and the depth of the corresponding indentation. We have built models for the area-depth data using a polynomial function containing terms up to second order in D. The physical justification for this model function is contained in Table II. If the tip has a cylindrical shape, the area has no dependence on D while if the tip is pyramidal, the area has only a positive quadratic dependence on D. In the case of spherical or ellipsoidal tips, however, the area would show a positive linear and a negative quadratic dependence on D but no constant term. Table III summarizes the results of regressing the data in Fig. 3. As one can see, Tip I behaves as if it is a combination of a cylindrical + ellipsoidal shape at low D (\(\alpha < 0\) and \(\gamma \approx 0\)) while at larger D, the tip behaves as if it has some pyramidal character (\(\gamma > 0\)). Tip II, on the other hand, behaves as if it is ellipsoidal over the whole range of depths. Keep in mind that cylindrical tips are very undesirable because the indentation area is independent of load, and thus the measured hardness would be proportional to
the load force. Thus, the use of Tip I on a harder material like DLC where the penetration depth is small (D < 5 nm) can be very misleading.

Table II

Various geometrical models for the AFM tips

<table>
<thead>
<tr>
<th>Tip shape</th>
<th>Geometry</th>
<th>Model equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylindrical</td>
<td>![Cylindrical Image]</td>
<td>$A_{cyl} = \pi R^2$</td>
</tr>
<tr>
<td>Spherical</td>
<td>![Spherical Image]</td>
<td>$A_{sph} = 2\pi RD - \frac{4}{3}\pi D^3$</td>
</tr>
<tr>
<td>Ellipsoidal</td>
<td>![Ellipsoidal Image]</td>
<td>$A_{ell} = \frac{2\pi \epsilon D}{\frac{b}{b_0}} - \frac{4\pi \epsilon D^3}{3\frac{b}{b_0}}$</td>
</tr>
<tr>
<td>Pyramidal</td>
<td>![Pyramidal Image]</td>
<td>$A_{pyramidal} = cD^2$</td>
</tr>
</tbody>
</table>

Table III

Results of regressing the data in Fig. 4 to the function $A_{inverted} = \alpha + \beta D + \gamma D^2$

<table>
<thead>
<tr>
<th>Tip</th>
<th>D range (nm)</th>
<th>$\alpha$ (nm$^2$)</th>
<th>$\beta$ (nm)</th>
<th>$\gamma$</th>
<th>$R^2_{adj}$</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>0.8-20</td>
<td>2907.22</td>
<td>544.6</td>
<td>-20.81</td>
<td>66%</td>
<td>Cylindrical + Ellipsoidal</td>
</tr>
<tr>
<td>Au</td>
<td>0.8-80</td>
<td>3855.9</td>
<td>117.25</td>
<td>1.86</td>
<td>96%</td>
<td>Pyramidal dominant</td>
</tr>
<tr>
<td>Si</td>
<td>0.9-18</td>
<td>0*</td>
<td>1053.3</td>
<td>-20.17</td>
<td>98%</td>
<td>Ellipsoidal</td>
</tr>
</tbody>
</table>

*statistically insignificant at 5%.

Table IV

Results of regressing the data in Fig. 3 to the function $F = a + bA_{inverted} + cA_{inverted}^2$.

<table>
<thead>
<tr>
<th>Tip</th>
<th>F range (uN)</th>
<th>$a$ (uN)</th>
<th>$b$ (uN/nm$^2$)</th>
<th>$c$ (uN/nm$^4$)</th>
<th>$R^2_{adj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>4.1-30</td>
<td>2.43</td>
<td>0.00122±0.00010</td>
<td>0 (forced)</td>
<td>89%</td>
</tr>
<tr>
<td>Au</td>
<td>4.1-30</td>
<td>-3.3*</td>
<td>0.00266±0.00039</td>
<td>-6.33E-8</td>
<td>93%</td>
</tr>
<tr>
<td>Si</td>
<td>3.8-15</td>
<td>3.62</td>
<td>0.00104±0.00011</td>
<td>0 (forced)</td>
<td>86%</td>
</tr>
<tr>
<td>Si</td>
<td>3.8-15</td>
<td>1.19*</td>
<td>0.00210±0.00033</td>
<td>-7.63E-8</td>
<td>92%</td>
</tr>
</tbody>
</table>

*statistically insignificant at 5%

The data in Fig. 3 can also be tested for internal consistency. The hardness analysis described above assumes that the hardness is independent of $A$; that is, the applied force is proportional to the measured area. We can test this assumption by regressing the data of Fig. 3 against the model $F = a + bA_{inverted} + cA_{inverted}^2$. The constant $a$ is interpreted as the threshold force corresponding to the tip touching down on the surface with a finite force but without producing an indentation; this is equivalent to assuming the material has an infinite hardness at low forces. The linear term $b$ corresponds to the hardness while the quadratic term $c$ can account for flow of the material at higher indentation forces. Flow would produce higher areas than expected for a given force; the coefficient $c$ should be negative in these situations. The regression results appear in Table IV. In all cases, the models with just the threshold and hardness terms ($a$
and b) are statistically poorer in quality than the full quadratic model (a, b, and c). Furthermore, the quadratic fits have a statistically insignificant threshold parameter a (at the 95% confidence level), and the flow parameter c is in fact negative. Thus the data indicate that the higher forces required to indent hard materials may produce hardness measurements with significant nonlinear effects in them.

CONCLUSIONS

In this work, experimental and statistical studies are conducted systematically to address the stochastic nature of measurement of the microhardness of hard thin films by AFM nanoindentation. For hard films, it is difficult to measure indentation areas, and special attention is needed to interpret the data. We tested three area measurement techniques: Atriangle, Apyramid, and Ainverted. All three are roughly equivalent at deeper indentations. Atriangle is not applicable at low depth or for harder materials because the indentation area is irregular. Ainverted is applicable for any size indentation and is a preferred method for measuring areas. Tip shape models have been constructed and have been fitted to Ainverted versus D scatter plots. The ellipsoidal tip model approximates the behavior of a sharp diamond tip, but a combination of a cylindrical, ellipsoidal, and pyramidal shape are required to fit a dulled tip; the pyramidal tip model tends to dominate at large indentation depths. The force versus area is significantly nonlinear indicating that the most reliable measurements of nanoindentation should be made at low loads (< 10-20 μN).
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ABSTRACT
Surface energies of molecularly-thin, perfluoropolyether (PFPE)-lubricated, amorphous carbon surfaces are presented as a function of the applied PFPE structure and thickness. A framework is developed to aid in the interpretation of the surface energy data. Information regarding the structure of these PFPE films adsorbed on CHx at the monolayer thickness levels is elucidated. Evidence for ordering in these polymer films is presented and interpreted to result from a combination of both, lateral cohesive interactions within the plane of the monolayer, and adhesive interactions between the PFPE monolayer and the underlying substrate.

INTRODUCTION
The hard-disk drive industry is a highly competitive $50B/year industry. Timely introduction of new products with ever-increasing magnetic recording densities is required of successful companies in this industry sector. The historic 60% compound yearly growth rate in storage densities has placed unprecedented demand on many of the materials used in the drive. In the past few years, a number of advances have been made in the magnetic films employed in both the magnetic recording heads and the magnetic recording disks. In the case of the magnetic recording head, the substitution of magneto-resistive (MR) heads for thin-film inductive heads, and more recently the replacement of MR heads with giant magneto-resistive (GMR) heads have dramatically increased the detection sensitivity of the sensor, and hence have led to substantial increases in the storage density. In the case of the magnetic recording media (disk), grain size reduction requirements coupled with media noise considerations, have led to the development of quaternary alloys to replace the traditional ternary alloys. In addition to advances in the magnetic films, increased recording densities can be achieved via decreasing the physical separation between the active elements. Decreasing the fly height of the magnetic recording head relative to the magnetic recording disk however, induces more frequent mechanical contact between these two surfaces, which places more stringent demands on the tribological properties of the protective, wear-resistant films employed at the head-disk interface (HDI). Future increases in magnetic recording densities will therefore require an increased focus on the materials employed at the HDI in addition to continued advancement in the magnetic materials.

The magnetic recording industry universally employs a hard, amorphous-carbon overcoat to protect the magnetic film of the disk. A similar carbon overcoat is typically used on the magnetic recording head. Perfluoropolyether (PFPE) films are then topically applied to the carbon overcoat of the disk to provide lubrication during head-disk contacts. In current hard-disk drives, nominally 100Å of amorphous carbon is used on both the head and the disk, and sub-monolayer PFPE films are used as lubricants. The materials utilized at the HDI are typically evaluated mechanically either on a component test stand or within the disk-drive environment. While mechanical testing of the HDI is simple and is universally utilized by the magnetic recording
industry, it has a number of short-comings. The major difficulty in assessing the tribological merits of the materials employed at the HDI is that the mechanical performance is strongly dependent on a number of tightly coupled parameters, many of which are not directly related to the protective films under evaluation. Materials selection can be further complicated by the fact that the lubricant/carbon systems utilized are not thermodynamically stable under disk-drive operating conditions. The results of the mechanical testing can therefore be extremely difficult to interpret. In order to meet the stringent tribological demands of future disk-drives, it is imperative that a more fundamental understanding of the HDI materials interactions, and the relationship between these interactions and the resulting tribology, be established.

In this paper we concentrate on the magnetic recording disk and the interaction forces that develop between the monomolecular PFPE lubricant films and the amorphous carbon surfaces typically employed as protective coatings. In particular, we investigate the effect of changing the chemical composition of the carbon surface, and the identity of the PFPE lubricant on the resulting interactions between these two films. We find that the forces acting on the PFPE lubricant polymers result from a combination of adhesive interactions with the surface, and lateral cohesive interactions between adjacent polymers. Since the forces operating at the lubricant-carbon interface will dictate the adhesion of the lubricant to the disk, the mobility of the lubricant on the disk, and the structure of the lubricant at the surface, the results reported here provide a framework from which the design of future protective films might be realized.

**EXPERIMENT/THEORY**

Two types of amorphous carbons were employed in this work, nitrogenated carbon (CNx) and hydogenated carbon (CHx). Both carbons were sputter deposited onto 95 mm dia. thin film disk substrates using standard disk manufacturing sputter systems. The RMS roughness of the carbon overcoats was nominally < 10 Å for both CHx and CNx. The composition of the carbons studied in this work were determined from RBS, and grazing incidence XPS measurements and are shown in Table I.

The PFPE lubricants employed in this work were based on either the Fomblin Z, or the Demnum backbones. The structure of the PFPE lubricants studied in this work are summarized in Table II. These lubricants were applied to the carbon-overcoated, magnetic recording disk by using the dip-coat method from solutions of the PFPE’s in perfluorohexane. Lubricant thicknesses were controlled via the rate at which the substrate was pulled from the PFPE/perfluorohexane solution, or the concentration of the PFPE in the solution, or both. Thickness measurements were conducted utilizing FTIR absorption measurements which have been calibrated using X-ray reflectivity.

| Carbon Type | Carbon (at. %) | Hydrogen (at.% | Oxygen (at.% | Nitrogen (at. %)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CHx</td>
<td>52</td>
<td>35 ± 3</td>
<td>13 ± 3</td>
<td>&lt; 2</td>
</tr>
<tr>
<td>CNx</td>
<td>85</td>
<td>&lt; 2</td>
<td>4 ± 2</td>
<td>11</td>
</tr>
</tbody>
</table>

Table I. Composition of the amorphous carbon surfaces employed in this work.
Table II. Structures of the PFPE lubricants studied in this work.

**Fomblin Z**

<table>
<thead>
<tr>
<th>Trade Name</th>
<th>End-Group</th>
<th>MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-15</td>
<td>CF₃</td>
<td>15,000</td>
</tr>
<tr>
<td>Zdol (2000)</td>
<td>CH₂OH</td>
<td>2,000</td>
</tr>
<tr>
<td>Zdol (4000)</td>
<td>CH₂OH</td>
<td>4,000</td>
</tr>
<tr>
<td>Zdiac</td>
<td>CH₂COOH</td>
<td>2,000</td>
</tr>
<tr>
<td>AM3001</td>
<td>phenyl ester</td>
<td>3,000</td>
</tr>
</tbody>
</table>

**Demnum**

<table>
<thead>
<tr>
<th>Trade Name</th>
<th>End-Group</th>
<th>MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demnum SA</td>
<td>CH₂OH</td>
<td>3600</td>
</tr>
<tr>
<td>Demnum SP</td>
<td>phenyl ester</td>
<td>3600</td>
</tr>
</tbody>
</table>

The surface energies, \( \gamma \), of the PFPE lubricated disks were determined as a function of lubricant thickness for a variety of lubricant backbone structures, carbon compositions, and lubricant end-groups from contact angle measurements. When a low surface energy liquid, such as the perfluoropolyethers, is applied to a higher energy solid surface, e.g. amorphous carbon, the liquid will wet the surface with the wetting being driven by the resultant decrease in Gibbs free energy of the solid, i.e. \( \Delta G < 0 \). Since the surface energy is defined as the Gibbs free energy per unit area, the magnitude of the surface energy changes with addition of lubricant to the disk surface will, in the case of molecularly thin films, reflect the interactions that develop at the solid-liquid interface.

The forces acting on the PFPE liquid in the monolayer thickness regime can result from a variety of sources including London dispersion forces, and polar interaction forces. The London dispersion forces acting between the PFPE lubricant and the carbon surface can be probed by measurement of the “dispersive” surface energy, \( \gamma^d \). The dispersive surface energy is readily obtained by measurement of the contact angle made with the surface using a reference liquid capable of interaction with the surface via dispersion forces alone, and using the Girafalco, Good, Fowkes, Young equation. For the present work we have utilized a series of saturated alkanes as the reference liquids.

In addition to the dispersion forces acting between the lubricant and the carbon, specific “polar” interactions can occur between the liquid and the solid. The strongest of these polar interactions would result from formation of a chemical bond between reactive entities in the liquid and on the surface of the solid. Other strong polar interactions such as formation of acid-base adducts, and hydrogen-bonding can also occur if appropriate interaction pairs exist. The polar surface energy is obtained from measurement of the contact angle made with the surface using a polar reference liquid. In all the work presented here, water was used as the polar reference liquid.
liquid. Since water is capable of interacting as either a weak acid or weak base, both acidic and basic functionalities that may exist on the PFPE-lubricated carbon surface are detectable.

RESULTS

A. Dispersive Surface Energies

In Fig. 1a we present dispersive surface energy data for a series of end-functionalized Fomblin Z and Demnum lubricants, and the non-functionalized Fomblin Z15 lubricant on CHx. For the functionalized Fomblin Z lubricants, the data reported in Fig. 1a is compiled from measurements conducted on Zdol (2000, 4000), annealed Zdol (2000) and Zdiac. In all cases, the surface energy decreases with applied lubricant thickness, asymptotically approaching that of the bulk lubricant. The lubricant thickness at which the disk surface energy becomes equivalent to the bulk is defined as full surface coverage and is designated $h_0$ in the following. It is apparent from Fig. 1a that the largest dispersive surface energy differences result from changing the number of functionalized end-groups in the PFPE lubricant. The functionalized Fomblin Z lubricants having two polar end-groups (see above) are the most efficient at covering the CHx surface. Complete coverage of the CHx surface by the functionalized Fomblin Z’s occurs at a nominal lubricant thickness of $h_0 = 14 \pm 2 \, \text{Å}$ independent of the identity of the polar end-groups studied, or the molecular weight (MW) employed. The Demnum SA and SP lubricants, containing only one functionalized end-group, are less efficient than the functionalized Fomblin Z lubricants at covering the carbon surface. Full surface coverage for these functionalized Demnum lubricants occurs at a nominal thickness of $30 \pm 4 \, \text{Å}$. Complete coverage of the CHx surface by the non-functionalized Fomblin Z - 15 was not obtained over the thickness regime studied. While we define $h_0$ as that lubricant thickness required for complete surface coverage, we note that owing to the heterogeneity of the carbon surface and the possible selective adsorption of the functionalized lubricants at specific adsorption sites, complete physical coverage determined from these measurements may occur at a quite different thickness than monolayer coverage of the carbon active adsorption sites.

In Fig. 1b the dispersive surface energies for Fomblin Zdol on CNx are shown. Again very little difference is measured in the dispersive surface energies with changes to the molecular weight (Zdol 4000 vs Zdol 2000), or whether the surface is annealed after lubricant application. All systems asymptotically approach the dispersive surface energy of bulk Fomblin Z at nominally $h_0 = 21 \pm 2 \, \text{Å}$. Complete surface coverage for these lubricants on the CNx surface thus requires application of substantially more lubricant compared to that required on CHx.

Ab-initio calculations conducted on model carbon surfaces with model lubricants have been reported previously. In the following, a brief description of the results are given to facilitate the interpretation of results presented above. The calculations employed the fluorinated, hydroxyl-terminated ether, CF$_3$OCF$_2$CH$_2$OH, as the model lubricant with structural features similar to the Zdol and Demnum SA lubricants. The results of these calculations indicate that strongly attractive, adhesive interactions develop between the hydroxyl end-group of CF$_3$OCF$_2$CH$_2$OH and the active adsorption sites on CHx and CNx surfaces. The strength of these interactions (on the order of 5 - 10 kcal-mole$^{-1}$) are substantially greater than the typical van der Waals interaction strengths (on the order of 0.1 - 1 kcal-mole$^{-1}$) characteristic of the PFPE backbone interactions with the surface.
These results suggest that interaction of the polar end-groups with the carbon overcoat should dominate the adsorption, and hence structure, of the functionalized PFPE lubricants on the disk. The dispersive surface energy data presented in Figure 1a can thus be rationalized in the following manner. The absence of functionalized end-groups in the lubricant structure, e.g. Fomblin Z15, results in adhesive interactions between the lubricant and the surface that are solely due to van der Waals forces. Since the adsorption enthalpy is relatively small, the structure of the lubricant on the disk will resemble the random structuring inherent to the bulk liquid. Incorporation of a single functionalized end-group into the PFPE structure (functionalized Demnum) will impart a certain degree of order to the lubricant structure on the surface as the attractive polar interaction of the end-group with the surface serves to effectively anchor one end of the chain to the surface. The favorable enthalpy term associated with the end-group adsorption more than compensates for the decrease in entropy that results from forming the more ordered structure (compared to the non-functionalized PFPE's) on the carbon surface. In the case of the functionalized Fomblin Z lubricants, the presence of the two functional end-groups can serve to anchor both polymer chain ends to the surface. The resulting structure is characterized by preferential orientation of the perfluoropolyether backbone parallel to the surface. Parallel orientation of the PFPE backbone with respect to the carbon surface is the optimum geometry for obtaining maximal surface for a given applied thickness. For the lubricants studied in this work, the specific identity of the polar end-group(s) does not strongly affect the measured dispersive surface energy. This result implies that each of the end-groups studied interact with the surface via polar interactions that are substantially stronger than the van der Waals interactions of the backbone with the surface, and hence dominate the adsorption.
Ab-initio calculations performed on CF₃OCF₂CH₂OH with a model CNx surface reveals that the interactions between the perfluorinated lubricant backbone and CNx surface are less favorable than those that develop on the CHx surface. Repulsion between the electron-rich nitrogen surface sites and the electron rich fluorine atoms of the polymer backbone tends to force the backbone off the surface. The reduction in the degree of parallel orientation of the PFPE backbone with respect to the CNx surface results in the observed shift to slightly greater Zdol thicknesses required to obtain complete coverage on the CNx vs CHx surface.

B. Polar Surface Energies

In order to explain the dispersive surface energy results, we proposed that polar interactions between the PFPE end-groups and the polar active sites on the carbon surface dominate the adsorption and structure of the functionalized PFPE lubricants. Evidence of these polar adhesive forces should therefore become apparent by measurement of the polar surface energies. In the following, we limit our discussion to the functionalized Fomblin Z lubricants.

Measurement of the lubricant thickness dependence of the polar surface energies yields information concerning the structure of molecularly-thin, end-functionalized PFPE lubricants on carbon surfaces that is difficult to obtain via more sophisticated techniques. While the experimental methodology required to determine the surface energies is straightforward, interpretation of the data can be ambiguous. We therefore begin our discussion by presenting a qualitative framework useful in extracting information concerning the interactions between the lubricant film and the carbon surface. The polar surface energy measured in this work, \( \gamma_m \), can be expressed as:

\[
\gamma_m(h) = \gamma_i(h) + \gamma_j(h) - (\xi_{ij}(h) + \xi_{jj}(h))
\]

where \( \gamma_i \) is the surface energy of the substrate, \( \gamma_j \) is the surface energy of the non-interacting polar end-groups of the \( j \)th lubricant monolayer. We define \( \xi_{ij} \) as the adhesive interaction energy density between the \( j \)th lubricant layer and the underlying \( i \)th monolayer. We also define \( \xi_{jj} \) as the in-plane, lateral, cohesive interaction density between lubricant end-groups in the \( j \)th monolayer. Since attractive interactions between polar entities will result in a drop in the measured surface energy, the sign of both \( \xi_{ij} \) and \( \xi_{jj} \) as defined in equation (1) will be positive for attractive interactions. As explicitly noted, all terms in equation (1) are lubricant thickness, \( h \), dependent. In the case of formation of the first lubricant monolayer \( (h < h_0) \), \( j = 1 \), and the substrate corresponds to the bare carbon surface, i.e., \( i = 0 \). In the thickness range relevant to the second monolayer formation, \( j = 2 \) and \( i = 1 \). In the multilayer thickness regime, the substrate is treated as being the carbon surface coated with \( i \) monolayers of lubricant. Thus, \( \xi_{ij} \) represents the interlayer interactions between Zdol in the \( i \)th and \( j \)th monolayers.

The concepts outlined above can be applied to the thickness dependent polar surface energies measured for a series of end-functionalized Fomblin Z based lubricants on both CNx and CHx surfaces. In Figure 2, we present the polar surface energy of Zdol (2000) on the CNx surface described in Table I. Two data sets, corresponding to the surface energy measured 1 week following Zdol application, and 6 weeks after Zdol application, are compared in Fig.2. The results of the surface energy measurements collected one week after lubricant application show the adhesive and cohesive interactions of Zdol are only very weak, i.e., \( \xi_{ij} \) and \( \xi_{jj} \) - 0. The
measured surface energy is thus dominated by the sum of the polar active sites on the carbon, and the polar end groups on the lubricant, i.e.,

$$\gamma_m(h) = \gamma_f(h) + \gamma_j(h).$$

(2)

In the sub-monolayer/monolayer thickness regime (\(h < 21 \text{ Å}\) for Zdol on CNx), the contribution of the bare carbon surface \(\gamma_f\) to the measured surface energy will decrease, and that of the lubricant \(\gamma_j\) will increase as the lubricant thickness is increased. At \(h > h_f\), the contribution of the polar carbon sites to \(\gamma_m\) will vanish as these sites become physically covered by the applied lubricant. In this thickness regime, \(\gamma_m\) becomes independent of the Zdol thickness up to the highest thickness studied of \(36 \text{ Å}\). The average value of \(\gamma_m = 17 \text{ ergs-cm}^{-2}\) obtained at Zdol thicknesses of 21 - 36 Å is interpreted, via equation (2), to be a measure of the surface energy of a monolayer of non-interacting Zdol polymers. This value can be compared with the polarity of bulk Zdol (nominally 10 ergs-cm\(^{-2}\)), and the difference of 7 ergs-cm\(^{-2}\) attributed to the cohesive, hydrogen-bonding present in the bulk. Following storage for an additional 5 weeks at room temperature and ambient humidity (nominally 40 ± 10%), the Zdol/CNx system has evolved dramatically. While the nature of this time dependence will be treated in detail elsewhere, the observed decrease in the surface energy demonstrates that attractive, polar interactions have developed in this system. As is discussed in more detail below, the observed surface energy minimum at nominally \(18 \text{ Å}\) results from the formation of both cohesive hydrogen-bonding interactions within the 1st Zdol monolayer, \(\zeta_{1,1} > 0\), and attractive adhesive interactions between the 1st monolayer and the CNx substrate, \(\zeta_{0,1} > 0\).

Figure 2. Comparison of the polar surface energy of Zdol 2000 on CNx 1 week after lubricant application (■), and 6 weeks after lubricant application (○). The polar surface energy of bulk Zdol 2000 is shown as the dotted line.
Figure 3. Polar surface energies vs. lubricant thickness for Zdiac (■), Zdol (▲), and AM3001 (●) on CHx.

Zdiac, and AM3001 on CHx. In all three examples, a complex oscillatory structure is found in the magnitude of the polar surface energy vs lubricant thickness. The relative ordering of the different Fomblin Z lubricants in terms of the magnitude of the surface energy reflects the relative polarity of the end-groups. The carboxylic end-groups of Zdiac being more polar than either the hydroxyl end-groups of Zdol, or the aromatic end-groups of AM3001, results in the highest observed surface energy at all lubricant thicknesses.

We now concentrate on the oscillatory structure observed in Figure 3. Addition of very thin films of either Zdol or Zdiac to the CHx surface results in an increase in the measured surface energy. At nominally 4Å for Zdol and 10Å for Zdiac, the polar surface energy then decreases with increasing lubricant thickness. A local maximum in the surface energy thereby results which we interpret in terms of a 2D gas → 2D liquid transition. At low lubricant thicknesses, the density of polymer chains is such that very little lateral interaction between chains is realized. We refer to the isolated lubricant chains in this thickness regime as the 2-dimensional polymer gas. Since $\zeta_{1,1} > 0$ for the 2D gas, the measured surface energy reflects the sum of the remaining three terms in equation 1, i.e. $\gamma_m(h) = \gamma_0(h) + \gamma_f(h) - \zeta_{0,1}(h)$. As the surface coverage increases, those polymer end-groups not interacting strongly with the surface begin to interact cohesively with adjacent polymer end-groups and a coalescence into 2D liquid islands occurs. These lateral cohesive interactions being attractive, $\zeta_{1,1} > 0$, contributes to the observed decrease in the surface energy with increasing coverage. As the amount of lubricant added to the surface increases, the average size of the liquid islands would increase. At coverages in excess of 50% (nominally 7 - 8 Å for Zdol 2000 on CHx), the surface of the PFPE lubricated disk would appear more like a series of lubricant voids (or alternatively a series of bare carbon islands) as compared to discrete lubricant islands. The nature of the cohesive interactions leading to the observed lubricant coalescence are most likely due to hydrogen-bonding between the end-groups of neighboring
lubricant polymers. A schematic representation of the proposed structure of the lubricant domains on CHx is shown in Figure 4 for the case of Zdol. Analogous structuring driven by hydrogen-bonding interactions have been observed in bulk Zdol and in thin films of fluorinated carboxylic acids. In regards to the AM3001 lubricant, a similar local maximum corresponding to the 2D gas - 2D liquid transition was not observed. We note, however, that the relatively low polarity of the AM3001 end-groups makes observation of this 2D Gas - 2D liquid transition difficult to ascertain in our measurements.

In addition to the lateral, in-plane, cohesive interactions between lubricant end-groups, attractive adhesive interactions between the end-groups and the active adsorption sites on the CHx surface, $\rho_{01} > 0$, could also contribute to the observed decrease in the surface energy with increasing lubricant thickness in the monolayer thickness regime. The adhesion between the lubricant end-groups and the carbon surface could result from hydrogen-bonding interactions. In the specific case of Zdol on CHx, hydrogen-bonding between the -OH end-group and the hydroxyl/carboxyl surface sites is possible. Since the interaction strength of the Zdol -OH end-group with the carbon hydroxyl active site would be comparable to the cohesive hydrogen-bonding between hydroxyl end-groups of neighboring polymer chains, it is not clear that these interactions would lead to the observed surface energy minimum. We believe the dominant interactions likely involve adhesive interactions between the Zdol end-groups and carboxyl active sites on the carbon surface. Previously published work on CHx surfaces comparable to those utilized in this work report the density of carboxyl groups on the carbon surface to be at least twice that of the hydroxyl groups. This together with the fact that the interaction strength of the hydroxyl/carboxyl hydrogen bond is typically much greater than that of the hydroxyl/hydroxyl hydrogen bond strongly suggests that the adhesive interactions of Zdol with CHx involve the surface carboxyl moieties.

Evidence supporting the assertion that the carboxyl surface sites are responsible for the strong adhesion is obtained from annealing the Zdol + carbon surface. Upon exposing either the Zdol/CHx or the Zdol/CNx system to elevated temperature, 100% of the lubricant applied at
sub-monolayer coverages can be bonded to the disk surface. In Fig. 5, we compare the surface energies for the annealed vs unannealed Zdol 2000 on CHx, and the qualitative estimate of \( \gamma_l + \gamma_f \) based on the data of Fig. 2. Annealing the Zdol/CHx system results in a dramatic decrease in the surface energy. We interpret the surface energy decrease to be reflective of an increase in the adhesive interaction strength between the lubricant end-groups and the active adsorption sites on the CHx surface. The relatively apolar nature of the annealed Zdol/CHx interface implies that both hydroxyl end-groups of Zdol interact strongly with the carbon surface. Finally, we note that the minimum in the unannealed case is correlated quantitatively (within 1 - 2 Å) with the maximum thickness of Zdol that can be bonded to the surface. We thus interpret the appearance of the 1st local minimum in the Zdol 2000/CHx surface energy vs Zdol thickness at nominally 13 ± 2 Å to result from a fraction of hydroxyl end-groups bonding to the surface active sites. The fact that at room temperature only 35 - 40% of the first monolayer interacts strongly with the surface active sites results from the presence of an activation energy barrier to the formation of these strongly-attractive interactions. The activation energy determined for formation of these Zdol/CHx interactions is 4.3 ± 0.5 kcal-mole\(^{-1}\) independent of the Zdol MW employed.\(^{12}\) On the CHx surface a similar activation energy of 5.0 ± 0.5 kcal-mole\(^{-1}\) was found.\(^{1}\) These values are consistent with our hypothesis that at room temperature the lubricant film on the surface consists of a hydrogen-bonded network and breaking of the hydrogen-bonding is required prior to formation of the stronger adhesive interactions with the surface. We note that the hydrogen-bonded lubricant network will become increasingly unstable at elevated temperatures since formation of the adhesive bond to the carbon surface is stronger than the cohesive hydrogen-bonding within the layer, and hence thermodynamically favored.

Upon examination of Fig. 3, the position of the first surface energy minimum for Zdiac (18 ± 2 Å) occurs at a greater thickness than that for Zdol (13 ± 2 Å) for comparable molecular weights. We believe this reflects the ability of Zdiac to adhere strongly to polar sites on the CHx surface which are inaccessible to Zdol. In particular, interaction of Zdiac with the hydroxyl sites...
on CHx is possible. However, since the hydrogen-bonding interaction between Zdac end-groups would be energetically favored over the hydrogen-bonding of the Zdiec end-group to a hydroxyl surface site, our results suggest that chemisorption of Zdiec on CHx occurs via an esterification reaction. The shift in the 1st surface energy minimum of Zdiec compared to Zdol of nominally 5 -6Å is then consistent with the ratio of carboxyl to hydroxyl content on the surface of approximately 2:1 as previously reported on CHx. On the basis of the arguments given above, we propose that the 1st monolayer of Zdol and Zdiec on CHx is characterized by a fraction of the end-groups chemisorbed to the surface with cohesive hydrogen-bonding interactions occurring between many of the remaining end-groups.

Addition of lubricant to the carbon overcoated disk in excess of one monolayer initially results in an increase in the measured surface energy. Since the carbon surface is now inaccessible to lubricant end-groups, the strongly-attractive, adhesive interactions with the surface responsible for the first surface energy minimum (ζ_{0,1}) are no longer possible. Intuitively one might expect the magnitude of the surface energy to approach that of the bulk lubricant once the CHx surface was completely covered. However, we observe the surface energy to increase to levels greater than that of the bulk lubricant. This is shown in Fig. 2 for the case of Zdol on CNx, and in Fig. 3 for Zdol and Zdiec on CHx. Figure 6 is representative of the thickness dependence of the polar surface energies measured in the multilayer thickness regime for the functionalized Fomblin Z lubricants. Included in Figure 6 are schematic depictions of the multilayer structures proposed to account for the corresponding surface energy maxima and minima. The oscillatory surface energies imply that the magnitude of ζ_{ij} + ζ_{ij} is monolayer dependent, first decreasing in the 2nd monolayer (increasing surface energy) and then increasing again in the 3rd monolayer. While the in-plane cohesive interactions in the 2nd and 3rd monolayers may not differ substantially from that characteristic of the 1st monolayer, the magnitude of the interlayer interaction density, ζ_{ij}, is
dependent on the microscopic structure of the individual monolayers. In the first lubricant monolayer, 35 - 40% of the end-groups are interacting strongly with the carbon surface via adhesive interactions. These end-groups are therefore unavailable to interact with the lubricant end-groups of the 2nd monolayer. As a consequence of the preferential ordering of the end-groups of the 1st PFPE monolayer towards the CHx surface, a degree of ordering is imparted to the second monolayer, where a relative excess in the number of “free” hydroxyl groups at the lubricant-air interface results. The relatively high density of non-interacting hydroxyl groups in the second monolayer results in the increased surface energy associated with the 2nd monolayer. Finally, addition of the 3rd lubricant monolayer again leads to a decrease in the surface energy. The second local minimum in the surface energy is attributable to an increase in the density of attractive, interlayer interactions between the excess lubricant end-groups of the 2nd monolayer with the end groups of the third monolayer. Consequently, the structure of these functionalized Fomblin Z films orthogonal to the surface plane are also ordered.

CONCLUSIONS

Surface energy measurements are reported for a number of PFPE lubricant/carbon combinations as a function of applied lubricant thickness. The dispersive surface energy measurements are shown to be useful in determining the extent of lubricant coverage of the underlying substrate. Lubricant thicknesses corresponding to full surface coverage are strongly dependent on the number of functional end-groups in the PFPE structure. The polar surface energy measurements provide evidence for the formation of 2D structures during the formation of the first monolayer. Formation of layered structures in the z-dimension are observed for Zdiac on CHx, and Zdol on both CHx and CNx. Both ordering phenomena are thermodynamically driven by the decrease in surface energy that results from the attractive interactions that characterize these structures.
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ABSTRACT

X-ray Photo Emission Electron Microscopy (X-PEEM) and Near Edge X-ray Absorption Fine Structure (NEXAFS) spectroscopy were applied to study the properties of amorphous hard carbon overcoats on disks and sliders, and the properties of the lubricant. The modification of lubricants after performing thermal desorption studies was measured by NEXAFS, and the results are compared to thermal desorption data. The study of lubricant degradation in wear tracks is described. Sliders were investigated before and after wear test, and the modification of the slider coating as well as the transfer of lubricant to the slider was studied. The studies show that the lubricant is altered chemically during the wear. Fluorine is removed and carboxyl groups are formed.

INTRODUCTION

X-ray Photo Emission Electron Microscopy (X-PEEM) and Near Edge X-ray Absorption Fine Structure (NEXAFS) spectroscopy are two modern analysis methods based on the availability of tunable X-ray radiation produced by a synchrotron. X-PEEM combines high spatial resolution with the ability to obtain local NEXAFS spectra. NEXAFS yields information about the elemental composition and bonding structure of the elements in the sample, and orientation of molecules (if a preferred orientation is present). All this information is obtained in a PEEM with submicron resolution, in addition to topological contrast which is present in a PEEM also. NEXAFS as measured by electron yield detection is surface sensitive, the probing depth is 2-10 nm depending on the material. But due to its elemental specificity, PEEM can also study buried layers of different materials if the top layer is not thicker than the electron escape depth.

Both methods have been applied to study the tribological behavior of the head/disk interface of magnetic storage devices. For storage devices with increasingly smaller spacing between slider and disk, approaching pseudo-contact and contact-recording, the tribochemical properties of the system consisting of the carbon overcoat of the disk, the lubricant, and the slider surface (carbon coated or uncoated) become more and more important. PEEM is a suitable tool to study these processes due to the sensitivity of NEXAFS to chemical changes. In this paper we describe the investigation of disk and slider surfaces before and after thermal desorption tests and wear tests using PEEM and NEXAFS.
EXPERIMENTAL

Experiments have been performed at the undulator beamline 8.0 of the synchrotron radiation facility Advanced Light Source (ALS) in Berkeley. This beamline is equipped with a monochromator with three different gratings covering the energy range of 200-1500 eV with a spectral resolving power $\Delta E/E$ of about 5000 for the present study. The monochromatized X-rays are focused by a Kirkpatrick-Baez pair of mirrors into a 200 µm diameter spot on the sample. The PEEM working principle is based on the electron emission caused by the X-ray illumination of the sample which is proportional to the X-ray absorption. The absorption is a function of the elemental and chemical state of the sample and the X-ray wavelength. An electron optical column forms an image of the emitted electrons. It is possible to obtain locally resolved NEXAFS spectra with a resolution given by the resolution of the electron optics by tuning the X-rays through the absorption edge of the element of interest and taking images at incrementally increased photon energy. The resolution of the electron optics is about 200 nm for the experiments described in this paper. The microscope is a two-lens system operating at a nominal voltage of 10 kV, and it is described in detail elsewhere [1]. For the present studies we used the microscope without an energy filter.

RESULTS AND DISCUSSION

Studies of hard disks exposed to thermal desorption experiments

Samples from disks which were coated with 7.5 nm sputter deposited, nitrogenated amorphous hard carbon (CN$_X$) and lubricated with 0.85 nm perfluoropolyether (Z-dol) were exposed to a thermal desorption experiment. They were heated in UHV (base pressure <10$^{-6}$ Pa) up to 425°C in 10 min. The desorbed gaseous products were measured using a quadrupole mass spectrometer to determine the processes leading to the degradation of the lubricant due to thermal effects. These results will be published in a separate paper. We have studied the disks before and after the thermal desorption experiments using (not spatially resolved) NEXAFS spectroscopy in the total electron yield detection mode.

Figures 1, 2 and 3 show the carbon K edge, fluorine K edge, and nitrogen K edge spectra before and after heating of the disk samples. The spectra were normalized to the incident X-ray flux so that their relative intensity reflects the relative amount of the corresponding element on the surface of the disk. The probing depth of total yield NEXAFS is given by the electron escape depth, which is about 10 nm for carbon [2]. It can be seen in Figure 1 that the peaks which are characteristic for C=C $\pi^*$ bonds at 285eV and $\sigma$ bonds (broad peak around 300 eV) as well as the C=N peak around 286.2eV [3] and the C=O peak around 288.1eV [2] are not influenced by the heat treatment.

![Figure 1: Carbon K edge NEXAFS spectrum of hard disks before and after thermal desorption experiments.](image-url)
The peaks at 294.5 eV and 296.3 eV, which are C-F bonds [4, 5], practically disappear after the heating. The nitrogen spectra (Fig. 3) show no significant difference within the accuracy of the measurements, but the fluorine signal (Fig. 2) is reduced to 10% of its original value by the heating. The data indicate that the CNx film is not modified in structure and composition by the heating, but 90% of the fluorine from the lubricant has been removed. This is in good agreement to FTIR measurements that were performed before and after the heating to determine the thickness of the lubricant, which showed a thickness of 0.85 nm before and 0.08 nm after heating.

Study of wear tracks on disks

Supersmooth disks were coated with 5 nm cathodic arc deposited amorphous hard carbon and lubricated with 0.85 nm perfluoropolyether (Z-dol). They were used in a tribochamber wear test. The tribochamber is equipped with a spindle in UHV (base pressure < 10^-6 Pa) and a quadrupole mass spectrometer to measure the erosion products during the wear test. The disks were worn in a continuous drag test with 50% negative-pressure sliders at a speed of 0.2 m/s and a load of 30 mN. Two kinds of sliders were used: uncoated sliders (Al2O3/TiC) and sliders coated with sputter deposited CHx. After the wear test the disks were studied using the PEEM microscope.

Fig. 4a shows a PEEM image of the edge of the wear track. The scratch is caused by one of the rails of the slider. The image was taken at a photon energy of 280 eV which is below the carbon K edge, therefore the image contrast is mainly topological. Local NEXAFS spectra were taken in the undamaged area of the disk, at the edge of the wear track caused by the rail, and in the area between the rails. Fig. 4b shows the carbon K edge spectra and Fig. 4c the fluorine K edge spectra.
Figure 4: (a) PEEM image of the edge of a wear track taken at a photon energy of 280 eV. The field of view is 150 \( \mu \text{m} \). (b) Local carbon K edge NEXAFS spectra of indicated areas. (c) Local fluorine K edge NEXAFS spectra of indicated areas.

The spectra show that the carbon overcoat/lubricant are identical in the undamaged area and between the rails. At the edge of the wear track in the scratch caused by one of the rails the fluorine is almost completely removed and the carbon spectrum shows a new peak at 288.5eV which can be attributed to the formation of carboxylic bonds [2]. The formation of these bonds was not observed for an analogue experiment using an unlubricated disks. In this case we found that the carbon overcoat thickness was reduced but the structure of the overcoat was not modified. A comparison of the tracks created by the coated and uncoated sliders showed that the modification of the lubricant and the formation of carboxyl bonds is stronger for the uncoated slider than for the coated slider. This is in agreement with the fact that the \( \text{Al}_2\text{O}_3/\text{TiC} \) material of the uncoated slider surface leads to catalytic reactions which decompose the lubricant faster than interactions which occur at the interface between the lubricant and the carbon coated slider [6].
Study of slider surfaces

The sliders which were used to wear the disks in the tribochamber for the experiments described above were also investigated using the PEEM microscope. Figure 5 shows the PEEM image of a scratch found on one of the rails of an uncoated slider after the wear test. The image is taken at 280 eV below the carbon K edge and shows therefore mainly topological contrast. Figures 6-8 show the local NEXAFS spectra at the carbon K edge, the oxygen K edge, and the titanium L_{2,3} edge taken in the scratch and outside the scratch.

Figure 5: PEEM image of a scratch on one of the rails on the uncoated slider. Image taken at 280 eV, field of view 150 µm.

Figure 6: Local carbon K edge NEXAFS spectra inside and outside the scratch.

Figure 7: Local oxygen K edge NEXAFS spectra inside and outside the scratch.

Figure 8: Local titanium L_{2,3} edge NEXAFS spectra inside and outside the scratch.
The carbon spectra show basically no carbon on the undisturbed slider surface but a strong signal in the scratch. The spectrum is very similar to the one observed at the edge of the wear track on the disk (Fig. 4b). The oxygen spectrum outside the scratch shows one peak probably connected to the Al₂O₃ of the slider material, but a strong, sharp additional peak around 539 eV appears inside the scratch that can be correlated to the presence of carboxyl bonds [2]. The titanium signal is much weaker in the scratch indicating that some material has been deposited on the surface. All these data led us to conclude that material has been transferred from the disk to the slider, and this material is the same as the material at the edge of the wear track. It is probably some form of degraded lubricant which is formed during the drag test.

On the coated slider we found undamaged CHₓ in most of the areas. We observed the same kind of carbon K edge spectrum with the additional peak around 288.5eV in scratches of the uncoated and coated sliders, and at the edges of the wear tracks of the disks.

CONCLUSIONS

The experiments which are presented here demonstrate that NEXAFS and PEEM are useful tools in studying the head/disk interface. Due to the elemental and bonding specificity it is possible to detect changes in the elemental composition and bonding structure of disk and slider surfaces with a high spatial resolution.

The heating of disks lubricated with perfluoropolyether (Z-dol) up to 425°C in 10 min. does not change the CNₓ structure and elemental composition, but 90% of the lubricant is removed during this process.

Wear of disks lubricated with perfluoropolyether leads to a strong reduction of the fluorine content in the worn areas and to the formation of new carboxyl bonds. The formation of these bonds is not observed on unlubricated disks. Degraded lubricant showing the carboxyl peak in the carbon K edge spectrum was transferred from the disk to the sliders and accumulated in scratches of coated and uncoated sliders.
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ABSTRACT

The mechanisms and effectiveness of corrosion protection provided by thin ion-beam carbon coatings on Cu, Fe, Mn and Co are discussed. A thin (~ 10 Å) layer of protective carbon is produced on metal surfaces by ion-beam dissociation of adventitious or intentional hydrocarbon adsorbates. Below 200°C, oxidation is strongly inhibited, as is corrosion in a humid, sulphurous ambient. Above 200°C, the carbon layer may itself be destroyed by oxidation, due to catalytic action of the metal surface. Thicker PVD carbon (up to 60 Å) was not an effective corrosion barrier, even after ion irradiation. A technique for producing high integrity ion-beam carbon layers of high stability and durability is discussed.

INTRODUCTION

With the adoption of ever thinner carbon overcoats for higher magnetic density recording, the reliability of the overcoat for corrosion protection gains new importance. Also, in many other device applications, a dependable corrosion protection treatment for Cu, Fe, Mn, Co and other metals is needed.

We have previously described the ability of ion-beam carbon to inhibit oxidation of Cu surfaces. The thin layer in question is formed by irradiation (e.g. 2×10¹⁶ He⁺cm⁻² at ~ 2 MeV) of the metal surface following its exposure to room air. The energetic beam evidently serves two functions: (a) The ions dissociate C-H bonds in the adventitious adsorbate hydrocarbon layer, leaving about a monolayer of carbon on the metal surface, (b) The ions provide sufficient kinetic energy to mobilize the carbon, which seeks minimum energy sites on the Cu surface (in the case of Cu(111), the threefold hollow sites). It seems likely that the carbon then serves to block chemisorption of O₂ on the surface, thus inhibiting corrosion, as discussed in detail by van Kooten et al.³

In this paper, the technique is extended to protection against corrosion in a humid, sulphurous atmosphere, and to protection of the metals Fe, Mn and Co. The criteria for thermal stability of the carbon coating above 200°C in air are explored, and we discuss the future use of selected hydrocarbon precursors for creating more robust ion-beam carbon layers.

EXPERIMENTS

Fig. 1 shows RBS spectra from a sample of Cu (4000 Å) deposited by e-beam evaporation on a substrate of glassy carbon. The sample was air-exposed prior to a "standard" irradiation (2×10¹⁶ He⁺cm⁻², 1.5 MeV, on one half of the area), and then oxidized in air at 170°C for 18 h. The spectrum shows a clean Cu surface profile for the region that was irradiated prior to heating in air, but growth of about 1800 Å of CuO₂ in the unirradiated oxidized area.

Fig. 2 shows the results of a similar experiment in which the samples were exposed to an atmosphere of humid air over sulphur at 50°C for 2 weeks. While the irradiated sample showed no copper corrosion, the unirradiated surface (which had become black and rough) showed extensive attack by both sulphur and oxygen. The oxygen profile is clear in the RBS spectrum.
(Fig. 2(a)), while the sulphur profile would be mixed with the RBS signals from a Cr layer that was used for substrate adhesion. However, the sulphur contribution is clearly seen in the PDCE spectrum from the same sample (Fig. 2(b)).

Fig. 1: Protection of Cu against surface oxidation in air (170°C, 18 h). The RBS profile of Cu is abrupt, indicating little oxide for the irradiated region, while the untreated surface profile shows growth of 1800 Å of CuOx.

Fig. 2: Corrosion protection of Cu exposed to an ambient of humid air over sulphur at 50°C for 2 weeks. Fig. 2(a) compares RBS profiles for Cu (4000 Å)/Cr/glassy-carbon samples, as-deposited, and after heat treatment, for both irradiated and unirradiated areas. Extensive CuOx growth is indicated for the unirradiated surface. Fig. 2(b) shows PIXE spectra from the same samples, where the sulphur peak appears exclusively for the unirradiated sample. (The corresponding sulphur signal is not separable in the RBS spectra.)

In order to develop substantial air oxidation for testing the protection of Fe, Mn and Co surfaces, these metals were exposed at 250°C for 18 - 24 h. (c.f. 170°C, 18 h for Cu). Again, half of each sample was irradiated with $2 \times 10^{16}$ He/cm² at 2.3 MeV prior to oxidation. The results of these experiments are displayed in Fig. 3. We note that, in contrast to the case of Cu, the oxidation for these metals was substantially inhibited, but not totally stopped.
The role of carbon added by the ion beam irradiation has been established in a series of UHV experiments on Cu. It is further supported by the correlation of added carbon with observed corrosion protection for each of the cases Cu, Fe, Mn and Co, as shown in Fig. 4, in which the $^{12}$C(p,p) resonance at 1.73 MeV was used to quantify the carbon on each surface before and after irradiation. In each case, a new layer of a few Å of carbon was found, in addition to carbon originating from the adventitious hydrocarbon adsorbate resident on all samples after air exposure. However, similar carbon analyses on the Fe, Mn and Co samples after oxidation at 250°C showed that the protective carbon itself had vanished. A subsequent consideration of the conclusions of ref. 4 leads us to infer that for temperatures over 200°C, blocking of the metal oxidation is not sufficient; total coverage must exclude O$_2$ from access to catalytic sites at the metal surface that will enable loss of the protective carbon layer itself due to oxidation.

In order to test whether carbon prepared by Physical Vapor Deposition (PVD) would provide an effective substitute for that formed by ion beam irradiation, a series of samples were prepared by deposition of Cu (2000 Å), followed in-situ by e-beam coating with amorphous carbon at
various thicknesses. Half of each sample was then ion-irradiated, and all were oxidized in air at 170°C for 18 h. The amount of oxygen within each layer (an indication of the extent of corrosion) was then plotted as a function of the total thickness of carbon at the surface, as shown in Fig. 5.

From Fig. 5, it is evident that (a) irradiation of PVD amorphous carbon having no hydrocarbon precursor has made no improvement in its passivating ability; and (b) the deposited carbon layer becomes effective for preventing oxidation only for thicknesses exceeding 60 Å. By contrast, identical protection is achieved by < 9 Å of ion-beam carbon, as displayed by the single point on the Figure.

The precise nature of the bonding for ion-beam carbon is difficult to determine with certainty. Some indication of a good degree of order, possibly with a substantial sp³ component, is provided by the comparison of Raman scattering spectra obtained for ion-beam carbon coatings of thickness 11 Å and 48 Å, with the spectra from a standard carbon (CHx) overcoat in commercial
use for head-disk assemblies, and with spectra from PVD carbon coats before and after irradiation. These are displayed in Fig. 6.

The thin (11 Å) ion-beam carbon shows a dominant G ("graphitic") order peak, which is characteristically depleted relative to the D ("disorder") peak when the layer is thicker (48 Å). Both have G/D ratios and G-band wavenumbers very similar to those for the "hard" carbon disk overcoat. In contrast, the e-beam carbon has a low G/D ratio, that hardly changes after irradiation.

DISCUSSION

It has been reported by D. H. Lee et al.5-7 that ion irradiation of amorphous carbon films, either at low temperatures (-100°C) or at very high beam current densities, can produce diamond-like carbon having very high hardness and wear performance. These conditions remain to be tested for the present experiment. However, it is tempting to speculate that the creation of ordered bonding in the ion-beam carbon layers may arise partly in consequence of the presence of hydrogen at dissociation sites where displaced carbon atoms are mobile and new bond configurations may be formed. With this in mind, we now plan to extend the process of ion-beam carbon film growth to include the use of selected specific precursor hydrocarbon adsorbates (e.g. pentene) that will provide a fully controllable process (independent of adventitious layers), and allow construction of ion-beam carbon coatings of arbitrary thickness, sufficient not only to effect site-blocking at the metal surface, but also to assure the stability of the carbon layer itself at temperatures above 200°C.
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A METHOD FOR LASER ZONE TEXTURING OF GLASS BASED MAGNETIC MEDIA USING Nd:YAG LASERS
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ABSTRACT

Laser zone texturing of nickel-plated, aluminum based magnetic media has become a preferred method of providing a precisely controlled head landing zone. The Nd:YAG lasers used for this process are not suitable for directly texturing glass substrates. A novel method has been developed which allows the use of the existing Nd:YAG laser systems to zone texture glass based magnetic media.

An amorphous sputtered film of a non-magnetic Ni alloy provides a texturing layer which absorbs the laser pulse and controllably forms regular, small protrusions. Optimization of the alloy composition results in small cone-shaped bumps. Laser power sensitivity exhibits a region of invariance for a range of film thickness. This behavior provides a wide margin for manufacture by reducing the effect of thickness variation on laser bump height.

Disks fabricated using this form of laser zone texture exhibit excellent tribology performance. TEM images show the Ni alloy to be amorphous and featureless. The sputtered film does not influence the properties of the subsequently sputter deposited isotropic magnetic films.

INTRODUCTION

In a magnetic hard disk drive during normal operation the read/write transducer, or head, flies above the rotating disk on an air bearing. The head, which is mounted on a suspension connected to an actuator, moves radially across the disk to locate one of a group of concentric recording tracks.

In the start-up and shut-down processes of the disk drive, the head comes into contact with the disk. When the rotation speed is below the level necessary to create an air bearing with sufficient stiffness, the head will slide along the surface of the disk. If the two contacting surfaces of the disk and head are smooth, a large frictional force will develop. In addition, once the head remains, for a period of time, in stationary contact with the disk, a significant static friction, or stiction, force may arise.

To reduce friction and stiction to acceptable levels in a disk drive, one solution is to controllably roughen, that is texture, the surface of the disk [1]. Initially, mechanical texturing using an abrasive was applied across the entire disk surface. Eventually, the requirements for a smoother surface at high recording densities caused the texturing to be limited to a restricted area or zone at the inner diameter of the disk. The head is restricted to land and take-off from within this zone.

Within the past several years, a new method for zone texturing hard disk media has become widely used [2, 3]. The technique, known as laser zone texturing, produces an array of
consistent "bumps" in a precisely controlled location on the Ni-P plated aluminum substrate. The most common lasers in production use are high-repetition-rate Q-switched infrared lasers (Nd:YAG, Nd:YLF or Nd:YVO₄). These lasers provide stable pulses at high repetition rates. The results are production systems with good process control and high throughput.

These infrared lasers (λ = 1064 nm) are not suitable for direct use with glass or glass-ceramic substrates. A novel method was developed which allows the use of existing laser systems with alternate substrates such as glass and glass-ceramic. A sputtered film that coats the surface of the substrate provides a texturing layer that absorbs the laser pulse and controllably forms regular, small bumps. Disks fabricated using this form of zone texture exhibit low friction and stiction values, even after many tens of thousands of continuous start-stop (CSS) cycles.

EXPERIMENT

Alloys of nickel and niobium were chosen for investigation because they form non-magnetic amorphous films over a broad composition range when sputter deposited [4]. In addition, the amorphous films have reported glass transition temperatures above 400°C, which make them suitable for the subsequent sputtering of magnetic films at elevated process temperatures.

Films are deposited by dc magnetron sputtering onto polished alumino-silicate or boro-silicate glass substrates. The cathode power is kept constant at a level that results in a deposition rate of 40 Å per second. Thickness is controlled by sputter time. The argon gas pressure is 6.5 mTorr (0.86 Pa).

Texturing is performed using Nd:YVO₄ lasers with pulse widths of 14 ns or 65 ns and spot sizes of 11 μm and 10 μm, respectively. Bump heights are measured using an optical interferometer microscope, MicroXam, manufactured by Phase Shift Inc.

The measurement of bump height as a function of laser power and its associated slope, the bump height sensitivity, is made by texturing individual tracks of bumps, each at a fixed laser power.

Continuous start-stop (CSS) testing is performed by configuring a spindle, a head and suspension assembly with a strain-gauge. The test sequence is to spin-up to operating speed, in this case 7200 rpm, maintain this speed for a short period, about 2 seconds, and then spin-down to a complete stop. The cycle is then repeated. For each cycle, the maximum static or dynamic friction is determined. The CSS graph is the plot of the maximum value for each cycle.

The time at which the head remains in static contact with the disk surface is a few seconds. However, at every 5,000th cycle (or at least four times during the test) the time of static contact is increased to 2 hours to assess the static friction after an extended parking duration.

RESULTS

When irradiated with suitable laser pulses, thin films of Ni-Nb on glass produce reproducible and uniform bumps. The shape of the bump is primarily conical. This compares with the crater (or ridge) and sombrero shapes that are formed on plated NiP/AI substrates. Cross-sections from optical interferometric imaging of the three shapes are shown in Figure 1.

The bump on Ni-Nb/glass does not conserve volume unlike the crater and sombrero bumps on NiP/AI. There may be some contribution to the bump height from the glass substrate.
as a result of indirect heating. Laser bumps formed directly on glass using CO₂ laser pulses are also conical in shape and do not conserve volume [5]. The chemical resistance of the film prevented its selective etching (i.e., without also etching the glass substrate).

Figure 1a. Laser bump on Ni₅₀Nb₅₀ on glass. Peak height 236Å. FWHM 4.25 µm

Figure 1b. Laser bump on NiP/Al. 14 ns pulse. Peak height 246Å. FWHM 3.5 µm

Figure 1c. Laser bump on NiP/Al. 65 ns pulse. Peak height 254Å. FWHM 1.9 µm

Bump heights for a 1300 Å film of Ni₅₀Nb₅₀ as a function of normalized laser pulse energy for pulse widths of 14 ns and 65 ns are shown in Figures 2 and 3, respectively.

Figure 2. Power series for polished plated NiP/aluminum disk and 1300Å Ni₅₀Nb₅₀ on a glass disk. Laser pulse width is 14 ns. Spot size is 11 µm. 100% pulse energies are 1.34µJ and 0.67µJ for the NiP/Al and Ni₅₀Nb₅₀, respectively.

Bump heights for plated NiP/Al are shown for comparison. The shapes of the bumps on Ni-Nb are conical for both conditions, whereas the bumps on NiP/Al are sombrero shape for 14 ns pulses and crater shape at 65 ns. Formation of a central peak feature in Ni-Nb may result from forces other than capillary, which has been proposed [6] for NiP/Al.

For practical application, the bump height sensitivity to laser power should be small enough so that fluctuations in the laser pulse energy do not result in unacceptable bump height.
Variation. In order to maintain an acceptable manufacturing tolerance, the bump height sensitivity should have a weak dependence on film thickness.

Both of these criteria are met with a Ni$_{50}$Nb$_{50}$ film thickness of 1300 Å. Bump height sensitivity is less than 10 Å for a one percent change in laser power. There is little variation in bump height sensitivity with film thickness as indicated in Table 1. Bump height sensitivity rises to greater than 20 Å for a one percent change in laser power for film thicknesses greater than 2000 Å.

<table>
<thead>
<tr>
<th>Thickness (Å)</th>
<th>Sensitivity (Å / % laser power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>3.4</td>
</tr>
<tr>
<td>1100</td>
<td>5.1</td>
</tr>
<tr>
<td>1200</td>
<td>6.5</td>
</tr>
<tr>
<td>1300</td>
<td>7.3</td>
</tr>
<tr>
<td>1500</td>
<td>6.6</td>
</tr>
</tbody>
</table>

To determine the uniformity of bump heights on a disk surface, 96 bumps on 12 tracks (two bumps in each of the four quadrants per track) were measured. The average bump height for this disk is 247 Å. The maximum and minimum bump heights are 263 Å and 214 Å. The standard deviation is 8.5 Å. These results are similar to those obtained on NiP/Al using the same laser tool.

To minimize stiction, it is desirable to reduce the bump diameter. Different compositions of Ni-Nb films were investigated. Alloy compositions with niobium content ranging from 16 to 60 atomic percent were studied. A plot of the bump width at the base of the bump as a function of niobium content is shown in Figure 4. There is a significant reduction in bump diameter for lower niobium content.

**Figure 4.** Bump width at base as a function of alloy composition. Bump heights are 400 Å to 440 Å for Nb content up to 50%. Maximum bump height is 245 Å and 180 Å for 55 at.% and 60 at.% Nb, respectively.

**Figure 5.** Bump height sensitivity as a function of alloy composition. Ni-Nb film thickness is 1300 Å. The slope of the bump height versus laser power curve is taken at a bump height of 150 - 200 Å. Laser pulse width is 65 ns.
The bump height sensitivity is also affected by niobium content. The plot in Figure 5 shows that the bump height sensitivity increases to unacceptable levels for niobium concentrations below 45 atomic percent.

Tribological performance of disks fabricated with laser texture of Ni-Nb on glass substrates is excellent. The result of 50,000 cycles of continuous start-stop testing using a conventional negative pressure slider is shown in Figure 6. Lube thickness is 36 Å. Stiction values remain consistently low throughout.

![Figure 6](image)

**Figure 6.** Continuous start-stop (CSS) test of finished disk with laser texture of Ni$_{50}$Nb$_{50}$ sputtered film. Bump height average is 170 Å. Bump spacing is 60 μm circumferential and 30 μm radial.

Cross-section TEM, Figure 7, shows the Ni-Nb film to be smooth and featureless (no voids or columnar structure), consistent with a dense, amorphous film. The Ni-Nb film does not influence the properties or magnetic performance of the subsequently deposited CoCrPt film.

![Figure 7](image)

**Figure 7.** Cross-section TEM. Film structure: CoCrPt / NiP (sputtered) / Ni-Nb / glass
The exposure to atmosphere of the Ni-Nb layer for laser texture requires the use of a thin sputtered NiP layer deposited in-situ just prior to the CoCrPt. This provides for a fresh surface for improved nucleation of the magnetic layer.

CONCLUSION

A method has been developed which allows the use of conventional Q-switched infrared lasers to texture glass substrates. A sputtered thin film of nickel-niobium provides an absorption layer that generates regular, small conical shaped protrusions. Bump height sensitivity is in a range suitable for practical application, generating a narrow distribution of bump heights. Finished disks using this texture method exhibit excellent tribological performance. The texture layer has no influence on the subsequent deposition of the magnetic recording layer.
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THE 1280 CM⁻¹ ABSORPTION LINE IN AMORPHOUS HYDROGENATED BORON CARBIDE

SHU-HAN LIN and BERNARD J. FELDMAN
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ABSTRACT

We report infrared absorption measurements that provide evidence for the presence of boron carbide icosahedra in amorphous hydrogenated boron carbide thin films. The infrared absorption spectra is dominated by an intense line at 1280 cm⁻¹ with a FWHM of ~320 cm⁻¹. Similar lines have been previously reported in polycrystalline boron carbide, where boron carbide icosahedra make up the unit cell. In both systems, the linewidth narrows and the peak position shifts to higher energy with increasing carbon concentrations. From annealing studies of amorphous hydrogenated boron carbide, hydrogen plays a very small role in the 1280 cm⁻¹ line. Finally, the integrated intensity of the 1280 cm⁻¹ line is a sublinear function of the boron concentration, providing further evidence that the carbon concentration in these icosahedra increases as the carbon concentration of the film increases.

INTRODUCTION

Thin films of amorphous hydrogenated carbon (a-C:H) are now used in a large variety of applications, including hard disks, sun glasses, scanning panels, and machine tools [1]. Depending on the application, the following properties are important: hardness, adhesion, transparency, chemical inertness, and structural stability. We have recently discovered that the addition of boron to a-C:H dramatically improves the hardness, adhesion, and transparency of these films [2]. For example, the hardness of a-C:H that contains 50 at. % hydrogen is 0.8 GPa; the hardness of a-B:C:H that contains 50 at. % hydrogen is 9 GPa. Given that hydrogen is one of the poorest elements to use to construct a rigid lattice because it does not crosslink, it is remarkable that an amorphous material that is half hydrogen has a hardness comparable to that of single-crystal silicon. We suggested that the major reason for this dramatic improvement in hardness is the tendency of the boron to form boron carbide icosahedra.

Amorphous hydrogenated boron carbide (a-B:C:H) was first studied by Veprek as a fusion reactor inner wall coating [3]; this work led to the discovery that a-B:C:H thin films had a large hardness and good adhesion to underlying substrates [4]. These a-B:C:H films have been studied as a wear-resistant coating for mechanical systems [5], as a diode material [6], and as an ultralow friction coating [7]. The compositional, structural, electrical, and optical properties of a-B:C:H thin films have been reported [8-12]. In our previous work, we reported infrared absorption and nuclear magnetic resonance results on a-B:C:H that were very similar to those in polycrystalline boron carbide, where boron carbide make up the unit cell [13]. In this paper, we report the variation of the infrared absorption spectra of a-B:C:H as a function of boron concentration and annealing temperature.
EXPERIMENTAL PROCEDURES

We grew \( \text{a-B:C:H} \) thin films from a feedstock of methane (\( \text{CH}_4 \)), diborane (\( \text{B}_2\text{H}_6 \)), and hydrogen (\( \text{H}_2 \)) in a capacitively coupled rf plasma reactor. Samples with varying boron concentrations were grown by varying the ratio, \( r \), of the 5\% diborane in hydrogen partial pressure to the methane partial pressure from 1/10 to 10/1, while keeping the total pressure constant at 130 mT, the substrate temperature constant at 60 \(^\circ\)C, and the rf power constant at 23 W. All samples were grown on the cathode, using aluminum foil or silicon substrates. The films grown on silicon substrates were inserted in a Perkin-Elmer model 1610 Fourier transform infrared spectrophotometer. The thicknesses of these films were measured on an Alpha-step profilometer, so that absorption coefficients could be calculated. The films grown on the aluminum foil were immersed in dilute \( \text{HCl} \), dissolving the aluminum. The free standing films were sent to Galbraith Laboratories for chemical analysis. Some of the films grown on silicon were evacuated in a pyrex tube and annealed for 1 hour at various temperatures. Hardness measurements were made on a Nano Indenter II.

EXPERIMENTAL RESULTS

The chemical analysis of three of our films provided the following results: the \( r=10/1 \) sample contained 42 at. \% B, 10 at. \% C and 48 at. \% H; the \( r=1/1 \) sample contained 8 at. \% B, 57 at. \% C and 35 at. \% H; and the \( r=1/10 \) sample contained 2.5 at. \% B, 63.5 at. \% C, and 34 at. \% H. A plot of the B at. \% as a function of the partial pressure ratio, \( r \), is shown in Figure 1. The infrared absorption spectra of the \( r=1/1 \) a-B:C:H film is shown in Figure 2a; the spectrum is dominated by one intense, broad peak at 1280 cm\(^{-1}\). The integrated intensity (the sum of the absorption coefficients) of the 1280 cm\(^{-1}\) line as a function of \( r \) is shown in Figure 1. The peak position and linewidth of the 1280 cm\(^{-1}\) line as a function of \( r \) are plotted in Figure 3. Figure 2b displays the infrared absorption spectra of the same \( r=1/1 \) sample used in Figure 2a, but after being annealed in vacuum for one hour at 300 \(^\circ\)C. Figure 4 shows the hardness of a \( r=5/1 \) a-B:C:H film before and after a 300 \(^\circ\)C anneal for one hour.

DISCUSSION

Stein, et al. reported a broad, intense absorption line at 1200 cm\(^{-1}\) with a FWHM of 150 cm\(^{-1}\) in polycrystalline boron carbide, with the unit cell consisting of boron carbideicosahedra [14]. This line shifted to higher frequencies and its linewidth narrowed with increased carbon concentrations. They associated this line with motion of both boron and carbon in these icosahedra. In contrast, Shirai, et al. reported an intense line around 1100 cm\(^{-1}\) in a-B:C:H grown by electron cyclotron resonance plasma deposition [12]. They interpreted this line as the stretching mode of an isolated carbon-boron bond, where the carbon atom is an impurity and not part of the boron network.

The infrared absorption spectra of our a-B:C:H films are dominated by a broad peak around 1280 cm\(^{-1}\). We propose that this line has the same origin as the 1280 cm\(^{-1}\) line observed in polycrystalline boron carbide, namely boron carbide icosahedra, and that the carbon concentration in
Fig. 1. The integrated intensity of the 1280 cm\(^{-1}\) line (solid circles) and the boron concentration in the film (solid squares) as a function of the diborane/methane feedstock ratio, \(r\).

Fig. 2. The infrared absorption spectra of (a) the as-grown, \(r=1/1\) amorphous hydrogenated boron carbide film and (b) the same film after a one hour, 300 C vacuum anneal.
Fig. 3. The peak position and linewidth of the 1280 cm\(^{-1}\) line as a function of the diborane/methane feedstock ratio, \(r\). The abrupt change in peak position between \(r=0\) and \(r=0.5\) is not understood.

Fig. 4. Nano Indenter II displacement as a function of force for an \(r=5/1\) a-\(B_{2}C\) thin film. The open circles data was taken before the anneal; the solid circles data was taken after a 4 hour anneal at 300 C.
these icosahedra is greater in low $r$, carbon-rich films than in high $r$, carbon-poor films. The evidence is the following: The coordinated motion of all 12 atoms strongly bound in an icosahedra structure would give rise to a strong oscillator strength and consequently an intense line. Notice in Figure 2 how the 1280 cm$^{-1}$ line is so much more intense than the C-H and B-H stretching modes at 2900 cm$^{-1}$ and 2300 cm$^{-1}$ respectively [12]. Second, the integrated intensity of the 1280 cm$^{-1}$ line is zero in samples that contain no boron and it increases monotonically in samples with increasing boron concentrations (larger $r$), as seen in Figure 1. Third, after the a-B:C:H film is annealed, the B-H stretching mode is almost gone while the 1280 cm$^{-1}$ line is approximately unchanged, as seen in Figure 2; this is strong evidence that the B-H bonds play a very small role in the 1280 cm$^{-1}$ line.

The observed increased linewidths and peak position blue shifts reported in polycrystalline boron carbide are due to increased carbon concentrations in its icosahedra; the same trends observed in Figure 3 in a-B:C:H films with decreasing $r$ are strong evidence for increased carbon concentrations in its icosahedra. Second, the integrated intensity of the 1280 cm$^{-1}$ line increases at a sublinear function of the boron concentration in the a-B:C:H films, as seen in Figure 1. As $r$ varies from 1/10 to 10/1, the boron concentration increases by a factor of 17 while the integrated intensity only increases by a factor of 6. Assuming that the 1280 cm$^{-1}$ line integrated intensity is independent of the icosahedra's carbon concentration, at low $r$ less boron is needed for each icosahedra and for a fixed amount of integrated intensity; as $r$ is increased, more boron is needed for each icosahedra and for a fixed amount of integrated intensity. However, the observed small changes in linewidths and peak positions in the 1280 cm$^{-1}$ line in a-B:C:H films suggest that this is only a partial explanation for this sublinear behavior; with increasing $r$, larger fractions of the boron are not being bound into icosahedra, but into the amorphous matrix surrounding the icosahedra.

There are a number of changes in the infrared absorption spectra of amorphous hydrodenated boron carbide due to annealing, as seen in Figure 2. Besides the decrease in intensity of the B-H stretching mode, the 1280 cm$^{-1}$ line broadens. When the films are annealed at 400 C, there are more dramatic changes; the C-H stretching mode decreases in intensity and the 1280 cm$^{-1}$ lineshape is dramatically changed. We suggest that annealing primarily breaks the weak B-H and C-H bonds, but many of these carbon and boron atoms that lose a hydrogen atom are part of icosahedra. Consequently, the icosahedra change shape and the 1280 cm$^{-1}$ lineshape changes also.

The hardness of a-B:C:H thin films did not appreciably change due to annealing at 300 C for four hours, as seen in Figure 4. Even though the annealed film had significantly less hydrogen than the unannealed film, its hardness was only slightly increased. (For another a-B:C:H film, the hardness actually decreased after the anneal.) How is this result consistent with previous results [2] that show a strong correlation between hardness and hydrogen concentration. We suggest that a film that is grown with large hydrogen concentrations will be soft, because hydrogen does not crosslink; however, removing the hydrogen after growth does not enhance hardness, because the underlying boron-carbon structure is largely unchanged by the anneal.

Finally, a comment is needed in regard to the work of Shirai, et al [12]. The fact that their absorption peak is at 1100 cm$^{-1}$ and ours is at
suggests that the two lines have different origins, possibly because of very different atomic structures due to different growth techniques used. Their interpretation of the 1100 cm\(^{-1}\) line as the stretching mode of localized B-C bonds is not applicable to our 1280 cm\(^{-1}\) line. It cannot explain the large intensity of the 1280 cm\(^{-1}\) line, its shift with increasing carbon concentration, or its intensity being proportional to the film’s boron concentration. In contrast, the intensity of the 1100 cm\(^{-1}\) line is inversely proportional to their film’s boron concentration [12].

CONCLUSIONS

We have presented infrared absorption data that provide convincing evidence for the intense line at 1280 cm\(^{-1}\) originates in boron carbide icosahedra and that the carbon content of these icosahedra increases in boron-poor, low r a-B\(_{x}\)C\(_{y}\)H films. The annealing studies of these films are consistent with the above conclusions, demonstrating that B-H bonds play a very small role in the 1280 cm\(^{-1}\) line.
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The Application of Amine - Quinone Polymers in High Density Recording Media for Improved Corrosion Protection
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ABSTRACT

High density, metal particle recording media consists of micron-sized iron particles in a polyurethane based polymer binder. In order to improve the corrosion resistance of the particles, two new amine-quinone (AQ) polymers, AQPU15 and AQPU100, have been investigated. Electrochemical impedance spectroscopy (EIS) was used to evaluate the corrosion behavior of iron substrates coated with two different thicknesses of each polymer. Results showed that the AQ polymers provide better protection compared with commercial polyurethane. The nature of the interaction at the polymer/metal interface has been investigated by FTIR-RA and XPS, which indicate that bonding probably occurs through the π system of the AQ functional group and the nitrogen of the soft segment, and through the quinone carbonyl functional group.

INTRODUCTION

The ability to record data on flexible magnetic media is principally responsible for the widespread, relatively inexpensive use of recorded sound and video images. The media typically consists of two layers of materials, a relatively thin top layer (~ 2 to 4 µm) consisting of magnetic particles in a polymer binder painted on a substrate (~10 µm thick), usually polyethylene terephthalate (PET). Current research for increasing the storage capacity per unit volume of the tape has emphasized two approaches: (a) development of smaller particles with higher magnetization and (b) the use of thinner substrates. Metal (iron) particles are desirable over other particulate materials (e.g., γ-Fe₂O₃) due to higher saturation magnetization (Mₛ) and coercivity (Hₑ) but they are also more susceptible to corrosion. In addition, as particle size decreases, the impact of corrosion is magnified, since even a tiny amount of corrosion can cause loss of data. Amine Quinone (AQ) polymers are a candidate material for use in metal particle tape binders due to their improved corrosion protection. In this study, the corrosion protection properties of two different AQ polymers namely, AQPU15 and AQPU100 have been examined by Electrochemical Impedance Spectroscopy (EIS). Reflectance-FTIR and XPS experiments on iron substrates coated with AQPU100 polymer and a model monomer (AQM14A) have also been performed to determine the nature of the interaction at the polymer/metal interface.
EXPERIMENTAL

EIS

The polymer formulation and preparation is provided elsewhere. The structures of the AQPU100 polymer, and the AQM14A model monomer are shown in Figure 1.

![AQM14A monomer and AQPU15 polymer.](image)

The difference between AQPU100 and AQPU15 is the amount of AQM1. AQPU100 contains 1% AQM1 and AQPU15 contains 40% AQM1. The iron substrates (5 x 5 x 0.16 cm) used in this study were prepared by polishing with 600, 800 and 1200 grit SiC papers followed by 1, 0.3 and 0.05 μm Al₂O₃ slurries, ultrasonically cleaned in isopropanol for several minutes, dried in air, and stored in a vacuum desiccator. The desired polymer coatings were applied by spin-coating in a class 100 clean room and cured at 65°C for 24 hours. Samples with polymer thicknesses of both 9 and 15 μm were prepared from each polymer. All coatings were applied in two layers to minimize the possibility of pinholes and to improve reproducibility.

EIS measurements on the polymer coated iron substrates were performed with the experimental arrangement shown in Figure 2, using a Schlumberger Solartron 1255 frequency response analyzer (FRA), a 1286 potentiostat and appropriate software.

The electrochemical cell, Figure 2, consisted of a plexiglass cylinder held in place on top of the coated substrate by an aluminum cage and filled with 0.1 M NaCl electrolyte. A three electrode arrangement was used with the coated iron substrate as the working electrode, a platinum screen counter electrode, and an Ag/AgCl reference electrode. EIS behavior of each sample was monitored as a function of time of exposure (total elapsed time at the end of the measurement) to the 0.1 M NaCl electrolyte. The impedance data was modeled using the equivalent circuits shown in Figure 3, where the choice depends on the stage of coating degradation. In early stages of exposure the
coating behaves as a pure capacitor and the equivalent circuit in Figure 3 (a) is used. As ionic species diffuse into the coating with exposure time, a coating resistance, $R_{coat}$, representing ionic conduction through the organic coating appears at low frequencies which is in parallel combination with the $C_{coat}$ (Figure 3 (b)). The experimental impedance data were fitted to approximate equivalent circuit models using the complex non-linear least squares (CNLS) fitting program developed by MacDonald et al.9

FTIR

The AQPU100 polymer was adsorbed onto an iron substrate by immersing it in a 2% solution of the polymer in cyclohexanone. The iron substrates were prepared as described above. Once immersed, the substrates were ultrasonicated for two minutes and allowed to equilibrate for 24 hours. Samples were then briefly rinsed in fresh cyclohexanone and blown dry with nitrogen. FTIR-RA was carried out using a Digilab FTS-40 spectrometer equipped with a room temperature thermal DTGS detector and a single reflection RA accessory (Harrick Scientific) at 70° angle of incidence. FTIR-RA spectra of a polished iron surface without polymer served as the background spectra. The number of scans was 4000 using a resolution of 16 cm⁻¹. The transmission spectra of a free standing AQPU100 polymer film was also obtained.

XPS

Since XPS spectra of the polymers are quite complex, experiments were performed using the model monomer AQM14A. XPS data was collected for the bulk
monomer and for a very thin layer again produced by dipping the substrates in a 2% solution of the monomer in cyclohexanone. A polished iron surface with no coating was used as a control sample. XPS spectra were obtained using a Kratos Analytical Inc. Axis 165 Scanning Auger / X-ray Photoelectron Spectrometer with monochromatized Al Ka radiation (1486.6 eV). Spectrometer resolution was approximately 0.2 eV. Where necessary, the spectra were fit using a proprietary program which applies Lorentzian-Gaussian peak shapes and instrument specific curve fitting parameters.

RESULTS AND DISCUSSION

EIS

The AQPU15 (15 μm) polymer has previously been shown to offer better corrosion protection compared with the same thickness of a standard polyurethane. EIS results for 9 μm layers of AQPU15 and AQPU100, are shown in Figures 4 (a) and (b), respectively, for 5 minutes and 79 days of exposure to 0.1 M NaCl solution. Both polymers showed a pure capacitive behavior (-90° phase angle) after a few minutes of exposure. After 79 days exposure the resistance of the AQPU15 polymer decreases significantly (from 8 x 10^6 Ω cm^2 to 9 x 10^4 Ω cm^2), whereas the resistance of the AQPU100 decreases only slightly (from 4 x 10^7 Ω cm^2 to 3 x 10^6 Ω cm^2), indicating a much improved corrosion protection by the AQPU100 polymer compared to AQPU15. In addition the phase angle plot for the AQPU15 polymer shows the presence of a second time constant (at ~ 4 Hz) after 79 days of exposure resulting from the creation of a metal/electrolyte interface and the failure of the coating. Thus, the AQPU15 polymer coating failed much earlier than the AQPU100 polymer coating, which did not show a second time constant for the same time of exposure.

![Figure 4: Bode plots for (a) AQPU15 and (b) AQPU100 polymer.](image-url)
FTIR

Figure 5 shows the FTIR spectrum for the AQPU100 polymer film. Figure 5 (a) shows the FTIR-RA spectrum of AQPU100 adsorbed on an iron substrate from 2% solution and Figure 5 (b) shows the transmission spectrum of a thin AQPU100 free standing film. Two spectral shifts were observed in this case. The peak due to N-H bond in the hard segment of the polymer shifts from 3333 cm$^{-1}$ to 3378 cm$^{-1}$, a shift of 45 cm$^{-1}$. A small shift of 13 cm$^{-1}$ was also observed for the quinone carbonyl stretching frequency in the AQ polymer film which shifted from 1721 cm$^{-1}$ to 1734 cm$^{-1}$. The 45 cm$^{-1}$ shift and the 13 cm$^{-1}$ shift indicates that the polymer is adsorbed to the iron surface in such a way that perturbs nitrogen and the quinone carbonyl functional groups.

![FTIR spectra](image)

Figure 5: FTIR spectra for (a) thin film of AQPU100 on Fe and (b) bulk AQPU100.

XPS

The XPS results are summarized in the Table 1. Results show significant shifts: 0.4 eV toward lower binding energy for the Fe (2p3/2) peak; 2.2 eV toward higher binding energy for the N (1s) peak; 1.6 eV toward higher binding energy for the O (1s) peak. These results are consistent with reduction of the iron and oxidation of the oxygen and nitrogen in the monomer.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Fe (2p3/2)</th>
<th>O (1s)</th>
<th>N (1s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Fe</td>
<td>710.8, 707.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bulk monomer</td>
<td>-</td>
<td>528.8</td>
<td>398.0</td>
</tr>
<tr>
<td>AQM14A thin layer on Fe</td>
<td>710.4, 707.2</td>
<td>530.4</td>
<td>400.2</td>
</tr>
</tbody>
</table>

Proposed Model for Interaction of AQM14A with Fe

Based on the FTIR and XPS data, a model for the interaction between the model monomer and the Fe surface can be proposed where the AQM14A monomer lies parallel to the iron surface and donation of electrons from the $\pi$ system of the ring into the iron
oxide surface. The proposed structure of the bulk AQM14A and the mechanism of interaction between AQM14A and the iron surface is shown in Figure 6. The electrons of the \( \pi \) system are delocalized over the ring, resulting in the formation of a negative dipole on oxygen, and a positive dipole on nitrogen. Donation of electrons from the \( \pi \) system to the iron oxide surface takes place after adsorbing the AQM14A monomer onto the iron surface. This model is consistent with the shifts in binding energies observed by XPS.

![Figure 6: AQM14A monomer (in bulk state) and the proposed model for interaction](image)

**CONCLUSIONS**

The following conclusions can be drawn from this study:

1. AQ films can significantly improve corrosion resistance by preventing the creation of metal/electrolyte interface as compared to the standard polyurethane binder.
2. The AQPU100 polymer offers much better corrosion protection properties as compared to AQPU15.
3. Corrosion protection is attributed to a chemical interaction between nitrogen from the polymer and the iron oxide surface. XPS studies indicate that the AQM14A monomer interacts with the iron surface through the \( \pi \) system.
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Abstract

The deposition technologies of rare-earth substituted yttrium iron garnet (RE:YIG) thin films with a large Faraday rotation and their applications are briefly overviewed. Highly cerium substituted YIG films were successfully deposited on (111) GGG, (211) GGG, (100) MgO, and MgO buffered GaAs and InP substrates by single-liquid-source metalorganic chemical vapor deposition. Ce-YIG thin films can be epitaxially grown on lattice matched GGG substrates at a temperature as low as 600°C. They have excellent optical and magnetic properties along with high Faraday rotations. The films deposited on single crystal (100) MgO substrates are polycrystalline and have good magnetic properties. Sputter deposited MgO buffer layer was demonstrated for preventing the decomposition and chemical reaction of GaAs and InP substrates resulting in successful deposition of YIG films on GaAs and InP substrates at a substrate temperature of 550°C. The films grown on MgO buffered GaAs substrates possessed good magnetic properties.

INTRODUCTION

Photonics appears to be the emerging technology capable of meeting the ever increasing demand for communication and information processing at higher data rates and larger bandwidths. Optical technology fully utilizes the characteristics of light to transmit and process information with very high bandwidth (THz) at extremely high speeds in a massively parallel fashion. The prospects for widespread applications of optical technologies depend on the performance and cost effectiveness of optical components. One of the key components in optical communication systems is the optical isolator, which allows light to pass through it in only one direction. These devices operate on the basis of non-reciprocal Faraday rotation in magneto-optical crystals. Optical isolators are critical for (1) reducing reflection-induced noise in laser diodes, (2) preventing multiple beam reflection inside fibers, and (3) improving the performance of optical fiber amplifiers. The increasing demand in the telecommunication market for affordable optical communication systems, such as for optical local area networks and fiber-to-home applications, the need for low-cost optical isolator is acute.

To realize the low-cost, compact size, and high performance required of next generation isolators, a low cost manufacturing process with the potential for monolithic fabrication of magneto-optic isolators is very desirable. Metalorganic chemical vapor deposition (MOCVD) is an ideal choice because of its compatibility with semiconductor device process. MOCVD permits the formation of high quality films with higher rare-earth substitution concentration than other growth techniques for higher device efficiency. MOCVD is also possible at lower temperatures, an advantage that is potentially critical for low cost monolithic integration with semiconductor lasers. In the present study we have demonstrated these advantages by producing large Faraday rotation in YIG films with high cerium substitution and by growing YIG films directly on semiconductor laser substrates of GaAs and InP with buffer layer technology at much lower substrate temperatures.
The advantages of thin film isolators integrated with lasers are: (1) light from a laser can remain in a guided mode as it passes through the thin film, eliminating the need for collimating lenses and complex alignment procedures typically required of nonintegrated approaches; (2) films need only be a few microns thick in the planar waveguide configuration, rather than over 200 microns required of conventional isolators in which the light passes transversely through the thick film, (3) the magnetic field required to saturate a planar magnetic thin film is much smaller than that required to saturate a bulk crystal, which allows the use of thin film permanent magnets; and (4) these waveguides can act as building blocks for other integrated optic devices such as circulators, switches, modulators, polarization controllers and magnetic field sensors.

APPLICATIONS OF MAGNETO-OPTICAL GARNET THIN FILMS

A. Waveguide Isolators

Many early development works on YIG thin film waveguide isolators were done by Ray Wolf's group at AT & T Bell Laboratories (1-4) and H. Dammann et. al. in Germany (5-6). The details of these works was reviewed by Wolf in Reference 7. Fig. 1 shows a prototype waveguide isolator which consist of three LPE YIG layers on GGG substrates to promote a high-quality single-mode waveguiding. By rotating the input and the output polarizer 22.5° in opposite direction as shown in the Fig. 1, excellent isolator performance can be achieved even if the linear birefringence is not zero. The isolation spectrum of such a waveguide isolator is shown in Fig. 2, isolation ratios of more than 32 dB have been achieved over a broad band of wavelengths of 1.43-1.59 μm.

Fig. 1 Magneto-optical waveguide isolator: REIG, rare earth iron garnet. A triple film of magnetic garnet provide a single mode waveguiding and rotates the plane of polarization by 45°. Input and output polarization rotate 22.5° in opposite direction.
Fig. 2. Isolation ratio vs wavelength using the arrangement in Fig. 1: • experimental results for reverse isolation; ° forward results, corresponding to slight extra loss; theoretical fit to the results with the input polarization parallel to the film plane.

B. Magneto-optical recording

Bi substituted yttrium iron garnet is an attractive candidate for magneto-optic recording media because of its large carrier-to-noise ratio (CNR). The work utilizing in-situ crystallization of BiYIG thin films showed large mark CNR of 58 dB at 488 nm onto a grooved gadolinium gallium garnet (GGG) disk (8). The readout signal for BiYIG is compared with other material such as (Co/Pt) and TbFeCo in Fig. 3 (9). The drawback with Bi-garnet is that high-temperature crystallization (~ 650°C) is needed. This limits the choice of substrate materials, which may prevent the development of low-cost media.

C. Magneto-optical indicator film imaging

The magneto-optical indicator film (MOIF) technique was initially developed for magnetic flux visualization in superconductors (10, 11), and recently applied to the real-time
imaging of magnetic domain structure in magnetic thin film wafers. This method is expected to become a standard quality control imaging technique for the next generation of magnetic materials for sensors and storage devices. The basic apparatus for MOIF is a polarizing microscope with high-quality Bi-substituted YIG films placed on the testing magnetic materials. This technique is much simpler than the competitive method such as atomic force microscopy and scanning electron microscopy (AFM) with polarization analyses (SEMPA). Fig. 4 is a recent result using MOIF to study the magnetization reversal processes in nonsymmetric spin valve (12).

![Fig. 4. Schematic profile of the structure of a single cobalt layer sample, otherwise similar to the nonsymmetric spin-valve sample. The three MOIF images on the left and the top right image represent the process of remagnetization. The image on the bottom right is the result of a 30 Hz ac field.](image)

DEPOSITION TECHNOLOGIES FOR YTTRIUM IRON GARNET FILMS

Liquid phase epitaxial has been a dominant process to produce rare-earth substituted YIG films, in particular for thick films (>200μm) used in the commercial optical isolators. This process requires a growth temperature over 900°C and on a limited size of GGG substrates, and it is not compatible with semiconductor process. Sputtering deposition technique is commonly be used to produce rare-earth substituted YIG films over a large area of substrates at a relative low substrate temperature. \( \text{Y}_2\text{Ce}_0\text{Fe}_5\text{O}_{12} \) thin films with a giant Faraday rotation at 1.55 μm wavelength have been successfully deposited by RF diode sputtering under a typical condition listed in Table 1 (13, 14). Reactive ion-beam sputtering (RIBS) was also used, in particularly, for fully Bi-substituted YIG films: \( \text{Bi}_3\text{Fe}_5\text{O}_{12} \) (15, 16). Fig. 5 and Fig. 6 show Faraday rotation hysteresis loop of \( \text{Y}_2\text{Ce}_0\text{Fe}_5\text{O}_{12} \) film by RF sputtering and the Faraday rotation spectra of BIG films by RIBS, respectively.
Table 1

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>5.6 W/cm²</td>
</tr>
<tr>
<td>Growth Rate</td>
<td>6 nm/min</td>
</tr>
<tr>
<td>Substrate Temperature</td>
<td>500 - 700°C</td>
</tr>
<tr>
<td>Sputtering gas</td>
<td>Argon</td>
</tr>
<tr>
<td>Substrate</td>
<td>GGG</td>
</tr>
</tbody>
</table>

Fig. 5. Faraday rotation hysteresis loop of a YₓCeₓFe₅₋ₓO₁₂ film deposited by sputtering measured at λ=633 nm and room temperature.

Fig. 6. Faraday rotation spectra of p-BIG layers grown on p-YIG, p-GGG, and p-BDIGG layers formed on a-SiO₂ substrates. Spectrum of single-crystalline BIG grown onto SSGG substrate is also shown. Measurement were done at room temperature and at 398 kA/m.

There is also some effort in using Laser ablation technique to deposit rare-earth substitute YIG films. An enhancement of Faraday rotation was found in an epitaxial YₓFe₅₋ₓO₁₂/BiₓFe₂O₉ and YₓFe₂O₉/EuₓBiₓFe₂O₉ heterostructures grown by Laser ablation by a group of researchers from Univ. California at Berkeley, Bellcore, IBM, and U.S. Army (17). A typical deposition condition is listed in Table II. Magnetic properties of the films are strongly dependent on the oxygen pressure during laser deposition as shown in Fig. 7. The Faraday rotation hysteresis loops of the multilayers of (EuBi)IG/YIG with different thickness ratio is shown in Fig. 8.

Table 2

<table>
<thead>
<tr>
<th>Lasers</th>
<th>A248 nm KrF excimer laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>3.3 J/cm², 10 Hz</td>
</tr>
<tr>
<td>Oxygen pressure</td>
<td>100 - 700 mTorr</td>
</tr>
<tr>
<td>Substrate Temperature</td>
<td>660°C</td>
</tr>
</tbody>
</table>
Fig. 7. Magnetic hysteresis loops of three different films grown at three different oxygen pressures.

Fig. 8. A multilayer of (EuBi)IG/YIG can be optimized for high Faraday rotation, high perpendicular anisotropy, and high coercive field for applications of magneto-optical recording by varying the thickness ratio of EBIG to YIG.

METALORGANIC CHEMICAL VAPOR DEPOSITION OF CE:YIG FILMS

Metalorganic chemical vapor deposition (MOCVD) is the workhorse of the semiconductor industry and also has been proved for epitaxially growing complex oxides thin films such as superconducting YBa$_2$Cu$_3$O$_{7-\delta}$ and high-dielectric BaSrTiO$_3$ thin films. However, so far there is only few effort on the deposition of RE-YIG films by MOCVD. In the present study we have successfully demonstrated the feasibility of MOCVD for depositions of Ce substituted YIG films on GGG, MgO, and MgO buffered GaAs and InP substrates.

Experimental

Y(thd), Ce(thd), and Fe(thd) were purchased from Strem Chemical Inc. and used as precursors for Y, Ce, and Fe, respectively. These requisite metalorganic precursors are mixed and dissolved in an organic solvent. The solution is then injected by a liquid pump into a heated stainless steel vaporizer and carried immediately into the reactor chamber by an inert carrier gas as
shown in Fig. 9. With this new technique, the film composition is controlled by varying the molar ratio of the constituents in the solution. It allows an accurately control of film stoichiometry, which is necessary condition for forming a low loss RE-YIG film with a high Faraday rotation. It also significantly improves the deposition repeatability as compared to conventional CVD processes. The composition of the deposited films from each run was measured by energy dispersive x-ray analysis (EDX), and the result was used to compare relative compositions of the films to within 1% accuracy. But the absolute composition of a film was determined by calibrating Rutherford Backscattering Spectroscopy (RBS) result with the EDX result on the same sample.

![Diagram](image)

**Fig. 9.** Rotating-disk reactor of single-liquid-source MOCVD system for growth of complex-oxide thin films.

The RE-YIG films were deposited in a commercial stainless steel reactor with a high-speed rotating disk as shown in Fig. 9. Viscous drag forces between the disk’s surface (rotating at a high speed) and the gas stream create a centrifugal “pumping” action, which results in the uniform growth of films over a large area. (The success of this design has been demonstrated by its adoption to the manufacture of semiconductor devices.) A mixture of N₂O and oxygen were used as the reactant oxidizer. A 5-inch resistance heater made of Inconel allows the substrate to be heated to any temperature up to 1000°C. A typical deposition condition of Ce-YIG thin films by MOCVD is listed in Table 3. Substrate temperature and oxygen partial pressure were the two parameters used to optimize the crystallinity and magnetic properties of the films.
Table 3

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate Temperature</td>
</tr>
<tr>
<td>Reactor Pressure</td>
</tr>
<tr>
<td>Oxygen Flow Rate</td>
</tr>
<tr>
<td>Nitrous Oxide Flow Rate</td>
</tr>
<tr>
<td>Argon Flow Rate</td>
</tr>
<tr>
<td>Vaporizer Temperature</td>
</tr>
<tr>
<td>Solution Flow Rate</td>
</tr>
<tr>
<td>Substrate</td>
</tr>
</tbody>
</table>

X-ray diffraction measurements were performed by Rigaku D3000 diffractometer. The magnetic properties of the films were measured by vibrating sample magnetometer. The Faraday rotation was measured by a technique similar to the one described by Marinelli et al (18).

Result and Discussion

Lattice matching films to substrates is the most important factor in epitaxial growth. In this program we used proviskite LaAlO₃, cubic MgO, and garnet Gd₃Ga₅O₁₅ as substrates to optimize the MOCVD processing condition for epitaxial growth of YIG films at a low temperature. The YIG has a complex garnet structure with a lattice parameter of 12.38 Å. The lattice mismatches for the three substrates mentioned above are listed in Table 4. All of the films were deposited under the conditions listed in Table 1. Stoichiometric YIG thin films deposited on LaAlO₃ at a substrate temperature up to 650°C were amorphous while the films grown on MgO substrates showed polycrystalline structure as indicated by x-ray θ-2θ scans in Fig. 10a. The x-ray θ-2θ diffraction pattern of YIG films grown on (111)GGG and (211)GGG substrates are totally overlapped with substrates, and the diffraction peaks shifted to lower angles (lattice parameter increase) as yttrium was substituted by Ce as shown in Fig. 10b and 10c. These x-ray diffraction results of the YIG films on different substrates indicate a good correlation with the values of their lattice mismatches with YIG films as listed in Table 4.

Table 4

<table>
<thead>
<tr>
<th>Materials</th>
<th>Crystal structure</th>
<th>Lattice Parameter</th>
<th>TEC (°C⁻¹x10⁻⁶)</th>
<th>Lattice Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>LaAlO₃</td>
<td>Proviskite</td>
<td>a=3.792Å</td>
<td>12</td>
<td>8.1%</td>
</tr>
<tr>
<td>MgO</td>
<td>Cubic</td>
<td>a=4.213Å</td>
<td>13.5</td>
<td>2.1%</td>
</tr>
<tr>
<td>GGG</td>
<td>Garnet</td>
<td>a=12.393Å</td>
<td></td>
<td>0.1%</td>
</tr>
</tbody>
</table>
It is interesting that the dominant orientations in the films on InP differed from that in the films on GaAs although both substrates had MgO buffer layers. This result can be explained by the fact that the crystallinity of sputtered MgO on InP is much worse than that on GaAs as indicated by the x-ray diffraction intensity shown in Fig. 11a and 11b. It is clear that high crystallinity of the sputtered MgO buffer layer is required to obtain the high quality YIG thin films.
Fig. 11. X-ray θ-2θ diffraction patterns of Ce-YIG thin films deposited by MOCVD on (a) MgO buffered (100) InP, and b) MgO buffered (100) GaAs substrates.

Fig. 12 shows the magnetic hysteresis loops of a Ce-YIG film on a (111) GGG substrate prepared by MOCVD, (a) measured with a magnetic field in the plane of the film and (b) measured with a magnetic field perpendicular to the surface of the film. It is clearly seen that the easy axis of magnetization was in the plane of the film. The value of coercive field $H_c$ was 33 Oe, which is higher than that (<10 Oe) of the YIG films prepared by Liquid-Phase-Epitaxy (LPE). But it is one of the lowest $H_c$ reported to date for the YIG films deposited by any means of vapor deposition. The saturation field of about 500 Oe for this YIG film is quite high because the field required to rotate the magnetic moment from the easy magnetization direction $<112>$ in (111) plane to the direction of the applied magnetic field is too high. The saturation field would be significantly reduced if the magnetic field is applied along the $<112>$ because the saturation could be achieved primarily by domain wall movement which requires only a small magnetic field.
Fig. 12. Magnetic hysteresis loops of a Ce-YIG film on a (111) GGG substrate prepared by MOCVD, (a) measured with an applied magnetic field in the plane of the film and (b) measured with an applied magnetic field perpendicular to the surface of the film.

For the first time we have demonstrated a Ce-YIG film deposited on a MgO buffered GaAs substrate with good magnetic properties as shown in Fig. 13. The film had isotropic magnetic properties as indicated by identical in plane and out of plane magnetic hysteresis loops. The coercive field of about 10 Oe was extremely low compared with that of films grown on GGG substrates shown in Fig. 12. The relatively low saturation magnetization of this film could be caused by nonmagnetic phases which may exists in the film particularly at the interface between the film and the substrate. Unfortunately the films grown on MgO buffered InP did not have strong magnetic properties due to the bad quality of MgO layer which might result in chemical interactions between InP and YIG film during the deposition. It is, however, very likely that we can improve the quality of MgO layer and thus improve the magnetic properties of YIG films on InP substrates by the end of this Phase I program.
Fig. 13. Magnetic hysteresis loops of a Ce-YIG film on a MgO buffered GaAs substrate prepared by MOCVD, (a) measured with an applied magnetic field in the plane of the film and (b) measured with an applied magnetic field perpendicular to the surface of the film.

The Faraday rotation of the Ce:YIG films grown on (111)GGG and (211)GGG were measured by the method described in the last section. The measured results of Faraday rotation are plotted as a function of the wavelength in Fig. 14. The Faraday rotation showed a rapid decrease as the wavelength increased from the visible to the infrared, as shown in Fig. 14. The rotation result is more than double of that measured for LPE grown Bi-YIG thick films, and is comparable with the highest value reported for Ce-YIG films prepared by sputtering method. However, in our Faraday rotation measurements the maximum magnetic field (500 Oe) applied perpendicular to the surface of the films is not high enough to saturate the films with a planar magnetization. Higher Faraday rotations should be obtained when the film is saturated in magnetization. The measurement of Faraday rotation of the films deposited on GaAs substrates were not successful because of the problem of rough interface of MgO buffer layers.

Fig. 14. Faraday rotation as a function of the wavelength for \((Y_{0.6}Ce_{0.4})Fe_{67}O_{12}\) thin films grown on (111) and (211) GGG substrates prepared by MOCVD.
CONCLUSIONS

In conclusion we have successfully developed a low-cost MOCVD process for magnetic-optic RE-YIG films at low deposition temperatures. Stoichiometric YIG films with high Ce concentration in substitution of Y were obtained by novel single-liquid-source delivery technique. Epitaxial Ce-YIG thin films on lattice matched GGG substrates showed a large Faraday rotation. MgO buffer layer was demonstrated for preventing the decomposition and chemical reaction of GaAs and InP substrates resulting in successful deposition of YIG films on GaAs, InP, and Si substrates.
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OPTIMIZED NONRECIPROCAL RIB WAVEGUIDES FOR INTEGRATED MAGNETO-OPTIC ISOLATORS
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University of Osnabrück, 49069 Osnabrück, Germany

ABSTRACT
Garnet films of composition (Lu,Bi)₃(Fe,Ga,Al)₅O₁₂ and (Tm,Bi)₃(Fe,Ga)₅O₁₂ are grown by liquid-phase epitaxy on [111]-oriented substrates of gadolinium gallium garnet. Ferrimagnetic films with positive or negative Faraday-rotation as well as paramagnetic films with negligible Faraday-rotation are produced by variations of the rare earth ion substitutions. The temperature dependence of Faraday-rotation is fitted with a molecular field model. Optical rib waveguides in single and double layer garnet films with different Faraday-rotations are realized. The nonreciprocal phase shift of the TM₀-Mode is studied both theoretically and experimentally at a wavelength of 1.3 μm. Results show that the maximum nonreciprocal effect at room temperature of double layer films with opposite Faraday-rotation is 1.6 times as large as that of comparable single layer waveguides. But, because of the large temperature dependence of the Faraday-rotation of the positive rotating films, these waveguides show a large temperature dependence of the nonreciprocal phase shift. This problem can be avoided if the positive rotating layer is replaced by a paramagnetic layer. Agreement between calculations and measurements is excellent.

INTRODUCTION
Magneto-optic isolators play an important role in optical communication technique. They are used to protect the semiconductor lasers from reflected light. At present only bulk isolators are available. To realize cheap integrated optical isolators, magnetic garnet films can be used. They combine low absorption with high Faraday-rotation in the near infrared. The Faraday-rotation, which is the basis of the nonreciprocal effects, can be enhanced by bismuth substitution. Various kinds of optical isolators have been proposed [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Some promising concepts of integrated optical isolators and circulators rely on the nonreciprocal phase shift of TM modes [11, 12], which is the difference \( \Delta \beta = \beta_{fw} - \beta_{bw} \) between the forward and backward propagation constants \( \beta_{fw} \) and \( \beta_{bw} \) of TM modes, respectively. The device length of such isolators is inversely proportional to this effect so that an enhancement is desirable. For this purpose double layer garnet films with opposite Faraday-rotation are suitable [13]. In this paper it is shown, how the temperature dependence and the absolute value of \( \Delta \beta \) can be optimized by choosing a proper geometry of the waveguides.

NONRECIPROCAL RIB WAVEGUIDES
The following analysis is performed for the basic rib geometry sketched in Fig. 1. Mode propagation is assumed along the z axis and the magnetization \( M \) is adjusted in the film plane transversely to the propagation direction. Neglecting optical damping, the dielectric tensor of the magneto-optic films can be written as

\[
\epsilon = \begin{pmatrix}
n^2 & 0 & i \xi \\
0 & n^2 & 0 \\
-i \xi & 0 & n^2
\end{pmatrix}.
\]
Figure 1: Basic geometry of the rib waveguide.

\( n \) is the isotropic refractive index and \( \xi \) represents the magneto-optic effect. It is related to the Faraday-rotation \( \Theta_F \) by

\[
\xi \approx 2n\Theta_F/k_0,
\]

where \( k_0 \) is the vacuum wave number.

Using Maxwell’s equations, one can derive the following partial differential equations describing quasi TE and quasi TM modes, respectively [14]:

\[
(-\partial_y^2 + \partial_x^2 + \beta^2)E_y = \epsilon k_0^2 E_y,
\]

\[
(-\epsilon \partial_x \epsilon^{-1} \partial_y - \partial_y^2 + \beta^2 - \epsilon \beta (\partial_x \xi/\epsilon x))H_y = \epsilon k_0^2 H_y,
\]

with \( \epsilon = n^2 \). The TM mode equation contains a term linear in \( \beta \) which causes the nonreciprocal effect. TE modes behave reciprocal.

These equations can be solved using a finite difference [14] or a finite element method [15]. Since the term \( \epsilon \beta (\partial_x \xi/\epsilon x) \) can be regarded as a small perturbation, we first solve the unperturbed mode equation utilizing a finite element method [16]. Then perturbation theory yields

\[
\Delta \beta = \frac{\iint |H_y|^2 (\partial_x \xi/\epsilon x) dx dy}{\iint \epsilon^{-1} |H_y|^2 dx dy}
\]

for the nonreciprocal phase shift [17].

To achieve a large \( |\Delta \beta| \), double layer garnet films with opposite Faraday-rotation are prepared where the boundary between layers is located close to the maximum of \( |H_y|^2 \) [13]. Double layer waveguides with a positive rotating bottom layer and a negative rotating top layer show the highest differential nonreciprocal phase shift [18]. To reverse the sign of the Faraday-rotation from negative to positive, gallium is substituted onto the tetrahedral sites of the garnet until the magnetization of the octahedral sites dominates. Thus a compensation wall is established separating the layers with \( \Theta_F < 0 \) and \( \Theta_F > 0 \). This procedure always results in \( |\Theta_F| > |\Theta_F^P| \), see Ref. [13].

The temperature dependence of the Faraday-rotation of the garnet films investigated is displayed in Fig. 2. The composition and the material parameters of both samples are given in Table 1. Due to the large temperature dependence of the positive Faraday-rotation such films are not suitable for the realization of a device. Therefore, we use a paramagnetic bottom layer (0.18 \( \mu m \)) with negligible Faraday-rotation.
Figure 2: Measured temperature dependence of the Faraday-rotation $\Theta_F$ fitted to molecular field theory [19]. The composition and the material parameters of both samples are given in Table 1.

Table 1: Material parameters of the investigated films ($\lambda = 1.3 \mu m$, $T = 295K$).

<table>
<thead>
<tr>
<th>sample</th>
<th>composition</th>
<th>$x$ (f.u.)</th>
<th>$y$ (f.u.)</th>
<th>$z$ (f.u.)</th>
<th>$d$ (µm)</th>
<th>$\Theta_F$ (deg/cm)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 bottom</td>
<td>Tm$<em>{2-\gamma}$Bi$</em>\gamma$Fe$_y$Ga$<em>2$O$</em>{12}$</td>
<td>0.71</td>
<td>1.71</td>
<td>0</td>
<td>0.20</td>
<td>0</td>
<td>2.20</td>
</tr>
<tr>
<td>1 top</td>
<td>Lu$<em>{3-\gamma}$Bi$</em>\gamma$Fe$_y$Ga$<em>2$O$</em>{12}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.40</td>
<td>-900</td>
<td>2.27</td>
</tr>
<tr>
<td>2 bottom</td>
<td>Lu$<em>{3-\gamma}$Bi$</em>\gamma$Fe$_y$Ga$<em>2$O$</em>{12}$</td>
<td>1.08</td>
<td>0.45</td>
<td>0</td>
<td>0.35</td>
<td>-1450</td>
<td>2.33</td>
</tr>
<tr>
<td>2 top</td>
<td>Lu$<em>{3-\gamma}$Bi$</em>\gamma$Fe$_y$Ga$<em>2$O$</em>{12}$</td>
<td>1.38</td>
<td>1.63</td>
<td>0</td>
<td>0.35</td>
<td>350</td>
<td>2.27</td>
</tr>
</tbody>
</table>

In Fig. 3 three different geometries are presented together with the calculation of $\Delta \beta$ for single and double layer rib waveguides. The parameters are typical for the films investigated in this paper. It turns out that the double layer with the opposite Faraday-rotation show the highest nonreciprocal phase shift. But also in the case of paramagnetic bottom layer the maximum $\Delta \beta$ is 1.4 times larger as compared to the single layer geometry.

POLARIZATION MEASUREMENT

The nonreciprocal effect of planar waveguides has been measured by Mizumoto et al. [20] using interference technique and by Gerhardt et al. [21] and Wallenhorst et al. [13] using optical mode spectroscopy. For magneto-optic rib waveguides the nonreciprocal phase shift has been determined by Okamura et al. [22] applying an optical polarization technique. Shintaku et al. [23] applied an improved polarization technique which takes the superposition of TM and TE modes with different mode profiles into account.

To determine the waveguide parameters we used another polarization method presented in ref. [18]. This method, in addition, allows to detect depolarizing effects caused by scattering...
Figure 3: Calculated nonreciprocal phase shift $\Delta \beta$ of the TM$_{00}$-Mode for different waveguide structures at $\lambda = 1.3 \mu m$. The waveguide parameters of the layer denoted with N are $n = 2.33$ and $\Theta_F = -1450^\circ/cm$ and for P: $n = 2.27$ and $\Theta_F = +350^\circ/cm$. The refractive index of the paramagnetic layer is $n = 2.2$. The rib width $w$ and the rib height $h$ are $2.0 \mu m$ and $0.04 \mu m$ and the refractive indices of the substrate and cover are $1.95$ and $1$, respectively. The thickness of the bottom layer is chosen to yield a maximum for the nonreciprocal phase shift $|\Delta \beta|$.

RESULTS AND DISCUSSION

The calculations displayed in Fig. 3 show that one can enhance $\Delta \beta$ by using double layers. The waveguides with a positive rotating top layer and a negative rotating bottom layer show the highest differential nonreciprocal phase shift $[18]$. However, the positive rotating film causes a large temperature dependence of $\Delta \beta$. To reduce this effect, the positive rotating film is replaced by a paramagnetic one with negligible Faraday-rotation. In Fig. 4 the temperature dependence of $\Delta \beta$ of two double layer films is displayed. To calculate $\Delta \beta(T)$ of these samples one can use Eq. 5 in the following form:

$$\Delta \beta(T) = \frac{\int |H_y|^2 k_0/2n(\partial_x \Theta_i(T))dx dy}{\int \epsilon^{-1}|H_y|^2 dx dy} \quad \text{mit} \quad i = s, P_1, P_2, c. \quad (6)$$

The functions $\Theta_{F1}(T)$ and $\Theta_{F2}(T)$ are given from measured temperature dependence of...
Figure 4: Measured temperature dependence of the nonreciprocal phase shift $\Delta \beta$ as compared with calculations. The composition and the material parameters of both samples are given in Table 1.

Faraday-rotation of the single layers by fitting with a molecular field theory (Fig. 2). The nonreciprocal phase shift $\Delta \beta(T)$ of sample 2 is mainly influenced by the top layer with Curie temperature: $T_C = 313$ K. The small $\Delta \beta$ of sample 1 is caused by the low Faraday-rotation $\Theta_F = -900$ deg/cm. However, the temperature dependence is much better as compared to that of sample 2.

CONCLUSIONS

Double layer rib waveguides are a good choice to realize nonreciprocal devices. The temperature dependence of the nonreciprocal phase shift $\Delta \beta$ decreases by using double layers with a paramagnetic film instead of a film with positive Faraday-rotation. The further aim is to compensate $\Theta_F(T)$ of the negative rotating top layer by using a positive rotating bottom layer with opposite temperature dependence of $\Theta_F$ in the range between 270 K and 350 K.
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INTEGRATED OPTICAL ISOLATOR EMPLOYING NONRECIPROCAL PHASE SHIFT BY WAFER DIRECT BONDING
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ABSTRACT

A novel configuration of an integrated optical isolator employing a nonreciprocal phase shift is proposed. The isolator is equipped with a cladding layer of magnetic garnets by means of wafer direct bonding technique. This device has a semiconductor guiding layer, so high compatibility in integrating with other semiconductor optical devices is expected.

INTRODUCTION

An optical isolator is indispensable to protect optical active devices from unwanted reflected lights. The waveguide optical isolator employing a nonreciprocal phase shift is desirable because it does not need phase matching between the modes concerned and complicated magnetization control [1,2]. The nonreciprocal phase shift is experienced by TM modes traveling in a magnetooptic waveguide where the magnetization is aligned transversely to light propagation direction in the film plane. Figure 1 shows the optical isolator employing the nonreciprocal phase shift we have investigated in the past years. An optical interferometer is composed of two tapered couplers, nonreciprocal phase shifters in two arms and a reciprocal phase shifter in one of the arm. The reciprocal phase shift is achieved by an optical path difference between the two arms. The tapered coupler is composed of three coupled waveguides. The interferometer is designed so that the phase difference between the light waves propagating in the two arms becomes 0 and 180° for forward and backward traveling waves, respectively. This can be accomplished by 90° nonreciprocal phase shift and 90° reciprocal one. This device has a magnetic garnet guiding layer, a Gd3Ga5O12 (GGG) substrate and a SiO2 upper cladding layer.

Fig. 1 Waveguide optical isolator employing a nonreciprocal phase shift composed of a magnetooptic guiding layer.
Wafer direct bonding is an attractive technique for the integration of materials having dissimilar physical properties without any adhesives. Direct bonding has been used with silicon-on-insulator (SOI) [3,4], III-V compound semiconductors [5,6], and other materials [7]. We have applied this technique to the bonding between semiconductors and magnetooptic materials with the aim of integrating a semiconductor laser diode and an optical isolator [8]. Up to now, we have reported the bonding between InP and several kinds of garnet crystals. The direct bonding is achieved by chemical treatment of the wafer surfaces and subsequent heat treatment.

This technique enables us to realize novel device configurations. In this paper, we present an integrated optical isolator, employing a nonreciprocal phase shift, fabricated by the wafer direct bonding technique.

DEVICE STRUCTURE

Figure 2 shows schematic illustration of an integrated optical isolator, employing the nonreciprocal phase shift, fabricated by the wafer direct bonding technique. A magnetic garnet cladding layer is contacted to a GaInAsP guiding layer with no materials in between by the direct bonding technique. The structure is the same as the conventional isolator shown in Fig. 1 except that magnetic garnets are not used as a guiding layer but as an upper cladding layer. The waveguide has the semiconductor guiding layer that is transparent at the operating wavelength. Moreover, this device has high compatibility in integrating with other semiconductor optical devices.
A nonreciprocal phase shift was calculated to estimate the propagation distance required for a 90° nonreciprocal phase shift. The rib waveguide with 0.1 μm rib height and 2.0 μm wide was assumed, as shown in Fig. 3. Figure 4 shows the calculated nonreciprocal phase shift experienced by light waves (λ = 1.55 μm) traveling in the waveguide with a magnetic garnet / GaInAsP / InP structure. The abscissa indicates the thickness of a GaInAsP (λg = 1.25 μm) guiding layer and the ordinate indicates the calculated nonreciprocal phase shift. (LuNdBi)3(FeAl)5O12 (LNB), which has a Faraday rotation coefficient of -500 deg/cm at 1.55 μm, is used as the guiding layer of the isolator shown in Fig. 1. When LNB is used as a cladding layer of the isolator shown in Fig. 2, the required distance is approximately 50 mm for a 0.37 μm-thick guiding layer. Magnetic garnets with large magnetooptic effect are requested to reduce the length of the nonreciprocal phase shifter. Ce-substituted yttrium iron garnet (Ce:YIG) is known to have a large Faraday rotation coefficient of ~4500 deg/cm at 1.55 μm and in-plane magnetization [9,10]. When Ce:YIG is used as a cladding layer instead of LNB, the length can be reduced to 6.2 mm.

Fig. 3 Design of a rib waveguide for calculating the nonreciprocal phase shift.

Fig. 4 Calculated nonreciprocal phase shift experienced by light waves at 1.55 μm.
In the magnetic garnet / GaInAsP / InP structure, the contribution of the magnetic garnet to the nonreciprocal phase shift is weak, since only a small fraction of the guided light wave penetrates to the magnetic garnet due to its small refractive index compared with an InP substrate. Consider materials with refractive indices lower than magnetic garnets. For example, by etching an InP substrate, a lower cladding layer becomes air with refractive index 1.0. In Fig. 4, the calculated nonreciprocal phase shift was also shown for a structure of magnetic garnet / GaInAsP / air. The maximum nonreciprocal phase shift is more than twenty times larger than that of magnetic garnet / GaInAsP / InP structure for both magnetic garnets. When LNB or Ce:YIG is used as a cladding layer, the required propagation distance is reduced to be 2.4 mm or 270 μm, respectively. The latter is of the same order as the cavity length of a semiconductor laser diode.

The optical isolator shown in Fig. 2 utilizes a push-pull nonreciprocal phase shift. Therefore, an external magnetic field is required to be applied in anti-parallel direction at respective arms. If there is one magnetooptic waveguide in the interferometer, the unidirectional magnetic field can be applied throughout the device. In this case, although the required propagation distance is twice as long as that for the push-pull type isolator, magnetization control becomes very easy.

EXPERIMENT

Wafer direct bonding between GaInAsP and magnetic garnets must be realized to construct the integrated optical isolator shown in Fig. 2. Low temperature wafer direct bonding between GaInAsP and GGG was studied. The wafers were cut to an appropriate size (5 × 5 mm²), and then chemically treated to activate their surfaces. GaInAsP was treated with HCl:H₃PO₄ (1:3). GGG was slightly etched by H₃PO₄. The two wafers were contacted at room temperature and loaded into an annealing furnace for heat treatment. Taking into consideration that magnetic garnets were deteriorated by heat treatment in H₂ ambient at temperatures > 330°C [8,11], heat treatment was performed in H₂ ambient at temperatures between 110 and 330°C. The bonded samples were subjected to the following device fabrication processes in order to investigate the bonding durability: baking, wet etching in a mixture of HCl and H₃PO₄, Ar sputter etching and thermal annealing at 600°C. Ar sputter etching was employed as a representative dry process in a plasma atmosphere.

Table I shows the results of the bonding between GaInAsP and GGG depending on the heat treatment temperature. Open circles indicate that the direct bonding was successful, i.e., samples remained bonded for longer than 24 hours. The bonding occurred at temperatures between 110 and 330°C. However, the bond strength was very weak for the samples bonded by the heat treatment at 330°C, so some samples separated into two wafers by handling with tweezers. It is suggested that the weakness of the bonded samples may be attributed to the thermal stress in the cooling stage after the heat treatment. The durability of the samples was also listed in Table I. The samples with heat treatment at 110 and 220°C survived all processes intact. The bonded samples were also durable against high temperature test (150°C, > 500 hours).

Low temperature wafer direct bonding between GaInAsP and GGG was confirmed. The bonding between a planar InP wafer and a LNB rib waveguide was already achieved in our previous experiments. It is expected that the bonding between a GaInAsP rib waveguide and a magnetic garnet film will succeed.
Table I  Results of the bonding between GaInAsP and GGG depending on the heat treatment temperature.

<table>
<thead>
<tr>
<th>Temperature [°C]</th>
<th>110</th>
<th>220</th>
<th>330</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonding</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>1. Baking</td>
<td>O</td>
<td>O</td>
<td>—</td>
</tr>
<tr>
<td>2. Wet etching</td>
<td>O</td>
<td>O</td>
<td>—</td>
</tr>
<tr>
<td>3. Ar sputter etching</td>
<td>O</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>4. Thermal annealing</td>
<td>O</td>
<td>O</td>
<td>—</td>
</tr>
</tbody>
</table>

1. Baking at 200°C for 30 min.
2. Wet etching in the mixture of HCl:H₃PO₄ (3:1) for 1 min.
3. Ar sputter etching for 10 min.
4. Thermal annealing at 600°C in H₂ ambient for 30 min.

CONCLUSIONS

A novel configuration of an integrated optical isolator employing a nonreciprocal phase shift was proposed. The magnetooptic waveguide with magnetic garnet / GaInAsP / InP (or air) structure can be fabricated by a wafer direct bonding technique. When Ce-substituted yttrium iron garnet is used as a cladding layer of the nonreciprocal phase shifter, the propagation distance required for a 90° nonreciprocal phase shift is almost same as the cavity length of a semiconductor laser diode. Since the device has a semiconductor guiding layer, high compatibility in integrating with other semiconductor optical devices is expected.
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ABSTRACT

The epitaxial separation of single-crystal magnetic and ferroelectric oxide films is presented. Ion implantation is used to create a buried damage layer beneath the surface. The high etch-selectivity of this sacrificial layer makes it possible to detach high quality single-crystal films from bulk samples. Magnetic and electrical properties of the films are discussed.

INTRODUCTION

Bismuth-substituted yttrium iron garnet (Bi-YIG) and lithium niobate (LiNbO₃) constitute particularly important materials for integrated-photonic device fabrication, because of their strong magneto-optic (Bi-YIG) and electro-optic response (LiNbO₃) characteristics. Magnetic garnets (Bi-YIG) are needed for on-chip thin film optical isolators, while LiNbO₃ is used to fabricate highly efficient electro-optic modulators. However, it has been heretofore impossible to integrate devices of these oxide systems on semiconductor platforms because of the complex high-temperature chemistry, as well as the usual problems of lattice matching, inherent in the growth of mixed oxides on single-crystal semiconductor surfaces. We describe here a novel technique to detach thin films of these oxides from their growth substrates and bond them onto semiconductor platforms.

EXPERIMENT

Samples

The crystal samples used in this study are obtained from epitaxial thin film growth (YIG) and from homogeneous bulk crystals (LiNbO₃). In the case of the former, the samples are obtained from 9μm-thick single-crystal films of yttrium iron garnet grown by liquid-phase epitaxy on a (111)-oriented gadolinium gallium garnet (GGG). These epitaxial films have a formula unit of Y₃Fe₅O₁₂, with small amounts of lanthanum to improve lattice matching to the GGG substrate. The magnetization in the yttrium iron garnet is quasi-planar, with striped domains visible under Faraday-contrast microscopy. Three-μm-thick Bi-YIG epitaxial films on GGG are also used to study the effect of ion implantation below the epilayer/substrate interface. The uniaxial growth anisotropy in these samples, typical of bismuth-substituted YIG films, results in the formation of magnetic domains with the magnetization directed normal to the sample surface. The bismuth-substituted epilayers have a formula unit of Bi₅₀.₇Y₅.₆Fe₅O₁₂, with trace amounts of gallium. The LiNbO₃ samples are z-cut bulk single-crystal wafers, poled along the c-axis. They are fabricated by the Czochralski technique.
Processing

Singly-charged helium ions at 3.8 MeV of energy are implanted several microns below the top surface with little residual damage to the near-surface region. The implant dose on all samples is $5 \times 10^{16}$ ions/cm$^2$. The samples are mounted on a 2 in.-diameter water-cooled target holder to ensure that the temperature of the substrate is below 400 °C. The uniformity of the implantation is checked by four Faraday cups outside the target holder. Helium is chosen as the implantation species because of its light weight, yielding a deeply buried damage layer, as depicted schematically in Fig. 1.

![Fig. 1. Steps in crystal ion-slicing process.](image)

Lattice defects are introduced by the transfer of energy to the target nuclei, and form mostly near the end of the ionic trajectories. Two dominant mechanisms for energy loss determine the implantation profile and the distribution of lattice damage in the crystal [1]. The energy loss per unit trajectory length, known as the stopping power, is dominated by electronic scattering at high ionic energies. This process generates very little lattice damage. At low energies the stopping power is primarily due to Rutherford scattering with the host nuclei, and generates atomic dislocations.

Transport-of-ions-in-matter [2] calculations for helium implanted at 3.8 MeV of energy into YIG, Bi-YIG, GGG, and LiNbO$_3$, show that the implantation profile is rather narrow and concentrated 8 to 10 μm below the top surface in all cases. The damage generated by the implantation induces a large etch selectivity between the sacrificial layer and the growth substrate [1].

The YIG and Bi-YIG samples are etched in commercial 85%-dilution orthophosphoric acid, an etchant reported previously for lateral patterning of ion-implant waveguides in YIG [3]. The LiNbO$_3$ samples are etched in a 10%-dilution of commercial 49%-dilution hydrofluoric acid. In all cases, a deep undercut forms after several hours in the etchant. The location of the undercut is in good agreement with the calculated implantation profile.

If unprotected during etching, the top surface of the sample is roughened by exposure to the acid. This roughening is due to residual lattice damage near the top generated by the ion implantation. The roughening process has been studied under several preparation conditions for
the YIG samples using a surface profilometer. After six hours exposure under typical etching conditions, the average roughness was measured to be 20 nm. Rapid thermal annealing (RTA) before etching but after implantation repairs this residual damage without compromising the efficiency of the subsequent wet etching of the buried layer. Specifically, tests show that, for the YIG samples, a 40s anneal (RTA) at 710 °C in forming gas (5% hydrogen, 95% nitrogen) results in a smooth surface. In this case, little difference in surface roughness is detected between etched and unetched films. On the other hand, doing the same RTA at temperatures above 800 °C, makes a significant impact on the etch rate of the buried layer by annealing out damage in this layer.

An important concern in the earlier stages of this work was whether the YIG/GGG interface would itself exhibit selective etching, or perhaps cause a more subtle influence on ion energy deposition due to ionic back-scattering during the implant process. Subsequent measurements showed that the substrate/epilayer interface plays no role in the formation of the sacrificial-layer undercut. Specifically, tests carried out on unimplanted samples show that no undercut forms in this case and that the thickness of the detached film is determined solely by the effect of material density and structure on the implantation profile, independently of epilayer thickness.

To fully detach a section of film of square-millimeter area from the substrate, the sample must be in the etchant for 24h to 48h. But contrary to the case of III-V materials, it is not necessary to rely on the stress created by any protective cover to allow the flow of reaction products away from the etching zone [4]. The films are then bonded to silicon or GaAs either by hydrophilic bonding or with an adhesive.

Yttrium iron garnet films are quite brittle and must be handled carefully to avoid developing microfractures during the processing. We have been able to produce fracture-free films routinely, but have found that some protective encapsulation or pre-patterning is needed to prevent cracks from developing. X-ray crystallographic analysis comparing implanted and unimplanted samples shows no evidence of crystal plane deformations in the epitaxial layer resulting from the implantation process itself. On the other hand, the fact that cracks develop only at the corners of the sample or in regions where oppositely directed acid flows meet, suggests that fracture formation is due to stress from bowing of the epilayer during the etching process. No equivalent cracking is found in the LiNbO₃ films, although they do exhibit shallow (100nm-deep) linear formations of trigonal symmetry on the underside. We are presently investigating the origin of these patterns.

**Etchless Delamination of Bi-YIG Films**

It is also possible to induce the separation of Bi-YIG films from their growth substrate solely by annealing, without etching, as depicted schematically in Fig. 2. This splitting occurs at the sacrificial layer. In order for the process to work, the implantation must be done across the YIG/GGG interface and into the GGG substrate. We have not found a condition for etchless delamination if the peak of the implantation profile resides in the YIG or Bi-YIG film. A rapid thermal anneal of 40 s at 810 °C is sufficient to detach the film above the implantation layer. However, it is necessary to provide rigid support to the film in order to maintain its integrity during the rapid thermal annealing. We are presently investigating the direct wafer bonding of Bi-YIG samples to semiconductor substrates for this purpose, using the technique described in Ref. [5].
Ion Implantation into GGG Substrate

Bi-YIG

Implantation Region
Below Interface

GGG

Rapid Thermal Annealing

Fig. 2. Etchless delamination by rapid thermal annealing.

RESULTS

Magnetic and Electrical Properties

The domain structure in YIG and Bi-YIG films after crystal ion-slicing (CIS) was studied by Faraday contrast microscopy. The YIG samples used are (111) films with quasi planar anisotropy and some residual cubic anisotropy. These films have a lattice constant $a = 12.378 \text{ Å}$ and are therefore in tension on the GGG substrate ($a = 12.383 \text{ Å}$). No change in the character of the anisotropy occurred as a result of the ion implantation and crystal slicing procedure, although some regions of the detached film exhibited fully lying-down domains (no residual vertical magnetization). A reduction in the measured in-plane saturation magnetic field was observed for the free-standing CIS films relative to the original unimplanted material, as described in Table I. Since these 9μm-thick YIG films are completely detached from their growth substrate, it is possible that some stress relaxation from the lattice mismatch might have occurred, thus affecting the saturation field. We are presently investigating this question.

<table>
<thead>
<tr>
<th>Crystallographic Direction</th>
<th>&lt;112&gt;</th>
<th>&lt;110&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free-Standing CIS Film</td>
<td>34</td>
<td>75</td>
</tr>
<tr>
<td>Original Unimplanted Material</td>
<td>75</td>
<td>140</td>
</tr>
</tbody>
</table>

The Bi-YIG films studied have uniaxial anisotropy and maze-type domains. No change in the character of the anisotropy or domain structure occurred as a result of the crystal ion-slicing process. This contrasts with the effect of energetic heavy-ion implantation in garnets.
where damage-generated changes in the domain structure are found [6]. Electronic-dominated scattering is responsible for the stopping power in the YIG and Bi-YIG epilayers, generating very little damage except in and around the sacrificial layer [1]. Comparison between the saturation magnetic field in the Bi-YIG crystal before and after implantation and liftoff shows no change within experimental uncertainty. The measured saturation field is 250 Oe. Optical insertion loss measurements in Bi-YIG waveguide films before and after ion implantation below the epilayer/substrate interface are discussed in Ref. [7].

The poled single-crystal samples of LiNbO$_3$ maintain their polarization in the crystal ion-slicing process, indicating that the ion implantation and liftoff does not cause the film to break up into ferroelectric domains. Capacitive measurements of the low-frequency dielectric response in the LiNbO$_3$ CIS films show that the detached films have the same dielectric constant as the bulk single-crystal material to within experimental uncertainty. The measured value of the dielectric constant is 30.88. The films also exhibited a strong pyroelectric response. These results will be published elsewhere.

CONCLUSIONS

Single-crystal films of yttrium iron garnet and lithium niobate are fabricated by crystal ion-slicing. No change in anisotropic character or domain structure is observed in films with uniaxial and quasi planar magnetization. Moreover, no domain pinning or increase in magnetic coercivity is detected in the YIG and Bi-YIG films. The LiNbO$_3$ films exhibit the same low-frequency dielectric constant as single-crystal bulk material.
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Integration of Yttrium Iron Garnet Films via Reactive RF Sputtering
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ABSTRACT

This work aims to equip integrated optical circuits with important magneto-optical devices, such as isolators, that are currently available only as discrete components. Reactive rf sputtering was used to grow cerium-doped yttrium iron garnet films onto a variety of substrates, including SiO2-buffered Si, fused SiC, and MgO. MgO was used because it has proven to be a good buffer material for semiconducting substrates. Ce-doping was not effective via reactive sputtering due to a scale which formed on the Ce metal that prevented sufficient contact with the rf target. The films were amorphous as deposited. Stoichiometric Y3Fe5O12 films yielded smooth, polycrystalline garnet films upon annealing. A study of the effect of fluctuations in the Y:Fe ratio revealed that oxygen content is important for the prevention of secondary phases. Therefore, a high oxygen content should be used in the sputtering gas and subsequent annealing should be performed in oxygen.

INTRODUCTION

The motivation driving this work is the integration of magneto-optical materials with semiconductor platforms. Many important applications will benefit from this integration, including photonic integrated circuits (PICs) through nonreciprocal waveguide devices such as isolators, and high resolution magneto-optic screens through spatial light modulators. Currently the choice materials for commercial magneto-optical devices are iron garnets, such as yttrium iron garnet (YIG), that are grown by liquid phase epitaxy. This technique involves very high temperatures, but more importantly, it requires garnet substrates. Therefore, integration with semiconductor platforms is only possible through hybrid techniques, such as ion slicing [1] and thermal bonding [2].

This work investigated a new fabrication technique, reactive rf sputtering, for growing iron garnets directly onto buffered semiconductor substrates. Sputtering produces more adherent, dense films than other vacuum phase techniques, and a variety of substrates can be used. The potential monolithic integration of magneto-optical components with semiconductor electro-optics promises to decrease the size, weight and cost, and increase the speed and reliability of photonic integrated circuits (PICs) and other advanced devices. Although other MO materials, such as dilute magnetic semiconductors and transition metal- and rare earth-doped III-V semiconductors, are easier to integrate with semiconductor platforms, YIG has orders of magnitude greater Faraday rotation.

Sputtering can also be used to deposit oxide buffer layers onto semiconductor substrates to protect their surfaces from decomposition and chemical reactions during garnet deposition. These same buffer layers can act as claddings for integrated magneto-optical devices which will function as waveguides. This work focused on using a variety of substrates including thermally oxidized Si, and SiO2 and MgO which have proven successful as buffer layers for use with MOCVD-grown Ce:YIG films.[3] Future work will involve sputtering buffer layers onto GaAs, InP and Si substrates prior to YIG deposition.
EXPERIMENTAL

Fabrication of Ce:YIG. Reactive rf sputtering of 8" metallic targets was used to fabricate the films in this work. The targets were pure Y and Fe from Pure Tech Inc. An O₂ flux was added to the Ar sputtering gas in order to grow oxide films. Unfortunately, given the configuration of the system (the gases were fed in together), the targets were also oxidized so the deposition rate was slow. The target oxidation could be seen from the bias voltages which were 500-1000V and 950-1550V for the Y and Fe targets, respectively, at rf powers of 3.1-6.2 W/cm². These bias voltages were almost doubled when the targets were cleaned in pure Ar such that the oxide surface layer was sputtered off. Between 20 and 35% O₂ was used in the sputtering gas and the pressure was maintained at 10 mTorr. The substrates used in this work included thermally oxidized Si, double polished Si, fused SiO₂ and MgO. The substrates were rotated under the Y and Fe targets at a rate to ensure no more that one atomic layer per rotation. The deposition rate was 10 Å/min which is comparable to films made via rf sputtering of oxide targets.[4,5] In the future, we hope to configure a system such that the targets can be sputtered as metals for faster deposition rates while O₂ by the substrates will allow the films to grow as oxides.[5] The films were annealed up to 1000°C in air for 3 hours in order to study the effects of fluctuations in the Y:Fe ratio on the resulting crystal structure.

Ce-doping was performed by adhering pieces of Ce foil to the surface of the Y target. The authors have used this method in doping Al₂O₃ waveguides with Er to make waveguide amplifiers. In the latter case, graphite tape has been a sufficient adhesive, and it is easy to remove and reapply. However, for several reasons this method was not appropriate here. Mostly, the level of dopant required was much higher (up to 50% would be acceptable) and the graphite was conductive enough to allow this level of sputtering. Therefore, a silver epoxy was used in later films in order to improve contact. In both cases, a severe scale on the Ce foil prevented optimal contact. This scale was removed using a razor blade, but some oxide was always present and a sufficient contact could not be achieved.

Characterization of Ce:YIG. These films were analyzed by a scanning electron microscope that was equipped with energy dispersive spectroscopy (EDS) for compositional analysis. An accelerating voltage of 10 keV was used in order to decrease the signal from the substrate. Some typical spectra are shown in Fig. 1 with the elemental peaks labelled. For a few of the samples, X-ray photoelectron spectroscopy was also used to verify composition. X-ray diffraction in a conventional θ-2θ configuration was used for analysis of crystal structure. Optical microscopy and electron microscopy were used to view the microstructure of the films.

![Fig. 1- Typical EDS spectra.](image-url)
RESULTS AND DISCUSSION

Composition of Ce-YIG. The EDS spectra of the Ce-YIG films were normalized using the Y peak so that compositions could be compared. This was necessary to account for effects due to variations in thickness and also due to the substrate (MgO). The samples were lettered for this paper using increasing Fe ratios with Sample C exhibiting the ideal garnet Y:Fe ratio of 3:5 according to EDS, XPS and XRD. As shown in Fig. 2, the Y:Fe ratio could be altered in a controlled fashion in order to provide samples with deficiencies or excesses of Fe. The effects of annealing on these samples is discussed below.

As was mentioned in the previous section, Ce doping was difficult due to poor conductivity between the Y target and the Ce foil that was adhered to it. Graphite tape was used as an adhesive for films D and E, but its conductivity did not appear sufficient to allow efficient Ce doping. However, when silver epoxy was used instead, it yielded a only a slightly higher dopant concentration. The Ce foil occupied 12% of the surface area of the Y target for films B and D, but the maximum Ce content (in film B) was only 1.6% Ce, as determined by XPS. The problem most likely stemmed from a scale which readily formed on the surface of the Ce foil. This scale was removed with a razor blade several times, but Ce has too high an affinity for oxygen to remain clean. In future studies, a new dopant will be selected.

Fig. 2- Fe peak of normalized EDS spectra. Film C had the ideal stoichiometry of Y:Fe = 3:5.
  a) Fe-deficient films b) Fe-rich films.

Fig. 3- Ce peak of normalized EDS spectra. For films D and E, Ce foil was adhered to the Y target with graphite tape; for film B, it was adhered with Ag epoxy.
Fig. 4 - XRD curves of Fe-deficient film annealed to 800 and 1000°C.

Fig. 5 - XRD curves of very Fe-deficient films annealed to 1000°C.

Fig. 6 - XRD curves of Fe-excess films annealed to 1200°C.
Crystal structure of films. The films were all amorphous as-deposited and they remained amorphous with anneals up to 700°C. YO\(_{1.5-x}\) was observed in iron deficient films that were annealed at 800°C, and the perovskite YFeO\(_3\) was observed with 1000°C anneals, Fig. 4. Films that were very iron deficient yielded a corresponding mix of YO\(_{1.5-x}\) and YFeO\(_3\) at 1000°C, Fig. 5. Excess iron led films to crystallize into FeYO\(_3\) along with iron oxides and the orthorhombic Y\(_2\)Fe\(_4\)O\(_9\) at 1000°C, Fig. 6. Fortunately, however, films composed of the ideal Y:Fe ratio of 3:5 yielded the garnet structure at both 800°C and 1000°C, Fig. 7. These films were also made with higher %O\(_2\) in the sputtering gas. In addition, unlike the other films, the garnet films had microstructures that were very smooth by optical and electron microscopy.

These microstructural results can be explained using the Y-Fe-O ternary phase diagram, Fig. 8. The compositions of the iron-deficient films lay within the compatibility triangle labelled A. As expected the Y-oxide and the perovskite were present at 1000°C. A small amount of the orthorhombic phase may have been present also, but the peak would have been obscured by the 003 peak of the Y-oxide. The compositions of the iron-excess films were within the compatibility triangle labelled B. In this case, FeYO\(_3\), Fe-oxide, and Y\(_2\)Fe\(_4\)O\(_9\) were all present. This result gives a clear glimpse of a possible solution to fabricating better films, namely they should have been annealed in oxygen or made with a higher oxygen content in the sputtering gas. As the composition of the films nears the Fe apex (away from the Y\(_2\)O\(_3\)-Fe\(_2\)O\(_3\) binary), the oxygen content decreases. In particular, the films within the "B" compatibility triangle must have been fairly deficient of oxygen. Therefore, it may be possible to accommodate fluctuations in the Y:Fe ratio by using high %O\(_2\) in the sputtering gas and/or by annealing in O\(_2\).

CONCLUSIONS

It was relatively easy to tailor composition using reactive co-sputtering of Y and Fe metallic targets. However, a Ce scale prevented efficient doping to make Ce:YIG films so other dopants will be used in future work. When annealed, stoichiometric films yielded smooth polycrystalline YIG which has potential for magneto-optical applications since its isotropic index promises low scattering losses at grain boundaries. The effect of Y:Fe compositional fluctuations was studied. Fe-deficient films yielded YFeO\(_3\) and Y-oxide upon annealing, and Fe-rich films were in the Y\(_2\)Fe\(_4\)O\(_9\) - FeO - FeO\(_3\) compatibility triangle. These results indicate that using excess O\(_2\) in the sputtering gas and/or annealing in O\(_2\) may compensate for fluctuations in the Y:Fe ratio which may occur with upscaling this process.

![XRD curves of films with the ideal garnet Y:Fe ratio of 3:5 crystallized into YIG.](image-url)
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ABSTRACT

We report the selected-area epitaxy of rare-earth iron garnet crystalline and amorphous straight ridge patterns, from 4μm to 8μm in width, deposited on Gd$_3$Ga$_5$O$_{12}$ single crystal substrates. These samples were fabricated via a sputter epitaxial method on substrates that were partially etched by ion-beam bombardment. The strip pattern direction has given the considerable influence on the crystal-graphic formation of the sidewall of the grown ridge. The ridge shapes were similar to results that have been reported for the dissolution forms of garnet crystals in phosphoric acid and the facet of garnet crystals grown from flux. Furthermore, we have successfully grown both an epitaxial garnet film onto an amorphous film and an amorphous straight ridge with a triangular shape surrounded by crystal.

1. INTRODUCTION

Since cerium ion substitution in rare-earth iron garnets, in particular prepared by a sputtering, was discovered to play an important role in enhancing of Faraday rotation [1], there have been many reports concerning this material. Gomi et al. pointed out the important role of charge transfer transition from Ce$^{3+}$ to Fe$^{3+}$ for enhancement of the magneto-optic effect by measuring optical absorption.[2] Mino et al. investigated the structure and lattice deformation in cerium substituted yttrium iron garnet (Ce:YIG) in detail.[3] Shintaku et al. demonstrated a preliminary optical isolator using an optical channel waveguide fabricated with a Ce:YIG film.[4] Rf-diode sputtering has been conventionally used to prepare this class of iron garnet films. This technique allows us to grow nonequivalent component crystalline films, large lattice mismatched films, and disordered garnet films. Large amounts of cerium ion substitution into the rare-earth iron garnet phase is especially important.[5] The employed substrates have been gadolinium gallium garnet (GGG), magnesium doped zirconium gadolinium gallium garnet (GGCMZ), and neodymium gallium garnet (NGG). The surface of these substrates is usually polished chemically with no other surface treatment. Krumme et al. discovered that the onset temperature of single crystal bismuth substituted rare-earth iron garnet films grown on substrates whose surfaces were modified by rf-sputtering, was higher than that of films grown on unmodified substrates, and suggested selected-area epitaxy (SAE) of such films.[6]

Recently the authors discovered that etching the garnet substrate by ion-beam bombardment gave an essential influence on the crystal formation of the Ce:YIG film and revealed the deposition condition: high ion-beam energy leads to the amorphous film formation.[7] In this paper the same selected-area sputter epitaxy deposition technique was applied to the formation of amorphous and crystalline ridge strip patterns on garnet substrates. We present a method for fabricating patterned films with a micrometer width, a measured result with an XRD technique, crystal-graphic consideration of the interface between the crystalline and the amorphous regions, and observed results with a conventional optical microscope and a scanning electron microscope.

2. EXPERIMENT

2.1. Surface modification of substrate by ion-beam etching

Krumme et al. used an rf-sputtering technique to modify the surface state of a substrate. The
plasma energy employed was 0.2keV, suggesting that even such small energy (compared to other ion beam bombardment methods) can affect the conditions for growing single crystal films of bismuth substituted YIG.[6] However, the plasma yielded by conventional sputtering exhibited nonuniformity, which led to irregularity of the substrate surface. Therefore, the method is not appropriate for controlled surface modification, although no detailed observation of the surface state was performed. We employed an ion-beam etching technique for the surface modification of a gadolinium gallium garnet (GGG) substrate instead of rf-sputtering. Ion-beam etching can remove atoms from the surface of a solid by bombardment with a collimated beam of ions. Since ion-beam etching takes place external to the ion discharge chamber, substrates are not subjected to a plasma environment. In addition, ion energy and ion flux density may be independently controlled, and substrate orientation to the ion beam may be varied. Disordered bonding atoms exist on the surface of the substrate and residual damage exists in the surface depth. We calculated the damaged layer depth on the order of few angstroms to tens angstroms into the GGG substrate irradiated by 0.2keV argon ion bombardment using transport-of-ions-in-matter (TRIM) simulator.[8] Furthermore, the residual damage inside of the layer near the surface can be removed by heating when growing the film. We used a Kauffman type ion-beam mill with a 3cm-diameter ion gun and Ar as the bombardment ion. The etching was performed at 2.6x10¹² Pa. The ion-beam bombardment energy and current were varied from 0.2 to 1keV and from 10 to 25mA (current density ranging from 1.4 to 3.5mA/cm²), respectively.

2.2. Film deposition of cerium substituted yttrium iron garnet by magnetron sputtering

The apparatus for growing in-situ epitaxial films influences various properties of the films. Here we employed rf-magnetron sputtering in an ultrahigh vacuum (UHV) chamber originally designed for the molecular beam epitaxy.[9] Energetic particle bombardment of the growing film from an rf-magnetron plasma is negligible by comparison with an rf-diode plasma. In rf-diode sputtering a growing film is exposed to ion bombardment even at floating potential. Film perfection is impaired by particles arising from disintegration of target surface. The background vacuum in the chamber was two-orders of magnitude lower than conventionally used in sputtering: 10⁻⁶Pa. A sintered ceramic target was used with the stoichiometric composition of Ce₂₃Fe₂O₁₂. However, the oxygen content in the deposited film was probably decreased due to the instability of the cerium trivalent ion. A lamp heater was employed to heat the substrate instead of a resistive heater to avoid contamination. The deposition was carried out under the following conditions: argon atmosphere mixed with oxygen of 2.6x10⁻² Pa, an rf power density of 2.5W/cm², an oxygen flow rate of 0.5ccm, a substrate-to-target distance of 6cm, and substrate temperatures ranging from 680 to 750°C. Here we focused on the ion-beam energy dependence of the growth of a single crystal. In these films we did not need after annealing to achieve the crystalline state unlike other fabrication methods and materials such as a diode sputtering and bismuth substituted YIG.[10] All films were deposited on the (111)plane surfaces of the GGG substrates which were cut into 5x15mm rectangles.

2.3. Sputter deposition onto the substrate with micropattern

Figure 1 shows the process for fabricating the Ce:YIG films onto the substrates with magnetron sputtering after a strip portion of the substrate surface was etched with ion-beam bombardment. First, photoresist with 0.1μm thickness was coated on the GGG substrate with a spinner. Following the required straight patterns, a set of parallel strips equally separated or a single strip, were formed into the photoresist by conventional photolithography. The unfurnished part was etched with ion-beam etching to a depth of 0.15μm. Finally the remain photoresist was removed, and the Ce:YIG film was deposited onto the surface modified GGG substrate.
3. RESULT AND DISCUSSION

Films deposited on any substrates at temperatures less than 690°C showed no X-ray diffraction (XRD) peak and had a transparent brownish color, which implies the deposited films were amorphous. However, the films prepared on unmodified substrates at substrate temperatures greater than 690°C exhibited the XRD patterns as shown by a dotted curve in Fig. 2 and had a transparent yellow greenish color. In this figure, the diffraction patterns of the films prepared on the substrates modified by the ion-beam energies of 0.2keV and 1keV also shown. All peaks indicate the (444)-plane diffraction. The brownish color films showed no magnetic characteristics. On the other hand, the yellow greenish films exhibited a magneto-optic effect. We concluded that the yellow

![Fig. 1 Process for fabricating a microstructure pattern](image)

![Fig. 2 X-ray diffraction patterns for cerium substituted yttrium iron garnet films in-situ grown on surface modified and unmodified GGG substrates. Substrate temperature: 710°C, argon atmosphere mixed with oxygen: 2.6x10^{-4} Pa, oxygen gas flow rate: 0.5ccm.](image)

![Fig. 3 Optical micrographs of (a) the overview and (b) cross section of the selected-area sputter epitaxy.](image)
greenish and brownish films were crystalline and amorphous, respectively. The color of the deposited films was thereafter used to determine the state of the films.

Figure 3(a) shows micrographs of an overview and a cross section of a Ce:YIG film deposited for 10 hours on a GGG substrate whose surface was etched in a set of parallel equal (8μm) strips. The thickness of the deposited film was 4μm. The color of the dark region is brown, and that of the light parts is yellow green. Consequently that indicates that crystalline and amorphous films were deposited simultaneously on the same substrate; we call this selected-area sputter epitaxy. The boundary between the crystalline and the amorphous regions was rather smooth. The triangular shape which formed was an amorphous region surrounded by a crystalline region.

Here the straight strip pattern was parallel to the [112] direction of the substrate. Consequently the cross section corresponds to the (112) plane. According to a stereographic projection of a (111) garnet substrate as shown in Fig. 4, the slanted sidewalls indicates the (210) face. In order to confirm the facet growth of this kind we investigated various strip directions measured from the [110] direction of the substrate. Table I shows the measured and the predicted facet angles with respect to the substrate surface plane. During the sputter epitaxial deposition, {110}, {115}, {150}, {130}, and {120} facets can be noticed. The same behavior is reported for the garnet crystals grown from flux by Heimann and Tolksdorf[11].

Next we investigated amorphous deposition onto the selected-area sputter epitaxial film whose cross sectional profile was trapezoidal. The deposition temperature was lowered to the condition for amorphous state: 650°C. Figure 5 shows a SEM photograph of the cross section of the deposited film. Due to insufficiently lowered temperature, crystalline films were deposited on the crystalline and some part of the amorphous regions.

Even at temperature sufficient for growing the crystal, the cross section of the film was similar to that of Fig.5. This means an irregularly deposited surface is similar to the

<table>
<thead>
<tr>
<th>Direction of line pattern</th>
<th>Angle from (110) plane (Degree)</th>
<th>Measured angle (degree)</th>
<th>Anticipated plane of the face</th>
<th>Predicted angle (Degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1\bar{1}0]</td>
<td>0</td>
<td>35.5</td>
<td>(110)</td>
<td>35.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>37</td>
<td>(115)</td>
<td>38.9</td>
</tr>
<tr>
<td>[45\bar{1}]</td>
<td>10</td>
<td>47</td>
<td>(111)</td>
<td>43.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>48</td>
<td>(123)</td>
<td>51.9</td>
</tr>
<tr>
<td>[23\bar{1}]</td>
<td>19</td>
<td>44</td>
<td>(013)</td>
<td>43.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>46</td>
<td>(52\bar{1})</td>
<td>46.9</td>
</tr>
<tr>
<td>[1\bar{2}7]</td>
<td>30</td>
<td>88</td>
<td>(201)</td>
<td>39.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>(021)</td>
<td>39.2</td>
</tr>
</tbody>
</table>

Table I  Measured and predicted inclination angles of the face between amorphous and crystal regions.
high energy ion-beam bombardment of the bare substrate. In order to overcome this irregularity the surface of the selected-area epitaxial film was slightly etched with ion-beam etching. Figure 6(a) and (b) show optical micrographs of the overview and the cross section of the film on the selected-area epitaxial film deposited for 3-hours after ion-beam etching. A smooth film was grown on the amorphous region. The strip pattern was parallel to the [110] direction of the substrate. The inclined angles of the sidewalls were 35° and 41°, which correspond to (110) and (115) facets.

We developed this technique to grow the epitaxial films on larger amorphous areas. First we performed the selected-area epitaxy on a substrate except for a straight strip with 3µm width. Following that, epitaxial growth was performed on the deposited film after ion-beam etching. Figure 7(a) shows an optical micrograph of the overview of the deposited film. Figure 7(b) shows a SEM photograph of the cross section corresponding to three bright regions. The epitaxial growth extends to the surface of the amorphous region as well as the reversed trapezoidal region. We also confirmed the film to be crystalline using the XRD technique. The strip pattern parallel to the [110] direction leads to the asymmetric profile also seen in figure.

Furthermore, we formed a narrow amorphous strip surrounded by a crystalline region using the above mentioned technique. First a straight strip region with 3µm width was etched by ion-beam, following that, the selected-area epitaxy was performed. Figure 8(a) shows an optical micrograph of the overview and Fig. 8(b) shows a SEM photograph of the cross-section of the film. The amorphous region was shaped triangularly. Thus we can simultaneously fabricate an embedded ridge combining the selected-area sputter epitaxy and the ion-beam etching techniques. The refractive index of the amorphous film was measured to be larger than that of the crystalline film using a thin-film interference method[12], which means that the obtained straight ridge can be employed as an optical waveguide.

4. CONCLUSION

The simultaneous formation of rare-earth iron garnet crystalline and amorphous straight strips with micrometer widths has been investigated using selected-area epitaxy and ion-beam etching techniques. Clear sidewalls in the grown ridge appeared, the (hkl) and (hnl) faces, the result of which was similar to the dissolution forms of garnet crystals in phosphoric acid and the facet of garnet crystals grown from flux. Simultaneous formation of the embedded ridge is useful for optical waveguide fabrication.
Fig. 7(a) Microphotograph of the overview of the film deposited on the amorphous region.
Fig. 7(b) SEM photograph of the cross section of the film as Fig. 7(a).

Fig. 8(a) Microphotograph of the overview of the film deposited on the amorphous region.
Fig. 8(b) SEM photograph of the cross section of the film as Fig. 8.
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ABSTRACT

Co-doped Bi$_3$Fe$_5$O$_{12}$ garnet (BIG) films were prepared on Gd$_3$(ScGa)$_5$O$_{12}$ (GSGG) substrates using two types of ion-beam-sputtering (IBS) technique. In the films deposited by sputtering the Co and the BIG source targets alternately with short periodicity, the interface exchange coupling of BIG and Co-spinel ferrite was characteristically observed in the Faraday hysteresis loop. The magnetic and the Faraday hysteresis loops were found to have different coercivity. In the films deposited by conventional IBS method using the BIG target doubly substituted by Co and Ge, Co$^{2+}$ ions were highly replaced up to 0.7 atoms/formula unit for Fe$^{3+}$ in BIG. The specific Faraday rotation angle ($\theta_F$) at a wavelength of 1.5 $\mu$m was 1.1 deg/$\mu$m/Co atom. The magnetic easy direction was normal to the film plane.

INTRODUCTION

Doping of Co ions into garnet ferrite is interesting subject from the point of magneto-optical applications, since Co$^{2+}$ ions enter the tetrahedral (d) site cause optical absorption bands centered at the wavelengths of 0.6 and 1.2 $\mu$m [1] and magneto-optical effects at about 0.7 and 1.5 $\mu$m [2,3] and those enter the octahedral [a] site induce magnetic anisotropy. BIG shows giant $\theta_F$ for visible light and soft, magnetooptical characteristics [4]. We have examined Co-doping into BIG by a reactive, alternating IBS (RAIBS) adopting the ceramic targets of composition of CoO and BIG, and have found the enhancement of magnetization and coercivity and the anomalies in magnetic and Faraday hysteresis loops, but no evidence of Co-substitution for Fe in BIG [5-7]. We will report Co-concerned magneto-optical properties of the films prepared by RAIBS using CoFe$_2$O$_4$ and BIG targets and by the conventional reactive IBS (CRIBS) using Bi$_3$Fe$_{5-2x}$Co$_x$Ge$_x$O$_{12}$ (BICGG) target.

EXPERIMENT

BIG, which is an artificial material, is only obtainable as a film state by direct epitaxial growth from vapor phase onto a template with garnet structure [4]. The films were deposited onto (100) plane of GSGG substrates kept at 500C in
oxidizing atmosphere. For RAIBS, two ceramic targets $T_A (=\text{BIG}=3\text{Bi}_2\text{O}_3\cdot5\text{Fe}_2\text{O}_3)$ and $T_B (=\text{CoFe}_2\text{O}_4)$ were sputtered alternately using Ar ion beam. Sputtering time ratio, $R = t_A/(t_A+t_B)$, was varied from 0 to 1, where $t_A$ and $t_B$ were sputtering time in one period for the respective targets. $t_B$ was fixed at 60 sec excepting for $R = 0$ and $R = 1$ which corresponded to single layers of $\text{CoFe}_2\text{O}_4$ and BIG, respectively.

As cobalt ions are usually present as $\text{Co}^{2+}$ in garnet [8], for making sure of $\text{Co}$-substitution into BIG lattice, $\text{Co}^{3+}$ should be electrostatically compensated with tetravalent ions. Therefore, the ceramic targets, $3\text{Bi}_2\text{O}_3\cdotx\text{Fe}_2\text{O}_3\cdot2\text{XCoO}\cdot2\times\text{GeO}_2$ ($x = 1$ and 2) were prepared for the film deposition by CRIBS.

The films were characterized at room temperature using X-ray diffractometry (XRD), vibrating sample magnetometry, and Faraday rotation (FR) spectrometry in visible and infrared regions.

RESULTS AND DISCUSSION

Co-doping by RAIBS Spinel (S) phase was identified by XRD in the range of $0 \leq R \leq 0.6$. S-phase was polycrystalline and had no preferential orientation. The lattice constant was independent of $R$ and the values were 8.383-8.390 Å. From these results, S-phase was identified as $\text{CoFe}_2\text{O}_4$ ($a = 8.383$ Å). In the range of $0.5 \leq R \leq 1$, formation and epitaxial growth of garnet (G) phase were found by XRD. The lattice constant was independent of $R$ and the observed values which were ranging from 12.616 to 12.630 Å were close to that of BIG ($a = 12.624$ Å). From these results, G-phase was identified as BIG. Formation of BIG can be inspected by the large, negative $\theta_F$ at around 500-600 nm associated with $\text{Fe}^{3+}/\text{O}^{2-}$ charge transfer transition which is characteristic of BIG. In contrast with BIG,

![Fig. 1 $\theta_F(\lambda = 630 \text{ nm})$ of RAIBS films vs. $R$](image)

$\theta_F$: specific Faraday rotation angle

RAIBS films: films deposited by reactive alternating ion-beam-sputtering.

$R \equiv t_A/(t_A+t_B)$,

$t_A$ and $t_B$: respective sputtering time in one period for $\text{Bi}_3\text{Fe}_5\text{O}_{12}$ and $\text{CoFe}_2\text{O}_4$ targets. $t_B$ is fixed at 60 sec.
in the same wavelength region. CoFe$_2$O$_4$ causes positive $\theta_F$ associated with the crystal field transition ($^4A_2 \rightarrow ^4T_1$ ($^4P$)) in Co$^{3+}$ in the tetrahedral site. $R$ dependence of $\theta_F$ measured at 630 nm is shown in Fig. 1, from which one can deduce the presence of G phase at $R = 0.33$, though BIG is not observed by XRD. In Fig. 2, it seems that $\theta_F$ is given as the sum of the $\theta_F$ of Co-spinel and BIG and that $\theta_F$ are proportional to the volume fractions of respective phases in the film. The saturation magnetization, $4\pi M_S$, is shown in Fig. 2 as a function of $R$. $4\pi M_S$ decreases linearly as $R$ increases for $0 \leq R \leq 0.5$ and is a maximum at $R = 0.75$ for $0.5 < R \leq 1$. $4\pi M_S$ of 4000 G at $R = 0$ is much smaller than that of bulk CoFe$_2$O$_4$ (5300 G), which means that the film composition may be given by Co$_x$Fe$_{3-x}$O$_4$ with $x > 1$, though the lattice constant is close to that of CoFe$_2$O$_4$. The fact that the $4\pi M_S$ for $0.5 < R < 1$ are larger than those expected from straightforward mixing of Co-rich CoFe$_2$O$_4$ (which is denoted below as Co-spinel) and BIG suggests that Co-spinel are easy to form in BIG matrix even though they are not observed by XRD at $R = 0.75$ where $4\pi M_S$ vs. $R$ has the maximum.

Faraday rotation spectra for various $R$ shown in Fig. 3 are measured in the range from 0.5 to 1.0 $\mu$m. Large spectra due to BIG and small one due to Co-spinel are centered at the 500 and 700 nm, respectively. The spectrum for the film of $R = 0.5$ measured in the range from 0.75 to 1.6 $\mu$m is shown in the insert of Fig. 3. The absorption type spectrum with negative sign observed at around 1.5 $\mu$m is principally ascribed to the crystal field transition ($^4A_2 \rightarrow ^4T_1$ ($^4F$)) in Co$^{3+}$ in the tetrahedral site of Co-spinel, because the same transition in garnet give rise to similar spectrum ...
with positive sign [2]. Therefore, Co\textsuperscript{2+} seems to hardly substitute in BIG lattice.

In Fig. 4, Faraday hysteresis loops for $0.33 \leq R \leq 0.75$ are shown. All the loops are inverted. The magnetic hysteresis loop for $R = 0.85$ measured with applied magnetic field, $H$, perpendicular to the film plane is shown in Fig. 5. Anomalous decrease of magnetization is observed as $H$ decreases below 2.5 kOe.

Coercivity obtained from the magnetic hysteresis loops, $H_{C,M}$, and those from the Faraday hysteresis loops measured at 630 nm, $H_{C,FR}$, are shown in Fig. 6 as a function of $R$. $H_{C,M}$ becomes larger than $H_{C,FR}$, for $R$ below 0.75 which means the films are composite of BIG with low coercivity and Co-spinel with high coercivity. The inverted Faraday hysteresis loop can be understood by considering antiferromagnetic interface-exchange-coupling between magnetically soft BIG with large, negative $\theta_F$ and magnetically hard Co-spinel with not so large, positive $\theta_F$. The $\theta_F$ changes sign according to the direction of the net magnetic moment of Fe\textsuperscript{3+} in BIG which is subjected to that of Co-spinel with the coercivity much higher than that of BIG. Increase of $H_{C,FR}$ with decrease of $R$ indicates the increase of the interface-exchange-coupling with increasing amount of Co-spinel phase.

Co-doping by CRIBS Formation of single crystal films of BICGG were confirmed by XRD. The maximum amount of substitution of Co\textsuperscript{2+} attained in this experiment is $X = 0.7$, which is much smaller than $X = 2.5$ for $Y_3Fe_{52-x}Co_xGe_{12}$ (YICGG) [8]. The change of the $4 \pi M_S$ with amount of Co is shown in Fig. 7 together with the data on $Bi_2YFe_{52-x}Co_xGe_{12}$ (BYICGG)[9]. $X$ dependence is rather close to that is calculated by Neel model assuming all Co\textsuperscript{2+} ions in [a] sites with 3.7 $\mu_B$ and all Ge\textsuperscript{4+} ions in d-sites than that all Co\textsuperscript{2+} ions in (d) sites with 3.4 $\mu_B$. One can expect 80 % of Co\textsuperscript{2+} ions introduced into BIG may occupy [a] sites as proposed for YICGG [8], which may result in Faraday hysteresis loop of BICGG ($X = 0.7$) with the high coercivity and squareness ratio and the magnetic easy direction normal to the film plane, as shown in Fig. 8.

Faraday rotation spectra in the region from 500 nm to 1.6 $\mu m$ are shown in
Fig. 5: Magnetic hysteresis loop of RAIBS film ($R = 0.85$)
(R, RAIBS films: see Fig. 1)

Fig. 6: Coercivity obtained from magnetic and Faraday hysteresis loops of RAIBS films vs. $R$ (R, RAIBS films: see Fig. 1)

Fig. 7: $4\pi M_S$ of Bi$_3$Fe$_{5-2x}$Co$_x$Ge$_x$O$_{12}$ (BICGG) and Bi$_2$YFe$_{5-2x}$Co$_x$Ge$_x$O$_{12}$ (BYICGG) films vs. Co content ($X$)

Fig. 8: Faraday hysteresis loop of Bi$_3$Fe$_{5-2x}$Co$_x$Ge$_x$O$_{12}$ (BICGG) films

Fig. 9: Faraday rotation spectra of Bi$_3$Fe$_{5-2x}$Co$_x$Ge$_x$O$_{12}$ (BICGG) films
Fig. 9. $\theta_F$ at 1.455 $\mu$ m increased linearly with increasing amount of Co$^{2+}$ at a rate of +1.10 deg/$\mu$ m/atom which is close to the rate of +1.0 deg/$\mu$ m/atom found for Gd$_3$Fe$_{2.25}$Co$_{0.75}$Ge$_2$O$_{12}$ (GICGG)[2]. $\theta_F$ at 630 nm decreased linearly with the 4 $\pi M_S$ at a rate of about -6 deg/$\mu$ m/atom with increasing amount of Co$^{2+}$, which means that $\theta_F$ at 630 nm is mainly attributed to charge transfer transition of Fe$^{3+}$. $\theta_F$ due to Co$^{2+}$ may be hidden, because its magnitude may be similar to $\theta_F$ of GICGG at 633 nm which increases at the rate of -1.0 deg/$\mu$ m/atom [2].

CONCLUSIONS

The films prepared by RAIBS using CoFe$_2$O$_4$ and BIG targets are the composite of magnetically hard Co-spinel and soft BIG phases. In the whole range of $R$, Co content of BIG is negligibly small and composition of Co-spinel is nearly constant. The interface exchange interaction couples these two phases, which is observed as the inverted Faraday hysteresis loop, and the coupling strength changes sensitively with $R$. The magnetic state of each phase can be monitored at the same time by magnetooptical means using the light of different wavelength.

Coupled substitution of Co$^{2+}$ and Ge$^{4+}$ into BIG lattice was performed by CRIBS. Dependencies of the magnetization and $\theta_F$ on Co content suggest that site distribution of Co$^{2+}$ is similar to that in YICGG, that is, 80% of Co$^{2+}$ in BIG may occupy [a] sites.
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ABSTRACT

We describe our recently developed integrated isolators. Their structure is simple, in that it consists solely of a single-mode channel magneto-optic waveguide. The operating principle is that a backward fundamental TM mode wave is converted to higher-order or radiation TE modes while a forward fundamental TM mode wave propagates with no mode conversion. These isolators are realized using a single-mode rib channel waveguide in Ce-substituted yttrium iron garnet which has a very large Faraday rotation. We obtain $13\text{-}27 \, \text{dB}$ isolation around a wavelength of 1.55 $\mu$m. We also review our recent study on a hybrid-integrated polarization-independent optical circulator based on a nonreciprocal Mach-Zehnder interferometer which does not need a polarization-beam splitter. We obtain $14.1\text{-}23.7 \, \text{dB}$ isolation at $\lambda = 1.55 \, \mu$m.

INTRODUCTION

The development of integrated optic components for optical communication systems has intensified the need for integrated nonreciprocal devices such as isolators and circulators. The advantages of these nonreciprocal devices include their compatibility with waveguide optics, low magnetic field requirements, and low cost. There is a difficulty, however, in that the input and output light of the waveguide must be in either the TE or TM mode. Although several waveguide nonreciprocal devices have been proposed and demonstrated, no practical device has yet been achieved. This is mainly because they require complicated structures.

In this paper we review our recently developed integrated isolators. Their structure is simple, in that it consists solely of a single-mode channel magneto-optic waveguide. The operating principle is that a backward fundamental TM mode wave is converted to higher-order or radiation TE modes while a forward fundamental TM mode wave propagates with no mode conversion. Operation is achieved by combining a nonreciprocal phase shift and TM-TE mode conversion. The very large Faraday rotation of Ce-substituted yttrium iron garnet (Ce:YIG) magneto-optic (MO) film enables us to realize these integrated isolators. The principle, fabrication and optical characteristics are addressed. We also review our recent study on a hybrid-integrated polarization-independent optical circulator based on a nonreciprocal Mach-Zehnder interferometer.

PRINCIPLE OF INTEGRATED ISOLATOR

Isolator structure and phase matching

The basic structure of our proposed integrated isolator is shown in Fig. 1. A single-mode rib MO waveguide is constructed on a garnet substrate. The $z$-axis is the propagation direction and the $x$-axis is perpendicular to the substrate plane. An external magnetic field is applied to the MO waveguide in-plane at an angle of $\theta$ to the $y$-axis. The operating principle of this isolator is that a backward fundamental TM mode wave is converted to a higher-order TE mode or TE radiation.
mode while a forward TM mode wave propagates with no mode conversion. A previously reported waveguide isolator requires precise adjustment of phase matching between the fundamental TE and TM modes. However, in general, the propagation constant of the TE mode is larger than that of the TM mode in the slab waveguide because of the geometrical birefringence. Therefore, it is easy to achieve a condition where the fundamental TM mode phase-matches the higher-order TE mode or TE radiation mode in the rib waveguide instead of the fundamental TE mode.

These phase matching conditions are illustrated by using the effective index method as shown in Fig. 2. Here Marcatili's notation is used, that is, $E_{py}$ and $E_{pq}$ modes represent TE-like and TM-like modes, respectively. The subscripts $p$ and $q$ indicate the mode numbers which correspond to the number of peaks in the field distributions in the $x$ and $y$ directions, respectively. Figure 2(a) shows a cross-section of the rib waveguide. $w$ is the rib width, $t_a$ is the core film thickness, and $t_c$ is the cladding film thickness which is related to rib height $h$ by the relation $t_c = t_a - h$. Figure 2(b) shows the propagation constants of the TE and TM modes in a slab waveguide. $t_a$ determines the TE mode propagation constant $\beta_1^T$ and the TM mode propagation constant $\beta_1^\prime$, $t_c$ determines the $E_{11}^*$ mode cutoff $\beta_2^*$ and the $E_{21}^*$ mode cutoff $\beta_2^{*\prime}$. Therefore, the respective propagation constants of $\beta_1^T$, $\beta_1^\prime$ and $\beta_1^{*\prime}$ for $E_{11}^*$, $E_{21}^*$ and $E_{12}^*$ modes are between $\beta_2^{*\prime}$ and $\beta_2^*$ as shown in Fig. 2(c). The propagation constant of $\beta_1^T$ is also between $\beta_2^*$ and $\beta_2^{*\prime}$. Consequently, it is possible that the $E_{11}^*$ mode phase-matches the TE radiation modes in $w < w_c$, the
TE mode cutoff at \( w = w_1 \), the \( E_{12}^t \) mode at \( w = w_2 \), and the \( E_{12}^b \) mode at \( w = w_3 \). Using these phase matching conditions, we can achieve three types of isolator as described in detail below.

**Higher-order-mode converted isolator**

We proposed a higher-order-mode converted isolator whose structure is shown in Fig. 1. The operating principle of this isolator is that a backward fundamental TM mode wave is converted to a higher-order TE mode while a forward TM mode wave propagates with no mode conversion. Figure 3 shows the relationship required between the propagation constants for isolator operation. The upper part of the figure shows the propagation constants of the TE mode, the lower part those of the TM mode. \( \beta_{12}^t \) and \( \beta_{12}^b \) are the propagation constants of the fundamental \( E_{11}^t \) mode and higher-order \( E_{12}^t \) mode, respectively. \( \beta_{14}^t \) and \( \beta_{14}^b \) are the forward and backward propagation constants of the fundamental \( E_{14}^t \) mode, respectively. These are not identical because the nonreciprocal phase shift in the TM mode is caused by the \( y \)-axis component of magnetization in the asymmetric layer MO waveguide.\(^{17}\) In the rib waveguide, the \( E_{11}^t \) mode phase-matches the \( E_{12}^t \) mode as shown in Fig. 2(c). Therefore, the phase-matching condition \( \beta_{14}^b = \beta_{12}^x \) can be satisfied by adjusting the film thickness, rib height, and rib width. A coupling coefficient \( K \) couples the \( E_{11}^t \) mode to the \( E_{14}^b \) mode. \( K \) can be caused by stress-induced or magnetic anisotropy. With this propagation-constant relationship, the power conversion ratio from the \( E_{11}^t \) mode to the \( E_{14}^b \) mode is given by the coupled-mode theory\(^{18}\) as

\[
P_{14} = \left[ 1 + \frac{K^2}{(\Delta \beta)^2 + K^2} \right] \sin^2 \left( \sqrt{\Delta \beta^2 + K^2} L \right)
\]

where, \( \Delta = |\beta_{14}^b - \beta_{12}^x|/2 = |\beta_{14}^f - \beta_{12}^x|/2 = \Delta_\beta \) and \( K = K_f \) for the forward propagation, \( \Delta = |\beta_{14}^b - \beta_{12}^x|/2 = 0 \) and \( K = K_b \) for the backward propagation, and \( L \) is waveguide length. Here, \( 2\Delta_\beta \) is the nonreciprocal phase shift. To achieve isolator operation, there must be no mode conversion \( (P_{14} = 0) \) for the forward propagation and complete mode conversion \( (P_{14} = 1) \) for the backward propagation. This requires the following conditions

\[
\sqrt{\Delta \beta^2 + K^2} L = \pi + m\pi \quad (m = 0,1,2, \cdots)
\]

\[
|K_b|L = \pi/2 + n\pi \quad (n = 0,1,2, \cdots)
\]

With these conditions, the forward \( E_{11}^f \) mode of \( \beta_{14}^f \) propagates without conversion to the \( E_{14}^b \) mode due to the phase mismatch \( \beta_{14}^f \neq \beta_{12}^x \). By contrast, the backward \( E_{11}^b \) mode of \( \beta_{14}^b \) is coupled to the \( E_{14}^f \) mode of \( \beta_{14}^f \) by the coupling coefficient \( K_b \) and phase matching \( \beta_{14}^b = \beta_{12}^x \). Thus this structure acts as an isolator for a TM mode wave.

It is well known that the mode conversion between fundamental TE and TM modes is mainly caused by the \( xy \) component of the dielectric tensor.\(^{18}\) However, the \( xy \) component cannot contribute to the mode conversion between the \( E_{11}^t \) and \( E_{12}^t \) modes because the \( E_{12}^t \) mode is an odd mode. By contrast, the coupling coefficient \( K \) can also be induced by the \( xz \) component of the dielectric tensor.\(^{5}\) In the MO waveguide, therefore, the \( y \)-axis component of magnetization can lead to \( K \) because it forms the \( xz \) component of the dielectric tensor.

In a similar way, we can achieve an even higher-order-converted isolator so that the backward \( E_{11}^t \) mode of \( \beta_{14}^b \) is coupled to the \( E_{15}^f \) mode of \( \beta_{15}^f \) due to the phase matching
The structure is also shown in Fig. 1. The operating principle of this isolator is that a backward TM mode wave is converted to a TE radiation mode while a forward TM mode wave propagates with no mode conversion. Figure 5 shows the propagation constant relationship required to achieve isolator operation. The upper part of the figure shows the propagation constants of the TE mode, the lower part those of the TM mode. The forward and backward propagation constants $\beta_{11f}$ and $\beta_{11b}$, respectively, for the fundamental $E_y$ mode are also not identical due to the nonreciprocal phase shift caused by the $y$-axis component of magnetization. $\beta_{11f}$ and $\beta_{11b}$ are the cutoffs for the $E_y$ and $E_z$ modes, respectively.

In the rib waveguide, the $E_z$ mode can phase-match the TE mode cutoff as shown in Fig. 2. Therefore, the condition $\beta_{11b} < \beta_{11} < \beta_{11f}$ can be satisfied by adjusting the film thickness, rib height, and rib width. The coupling coefficient $K$ couples the $E_z$ mode to the TE radiation mode when $\beta_{11b}$ equals the propagation constant $\beta_{11}^r$ of the radiation mode. $K$ can also be caused by magnetic anisotropy or stress-induced anisotropy. With these propagation constant configurations, the forward guided TM wave of $\beta_{11f}$ propagates without conversion to the TE radiation mode due to the phase mismatch $\beta_{11f} > \beta_{11}^r$. By contrast, the backward guided TM wave of $\beta_{11b}$ is coupled to the TE radiation mode of $\beta_{11}^r$ by the coupling coefficient $K$ and phase matching $\beta_{11b} = \beta_{11}^r$. The resulting radiation escapes into the slab out of the rib channel.

Here, the power flow $P(z)$ for the $E_z$ mode of propagation after radiation mode conversion is approximately given by

$$P(z) = P(0) \exp[-2\pi|K|^2(z-z_0)]$$

where $K = 0$ for the forward wave because of the phase mismatch, and $K \neq 0$ for the backward wave because of the phase matching. This means that the backward propagating wave decays with a power attenuation $2\pi|K|^2$, while the forward wave propagates with no power attenuation. Thus, this structure acts as an isolator for a TM mode wave.
We proposed a radiation-mode-converted isolator: Type 2. The structure is also that shown in Fig. 1. The isolator operation is based on efficient nonreciprocal conversion from a fundamental TM mode to a deep TE radiation mode away from the cutoff. Figure 6 shows the relationship between the propagation constants required to achieve isolator operation. The upper part of the figure shows the propagation constants of the TE mode, the lower part those of the TM mode. Compared with Type 1, the conditions $\beta_{11F} < \beta_{11}$ and $\beta_{11B} < \beta_{1B}$ are satisfied. Therefore, both the forward and backward $E_1^T$ modes always phase-match the deep TE radiation modes. This condition is achieved because of the low rib height or narrow rib width as shown in Fig. 2. Coupling coefficients $K_F$ and $K_B$ couple the forward and backward $E_1^T$ modes, respectively, to the TE radiation modes. With these phase-matching conditions, the power flow $P(z)$ for the $E_1^T$ mode of propagation after radiation-mode conversion is also given by Eq. (4) where $\mathbf{K} = K_F$ for the forward wave and $\mathbf{K} = K_B$ for the backward wave. To achieve isolator operation, we must have $|K_F| > 0$ for the forward wave and $|K_B| > 0$ for the backward wave. Coupling coefficients are functions of a propagation constants. If only the MO effect due to the magnetization in the $y$-axis direction $(\theta = 0)$ is present as an optical anisotropy in the waveguide, we can obtain the coupling coefficients $|K_F| = |K(\beta_{11F}^T)|$ and $|K_B| = |K(\beta_{11B}^T)|$ using the same function. Then, we can choose a condition where $\beta_{11F}^T$ can be set such that $|K_F| = |K(\beta_{11F}^T)| = 0$ by adjusting the rib height and rib width. By contrast, we can obtain the condition $|K_B| = |K(\beta_{11B}^T)| \neq 0$ because $\beta_{11B}^T$ is separated from $\beta_{11F}^T$ by the nonreciprocal phase shift. Thus these conditions achieve isolator operation for a TM mode wave. Therefore, a larger MO effect provides a higher isolation. If stress-induced and magnetic anisotropy occur simultaneously, the reciprocal and nonreciprocal conversions can be canceled out for the forward wave and can be superposed for the backward wave.

**EXPERIMENT ON WAVEGUIDE ISOLATORS**

**MO waveguide fabrication and waveguiding method**

We fabricated single-mode MO channel waveguides in Ce:YIG as shown in Fig. 1. In the first step of the fabrication procedure, a Ce:YIG (CeY$_2$Fe$_5$O$_{12}$) film was grown on a (111)-oriented cation (Ca,Mg,Zr) doped gadolinium gallium garnet (GGG) substrate by rf sputter epitaxy. The film had a large Faraday rotation of $-4500^\circ$cm at $\lambda = 1.55 \mu$m and in-plane magnetization. The film thickness was $\sim 0.5 \mu$m which is needed to obtain maximum nonreciprocal phase shift. The
refractive index measured by m-line spectroscopy was 2.22 and the propagation loss in the slab waveguide measured with the two-prism loss measurement method was 14 dB/cm in the TM mode at \( \lambda = 1.55 \mu\text{m} \). In the next step, ribs were etched into the garnet film. For that purpose, a Cr mask was structured on the surface using a standard photolithographic lift-off process. Then, the Ce:YIG film was etched by reactive ion etching using BCl\(_3\) gas at a gas pressure of 1.3 Pa and an rf power of 300 W. The etching rates for the Ce:YIG and the Cr mask were in the ratio 1.4 : 1. This method allows the rib width and height to be precisely formed. The rib height and rib width were 0.11-0.17 \( \mu\text{m} \), and 1.9-2.2 \( \mu\text{m} \), respectively. A scanning electron microscope (SEM) photograph of the rib waveguide is shown in Fig. 7. The edges of these ribs were smooth. For our waveguiding experiments, samples were cut perpendicular to the ribs and both edge endfaces were polished.

In the waveguiding experiments, TM polarized light from an infrared tunable laser diode was end-fire coupled into the waveguide using a lensed polarization-maintaining single-mode fiber with a laminated polarizer (Lamipol)\(^{14} \) at its input end.\(^{15} \) An external magnetic field was applied to the MO waveguide in-plane in the y-axis direction (\( \theta = 0^\circ \)). Instead of reversing the direction of the light propagation, the direction of the magnetic field was reversed. The output endface of the waveguide was viewed by using an infrared television camera through a microscope objective.

**Experiment on higher-order-mode-converted isolator**

We fabricated the higher-order-mode-converted isolator shown in Fig. 7. The Ce:YIG film thickness was 0.46 \( \mu\text{m} \), the rib height was 0.17 \( \mu\text{m} \), the rib width was 1.9 \( \mu\text{m} \) and the waveguide length was 3.2 mm. Figure 8 shows the near field patterns at the output end at \( \lambda = 1550 \) nm. Figure 8(a) shows the fundamental \( E_{11} \) mode with a magnetic field of -50 Oe at \( \theta = 0^\circ \) which is equivalent to a forward propagating wave. A magnetic field of 50 Oe is sufficient to saturate the magnetization of Ce:YIG film. The light is well confined in the channel. Figure 8(b) shows the higher-order \( E_{12} \) mode with a magnetic field of 50 Oe at \( \theta = 0^\circ \) which is equivalent to a backward propagating wave. We confirmed that the light was TE polarized by using a TE analyzer.

To measure the isolation value, the output light from the waveguide was coupled to a lensed PM single-mode fiber with a Lamipol and the TM-polarized component was detected at a photo-diode. External magnetic fields of -50 Oe and +50 Oe were applied at an angle of \( \theta \) to the y-axis and the output power ratio under these fields was taken as the isolation of the waveguide isolator. Figure 9 shows the isolation as a function of wavelength from 1548 to 1552 nm. The
FIG. 8. Near field patterns for higher-order-mode-converted isolator. (a) -50 Oe; (b) +50 Oe.

FIG. 9. Isolation spectra of higher-order-mode-converted isolator.

solid circles show the isolation at a magnetic field angle $\theta = 0^\circ$. The peak isolation was 24 dB measured at 1550 nm. However, the isolation value was sensitive to the wavelength. The additional loss due to unwanted conversion was 0.2 dB at the forward wave. It was possible to improve the isolation at shorter wavelengths to some extent by adjusting the magnetic field angle. The open circles show the improved isolation when the magnetic field angle $\theta$ is optimized to obtain the maximum isolation value. The angles are indicated by the open squares. The improvement is thought to result from the improvement in the phase matching condition caused by the change in the nonreciprocal phase shift. The same experimental results were obtained when the light launching edge of the waveguide was changed. It was, however, unclear whether the origin of the coupling coefficient was magnetic anisotropy or stress-induced anisotropy.

In addition, we observed a nonreciprocal conversion from the fundamental $E_{11}^*$ mode to the higher-order $E_{13}^*$ mode at a wider rib width of 4.0 mm. Figure 10 shows the near field patterns at the output end at $\lambda = 1550$ nm. Figure 10(a) shows the $E_{11}^*$ mode with 50 Oe at $\theta = 50^\circ$. Figure 10(b) shows the $E_{13}^*$ mode with 50 Oe at $\theta = -130^\circ$, where we used a TE polarizer to eliminate $E_{11}^*$ mode because the conversion efficiency was only 10%.

FIG. 10. Near field patterns for $E_{13}^*$-mode-converted isolator. (a) 50$^\circ$; (b) -130$^\circ$. 
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Experiment on radiation-mode-converted isolator: Type 1

We fabricated the radiation-mode-converted isolator: Type 1 shown in Fig. 7. The Ce:YIG film thickness was 0.49 μm, the rib height was 0.16 μm, the rib width was 2.0 μm and the waveguide length was 4.5 mm. Figure 11 shows the near field patterns at the output end at λ = 1536 nm. Figure 11(a) shows the guided $E_x$ mode at a magnetic field of 50 Oe at $\theta = 0^\circ$ which is equivalent to a forward propagating wave. The light is well confined in the channel. Figure 11(b) shows TE radiation modes at a magnetic field of -50 Oe at $\theta = 0^\circ$ which is equivalent to a backward propagating wave. The light is radiated into the slab out of the channel. We confirmed that the radiated light was TE polarized by using a TE analyzer.

To measure the isolation value, the output light from the waveguide was coupled to a lensed normal single-mode fiber and then detected at a photo-diode. The radiation modes were eliminated by the single-mode fiber coupling. Figure 12 shows isolation as a function of wavelength from 1530 to 1546 nm. The solid circles show isolation at $\theta = 0^\circ$. The peak isolation was 13.3 dB measured at 1536 nm. At shorter wavelengths, $\beta_{11}$ becomes larger than cutoff $\beta_c^s$, so the forward and backward TM waves cannot be converted to the TE radiation modes. At the longer wavelengths, by contrast, $\beta_{11}^s$ becomes smaller than cutoff $\beta_c^s$, so the forward and backward TM waves are converted to TE radiation modes. It was possible to improve the isolation at shorter wavelengths to some extent by adjusting the magnetic field angle. The open circles show the improved isolation when the magnetic field angle $\theta$ is optimized to obtain the maximum isolation value. The angles are indicated by the open squares. The improvement is thought to result from the fact that the coupling coefficient increases when the z-axis component of magnetization is increased. We also obtained the same experimental results when changed the light launching edge of the waveguide. It was, however, also unclear whether the origin of the coupling coefficient $K$ was magnetic anisotropy or stress-induced anisotropy.

FIG. 11. Near field patterns for radiation-mode-converted isolator: Type 1. (a) +50 Oe; (b) -50 Oe.

FIG. 12. Isolation spectra of radiation-mode-converted isolator: Type 1.
Experiment on radiation-mode-converted isolator: Type 2

We fabricated the radiation-mode converted isolator: Type 2 shown in Fig. 7. The Ce:YIG film thickness was 0.47 μm, the rib height was 0.11 μm, the rib width were 2.2 μm and the waveguide length was 4.1 mm. A low rib height was chosen so that both $\beta'^{1F}$ and $\beta'^{1B}$ are smaller than $\beta'$. Figure 13 shows the near field patterns at the output end $\lambda = 1535$ nm. Figure 13(a) shows the fundamental $E^1_{11}$ mode with a magnetic field of -50 Oe at $\theta = 0^\circ$ which is equivalent to a forward propagating wave. The light was well confined in the channel. Figure 13(b) shows the TE radiation modes with a magnetic field of +50 Oe at $\theta = 0^\circ$ which is equivalent to a backward propagating wave. The $E^1_{11}$ mode was strongly damped by coupling it to radiation modes and it escaped out of the rib channel into the slab. We confirmed that the radiated light was TE polarized by using a TE analyzer. The magnetic-field direction in which Type 2 was operated was opposite to that for Type 1.

Figure 14 shows the isolation as a function of wavelength from 1510 to 1560 nm. The solid circles show the isolation at $\theta = 0^\circ$. The peak isolation was 25.6 dB measured at 1535 nm. It was possible to improve the isolation at longer wavelengths by adjusting the magnetic field angle. The open circles show the improved isolation when the magnetic field angle $\theta$ is optimized to obtain the maximum isolation value. The angles are indicated by the open squares. The highest isolation value of 27 dB was obtained at $\theta = 4.6^\circ$ and $\lambda = 1535$ nm. The improvement is thought to result from the fact that the coupling coefficient increases when the z-axis component of magnetization is increased. The same experimental results were obtained when the light launching edge of the waveguide was changed. It was, however, also unclear whether the origin of the coupling coefficient $K$ was magnetic anisotropy or stress-induced anisotropy.

![Figure 13](image1.png)
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**FIG. 13.** Near field patterns for radiation-mode-converted isolator: Type 2. (a) -50 Oe; (b) +50 Oe.

![Figure 14](image2.png)

**FIG. 14.** Isolation spectra of radiation-mode-converted isolator: Type 2.
HYBRID INTEGRATED CIRCULATOR

We proposed and realized a new polarization-independent optical circulator using a Mach-Zehnder interferometer (MZI) which does not need a polarization-beam splitter. Figure 15 shows the schematic configuration of the proposed circulator. It is assumed that light propagates along the z direction and that the x-y plane is transverse. We can combine two waveguide 45° Faraday rotators and two half-wave plates with an MZI structure which consists of two 3-dB couplers. We set the slow axes of the upper and lower half-wave plates at respective angles of -22.5° and 22.5° in relation to the x axis in the transverse plane. If the upper and lower lights with the same polarization in phase enter the Faraday rotators and half-wave plates in the positive z direction, these lights still have the same polarization in phase after traveling through them in spite of polarization-direction rotation. By contrast, if these lights travel through the Faraday rotators and half-wave plates in the negative z direction, they have opposite polarization directions as a result of nonreciprocal rotation and their phases differ by 180°. 3-dB couplers split and combine waves with a phase difference of 90°. Therefore, by combining these Faraday rotators and half-wave plates with two 3-dB couplers, we can build a nonreciprocal MZI. This acts as a circulator, i.e., a wave travels from port 1 to port 2, port 2 to port 3, port 3 to port 4, or port 4 to port 1. We can also derive general conditions: \( r_1 + r_2 = \pm 90° + 360n° \) and \( \theta_{s1} - \theta_{s2} = \pm 45° \). Here, \( r_1 \) and \( r_2 \) are the respective Faraday rotation angles of the upper and lower Faraday rotation, \( n \) is an integer, and \( \theta_{s1} \) and \( \theta_{s2} \) are the respective slow-axis angles of the upper and lower half-wave plates.

We fabricated a circulator which comprises an MO waveguide array with two waveguide Faraday rotators, two silica-based 3-dB couplers, two thin half-wave plates and a permanent magnet. We prepared lanthanum- and gallium-substituted YIG buried channel MO waveguides on a GGG substrate by liquid phase epitaxy and ion-beam etching. The core size was 4 µm x 4 µm. These waveguides were arrayed with a pitch of 250 µm. The MO array was cut to a length of 3.0 mm to provide 45° Faraday rotation. Both endfaces were polished and anti-reflection coated. The 3-dB wavelength-insensitive couplers were fabricated in planar lightwave circuits (PLC) on silicon substrates. The core size was 8 µm x 8 µm and the length of the PLC was 22 mm. The 16-µm thick polyimide half-wave plates were then inserted in 20-µm wide grooves formed on the PLC's. Next, we aligned all the components and fixed them in position with adhesive. The MO waveguides were covered with a compact Sm-Co permanent magnet to provide a sufficient magnetic field of 180 Oe.

![Circulator structure](image)
Table I shows the attenuation from a numbered input port to a numbered output port. The insertion loss was 3.0-3.3 dB with a polarization dependent loss of 0.2 dB, the extinction ratio was 13.8-23.9 dB, and the isolation was 14.1-23.7 dB. The return loss was also measured and found to be 26.3-27.9 dB. The reflection came mainly from the endfaces of the MO waveguides, and this can be reduced by using beveled interfaces. We assume that the difference between the isolation in the forward and backward directions arises from deviation in the setting of the Faraday rotation angles and half-wave plate slow-axis angles. The adoption of a technique for assembly on a PLC platform will enable us to fabricate this waveguide circulator easily and to obtain good performance.

<table>
<thead>
<tr>
<th>Out</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>In</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.2</td>
<td>17.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>26.4</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>17.1</td>
<td>3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.1</td>
<td>27.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSIONS

We have proposed and realized new integrated isolators based on nonreciprocal conversion from a fundamental TM mode to a higher-order TE mode or a TE radiation mode. These isolators are successfully realized using a simple single-mode rib channel waveguide in Ce-substituted YIG which has a very large Faraday rotation. 13-27 dB isolation was obtained around λ = ±1.55 μm. Further, we have proposed and realized a new hybrid-integrated waveguide polarization-independent optical circulator based on a nonreciprocal Mach-Zehnder interferometer. 14.1-23.7 dB isolation was obtained at λ = 1.55 μm. These nonreciprocal devices offer a new possibility for developing nonreciprocal devices in the field of integrated optics.
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A COMPARISON OF AN IMPROVED DESIGN FOR TWO INTEGRATED OPTICAL ISOLATORS BASED ON NONRECIPROCAL MACH-ZEHNDER INTERFEROMETRY

N. Bahlmann, M. Lohmeyer, M. Wallenhorst, H. Dötsch, P. Hertel
University of Osnabrück, 49069 Osnabrück, Germany

ABSTRACT
Nonreciprocal rib waveguide structures can be used to realize integrated optical isolators. The nonreciprocal phase shift is the difference between the forward and backward propagation constants of TM modes in magneto-optic waveguides. It can be optimized with respect to absolute value and temperature dependence if double layer waveguides with different magnetic and nonmagnetic layers are prepared. In this paper we propose an improved design for two different Mach-Zehnder interferometer isolators the nonreciprocal parts of which are formed by such double layer waveguides. One concept utilizes a nonreciprocal and a reciprocal arm. In the other case both arms are nonreciprocal but with opposite sign of the nonreciprocal phase shift. A particular property of both concepts is that the lengths of the nonreciprocal arms are well defined. The rest of the interferometer is made by reciprocal rib waveguides. Therefore, the nonreciprocal phase shift is well known. The concepts are compared with regard to isolation ratio, forward losses and fabrication tolerances. Moreover, we simulate the entire isolator by a finite difference beam propagation calculation.

INTRODUCTION
Nonreciprocal magneto-optic devices, such as isolators or circulators, play an important role in optical technology. As they distinguish between forward and backward propagating light, they are used to protect optical components, especially lasers, from reflected light. Bulk or microoptic isolators are commercially available. Magnetic garnet films are the best choice for the realization of integrated isolators, because of their high Faraday rotation and low absorption in the near infrared.

Various kinds of optical isolators have been proposed by a number of researchers [1, 2, 3, 4, 5, 6, 7]. The most promising concepts of integrated optical isolators rely on nonreciprocal Mach-Zehnder interferometry [8, 9]. The distinction between forward and backward propagation is achieved by the differential nonreciprocal phase shift $\Delta \beta$, the difference between the forward and backward propagation constants $\beta_{\text{forward}} - \beta_{\text{backward}}$ of TM modes in magneto-optic waveguides [10]. In forward direction, waves propagating along both arms of the Mach-Zehnder interferometer are in phase, in backward direction a phase shift of $\pi$ occurs. In this paper we present a comparison of different detailed design and fabrication considerations for the realization of such isolators. The required fabrication tolerances are estimated and beam propagation calculations are used to demonstrate how the isolators work.

THEORY
Nonreciprocal Waveguides
For the basic rib geometry sketched in Fig. 1 the propagation constants of TE and TM modes propagating along the z-axis can be calculated using a finite element [11] or a finite difference method [12]. If the magnetization $M$ is adjusted in the film plane perpendicular to the propagation direction, a nonreciprocal phase shift $\Delta \beta$ shows up for TM modes.
Perturbation theory yields
\[
\Delta \beta = \frac{\iint |H_y|^2 (\partial_x \xi / \epsilon^2) dx dy}{\iint \epsilon |H_y|^2 dx dy}
\]
for the differential nonreciprocal phase shift \[13\]. \( H_y \) is the field distribution of the unperturbed TM mode, \( \epsilon \) the permittivity, and \( \xi \) is related to the Faraday rotation \( \Theta_F \) by
\[
\xi = 2\pi \Theta_F / k_0
\]
where \( k_0 \) is the vacuum wave number.

To achieve a large \( |\Delta \beta| \), double layer garnet films with opposite Faraday rotation are prepared where the boundary between layers is located close to the maximum of \( |H_y|^2 \) \[14\]. Double layer waveguides with a positive rotating bottom layer and a negative rotating top layer show the highest differential nonreciprocal phase shift \[15\]. Due to the large temperature dependence of the positive Faraday-rotation such films are not suitable for the realization of a device \[14\]. Therefore, we use a paramagnetic bottom layer (0.18 \( \mu \)m thick) with negligible Faraday-rotation. The maximum nonreciprocal phase shift of 10.05 cm\(^{-1}\) is achieved at a total waveguide thickness of 0.504 \( \mu \)m. The refractive index and the Faraday-rotation of the films are \( n=2.2, \Theta_F = 0^\circ/cm \) and \( n=2.33, \Theta_F = -1450^\circ/cm \), respectively.

Nonreciprocal Mach-Zehnder Interferometer

The double layer rib waveguides described above can be used to realize the nonreciprocal part of an integrated Mach-Zehnder interferometer. Different proposals for a Mach-Zehnder type isolator have been put forward by many researchers \[8, 9, 16\]. Because the couplers are made by magneto-optic waveguides as well, the lengths of the nonreciprocal phase shifters are not well defined. To avoid this problem, Yokoi proposed, in ref. \[17\], a new design employing wafer-direct bonding.

Our concept to get rid of this problem is to replace the magnetic layer by a dielectric film for the reciprocal part. After masking the nonreciprocal waveguide sections the magnetic garnet film must be removed by ion beam etching. Afterwards this region is refilled with a dielectric layer of the same refractive index like titanium dioxide \[18\]. The thickness of this new layer must be well chosen in order to have equal propagation constants in the reciprocal and nonreciprocal parts. Then no reflections will occur. In this paper we propose two different isolators build with this technique. The first utilizes just one nonreciprocal interferometer arm. The rest of the Mach-Zehnder is reciprocal. For the second isolator both arms are nonreciprocal but with opposite sign of the magnetization. Therefore, the nonreciprocal effects add up (see Fig. 2).

The main advantage of the design with one nonreciprocal arm is that the whole device must be magnetized in just one direction. It is sufficient to magnetize the isolator by an
Figure 2: Basic geometry of two nonreciprocal Mach-Zehnder interferometers. The upper isolator has one nonreciprocal arm. The second one utilizes two nonreciprocal arms with opposite magnetization.

external bias magnetic field. To realize the interferometer with two nonreciprocal branches, we have to adjust the magnetization separately in each waveguide. Permanent magnets or dc electric current flowing along an electrode above the waveguides yield magnetic field opposite in the two arms. Levy et al. [2] used sputtered thin film magnets for this purpose. Thus it is possible, but it requires some additional difficult fabrication steps. The length of the well defined nonreciprocal part for the first design becomes $L_{NRPS} = \pi/\Delta \beta = 0.312 \text{ cm}$. This is twice as long as the reciprocal arms of the interferometer with two arms. Because of that, the losses of the device can be reduced by the second design (the losses of the y-couplers are equal in both cases). For the first design another problem occurs if the reciprocal and the nonreciprocal arms have different losses. The use of asymmetric y-splitters solves this complication but leads to unnecessary efforts.

Fabrication Tolerances

Three parameters have the strongest influence on the isolation ratio of the interferometer. The intrinsic phase difference between the arms in forward direction must vanish, whereas the total nonreciprocal phase shift in backward direction must be $\pi$. The third important factor is the splitting ratio $\alpha$ of the y-junctions. The intrinsic phase depends strongly on the waveguide geometry and the refractive indices. It is impossible to structure the interferometer in one step with the required accuracy. But it can be tuned in a postfabrication process by local laser annealing or stepwise reduction of the waveguide thickness in one arm. Furthermore, this is necessary to achieve an additional reciprocal phase shift of $\pi/2$ in one arm.
We estimate the isolation ratio $P_{\text{out,forw}}/P_{\text{out,back}}$ by the following expression [19]:

$$P_{\text{out}} = \frac{P_{\text{in}}}{2} e^{-\alpha L_{\text{dev}}} (1 + 2 \sqrt{\alpha (1 - \alpha)} \cos \Phi).$$

(2)

$p_{\text{in}}$ and $p_{\text{out}}$ denote the input and output power, respectively. The damping of the waveguides is $\alpha$ and the total device length is $L_{\text{dev}}$. $K$ describes additional losses which are caused e. g. by the $y$-couplers. The splitting ratio of the $y$-couplers is described by $\tilde{\alpha}$ (1/2 for ideal couplers). $\Phi$ is the phase difference between the arms. To achieve an isolation of 30 dB, the splitting ratio $\tilde{\alpha}$ should range from 0.48 to 0.52 if the phase difference $\Phi_{\text{forw}} - \Phi_{\text{back}}$, which is the total nonreciprocal phase shift if $\Phi_{\text{forw}}$ is assumed to be 0, lies between 177° and 183° (see Fig. 3). This requires a thickness and length variation of the nonreciprocal waveguides smaller than ±0.03 μm and ±5 μm, respectively. For the design with two nonreciprocal arms each length must be adjusted with double precision. Otherwise the fabrication tolerances are equal in both cases, as the intrinsic phase must be tuned in a postfabrication step.

Figure 3: Calculated isolation ratio $P_{\text{forw}}/P_{\text{back}}$ for a nonreciprocal Mach-Zehnder interferometer. The intrinsic phase $\Phi_{\text{forw}}$ is assumed to be zero.

Finite Difference Beam Propagation

In order to simulate the behaviour of nonreciprocal devices like Mach-Zehnder interferometers, we employ a finite difference beam propagation method for nonreciprocal three dimensional structures (two dimensional cross section, one propagation dimension). Different beam propagation techniques for reciprocal waveguides were introduced by a number of researchers [20]. Erdmann et al. [21] introduced a BPM method for planar magneto-optic waveguides.

The following calculations are performed with effective indices. In the magneto-optic waveguides we have different indices for forward and backward direction. Therefore, we have to carry out the BPM calculation twice. In paraxial approximation one obtains the Fresnel equation [20]

$$2ik_0 n_{\text{ref}} \frac{\partial E_z}{\partial z} = \frac{\partial^2 E_z}{\partial y^2} + k_0^2 [n_{\text{eff}}^2 (y) - n_{\text{ref}}^2] E_z$$

(3)

for the dominating electric field component $E_z$ of the TM mode. The reference index $n_{\text{ref}}$ is supplied by a calculation without magneto-optic effect. The Fresnel equation is solved with a finite difference Crank-Nicolson procedure. In order to suppress reflections from the boundaries, transparent boundary conditions are implemented [22].
Fig. 4 shows the calculated fields for the forward and backward direction. The geometry parameters of the Mach-Zehnder interferometer with one nonreciprocal arm are given in the figure caption. Almost 97% of the input light passes the isolator in forward direction, but less than 0.1% in backward direction, the rest leaving the device in lateral direction. This amounts to an isolation exceeding 30 dB. Calculations for the device with two nonreciprocal arms yield analogous results. Because of the space restrictions in this paper, they are not shown here.

Figure 4: BPM simulation of the Mach-Zehnder interferometer. For the nonreciprocal part we use the double layer waveguide with $\Delta \beta = 10.05 \text{ cm}^{-1}$, $a = 400 \text{ \mu m}$, $b = 4 \text{ \mu m}$, $d = 1.5 \text{ \mu m}$, $L = 3250 \text{ \mu m}$, $L_{\text{NRFS}} = 3123 \text{ \mu m}$.

CONCLUSIONS

Double layer rib waveguides with one paramagnetic and one magneto-optic layer are a good choice to realize nonreciprocal devices. We propose two improved designs for a nonreciprocal Mach-Zehnder interferometer isolator. An outstanding feature of the concept is that the nonreciprocal parts of the interferometers are well defined. This leads to a well known nonreciprocal phase shift. If the intrinsic phase is tuned in a postfabrication process the fabrication tolerances are almost identical for both designs. The advantage of the design with two nonreciprocal arms is the lower forward loss due to reduced length. But a reversal of the magnetization requires additional technical efforts. Therefore it seems to be wise to make first experiments with one nonreciprocal arm. Simple BPM calculations with different effective refractive indices for forward and backward direction work well to simulate the propagation of light in the device.
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ABSTRACT

Three-guide couplers with multimode central waveguides allow for remote coupling between optical channels. A simple three mode approximation turns out to be sufficient for the description of the main features of the power transfer behavior. The specific form of the relevant modes suggests the design of integrated optical isolators and circulators based on magnetic garnet materials. These novel devices are superior to conventional nonreciprocal couplers with respect to the total length and admissible fabrication tolerances. We characterize the isolation performance and the transmission loss for the proposed devices by propagating mode simulations and estimate the influence of geometry parameter deviations.

INTRODUCTION

The majority of integrated optical isolator proposals comprises two waveguide ports, which are connected for light propagation in the direction of transmission. In the opposite direction the power is either damped by a polarizer or radiated into the surrounding. In contrast the concept of the nonreciprocal coupler [1, 2] is suitable for the realization of circulator devices, since the blocked power remains well confined in its own output waveguide. For current magneto-optic materials with undesirably high optical losses, the conventional X-coupler has the drawback of large total length and prohibitively strict fabrication tolerances. In this paper we show how this can be overcome by insertion of a third multimode rib, for both planar and rib waveguide devices.

RADIATIVELY COUPLED WAVEGUIDES

Fig. 1 depicts the three waveguide couplers discussed in this paper. For numerical modeling we regard the entire structure between \( z = 0 \) and \( z = L \) as a single lossless multimode waveguide. Interference of its supermodes determines the power transfer between the outer waveguides.

Figure 1: Geometries of the planar (left) and rib waveguide devices (right). The central layer or the central rib, resp., couples two identical outer waveguides WG1 and WG2. The structures are to be considered four port devices with input and output channels A to D.

We start with a look at the dispersion characteristics, focusing on planar devices first. For given vacuum wavelength \( \lambda = 2\pi/k \) and polarization state, each outer waveguide supports one mode with a propagation constant denoted \( \beta_n \). To achieve remote coupling, the isolated central waveguide must support modes with propagation constants beyond this level. Then the effective...
mode indices of the entire structure typically exhibit a dependence on the coupling layer thickness $T$ as depicted in Fig. 2.

For each thickness $T$ there are either two or three propagation constants close to $\beta_c$. The corresponding modes show large field amplitudes in the outer guiding regions (see Fig. 3), thus carrying most of the power if the structure is excited by the mode of one outer waveguide. For the parameters given for Fig. 2 and $T$ up to $15 \, \mu m$ this amount is larger than 90% for the three modes with propagation constants next to $\beta_c$. Therefore we focus at first on the interference between only these three most excited modes.

The two of them with the smaller difference between their propagation constants $\beta_a$, $\beta_b$, define a characteristic length $L_c = \pi/|\beta_a - \beta_b|$. $L_c$ can be regarded a coupling length if either the power carried by the third mode is negligible, or if the propagation constant of the third mode fits properly to enable complete power transfer. We have found that points $T$ with the relevant propagation constants properly spaced occur frequently to justify calling $L_c$ the coupling length for all $T$. This is further elaborated in [3].

Due to the harmonic dependence of the modes on the transverse coordinate $x$ in the coupling region, $L_c$ shows a nearly periodic dependence on $T$ as well. Around the minima of $L_c(T)$, three modes determine the coupling behaviour, next to the maxima only two modes have to be considered. We call these regions the three- and two-mode regime, respectively. Two examples have been marked in Fig. 2, Fig. 3 shows the relevant mode field profiles.

In a realistic simulation all normalized modes $\psi_j$ of the entire structure have to be considered. Denote by $\beta_j$ the corresponding propagation constants and by $\phi_1$, $\phi_2$ the normalized modes of
WG1 and WG2. Suppose \( \phi_1 \) is launched into the coupling region at \( z = 0 \). Neglecting reflections at input and output, the relative power transmitted to waveguide \( k \) at \( z = L \) is given by \( P_k(L) = |\sum_j \langle \phi_k, \psi_j \rangle \langle \psi_j, \phi_1 \rangle \exp(-i\beta_j L)|^2 \). \( \langle \cdot, \cdot \rangle \) denotes the appropriate scalar product. It is a very good approximation to restrict the sum to guided modes. At least for the planar structures in this paper we have found \( P_2(0) \geq 0.999 \), thus these devices show only low radiation losses at input and output. Reflections should be of the same order of magnitude, i.e. negligible. Note that waveguide bends as needed for the conventional coupler can be completely avoided.

**MAGNETO-OPTIC LAYERS**

We will now assume that some layers have a linear magneto-optic effect with the static magnetization adjusted in the \( y \) direction (see Fig. 1). In these regions the permittivity tensor \( \varepsilon \) reads

\[
\varepsilon = \begin{pmatrix}
    n^2 & 0 & -i\xi \\
    0 & n^2 & 0 \\
    -i\xi & 0 & n^2
\end{pmatrix},
\]

where the small off-diagonal elements are related to the specific Faraday rotation \( \Theta_F \) and refractive index \( n \) by \( \xi = n_0 \Theta_F / \pi \). \( \xi \) enters via a perturbational expression [4]. While TE-like modes are not affected in first order, the propagation constants of TM modes are shifted by an amount \( \delta \beta \). For a two-dimensional piecewise constant profile with discontinuity lines in \( x = x_j, y_j < y < y_{j+1} \), separating permittivities \( n_{j-}, \xi_{j-} \) below and \( n_{j+}, \xi_{j+} \) above, the nonreciprocal phase shift can be written

\[
\delta \beta = \frac{1}{2} \sum_j I_{n,j} \left( \frac{\xi_{j+}}{n_{j+}^2} - \frac{\xi_{j-}}{n_{j-}^2} \right) |H_y(x_j, y)|^2 dy,
\]

where \( H_y(x, y) \) denotes the transverse magnetic field component of the TM mode in the corresponding isotropic waveguide, normalized to \( \int n^{-2} |H_y|^2 dx dy = 1 \). We refer to the semivectorial approximation, neglecting the normal component \( H_x \). In the case of planar waveguides, the second argument \( y \) and the corresponding integration must be removed.

Reversing the direction of propagation while the static magnetization remains changes the sign of \( \xi \), thus the propagation constants for forward and backward direction differ by \( 2\delta \beta \). Usually the coupling lengths \( L_L \) and \( L_P \) for forward and backward propagation are different as well. An isolator results if the device length can be adjusted such that \( L = L_L = (l \pm 1)L_P \) holds for an integer number \( l \).

Indicating by subscripts \( s \) and \( a \) the most relevant supermodes of our coupler structures, the smallest possible isolator length can be shown to be

\[
L_a = \frac{\pi}{2|\delta \beta_s - \delta \beta_a|}.
\]

To realize a short device, not only a large phase shift is required, but also the *difference* between the nonreciprocal phase shifts of the two modes must be as large as possible.

Note that this is the weak point of the conventional coupler: its two squared supermodes appear very similar, thus the difference in the nonreciprocal phase shifts remains small.

**PLANAR DEVICES**

As an example, Fig. 4 shows the squared amplitudes of the relevant supermodes in the three mode regime. The largest differences occur in the center of the outer waveguides and periodically in the central waveguide. Obviously the shortest isolating device results if the guiding regions can be manufactured from layers with opposite Faraday rotation, such that the \( \xi \) profile changes exactly at these points. This is illustrated in the bottom inset of Fig. 4.
Figure 4: Field intensity for the modes of Fig. 3(a). The insets outline the corresponding refractive index profile (top) and an optimum choice for the profile of the Faraday rotation (bottom).

For such multilayer configurations, Eq. 3 evaluates to the curves of Fig. 5. Clearly, the shortest devices can be expected in the regions of the three mode regime, for periodically occurring values \( T \). Note that Fig. 5 gives a rough estimate of the realistic device length only, since merely two modes enter Eq. 3. However, the exact numerical calculations show that close to the values indicated by Eq. 3 sets of parameters for well performing devices can be found [3].

Figure 5: Isolator device length \( L_{io} \) versus the thickness \( T \) of the coupling layer. For the dotted curve, only the central layer has been modeled as a magnetic grating with alternating Faraday rotation, while for the continuous curve the outer waveguides are assumed to be double layer waveguides with opposite Faraday rotation as well. Parameters are as given for Fig. 2, \( \xi = \pm 0.005 \).

Fig. 6 illustrates the light propagation in one of these devices. With outer waveguides formed as double layers, each of thickness \( t/2 \), with opposite sign of \( \Theta_F \), and the coupling region made up of 10 layers of alternating Faraday rotation, the device achieves an isolation \( 10 \log_{10} P_1/P_0 \) of 38 dB and a forward transmission loss \( -10 \log_{10} P_1 \) of 0.15 dB. The tolerances given in the figure caption guarantee isolation better than 20 dB and losses below 0.5 dB, where losses due to material absorption must be added.

Figure 6: TM-field propagation along the planar isolator device corresponding to mark (a) in Figs. 2, 3, 5. (i): propagation in the direction of transmission, the mode of one outer waveguide is inserted at \( z = 0 \) and the power remains in the input waveguide (A to B in Fig. 1). (ii): propagation in the blocking direction, the structure is excited in \( z = 1.5 \) mm and the power is transferred to the opposite waveguide (transmission B to D). Parameters are as given for Fig. 2, \( T = 6.261 \mu m, L = 1512 \mu m, \xi = \pm 0.005 \). Tolerances: \( \Delta T = \pm 5 \mu m, \Delta L = \pm 35 \mu m, \Delta t = \pm 3 \) nm, \( \Delta d = \pm 16 \) nm.
For comparable conventional nonreciprocal couplers \((T = 0\) in Fig. 1) the total length must be larger than 2.8 mm \((2d = 0)\) or 10.5 mm \((2d = 0.8 \mu m)\), with a maximum tolerance of 0.7 \(\mu m\) \((2d = 0)\). The gap width 0.8 \(\mu m\) has to be maintained with a tolerance of \(\pm 0.4 \text{ nm}\).

**RIB WAVEGUIDE DEVICES**

In somewhat more realistic 3-D structures analogous mode patterns appear. Fig. 7 illustrates the supermodes of a rib coupler in the three mode regime, generated by means of a recently proposed semivectorial mode solver [5]. The three most relevant modes corresponding to the planar profiles in Fig. 5(a) can be clearly identified.

![Figure 7: Mode intensity profiles for the eight TM polarized modes of a radiatively coupled waveguide structure given by the following parameters: \(W = 5.3 \mu m\), \(w = 1.1 \mu m\), \(g = 0.1 \mu m\), \(h = 0.5 \mu m\), \(n_1 = n_e = 2.3\), \(n_s = 1.95\), \(n_c = 1.0\), \(\lambda = 1.3 \mu m\) (cf. Fig. 1). The contours correspond to the squared dominant magnetic field component \(|H_y|^2\).](image)

The mode shape inspires an isolator configuration as shown in Fig. 8. It does not exploit the opposite symmetry, but the strongly differing amplitudes of the relevant modes. The nonreciprocal phase shifts of the central and the surrounding mode must be as unequal as possible, therefore contrarily directed jumps in the Faraday rotation should be manufactured along the lines of the corresponding field maxima.

![Figure 8: Concept for an TM-isolator/circulator based on radiatively coupled rib waveguides. The boundary between layers with opposite Faraday rotation (signs) should be adjusted to the maximum field amplitude.](image)

With the central layer thickness \(T\) replaced by the width \(W\) of the central rib, the dispersion characteristic of the 3-D devices is similar to the planar case, as confirmed by Fig. 9. According to the bottom inset, evaluation of Eqs. 2, 3 yields an estimate for the minimum achievable device length of 1.02 mm. This is one order of magnitude smaller than the value of 10 mm given in [2] for a conventional two-waveguide nonreciprocal coupler comprising comparable materials and geometry.
CONCLUSIONS

For a nonreciprocal three waveguide rib coupler consisting of magneto-optic garnet materials, the proposed design enables standard isolating performance with a total length of about 1 mm. This is achieved by exploiting the specific shape of the relevant mode fields. As in the planar case, strict but manageable tolerance requirements can be expected. Within the complete simulation of the 3-D devices, the numerically involving part of accurately calculating the guided supermodes is by now finished, while the implementation of the propagating mode analysis procedures for the rib waveguide structures is under way.
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RECENT ADVANCES IN MAGNETOSTATIC WAVES-BASED INTEGRATED MAGNETOOPTIC BRAGG CELL MODULATORS IN YIG-GGG WAVEGUIDES
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ABSTRACT

The most recent advances in the integration architecture and diffraction efficiency of magnetostatic wave (MSW)-based guided-wave magnetooptic (MO) Bragg cell modulators in yttrium iron garnet-gadolinium gallium garnet (YIG-GGG) waveguides are reported. A curved ion-milled hybrid waveguide lens pair has been integrated with a MO Bragg cell modulator in a taper waveguide with dimensions of 6.0x16.0mm² to facilitate the collimation and focusing functions. An enhancement in the Bragg diffraction efficiency by two-to six-fold has been accomplished using a non-uniform bias magnetic field. An oscillator-based MO Bragg cell modulator has also been constructed and has provided a Bragg diffraction efficiency which is higher by a factor of two to four than that of a conventional delayline-based modulator.

INTRODUCTION

Magnetooptic (MO) Bragg interactions between guided-optical waves and magnetostatic waves (MSWs) and resulting devices [1] in a suitable magnetic substrate such as the yttrium iron garnet-gadolinium gallium garnet (YIG-GGG) waveguides [2] have continued to be a subject of considerable interest. MSWs can be readily and efficiently generated by applying a microwave signal to a microstrip line transducer, deposited directly on or laid upon the YIG-GGG waveguide substrate. The carrier frequency of the MSWs can be tuned, typically from 0.5 to around 25 GHz, by simply varying an external bias magnetic field in synchronism with the carrier frequency of the microwave signal. MO Bragg diffraction results from the moving optical gratings induced by the MSW through the Faraday and Cotton-Mouton effects in a manner similar to guided-wave acoustooptic (AO) Bragg diffraction in which the surface acoustic waves (SAW) induce moving optical gratings through the photoelastic effects [3]. In analogy with the AO Bragg cell modulators, the resulting MO modulators such as the one shown in Fig. 1, which utilizes magnetostatic forward volume waves (MSFVW), are called the MO Bragg cell modulators. A guided-light beam incident upon the MSFVW at Bragg angle 0B is diffracted at an angle of 20B from the undiffracted light. The relative power and scan angle of the Bragg-diffracted light are proportional to the drive power and the carrier frequency of the
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MSW, respectively. Such MSW-based MO Bragg cell modulators have demonstrated a number of unique advantages in comparison to their AO counterparts such as tunable and much higher carrier frequency, much faster modulation and switching speeds, and simplicity in transducer design and fabrication. Consequently, such MO Bragg cell modulators possess the potential for applications in wide-band real-time RF signal processing, high-speed multiport optical deflection/switching, and high-speed wideband optical frequency shifting, and should therefore compliment the now prevalent AO Bragg cell modulators.

In this paper, the most recent advances in terms of architectural integration and diffraction efficiency of the MO Bragg cell modulators are reported.

INTEGRATION OF MO BRAGG CELL MODULATOR WITH WAVEGUIDE LENSES

As in integrated AO Bragg cell device modules, it is essential to incorporate a collimation-focusing waveguide lens pair in a common YIG-GGG waveguide substrate to form an integrated MO Bragg cell device module. For this purpose, a curved hybrid ion-milled lens pair of parabolic contour was integrated with the MO modulator in a taper waveguide as shown in Fig. 2(a). The curved hybrid lenses have provided larger angular field of view and lower level of coma in comparison to those of straight contour. Fig. 2(b) shows the detailed architecture and dimensions of the integrated MO Bragg cell device module that has been constructed [4].

The initial layer thickness of the Bi-substituted YIG waveguide sample used, 6.0 X 16.0 mm² in size, was 3.25 μm. The two end regions of the taper waveguide were ion-milled down to 2.68 μm in several steps in order to produce a gradual transition, and thus ensure a high transmission for the light beam. A pair of curved hybrid lenses of 4.0 mm focal length and 0.8 mm aperture were then fabricated in the two end regions (each 5.0 mm in length) using the ion-milling technique [4]. The measured focal spot profiles obtained at 1.31 μm wavelength from the curved hybrid lenses show low level of coma with sidelobe levels lower than 12.3 dB from the main lobe for the incident angle up to ± 3.5 degrees from the lens axis.

An MO Bragg cell modulator was subsequently constructed by incorporating a microstrip line transducer in the central region of the taper waveguide. A compact magnetic circuit was used to provide the required bias magnetic field for excitation and tuning of the carrier frequency.
of the MSFVWs ranging from 2 to 12 GHz. Typical performance figures such as a bandwidth of 260 MHz at the center carrier frequency of 10.0 GHz, a diffraction efficiency of 2.0% at one watt RF drive power, and a dynamic range of 30dB were measured with the resulting integrated MO Bragg cell modulator module. The modulator module was used to successfully demonstrate light beam scanning and switching, and RF spectral analysis at X-band carrier frequencies [4].

**BRAGG DIFFRACTION EFFICIENCY ENHANCEMENT USING NON-UNIFORM BIAS MAGNETIC FIELD**

In terms of practical applications it is desirable to realize MO Bragg cell modulators that provide as high a diffraction efficiency at as low an RF drive power as possible. For this purpose a technique for significant enhancement of the diffraction efficiency using a non-uniform bias magnetic field was explored recently [5]. Specifically, a non-uniform bias magnetic field was employed to reduce the angular spreading of the magnetostatic forward volume wave (MSFVW) involved. Since for certain range of the carrier frequency the velocity of propagation of the MSFVW, \(V_{\text{MSFVW}}\), increases with the bias magnetic field \(H_b\), a bias magnetic field of linear distribution \(H_b(x)\) across the transducer aperture such as the one shown in Fig. 3(a) will modify the wavefront of the resulting MSFVW. In other words, this specific distribution of bias...
magnetic field creates a focusing effect upon the MSFVW, and corresponding reduction in its angular beam spread, and thus enhances the MO Bragg diffraction efficiency.

In this work the aperture of the microstrip line transducer or the MO interaction length involved was 5.0mm and the non-uniform bias magnetic field was facilitated by using an air gap of linear variation as depicted in Fig. 3(b) in a compact Sm-Co magnetic circuit [6]. Note that this particular air gap distribution between the two pole pieces in the magnetic circuit was used to create a bias magnetic field distribution similar to Fig. 3(a), namely, increasing linearly from the center of the air gap to the two edges. Measurement of the resulting bias magnetic field for an air gap setting of 21 mm at the center and 18 mm at the two edges has shown that such magnetic field distribution can be readily facilitated. The bismuth-substituted YIG-GGG sample used has a 6 μm YIG guiding layer and the dimensions of 7.0x8.0 mm². The corresponding velocity profile of the MSFVW at the carrier frequency of 3.17GHz, deduced using the experimental data, suggests focusing of the resulting MSFVW. Note that for establishment of a uniform bias magnetic field, flat surfaces were used for the two pole pieces, so that there was no spatial variation in the air gap.

Measurement of the Bragg diffraction efficiency and the bandwidth of the resulting MO Bragg cell modulator was carried out at the carrier frequency range of 2.0 to 3.5GHz and the
optical wavelength of 1.31 μm in free-space using the established technique [1]. The carrier center frequency was readily tuned by changing the bias magnetic field which was in turn tuned by changing the air gap through a micrometer. The measured Bragg diffraction efficiencies for the cases with uniform and non-uniform bias magnetic fields has demonstrated a diffraction efficiency enhancement by a factor of two to six. At a carrier frequency of 3.17 GHz, a diffraction efficiency as high as 70% has been measured at an RF drive power of 2.7 watts. Thus, when compared to the earlier performance figure of 12% at 2.0 watt RF drive power and 5.0 mm interaction length obtained using a uniform bias magnetic field [1], an increase in the figure of merit in terms of diffraction efficiency per RF drive power by a factor of four has been accomplished.

MO BRAGG DIFFRACTION UNDER A TILTED BIAS MAGNETIC FIELD

As another attempt for enhancement of MO Bragg diffraction efficiency a theoretical treatment on the propagation characteristics of MSWs and related guided-wave MO Bragg diffraction in a YIG-GGG waveguide under a tilted bias magnetic field is being carried out [7,8]. Fig. 4 shows the interaction geometry involved. Note that the bias magnetic field is in the X-Z plane. The Z-component of the bias magnetic field will facilitate excitation and propagation of the MSFW, while the X-component will do the same for magnetostatic surface wave (MSSW). Hence, the interactions between the guided-light wave and the magnetostatic waves (MSWs) becomes much more complicated.

Employing the coupled-mode method [1] the MO Bragg diffraction efficiency η involving the TM₀ → TE₀ mode conversion is determined as follows:
\[ \eta^\pm = \frac{(\kappa_1 \mp \kappa_2)^2}{\left( \frac{\Delta}{2} \right)^2 + (\kappa_1 \mp \kappa_2)^2} \sin^2 \left\{ \sqrt{\left( \frac{\Delta}{2} \right)^2 + (\kappa_1 \mp \kappa_2)^2} L \right\} \]

where

\( L = \) interaction length

\( \kappa_1 = \frac{k_0}{4 \sqrt{\varepsilon_r}} f_1 \left| m_x^{(0)} \right| \)

\( \kappa_2 = \frac{k_0 M_0}{4 \sqrt{\varepsilon_r}} \left( 2 f_{44} \cos \theta + \frac{1}{3} \Delta f (2 \cos \theta + \sqrt{2} \sin \theta) \right) \left| m_y^{(0)} \right| \)

\[ \Delta f = f_{11} - f_{12} - 2 f_{44} \]

where \( f_{11} \), \( f_{12} \), and \( f_{44} \) are the three independent components of the linear or second-order magnetic birefringence (Cotton-Mouton effect). Finally, "+" and "-" designate the situations for anti-Stokes (with frequency upshifted diffracted light) and Stokes (with frequency downshifted diffracted light) interaction, respectively. Since the quantities \( m_x^{(0)} \), \( m_y^{(0)} \) are functions of the tilt angle \( \theta \), the MO Bragg diffraction efficiency is a complicated function of \( \theta \).

The analytical results obtained shows that the resulting MO Bragg diffraction is a complicated function of the tilt angle of the magnetic field \( \theta \) and many other physical parameters. Further theoretical analysis and experimental studies are in progress.

**MSW OSCILLATOR-BASED INTEGRATED MO BRAGG CELL MODULATOR**

As further effort toward ultimate integration of the modulator and enhancement of Bragg diffraction efficiency, a feedback loop was most recently incorporated in the conventional MO Bragg cell modulator which simply utilizes the MSW as a delayline [9]. Specifically a feedback loop having proper loop gain and phases was incorporated in a MSFVW delayline to facilitate oscillations. The frequency of oscillation was readily tuned by varying the bias magnetic field. The resulting MSW oscillator-based MO Bragg cell modulator has provided a significantly higher diffraction efficiency per RF drive power than the MSW delayline-based counterpart.

Fig. 5 shows such oscillator-based MO Bragg cell modulator. The MSFVW oscillator consists of a 9.0 \( \mu \text{m} \)-thick and 6.0 mm-wide Bi:YIG film and a pair of identical microstrip line
transducers at a separation of 5.0 mm. In the feedback loop, a microwave solid state amplifier is connected to the input transducer via a dual directional coupler. The output transducer of the delay line is fed into the amplifier through a sampling coupler. The fed power is in turn controlled using a variable attenuator. The transmission and reflection characteristics of the delay line as well as the oscillating frequencies are measured at the output ports of the sampling coupler. A compact magnetic circuit provides an adjustable magnetic field to the oscillator to create necessary values of phases required for oscillation. Accordingly, the carrier frequency of the RF signals for MO Bragg interaction is readily tuned. A linear dependence of the oscillating frequency from 2.112 to 3.274 GHz has been measured as the external magnetic field increases from 2350 to 2900 Oe.

Measurements of the Bragg diffraction efficiency for both oscillator-and delayline-based MO Bragg cell modulators were again carried out at the optical wavelengths of 1.31 μm. The measurement for the latter was done by connecting the input of the amplifier directly to a sweep generator which supplies the drive signals in the same frequencies as the measured oscillating frequencies under the corresponding bias magnetic fields. An enhancement in Bragg diffraction efficiency by two-to-four-fold has been measured with the oscillator-based MO modulator. This enhancement of diffraction efficiency in the oscillator-based modulator can be attributed to the drastic reduction in the insertion losses of the MSFWV oscillator. We have found that the insertion losses versus the carrier frequency for the delay line depend strongly on the bias magnetic field. However, for the oscillator, the insertion losses incur only minor changes even though the oscillation frequency varies linearly with the bias magnetic field. Specifically, the measured insertion loss of the MSFWV oscillator ranges from -14 to -11 dB.

CONCLUSIONS

A new class of optical devices called MO Bragg cell modulators which are capable of providing desirable features similar to that of the now prevalent AO Bragg cell modulators, but
with superior performance characteristics in terms of much higher carrier frequency and its electronic tunability, have been devised. This MO modulator has paved the way for realization of a variety of MSW-based hybrid integrated MO device modules, such as high-speed optical scanners, optical space switches, tunable carrier frequency band RF spectrum analyzers and correlators, and tunable wideband optical frequency shifters and modulators [4,10].

It is well recognized that the SAW-based devices in the VHF to UHF region (100 to 2000MHz) have little competition as broadband RF signal processors. Meanwhile, the MSW-based devices, when fully developed, will have no competition in the frequency region higher than 2000 MHz. Thus, the integrated MO device modules should compliment the AO counterparts in the field of real time wideband RF signal processing at carrier frequencies far beyond 2000 MHz.

In order to expedite realization of the aforementioned hybrid integrated MO device modules and their various applications, further advances such as development of robust coupling techniques between the YIG-GGG waveguide and the laser and/or the photodetector, and development of packaging technology for the integrated MO device modules are needed. As to further enhancement of the Bragg diffraction efficiency and the device optical throughput preparation and characterization of YIG-GGG waveguides with substitution of other elements and their combinations will be of great interest. Finally, R and D efforts aimed at realization of laser sources in Er-doped YIG-GGG substrates are essential toward ultimate realization of monolithic MO device modules.
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MAGNETO-STATIC WAVE OSCILLATOR-BASED INTEGRATED MAGNETO-OPTIC BRAGG CELL MODULATOR*
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ABSTRACT

A novel magnetooptic (MO) Bragg cell modulator that utilizes a magnetostatic forward volume wave (MSFVW) oscillator is presented. The carrier frequency of the MSFVW signals involved in the MO interaction is tuned linearly from 2.112 to 3.274 GHz by increasing an external bias magnetic field from 2350 to 2900 Oe. Compared with a conventional magnetostatic wave (MSW) delay line-based MO Bragg cell modulator, the proposed modulator can provide significantly higher diffraction efficiency owing to reduction of insertion losses in the MSFVW oscillator. Furthermore, the oscillator-type MO modulator can be more easily integrated with other MMIC devices.

INTRODUCTION

Magnetooptic (MO) Bragg interactions between guided optical waves and magnetostatic waves (MSW) in yttrium iron garnet (YIG)-gadolinium gallium garnet (GGG) waveguides have demonstrated considerable potential toward realization of integrated MO devices for wideband real-time RF signal processing and optical communications[1]. MO Bragg diffraction possesses characteristics similar to guided-wave acoustooptic (AO) Bragg diffraction[2]. However, the advantages of the resulting MO Bragg devices over their AO counterparts are distinct. Firstly, the MO Bragg devices can perform signal processing directly at microwave frequencies, a frequency range where surface acoustic wave (SAW) devices do not operate; secondly, the modulation/switching speeds of the MO Bragg devices are much higher; and finally, the microstrip technique for MSW excitation in the MO Bragg devices is much simpler. Until now, various MO devices based on the Bragg interactions such as modulators, scanner, frequency shifters, spectrum analyzers, etc., have been proposed and demonstrated[3-6].

A typical MO Bragg cell modulator consists of a magnetic garnet film waveguide of good magnetic and optical characteristics and an MSW delay line that is fabricated upon the waveguide. When an RF signal is fed into the delay line through a microstrip transducer, the MSW excited will perturb the optical waveguide to form the moving optical gratings through the Faraday and Cotton-Mouton effects[1, 3]. Thus, guided-wave MO Bragg diffraction can be facilitated. Obviously, the transduction efficiency of MSW excitation in an MO waveguide is of crucial importance in MO Bragg diffraction. As is well known, the MSW power required for the MSW propagation in a magnetic film can be supplied either by an external RF signal generator or by a well-designed oscillation loop. Both device architectures have applications in microwave signal processing. Furthermore, it is envisioned that the size of a planar MO Bragg cell modulator can be greatly reduced by employing an MSW oscillator because the oscillator is apt to be embedded into an MMIC chip[7-9].

* This work was supported by the ONR
In this paper we present, for the first time, an MO Bragg cell modulator that incorporates an MSFVW oscillator through a feedback loop. In the oscillator the oscillations occur at frequencies where the gain of the loop consisting of the MSFVW delay line, a solid-state amplifier and a directional coupler exceeds unity, and the phase shifts around the loop satisfy the following condition [10]

\[ \phi_{\text{MSFVW}} + \phi_a + \phi_c = 2n\pi \]  

where \( \phi_{\text{MSFVW}} \), \( \phi_a \) and \( \phi_c \) are the phase shifts corresponding to the MSFVW delay line, the amplifier, and the other external components, respectively, and \( n \) is an integer. The microwave frequency involved in the MO interaction can be selected by magnetically tuning the oscillations in the loop.

**MSFVW OSCILLATOR-BASED MO BRAGG CELL MODULATOR**

**MSFVW Oscillator**

Fig. 1 shows an MO Bragg cell modulator that utilizes an MSFVW delay line to realize an oscillator via a feedback loop. The MSFVW oscillator consists of a 6.0 \( \mu \)m-thick and 7.0 mm-wide Bismuth-substituted yttrium iron garnet (Bi:YIG) film and a pair of identical microstrip line transducers at a separation of 5.0 mm. In the feedback loop, a microwave solid state amplifier is connected to the input transducer via a dual directional coupler. The output transducer of the delay line is fed into the amplifier through a sampling coupler. The fed power is in turn controlled using a variable attenuator. The transmission and reflection characteristics of the delay line as well as the oscillating frequencies are measured at the output ports of the directional coupler.

![Fig. 1 MSFVW Oscillator-Based Magnetooptic Bragg Cell Modulator](image)

\[ \text{Fig. 1 MSFVW Oscillator-Based Magnetooptic Bragg Cell Modulator} \]
Oscillator-Based MO Bragg Cell Modulator

As shown in Fig. 1, an optical beam of 1.313 μm in wavelength is edge-coupled into the YIG waveguide in a direction nearly perpendicular to that of the MSFVW propagation. The intensities of the Bragg-diffracted and undiffracted lights are measured by means of an analog optoelectronic module. A compact magnetic circuit provides an adjustable magnetic field to the oscillator to create necessary values of $\phi_{\text{MSFVW}}$ required by Eq. (1). Therefore, the carrier frequency of the RF signals for MO Bragg interaction can be readily tuned.

Results and Discussions

As discussed above, tuning the bias magnetic field can control the carrier frequency of the MSFVW that is involved in the MO interaction in the proposed modulator. Fig. 2 shows a linear dependence of the oscillating frequency (from 2.112 to 3.274 GHz) as the external magnetic field increases (from 2350 to 2900 Oe).

![Fig. 2](image)

The Stars are the Experimental Data.

In order to compare such oscillator-based MO Bragg cell modulator with the conventional MO Bragg cell modulator, namely, the one just involving an MSFVW delay line, we have also measured the MO Bragg diffraction efficiencies by disconnecting the feedback loop and connecting the input of the amplifier directly to a sweep generator which supplies the signals in the same frequencies as the measured oscillating frequencies under the corresponding bias magnetic fields.

We see from Table 1 that the oscillator-based MO modulator is considerably more efficient than the one based on the delay line. We have found experimentally that the efficiency enhancement of MO Bragg diffraction in the oscillator-based modulator can be attributed to the drastic reduction in the insertion losses of the oscillator. Figs. 3(a) to 3(c) show the measured insertion losses of the oscillator at the frequencies listed in Table 1 and of the delay line at the identical frequencies at the bias magnetic field of 2425, 2450 and 2850 Oe, respectively.

As shown in Fig. 3, the insertion loss versus the carrier frequency for the delay line strongly depends on the bias magnetic field. However, for the oscillator, the insertion loss incurs only
minor changes even though the oscillation frequency varies linearly with the bias magnetic field. In our experiments, the measured insertion loss of the oscillator ranges from -14 to -11 dB.

Table 1 Comparison of Measured MO Bragg Diffraction Efficiencies Using MSFVW Delay Line and Oscillator

<table>
<thead>
<tr>
<th>f (GHz)</th>
<th>H (Oe)</th>
<th>( \eta_{\text{delay line}} ) (%)</th>
<th>( \eta_{\text{oscillator}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.112</td>
<td>2350</td>
<td>9.4</td>
<td>17.8</td>
</tr>
<tr>
<td>2.244</td>
<td>2425</td>
<td>2.0</td>
<td>8.3</td>
</tr>
<tr>
<td>2.435</td>
<td>2450</td>
<td>17.4</td>
<td>33.3</td>
</tr>
<tr>
<td>2.941</td>
<td>2700</td>
<td>9.6</td>
<td>27.6</td>
</tr>
<tr>
<td>3.124</td>
<td>2850</td>
<td>7.0</td>
<td>12.3</td>
</tr>
<tr>
<td>3.274</td>
<td>2900</td>
<td>2.8</td>
<td>9.1</td>
</tr>
</tbody>
</table>

Fig. 3 Insertion Loss of MSFVW Delay Line versus the Carrier Frequency under Different Magnetic Biasing Conditions: (a) H=2425 Oe; (b) H=2450 Oe; (c) H=2850 Oe. The Stars Correspond to the Insertion Losses of the Oscillator.

According to the MSW theory[11, 12], for a given MSW operation frequency, the propagation loss can be modeled by setting the wave number \( K \) as a complex number. Thus, if the MSFVW propagation is characterized by \( \exp(iK_y) \) where y-axis is the propagation direction, the wave amplitude will decay in the factor of \( \exp[Im(K)y] \). \( Im(K) \) is associated with the full ferromagnetic resonance linewidth, \( \Delta H \), and the MSFVW group velocity, \( v_g \). Since \( \Delta H \) and \( v_g \) as well as the first-order magnetic birefringence (Faraday effect) and the second-order magnetic birefringence are identical under a specific frequency for MO Bragg diffraction in an MSFVW delay line and the oscillator constructed by the very same delay line, the difference in diffraction efficiency between the MO Bragg cell modulators using an MSFVW delay line and the MSFVW delay line-based oscillator can only be attributed to the energy conversion mechanisms for the delay line and the oscillator. Now, of particular interest to us is how the conversion between the RF drive power and the MSFVW power inside an MO film waveguide affects the MO Bragg diffraction. Based on the MSW-optical interaction theory[13] and our previous analysis, we
simplify the diffraction efficiency $\eta$ as a function of the insertion loss of a delay line, $IL$, and the RF drive power, $P_0$, e.g.,

$$\eta = \sin^2\left[ C \exp(0.115 \, IL) \sqrt{P_0} \right] \quad (2)$$

where $C$ is a constant that is associated with the magnetic and MO parameters.

With $P_0$ as a parameter, Fig. 4 shows the relationship between $\eta$ and $IL$. As shown, once the insertion loss of an MSFVW delay line is reduced to, say, less than -15dB, the MO Bragg diffraction efficiency can be improved dramatically. Meanwhile, it is obvious that a higher input RF power can result in a higher diffraction efficiency. In our measurements, it is also found that the return loss of the MSFVW delay line is higher than that of the oscillator. Therefore, the input RF power to the proposed MO modulator is enhanced. Fig. 3 and the data listed in Tab. 1 indicate that as the oscillator has much lower insertion losses compared with the delay line, the oscillator-based MO Bragg cell modulator functions much more efficiently.

![Fig. 4 MO Diffraction Efficiency versus the Insertion Loss of an MSFVW Delay Line.](image)

CONCLUSIONS

MSFVW oscillator-based guided wave MO Bragg diffraction in YIG-GGG has been realized. The MSFVW signal involved in the MO interaction is generated when the oscillation condition in the feedback loop is satisfied. The RF carrier frequency involved is tuned simply by an external bias magnetic field. Since the insertion loss of the MSFVW delay line in the oscillator architecture is greatly reduced, the resulting MO Bragg diffraction efficiency is significantly enhanced.
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ABSTRACT

Although discovered over 150 years ago, it was not until the 1970's that materials were developed that enabled magneto-optic (Faraday) effect devices of practical sizes. These developments are: magneto-optic materials with high Verdet constants, and the rare-earth magnet materials, capable of extremely high magnetic fields.

The magneto-optic effect has enabled development of equipment used in diverse laser applications, from industrial use to fiber-optic telecommunications.

The principle of operation of optical isolators and circulators is described herein, as well as descriptions of critical components in such equipment, such as the polarizers and the magnets.

BACKGROUND

In 1845, Michael Faraday discovered that the plane of polarized light rotates while passing through glass that is contained in a magnetic field. The amount of rotation is dependent upon the component of the magnetic field parallel to the direction of light propagation, the path length in the optical material, and the ability of the magneto-optic material to rotate the polarization plane as expressed by the Verdet constant.

Since Faraday's time, many materials having magneto-optic rotation have been discovered, including some whose Verdet constants are exceedingly high. These materials make possible a device of practical dimensions for the control of one of the most important problems in laser applications: optical feedback, or reflections of the laser's own energy back into itself.

The effects of feedback are well known: amplitude fluctuations, frequency shifts, limitation of modulation bandwidth, noise, and even damage. Feedback may, indeed, be the ultimately limiting factor in the performance of all lasers. An important application of Faraday rotation is its use in a device called the optical isolator. The device avoids the deleterious effects of optical feedback by limiting light propagation to one direction only.

THE MAGNETO-OPTIC EFFECT

When a magnetic field is introduced into an atomic system, a split occurs in the quantum energy levels describing that system. Macroscopically, this splitting causes circular magnetic birefringence, or unequal indices of refraction of right-handed and left-handed circularly polarized light. The result is rotation of polarization.

The sign of the birefringence is independent of the direction of light propagation; this is what makes the Faraday effect unique and the optical isolator possible.

An optical isolator in its simplest form consists of a rod of Faraday rotator material with its end polished flat and parallel. The rod is contained in a magnet configured so that the lines of flux are along the axis of the rod and, thus, parallel to the direction of the light. Plane-polarized light
enters the rod and, by virtue of the Faraday effect, the plane of polarization rotates as the light propagates.

Assuming no deteriorating effects are present, the light emerges from the opposite end of the rod with its plane of polarization rotated by an amount

\[ \theta = VHL \]

where \( \theta \) is the amount of rotation in minutes, \( V \) is the Verdet constant in minutes/Gauss-centimeter, \( H \) is the magnetic field strength in Gauss, and \( L \) is the length of the rod in centimeters.

It is important to emphasize the nonreciprocal nature of the Faraday effect. The direction of rotation is dependent only upon the direction of the magnetic field and the sign of the Verdet constant, not on the direction of light propagation. This is exactly opposite to the case of rotation in optically active materials such as crystalline quartz or sugar solutions in which the rotation depends upon the direction of light propagation.

FARADAY ROTATING MATERIALS

Rotating materials generally fall into three categories: the paramagnetics, the diamagnetics, and the ferromagnetics. Paramagnetics have a negative Verdet constant that varies inversely as the absolute temperature, and varies approximately as the inverse square of the wavelength.

Diamagnetics have a positive Verdet constant that is essentially unaffected by temperature and, like paramagnetics, varies approximately as the inverse square of the wavelength.

Ferromagnetics have a positive Verdet constant that is affected by temperature according to the specific material. As with paramagnetics and diamagnetics, it varies approximately as the inverse square of the wavelength. It is important to note that extreme deviations from these simple relationships are possible.

THE PARAMAGNETICS

Among the most commonly available paramagnetic materials is terbium-doped borosilicate glass. Although the base glass is diamagnetic, it is the paramagnetic ion of terbium that causes the Verdet constant to be much higher than in any of the high-index glasses (such as the heavy flints).

However, because the Verdet constant of the paramagnetics is inversely proportional to the absolute temperature, relatively low rotations at room or elevated equipment temperatures can be a determining factor in the choice of this material. This, along with thermally induced strain birefringence caused by a high-power laser, can degrade polarization purity, thus reducing isolation. Additionally, the terbium absorption band at 470-490 nm renders this glass useless at the blue line of the argon-ion laser (488 nm), though not at 500 nm and longer wavelengths.

Another significant paramagnetic material is terbium-gallium-garnet (TGG). Its Verdet constant is 50% to 80% greater than the terbium glass described above. The very low absorption of this water-clear crystal makes it an excellent candidate for isolation of wavelengths in the visible and near-IR regions. TGG is one of the most commonly used materials in optical isolators. It is capable of withstanding very high laser power, and is used with high power YAG lasers.

THE DIAMAGNETICS

Many glasses fall into this category, and all have a comparatively weak Verdet constant. However, unlike the Faraday rotation of paramagnetics, the rotation of diamagnetic materials is not specifically affected by specific temperature change. In some applications this may be of overriding importance.

Some common diamagnetics are the chalcogenide materials (those containing II-VI elements such as sulphur, selenium and tellurium). One such Faraday rotating material is zinc selenide,
which has a Verdet constant 30% higher than terbium-doped glass. However, the method of growing this crystal (chemical vapor deposition) produces grain boundaries that contribute to a scattering loss at visible and near-IR wavelengths.

THE FERROMAGNETICS

Among the ferromagnetic materials are certain rare-earth garnets possessing a high degree of magneto-optic rotation. They are primarily limited to the 1100 to 5000 nm spectrum. A characteristic of the ferromagnetics is that their Faraday rotation saturates at a specific magnetic field strength. This implies that rotation in an aperture can be constant, provided that the entire aperture is contained in this minimum field.

Thus, one would expect full-aperture isolation to be superior using a ferromagnetic rotator because variations in the magnetic field will not cause variations in rotation, as is the case with both paramagnetics and diamagnetics.

A newly available ferromagnetic crystal, epitaxially grown bismuth substituted garnet, has an extremely high Faraday rotation, and magnetic saturation occurs in a small field. These materials have made possible very small isolators.

THE OPTICAL ISOLATOR

An optical isolator permits the forward transmission of light while simultaneously preventing reverse transmission with a high degree of extinction. It consists of a Faraday rotator, two polarizers, and a body to house the parts.

The Faraday rotator consists of a magnet in which is contained the magneto-optically active optical material.

FIGURE 1. In a Faraday rotator, plane-polarized light passes through a rod of magneto-optical material contained in a magnet, with lines of flux parallel to the direction of light propagation.

FIGURE 2. Principle of Operation of an Optical Isolator
In the forward mode (top), light entering the Input polarizer, becomes linearly polarized in the vertical plane at 0°. This vertically polarized light then enters the Faraday rotator, which rotates the plane of polarization clockwise by 45°. The light polarized at 45° then passes through the output polarizer whose transmission axis is also at 45°, thus permitting the light to exit with no diminution.

The light then goes farther into the system or experiment where reflections occur; any of this reflected light that now travels back into the laser constitutes optical feedback.

In reverse mode (bottom), the retropropagating light becomes polarized at 45° upon passing backward through the output polarizer. The light then passes through the Faraday rotator, which produces another 45° of rotation, still in a clockwise direction.

The light is now polarized at 90°, or horizontally, and will be extinguished by the Input polarizer, still at 0°. The reflected light cannot get back into the laser.

We can classify optical isolators into two groups: those larger models utilizing relatively long rotator rods with weak Verdet constants, requiring large and often complex magnets, and the smaller units that use short rotators with very strong Verdet constants and a small magnet. The wavelength of operation is the usual determinant.

THE MAGNETS become monumentally important in an isolator using a rotator with a weak Verdet constant. The development of magnets of 8,000 Gauss and above can be challenging. However, development of rare-earth magnets continues. Samarium cobalt is a commonly used high strength material. Another is neodymium-iron-boron, and we achieve more than 10,000 Gauss in magnets now in production.

Magnetic field variations are both longitudinal and radial within the cylindrical volume in which the rotator is positioned. Radial variations can limit isolation. Affected are the paramagnetic and diamagnetic rotators, but not the saturating ferromagnetics.

THE POLARIZERS

In general, the final isolation of the optical isolator seems to be equally dependent upon the Faraday rotator and the polarizers; high extinction depends upon both. Polarizers in calcite crystal, either the classical Glan air-spaced type or variations thereof, are routinely capable of 100,000: 1 (50 dB) extinction and beyond, which is absolutely necessary for reverse isolations of 30 dB and more. Whereas classical calcite polarizers are quite lossy because of internal reflections, it is possible to make these so that transmittance reaches 99%. Thus, with carefully selected materials and antireflection coatings, complete isolators with total insertion loss of 5% are easily achievable.

Other polarizers, such as dielectric Brewster's angle plates, are now available with performance equaling that of the calcite crystal types, although optical bandwidths are much less.

A class of dichroic polarizers is uniquely manufactured by Corning. These are the Polarcor polarizers. Thin glass plates with a layer of microscopic, metallic elongated spheroids, easily extinguish better than 50 dB, and transmit to 99%.

MINIATURIZED ISOLATORS FOR DIODE LASERS AND FIBEROPTICS

The availability of the garnet films and the dichroic polarizers has enabled the development of very small, high performance lasers for use in fiber-optic telecommunications systems. In fact, very small, highly efficient isolators have permitted important advancement of the industry.

The next step in evolution might be a waveguide isolator, a small device that is "optically hard-wired," or optically continuous, without air gaps. An ideal isolator will fit into the laser can, thus allowing easy encapsulation. Clearly, packaging technology now becomes the limiting factor.
ISOLATOR CHARACTERISTICS

Design requirements of an isolator depend upon its application, physical location, and local environment. Extremes of outdoor temperature and humidity demand different design considerations than more-moderate indoor locations where the environment is controllable. If polarization insensitivity is needed, the design becomes more complex, due to the number of additional components and increased optical path length, which make alignment stability difficult.

SIGNIFICANCE OF WAVELENGTH

Certainly the controlling element in the isolator is the optical material, a specific glass or crystal, whose Verdet constant at the wavelength of interest determines one very important feature of the device, its size. A rotator material of high Verdet constant permits the use of a small magnet, resulting in a small device.

Wavelength is the most important determinant of the magneto-optic material to be used. This is because of the Verdet constant at that wavelength. Clearly, if size of the isolator is always a consideration, then one needs to use a material with high Verdet constant. But another factor, optical absorption, is equally important. This is especially true if the laser is high power (absorption can result in damage to the crystal), or the application demands extremely low loss (typical in telecommunications).

VERDET CONSTANTS OF SEVERAL MATERIALS (min/cm-Oe)

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>ZnS</th>
<th>ZnSe</th>
<th>CdZnTe*</th>
<th>Te glass</th>
<th>TGG</th>
</tr>
</thead>
<tbody>
<tr>
<td>488 nm</td>
<td>+0.30</td>
<td>+0.40</td>
<td>+0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>633 nm</td>
<td>+0.18</td>
<td>+0.40</td>
<td>+0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800 nm</td>
<td>+0.25</td>
<td>+0.40</td>
<td>+0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>980 nm</td>
<td>+0.15</td>
<td>+0.34</td>
<td>+0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1064 nm</td>
<td>+0.13</td>
<td>+0.28</td>
<td>+0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1550 nm</td>
<td>+0.13</td>
<td>+0.28</td>
<td>+0.40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Patent pending to OFR for use in optical isolators.

ISOLATION LIMITATIONS

The factors that limit isolation are found in both the polarizers and the Faraday-rotator material. Intrinsic strain, inclusions, and surface reflections contribute to reducing the purity of polarization, and this affects isolation. About −40 dB is the average for today's materials in a single-isolator stage. If two isolators are cascaded in tandem, it is possible to double the isolation value.

FUTURE ISOLATORS

Until a laser is developed that is immune to the effects of optical feedback, Faraday rotation seems to be the only way to achieve optical isolation. Isolators for fiber-optic telecommunications are becoming smaller and smaller, but are still “bulk” devices. Whereas “waveguide” isolators have been made in the laboratory, they have not yet become production items.
OPTICAL CIRCULATORS

In the isolator, it is seen that the returned energy (which is considered to be undesirable), is either rejected out the side face of the polarizer, or it is absorbed. On the other hand, some applications require further use of the returned energy. For these applications, an optical circulator is used. In Figure 3, it is seen that the returned signal is usable. It is noted that the most common use of an optical circulator is in fiber-optic applications.

![Figure 3](image)

**FIGURE 3 Schematic Principle of Operation of an Optical Circulator**

The signal is input into Port 1, thus passing into what is effectively an optical isolator. It exits from Port 2, and on to its application. However, for whatever reason, a return signal propagates in reverse, back into Port 2. This is the basic operation of an optical isolator, except in this case, rather than simply being rejected into space, the returned signal is coupled into an optical fiber through Port 3.
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A LENS-FREE AND MIRROR-FREE FIBER INTEGRATED OPTICAL MAGNETIC FIELD SENSOR USING BI-SUBSTITUTED GARNET

H. Minemoto, N. Itoh, D. Ishiko, and S. Ishizuka
Multimedia Systems Research Laboratory, Matsushita Electric Industrial Co., Ltd.
3-1-1, Yagumo-nakamachi, Moriguchi, Osaka 570 Japan, minemoto@bn.ctmo.mei.co.jp

ABSTRACT
We have developed a novel lens-free and mirror-free fiber integrated optical magnetic field sensor. The use of a bent optical fiber and chip optical components allows easy assembly with no alignment. The linearity error and temperature dependence of the sensitivity of this sensor were less than ±1% and +2%, respectively.

INTRODUCTION
Many types of optical current transformers (OCTs) have been developed [1-5]. In particular, OCTs utilizing sensors with Bi-substituted rare earth iron garnet (BiRIG) have high sensitivity, and good temperature characteristics [4-6].

We have already developed optical magnetic field sensors using BiRIG for power distribution systems. Recent requirements for such sensors are high accuracy [7, 8] and high productivity. Figure 1(a) shows the schematic configuration of an OCT in a power distribution system. For easy setting of the sensor head in an air gap of the magnetic core, the sensor head's input and output optical fibers should be parallel to each other and perpendicular to the magnetic field. Figure 1(b) shows a conventional magnetic field sensor structure with the optimal arrangement of optical fibers. In principle, only a polarizer, an analyzer, a garnet crystal, and optical fibers are needed for a magnetic field sensor. However, actual sensors use many other components such as lenses, lens holders and mirrors.

In this paper, we propose a new type of optical magnetic field sensor for electric power distribution systems. The sensor does not require any lens or mirror. The sensor has a very simple fabrication process without the need for alignment of optical fibers or components.

NEW TYPE OF MAGNETIC FIELD SENSOR
There have been many attempts to reduce the number of optical components in not only...
optical fiber sensors but also in devices for optical telecommunication \[9,10\]. However, since these devices are long and straight, it is difficult to use them in the small air gap of a magnetic core. We adopt a bent optical fiber for a small sensor in the magnetic field direction which can be easily set in the air gap. We also use direct coupling of the optical path without any lens or alignment of optical components. Figure 2 shows the fabrication process of the optical magnetic field sensor. Figure 2(a) shows the substrate for the sensor. Three grooves were formed with a precise rotating blade saw (Fig. 2(b)). A bent optical fiber with an inverted U shape (Fig. 2(c)) was made from a multimode optical fiber by heat treatment. This bent fiber was bonded in the grooves with epoxy resin (Fig. 2(d)). Then, other grooves \(n=3\) were formed and the fiber was simultaneously cut to insert the optical components such as the polarizer, the analyzer, and
the Faraday rotator (Fig. 2(e)). We used a garnet crystal \((\text{BiGdLaY})_3(\text{FeGa})_5\text{O}_{12}\) and two glass polarizing plates whose dimensions were all \(1\times1\times0.5\text{mm}^3\). These chip optical components were inserted in the grooves and bonded with epoxy resin (Fig. 2(f)).

Figure 3 shows the fabricated fiber integrated optical magnetic field sensor. The width parallel to the sensor's applied magnetic field direction was 10 mm. This sensor was fabricated without any alignment of the bent fiber or the optical components.

**SENSOR CHARACTERISTICS**

The optical loss of the fabricated sensors were 22-24 dB. Figure 4 shows the magnetic field dependence of the linearity error calculated by the following formula,

\[
\text{Linearity error (\%)} = \frac{\text{Sensor input signal} - \text{Output signal}}{\text{Sensor input signal}}
\]

The output fiber of the conventional sensor which adopted the collimated beam system can detect only the zeroth-order diffracted beam by the garnet domain structure. As a result, the linearity error of this sensor is greater than that of fiber integrated sensor. The linearity error of the fiber integrated sensor was less than \(\pm 1.0\%\) between 100 and 300 Oe. The sensitivity of this sensor was 0.16%/Oe.

![Fig.4 Magnetic field dependence of linearity error. The fabricated fiber integrated sensor have good linear characteristics. Linearity error of conventional sensor in Fig. 1(b) is shown in open square plots.](image)

Figure 5 shows the temperature dependence of sensor output error. The sensor output error was less than \(+2\%\) from -20 to +80°C. These good results for linearity and temperature characteristic nearly match the performance of our recent magnetic field sensors[6,7]. More recently, we have developed a sensor using more thin garnet crystal and polarizing plates whose thickness are all 0.2 mm. The components were bonded together for a sensor chip. In this case, only one 0.6-mm-wide groove for a sensor chip was made in Fig.2(e). This chip was inserted and bonded in the groove. The optical loss of this type of sensors was 17-18 dB. Furthermore, the sensitivity, the linearity error and the temperature dependence of the output error are almost equal to those in Fig. 4 and Fig. 5.
DISCUSSION

To achieve good linearity, higher diffracted beams by domain structure of garnets have to be detected\[7, 8\]. We used a Bi-substituted garnet film with domain pitch of 15.8 $\mu$m. Figure 6 shows a simple analysis of diffracted beams by the domains. The third-order diffracted angle of the beam in the fiber core is 6.2 deg which is much smaller than the critical angle of 19.5 deg for a bent fiber. Most diffracted beams for the incident beam parallel to the fiber are detected by the output fiber. Most inclined incident beam from the input fiber to the output fiber is the critical angle of 19.5 deg. This incident beam power is much small than that of parallel one. Furthermore, for this incident beam, only the diffracted beams to the outer direction cannot be detected by the output fiber. Consequently, the total detected power of the higher-order diffracted beams by the output fiber would be much greater than that of total undetected beam power. As a result, the fiber integrated sensors show good linearity. This sensor structure of direct coupling of the optical path is effective to achieve good linearity.

CONCLUSION

We have developed a novel lens-free and mirror-free fiber integrated optical magnetic
field sensor. This sensor was assembled without any alignment of optical fibers or components. The linearity error and temperature dependence of the sensitivity of this sensor were less than ±1% and ±2%, respectively. The optical loss of 17-18 dB in the sensors was achieved with a 0.6-mm-thick sensor chip.

The good linearity of the sensor would result from the detection of higher-order diffracted beams by the garnet domains. The sensor structure of direct coupling of the optical path is effective to achieve good linearity.
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Magneto-Optic Recording Media: Materials and Devices
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ABSTRACT

Amorphous alloys of the heavy rare earth elements with cobalt and iron have magnetic and optical properties that make them ideally suited for magneto-optical mass storage media. These materials are used in all commercial erasable (MO) optical disk systems and in optically assisted magnetic storage such as the recordable music minidisk. The important properties of these materials for this application are: 1) ferrimagnetic exchange with a magnetic compensation point near room temperature, 2) perpendicular easy axis anisotropy when prepared under suitable conditions as thin films, 3) low media noise as compared to polycrystalline films, 4) low processing temperatures compatible with polymer substrates and 5) thermally stable when cycled repeatedly to the Curie temperature. The magneto-optical Kerr effect that is used to read the information off the disk is large at the 800 nm wavelength used in current devices but low at 400 nm. Since the areal storage density is set by the diffraction limit, improvements in shorter wavelength device performance are needed.

INTRODUCTION

Amorphous rare earth - transition metal alloys are at the present time the only commercially used magneto-optical storage medium. At the time of the discovery of perpendicular anisotropy in these amorphous alloys [1] there was intense interest in new materials for magneto-optical storage media. As we approach the next millennium, there is a similar search for the erasable optical storage medium of the future.

The rare earth transition metal amorphous alloys have a combination of useful properties which make them viable candidates for future storage products. Some of these properties arise from the fact that they are ferrimagnets. This gives them low saturation magnetization but at the same time they have a large magneto-optic Kerr rotation. They are amorphous so that they do not produce grain noise, yet, in spite of their amorphous nature, they can be produced with uniaxial anisotropy under certain deposition conditions. Because they are ferrimagnets it is possible to find compositions with compensation points. The high coercivity in the vicinity of a compensation point can be used in thermomagnetic writing. Present media alloys use a combination of compensation point and Curie point writing. The conditions which produce good media properties are also compatible with deposition on polymer substrates. This feature makes it possible to use low cost injection molded substrates with tracking grooves molded into the surface. The amorphous nature of the material makes it possible to substitute most of the elements in the periodic table in the alloy and retain the same structural features.

Materials with higher magneto-optical (MO) Kerr effect at short wavelengths are needed. Controlling the local field at the RE site can produce materials such as EuS with large MO effects in fairly narrow bands. In amorphous alloys in contrast the local field varies from site to site so the MO effects occur in broad bands. Macroscopic ferrimagnets consist of nanocrystals of EuS embedded in an amorphous metallic alloy matrix to which the EuS is exchange coupled. These two phase systems offer some of the same advantages of RE-TM amorphous alloys while providing a favorable crystal field for strong MO effects from divalent europium [2]. However, it
is also important that composition fluctuations in a MO medium be small compared to the size of the written spots. Retaining the desired crystal field may not be compatible with reducing the size of the EuS nanocrystals sufficiently to avoid fluctuations in the size of the written bits.

**Ferrimagnetism**

In some of the rare earth - transition metal (RE-TM) intermetallic compounds and amorphous alloys the RE and the TM sublattices (subnetworks) have their magnetic moments antiparallel. The net magnetization thus reflects the difference of the RE and TM magnetic moments rather than the sum. This ferrimagnetic behavior is only observed in the compounds and alloys of the heavy rare earths (Gd to Lu).

In the case of similar RE-TM compounds and alloys of the light rare earths (Ce to Eu), ferromagnetic behavior is generally observed. The difference in behavior between the light rare earths and the heavy rare earths is a consequence of the nature of the RE-TM exchange interaction combined with Hund's rule. The light rare earths have less than half filled 4f shell, Gd has 7 4f electrons so the heavy rare earths have more than half filled 4f shell. For shells less than half filled, states with lower J values are lower in energy. So for the light rare earths J = L - S. Following Hund's rule, states with higher J are lower in energy for the heavy rare earths, J = L + S. In the light rare earths L is typically greater than S so J is antiparallel to S but the rare earth spin, S, is antiparallel to the TM moment which means the net moments of the RE and TM are parallel. The interatomic RE-TM exchange is the same, negative, for all the rare earths but because of Hund's rule the light rare earths couple parallel. As to the reason for the negative exchange between the rare earths and the transition metals, it is likely that the rare earth exchange mainly involves the 6s and 5d electrons which have much greater radial extent than the 4f electrons. The rare earth 5d and the transition metal 3d interatomic exchange is probably positive (ferromagnetic) but the 5d - 4f rare earth intra-atomic exchange is strongly negative. Since most of the rare earth magnetic moment is associated with the 4f electrons the net result is a antiferromagnetic RE-TM exchange.

Mean field analysis has been helpful in predicting the temperature dependence of magnetization in a limited composition range. It has also been shown that the exchange constants in Gd-Co systems are, in the order of their magnitudes:

\[ J_{CoCo} > J_{CoGd} > J_{GdGd} \]

The order is quite different in, for example, the Gd-Fe amorphous alloys where the Gd-Fe exchange is comparable in strength to the Fe-Fe exchange.

When Co is replaced by Fe in the amorphous alloy the spins in the Fe subnetwork are not parallel but rather are somewhat fanned out. This type of fanning was postulated to explain the lower than expected magnetization of Tb-Fe alloys. In that system it was suggested that the single ion anisotropy of the Tb causes the fanning. Each Tb site in the amorphous alloy has a crystal field which acts on the Tb atom creating a random local anisotropy field. In the absence of an external field or an exchange field, the Tb spins will be dispersed over all possible directions, a spin structure called spheromagnetic by Coey [3]. In a small applied field, one direction along the local axis will be favored over the other so the spherical distribution will become a hemisphere. As the applied field is increased, the fanning angle decreases. In an alloy with Co or Fe the exchange coupling with the transition metal plays the role of the applied field. The competition between the local random anisotropy and the exchange field determines the fanning angle. In the case of Fe alloys the Fe-Fe exchange is relatively weak so even the Fe subnetwork is somewhat
fanned out. With amorphous Dy-Co the Co subnetwork is collinear but the Dy subnetwork is fanned.

Returning to the Gd-Fe system, the local random anisotropy model certainly does not apply and yet there is magnetization evidence that the Fe subnetwork is fanned out somewhat. In amorphous Y-Fe and Zr-Fe alloys there is evidence of a spin glass like state [4,5]. There is no reason to expect strong local random anisotropy effects in these Fe alloys so exchange frustration is suggested as the mechanism of the spin glass state.

In the binary system Fe-Co there is a maximum in transition metal moment [6]. Amorphous ternary systems such as Gd-Fe-Co or Nd-Fe-Co [7,8] show a maximum in the transition metal moment as well. The TM-TM exchange also appears to be somewhat enhanced in the region of enhanced moment. Because of the stronger exchange, there is also less fanning of the TM subnetwork. All of these factors tend to make for larger magneto-optical Kerr effect but also tend to increase the Curie temperature. Thus practical compositions tend to be Tb-Fe with some Co addition.

TERNARY SYSTEMS

A number of ternary amorphous ferrimagnetic systems have been studied. It is useful to plot magnetization at a fixed temperature, usually room temperature, as a function of composition. By connecting compositions of equal saturation magnetization, \( M_s \), a kind of contour plot is obtained. The contours with \( M_s = 0 \) are of particular significance. One such contour is the Curie line connecting all compositions with the Curie temperature equal to the fixed temperature for the diagram, usually room temperature. In a ferrimagnetic system there may be another contour with \( M_s = 0 \), that is a compensation line, compositions with room temperature compensation. In the vicinity of the compensation line the coercivity is high as shown in figure 1 for the pseudoternary system Gd-Nd-FeCo. The change in sign of the Kerr effect, Faraday effect and the Hall effect can be used to help locate the compensation line.

Another type of pseudo ternary system is shown in Fig. 2 [9]. In this system, the Tb, a heavy rare earth couples antiferromagnetically to the transition metal (FeCo) subnetwork whereas the Nd, a light rare earth couples ferromagnetically. The compensation line thus separates Tb dominated regions from regions where the Nd and transition metal combined are dominate. In this system the largest MO effects occur outside of the composition range with perpendicular anisotropy.

MACROSCOPIC FERRIMAGNETS

In 1993, Gambino, Ruf and Bojarczuk reported compensation temperatures in thin films consisting of an amorphous Co matrix containing 10 nm crystallites of EuS [10]. It was proposed that the negative exchange between Co and EuS at the phase boundary was coupling the EuS magnetization antiparallel to the Co matrix. Subsequent magneto-optical studies have shown that the EuS retains many of the features of its magneto-optical spectrum including the crystal field split main peak [2]. However, in Co dominated samples the sign of the rotation is opposite that of EuS showing that the EuS magnetization is opposite to the Co magnetization. The change in sign of the Kerr effect occurs at compensation as in an atomic ferrimagnet. At low temperatures the EuS dominates and the sign of the Kerr loop is negative as is EuS at a photon energy of 2.15 eV. As the temperature is increased the sign of the loop reverses at 20 K. In this system and at this photon energy, the Co and the EuS have opposite signs of Kerr rotation. This can lead to
1/ Gd-Nd-FeCo system. Contour lines of equal saturation magnetization are shown. The coercive field, in kOe, of selected compositions (data points) is also shown.

2/ Nd-Th-FeCo system. Composition dependence of the Kerr angle ($2\theta$ in minutes of arc) at 633 nm wavelength is shown. The shaded area shows compositions with perpendicular anisotropy when deposited by e-beam evaporation.
magneto-optical compensation where the two sublattices have equal and opposite Kerr effects so the net Kerr effect gradually decreases, passes through zero, then gradually increases with opposite sign. Similar evidence of ferrimagnetic behavior has been reported in the system EuO/Tb-Fe-Co where the EuO precipitates out of an amorphous Tb-Fe-Co alloy [11]. In this system there are two types of ferrimagnet interactions: macroscopic ferrimagnetism between the FeCo in the amorphous alloy matrix and the EuO particles and microscopic (atomic) ferrimagnetism between the Tb and the FeCo in the amorphous alloy. These more complex systems including Tb-Co-EuS have the advantage from the practical point of view of perpendicular anisotropy at room temperature and even square loops in some cases. In the simpler Co-EuS system, the transition, as a function of field, to ferromagnetic alignment is actively being studied. The change from antiparallel to parallel Co and EuS magnetizations is accompanied by a large change in electrical resistance [12]. At 5 K the magnetization is not saturated even at 35 kOe. The high field susceptibility observed may be caused by spins which are being rotated into the field direction against the exchange.

Lastly, the amorphous magneto-optic medium can be deposited on polymer substrates typically by magnetron sputtering. This is a major economic advantage but polymer substrates limit the upper processing temperature to about 80 C. Higher temperature substrate materials, such as high temperature glass, can be used and in fact are required for such materials as the iron garnets. However, the higher costs of glass substrates seems to outweigh any performance advantages that higher processing temperatures might produce.

MAGNETIC ANISOTROPY

Spin orbit coupling is usually the dominant mechanism of anisotropy in the alloys and compounds of the non-S-state rare earth elements. These elements have non-spherical 4f electron density distributions, that is, an orbital magnetic moment and strong spin orbit coupling. The charge distribution of the RE interacts electrostatically with the charge distribution of the RE site in the solid, the local field. The effect of a given crystal field will depend on the shape of the rare earth 4f charge density distribution which can usually be described as a prolate (cigar shaped) or oblate (disk shaped) ellipsoid.

The magnetic anisotropy can be induced by stress through the inverse magnetostriction effect [13]. The magnetostriction, like the single ion anisotropy is a consequence of the spin orbit coupling. Among the rare earths, the elements with 4f charge density distributions which are the most aspherical have the largest magnetostriction.

In discussing magnetic anisotropy it is essential to understand the structural origins as well as the microscopic mechanism. In the case of amorphous magnetic materials the anisotropic structural features which produce magnetic anisotropy are formed during preparation of the material. A crystalline material with an anisotropic crystal structure has intrinsic magnetic anisotropy known as magnetocrystalline anisotropy. Cubic materials, such as the rare earth iron garnets, have cubic anisotropy but their crystal structure does not produce a uniaxial anisotropy. However, garnets are known to have growth induced uniaxial anisotropy, a structural feature produced during growth which produces magnetic anisotropy through one of the microscopic mechanisms outlined above. In the case of amorphous materials the cubic anisotropy is absent but as in the cubic materials, growth induced uniaxial anisotropy is possible.

We can exclude magnetocrystalline anisotropy in the amorphous case because there is no long range order. It is possible to prepare amorphous films with columnar microstructure and if the exchange coupling between the columns is broken and the columns have a high aspect ratio we can expect, as an upper limit, an anisotropy field $H_K = 4\pi M_s$. A columnar microstructure is
apparently the main cause of anisotropy in electrodeposited amorphous films of Co-P and NiCo-P [14]. Small angle x-ray diffraction of electrodeposited Co-P revealed the presence of oriented, acicular voids with their long axis oriented perpendicular to the film plane [15]. However, shape anisotropy is not the main cause of anisotropy in amorphous RE-TM films used as magneto-optical media. In the latter case, anisotropy fields many times $4\pi M_s$ have been observed and this is not possible with the simple shape model. Secondly, Cargill and Mizoguchi showed that in the Gd-Co amorphous alloys, films with the highest density and no evidence of voids had the highest anisotropy [16]. One of the mechanisms of anisotropy in crystalline alloy solid solutions is pair ordering. The theory of pair ordering has been developed by Néel [17] and Taniguchi [18]. Pair ordering is certainly possible in an amorphous alloy because it does not involve long range ordering. However, more complex forms of short range ordering are also possible in amorphous materials. In fact, pair ordering can be treated as a limiting case of Compositional Directional Short Range Ordering (CDSRO). Instead of considering the distribution of pairs, in CDSRO we characterize the angular distribution of nearest neighbors of a given element around a central atom. For example, in a close packed f.c.c. alloy like NiFe each Fe has 12 nearest neighbors (nn). In a random solid solution, the average number of Fe having an Fe nearest neighbor, $n_{\text{FeFe}}$, is the product of the coordination number (CN) and the Fe atomic fraction ($X_{\text{Fe}}$), that is:

$$n_{\text{FeFe}} = \text{CN}_{\text{Fe}} \cdot X_{\text{Fe}}$$  \hspace{1cm} (16)$$

The probability of Fe having an Fe nn is the average over the total number of nn atoms:

$$P_{\text{FeFe}} = \frac{n_{\text{FeFe}}}{\text{CN}_{\text{Fe}}} = \frac{\text{CN}_{\text{Fe}} \cdot X_{\text{Fe}}}{\text{CN}_{\text{Fe}}} = X_{\text{Fe}}$$  \hspace{1cm} (17)$$

Chemical short range ordering is a deviation from this statistical distribution. For example in amorphous Cu-Zr alloys Mizuguchi has shown that Zr has more Cu nearest neighbors than would be expected on the basis of a random statistical distribution [19].

In directional short range ordering, CDSRO, the deviation from a random distribution depends on the direction. If the probability is represented by the distance from the origin, when it is the same in all directions in the xy plane, the probability distribution is a circle. When the center atom has a type of neighbor in the x direction and the neighbors in the y direction have an equal probability of being RE or TM the distribution can be represented by a distorted ellipse which extends out to the unit circle, representing a probability of one, in the x direction and to 0.5 in the y direction. The chemical short range ordering has not changed, what has changed is the probability of finding a given type of neighbor in a particular direction. In crystalline material the distribution of atomic positions in space is dictated by the lattice and the structural parameters. By contrast, in an amorphous dense random packing all directions have an equal probability of being occupied so the geometric figure would be an undistorted ellipse. Figure 3 shows a two dimensional representation of CDSRO.

Another type of directional ordering has been proposed to explain the anisotropy that develops in amorphous materials after plastic deformation followed by annealing. The anisotropy comes about because the bond distances are different in different directions in the material. This structural anisotropy has been called Bond Directional Short Range Order (BDSRO). In addition to the deformation/anneal route to this type of anisotropy, the authors have suggested that BDSRO might develop during the deposition of amorphous RE-TM alloys [20].

Harris et al[21] using EXAFS have recently detected an anisotropic CDSRO in Tb-Fe. They used linearly polarized synchrotron radiation at normal incidence and at glancing incidence to
Example of chemical directional short range ordering (CDSRO) and bond directional short range ordering (BDSRO) in two dimensions. Both are anisotropic distributions about a hatched central circle. The near neighbor atoms of 1/3 cross hatched and 2/3 open circles is shown with chemical directional ordering in the upper figure. The lower figure shows a random distribution with respect to the probability of an open circle in all directions. The structural anisotropy shown is in the bond lengths, bond directional ordering.
Interaction of a non-S-state rare earth with the anisotropic local electric fields of sites with short range chemical ordering (upper) and bond ordering (lower). The orientation of the easy axis depends both on the crystal field and the 4f electron probability density distribution, usually approximated by a prolate or oblate ellipsoid.
probe the structure in the plane of the film and perpendicular to the plane of the film. They find clear evidence of structural anisotropy in films with a large magnetic anisotropy. When the anisotropy of the film is decreased by annealing the structural anisotropy is decreased. Moreover, Harris et al. show that there is a significant difference in relative number of Fe and Tb nearest neighbors in the plane vs. out of the plane. This EXAFS method has provided the first clear evidence of structural anisotropy and of CDSRO. It is possible that BDSRO is also present however the compositional anisotropy probably makes a very strongly anisotropic crystal field causing a large single ion anisotropy.

Even more recently, Hufnagel et al. have used x-ray scattering to show that the pair distribution in sputtered amorphous Tb-Fe is anisotropic [26]. They find a larger number of Tb-Fe pairs in the out of plane direction than in the plane. The structure anisotropy was detectable in a comparison of the reduced radial distribution functions (RDF) obtained from out-of-plane (reflection) and in-plane (transmission) scattering experiments. The observations were confirmed by the Tb-edge differential distribution function (DDF) from anomalous dispersion data.

The mechanisms which produce an anisotropic structure in an amorphous phase have been discussed in the literature since the discovery of anisotropy in Gd-Co [1]. The anisotropy depends on deposition conditions, for example, Tb-Fe produced by high rate sputtering is not anisotropic [23] whereas amorphous Tb-Fe deposited at more normal rates is anisotropic. However, the random anisotropy of amorphous TbFe₂ causes the observed decreased Curie point and magnetization in accord with the theory of Harris, Plischke and Zuckermann [24]. Therefore, the microscopic mechanism of anisotropy which is active is single ion anisotropy caused by the non-S-state Tb in an anisotropic crystal field. Yet there is no anisotropy with respect to the film growth direction in high rate sputtered films because the easy axis of each site is randomly oriented.

It is also clear that thermal annealing and ion implantation damage both destroy anisotropy [25, 26, 27, 28, 29]. Both of these processes are associated with randomization so these effects are evidence that there is an ordering mechanism during deposition.
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ABSTRACT

The amorphous rare earth - transition metal (RE-TM) thin film alloys and nanolayered materials exhibit numerous properties advantageous for optical recording, including perpendicular anisotropy, high coercivity and low magnetization at room temperature, low noise, and easily adjustable Curie and compensation points. As a result these materials have been employed in all commercial magneto-optic (MO) media. On the other hand, the MO effect of these materials is relatively small and tends to decrease with decreasing wavelength. It is important to understand the useful limits of these materials in MO media, and to determine if their MO figure of merit can be substantially increased through appropriate doping or nanolayering. In this paper we discuss experimental techniques for measuring MO properties, a theoretical approach for analyzing the data and designing optical thin film stacks, and results for a variety of RE-TM thin film materials.

INTRODUCTION

The RE-TM alloys, first discovered about twenty-five years ago, have a unique set of characteristics which make them highly suitable for MO recording media. In particular, their perpendicular anisotropy allows use of the polar MO Kerr effect for readout, their ferrimagnetism allows large coercivity at room temperature for data stability, they have easily adjustable Curie points for optimizing recording sensitivity, and their amorphous structure leads to low recording noise. The MO-active material in commercial rewritable MO media is generally an alloy of TbFeCo, perhaps with additional rare earths to adjust magnetic parameters like anisotropy, coercivity, and Curie point, and small amounts of additional transition metals primarily for corrosion resistance or improved recording sensitivity. MO media are currently designed for operation at specific wavelengths between the red (635 nm) and near infrared (830 nm) depending on data storage capacity. In this wavelength range the polar Kerr effect is not large, but provides adequate SNR for readback, and the dominant contribution to the MO effect is due to the transition metal component. The 4f bands of the heavy rare earths lie too far from the Fermi surface to contribute substantially to the MO effect for visible wavelengths. Small and low cost semiconductor or frequency-doubled lasers with wavelengths in the 405 to 430 nm range will soon be commercially available. New MO media designs will make use of these lasers for large increases in storage capacity. Unfortunately, the MO effect of the RE-TM alloys decreases significantly towards the short wavelength end of the visible spectrum, so it becomes more important to understand the effects of composition and nanolayering on the maximum MO signal available from these materials at the shorter wavelengths.

This report begins with a brief review of the Lissberger-Mansuripur figure of merit (LM FOM) for characterizing the MO effect of different materials. It then presents a simpler and more rapid means for acquiring much, but not all, of the LM FOM information, and applies this
to TbFe alloys doped with a wide variety of other elements. Results for nanolayered TbFeCoBi are also presented.

A variety of different parameters have been used as FOM’s for comparing MO materials for use in data storage media. The ideal FOM would only depend upon the physical properties of the MO layer and would correlate directly with the bit error rate (BER) of the finished media. Obviously this is not possible because there are many other factors in media design (such as encoding scheme, substrate birefringence, laser noise, electronic noise, and depolarization noise from substrate grooves) affecting background noise levels and BER which are unrelated to or only marginally related to the physical properties of the MO layer.

Although in this sense an ideal FOM does not exist, the LM FOM, which is a function of the optical properties of the MO material as given by Eq. (1), is a very good starting point.

\[
\text{(LM FOM)} = \frac{1}{2} (1 - R) \sqrt{\frac{1}{n^2 + K^2}} \left( \delta n^2 + \delta K^2 \right) \geq \sqrt{R} \cdot \sqrt{\theta_k^2 + \epsilon_k^2}
\]

In Eq. (1) the index of refraction of the MO material for right and left circular polarizations is

\[
N_{\pm} = (n \pm \Delta n) + i(K \pm \Delta K),
\]

\( R \) is the reflectance of the film stack, \( \theta_k \) is the Kerr rotation, \( \epsilon_k \) is the Kerr ellipticity, and all parameters are for normal incidence (the angles are in radians). For a fully optimized thin film stack at normal incidence, the LM FOM can predict several parameters, including the maximum Kerr rotation, the maximum MO signal (Kerr rotation times reflectance), and the maximum shot-noise limited SNR.

The derivation of the LM FOM also determines the optimum thin film stack design. The MO layer must be thin compared to its skin depth, and be placed upon a perfect reflector, with or without intervening perfectly transparent dielectric layers for adjusting the ratio of Kerr rotation to Kerr ellipticity in the reflected light, and with any number of perfectly transparent dielectric layers above the MO layer for adjusting the film stack reflectance. The optimum film stack reflectance is determined by the dominant noise source. Any absorption of light in the dielectric layers or reflector layer degrades the MO properties of the film stack, but with some effort it is possible to realize Kerr rotation values \( \geq 97\% \) of the LM FOM prediction.

If both Kerr rotation and Kerr ellipticity are measured for the light reflected from an optically thick (opaque) MO film, then a parameter called the “maximum Kerr rotation” can be calculated,

\[
\theta_{\text{max}} = \sqrt{\theta_k^2 + \epsilon_k^2} = \frac{2\sqrt{\Delta n^2 + \Delta K^2}}{\sqrt{(n^2 - K^2 - 1)^2 + (2nK)^2}}.
\]

Maximum Kerr rotation is also the MO rotation measured when a phase retardation plate is employed to eliminate the Kerr ellipticity (essentially converting it into additional Kerr rotation). The functional dependence of \( \theta_{\text{max}} \) upon \( \Delta n \) and \( \Delta K \) is identical to that of the LM FOM, although the dependence upon \( n \) and \( K \) is different. Hence, maximum Kerr rotation (not to be
confused with Kerr rotation alone) can be used as a FOM if one is comparing materials with essentially the same $n$ and $K$ indices of refraction. In particular, as a small amount of dopant is added to a specific alloy there is a much larger change in $\Delta n$ and $\Delta K$ than in $n$ and $K$, so the maximum Kerr rotation should be proportional to the LM FOM for small dopant concentrations. When $n$ and $K$ change substantially, however, as occurs at two widely separated wavelengths for RE-TM alloys, then the maximum Kerr rotation will no longer be proportional to the LM FOM. In other words, maximum Kerr rotation is a useful FOM when comparing substantially similar materials at a single wavelength, but is not useful for comparing different materials or the same material at two different wavelengths. For doing this, the LM FOM must be used. However, in experiments when maximum Kerr rotation is an appropriate FOM, it has the advantage of being much simpler to measure than the LM FOM. Only Kerr rotation and Kerr ellipticity measurements are required to determine the maximum Kerr rotation, while a determination of the complete index of refraction of the MO material is necessary to compute the LM FOM.

RE-TM alloys must be protected from oxidation for accurate optical measurements. This generally means overcoating the MO film by a dielectric. Hence, rotation and ellipticity measurements are either made through the dielectric thin film overcoat or through a transparent substrate. Substrate measurements are complicated by surface cleanliness requirements and the inevitable thin surface layer of water and outgassing which react with the MO film during deposition, so it is generally safer to measure magneto-optical properties of the RE-TM alloys through a thin dielectric overcoat than a glass substrate. However, Eq. (3) is not applicable to measurements of rotation and ellipticity through a dielectric layer, although it is straightforward to determine the functional dependence of the maximum Kerr rotation for this case. For any multilayer film stack the complex reflectance amplitude is a function of the refractive indices and thicknesses of each layer, the refractive index above and below the film stack, and the wavelength,

$$r = f(N_0, N_1, N_2, ..., N_m, N_{m+1}, t_1, t_2, t_3, ..., t_m, \lambda).$$

The maximum Kerr rotation for such a film stack is

$$\theta_{max} = \frac{r_+ - r_--\lambda}{2r_{ave}} = \left(\frac{1}{|r|}\right) \left(\frac{\partial r}{\partial N_{MO}}\right) \sqrt{\Delta n^2 + \Delta K^2}.$$  

The factor within curly brackets is a function of the nonmagnetic indices of refraction and layer thicknesses, but not $\Delta n$ and $\Delta K$. Hence, the maximum Kerr rotation of a multilayer stack has the same functional dependence on $\Delta n$ and $\Delta K$ as that of an optically opaque MO film and the LM FOM. As long as the thickness and refractive index of the dielectric overcoat do not change from sample to sample, the magneto-optic properties measured through this layer will also be proportional to the LM FOM and the maximum Kerr rotation measured on an optically opaque, nonoxidized MO film.

**EXPERIMENT**

RE-TM thin film samples for measurement of maximum Kerr rotation were prepared in the following way. Standard glass microscope slides were precleaned in an ultrasonic bath with Liqui-Nox™, rinsed in distilled water, and blown dry. The slides and polished Si wafers were
then coated in a magnetron sputtering system with multiple source targets and a base pressure of $< 3 \times 10^{-7}$ Torr. The MO films were produced by cosputtering from elemental targets of Tb, Fe, and other dopants at 2 mTorr of Ar, while the samples were rotated past each sputtering gun at a rate sufficient to guarantee submonolayer deposition (except in the case of TbFeCoBi films to be discussed later). The MO film was optically opaque with a thickness of 150 to 200 nm. A 10 nm protective dielectric overcoat of YO$_x$ was deposited over the MO film. X-ray fluorescence spectroscopy (XRF) or inductively coupled plasma spectroscopy (ICP) were used to analyze the sample compositions. For each different dopant at least four runs were made with varying dopant levels, while maintaining the ratio of Tb to Fe at about the room temperature compensation composition, Tb$_{0.22}$Fe$_{0.78}$. The composition of each sample could, therefore, be expressed in the form

$$\text{composition} = (\text{Tb}_{0.22+y}\text{Fe}_{0.78+y})_{-\Delta} R_x$$

where $x$ typically varied from 0 to 10%, and $\Delta$ was small and constant within each dopant sample set.

An MO hysteresigraph with a monochromator light source was used to measure coercivity, and Kerr rotation and ellipticity from the YO$_x$ side of the film stack as a function of wavelength from 400 nm to 900 nm at room temperature. The sample temperature could be varied while it was situated between the pole pieces of the magnet. Although the magnet could apply fields up to 19 kG across the sample, in many cases for sample compositions near the compensation point it was necessary to magnetically saturate the sample at elevated temperatures. For some samples the anisotropy was not sufficiently large to hold the magnetic moment perpendicular at zero applied field. For those samples Kerr rotation and ellipticity were measured at two different applied fields sufficient to saturate the sample and a linear extrapolation was made to zero field.

RESULTS

TbFe is a sperimagnetic alloy. The amorphous structure gives rise to random local fields and anisotropy, and variation in the exchange interaction, causing a dispersion in the direction of the Tb and Fe atomic moments.$^{22,23}$ Maximum Kerr rotation was computed and plotted vs. concentration of the dopant, [$"x"$ in Eq. (6)] at each wavelength, and a least squares linear fit to the data points was also computed. At each wavelength the slope of the linear fit was normalized by the y-axis intercept to obtain a single number describing the effect of the dopant upon the maximum Kerr rotation and LM FOM, and the results are given in Fig. 1.

The only dopant with a positive FOM slope is Co. The addition of Co increases the Curie point, the magnetization of the TM subnetwork, and the perpendicular anisotropy of the alloy. The maximum FOM occurs for Fe$_{0.5}$Co$_{0.5}$, as shown in Fig. 2, while the maximum magnetization of FeCo alloys occurs for Fe$_{0.5}$Co$_{0.5}$ according to the Slater-Pauling curve. The dominant effect on the FOM is the TM magnetization, but the shift of the peak in the FOM curve towards the Co-rich side is due to the higher Curie point enhancing the FOM at room temperature.
The dopants studied to the right of Co on the periodic table have a small negative effect upon the FOM. A simple nonmagnetic dilutant should have a FOM slope of -1, so for TbFe alloys it appears that Cu, Ag, Au, and Sn behave like nonmagnetic dilutants. Indeed, the FOM slope remains constant for Cu, Ag, and Au to dopant levels approaching 30 at. %, perhaps indicating that these materials are not appreciably soluble in the TbFeCo alloy. On the other hand, the FOM slopes for Fe, Ni, and Pt are greater than -1 indicating some contribution to the MO effect from these elements.

In general the dopants to the left of Fe on the periodic table, with the exception of Mg, exhibit fairly large degradation of the FOM. The elements closer to the Fe column are worse, due primarily to their effect upon the Curie point. For instance, adding 2 at. % Mo to Tb_{0.2}Fe_{0.8} is nearly sufficient to reduce the Curie point to room temperature.

The rare earth dopants do not in general have as large an effect upon the FOM as the transition metal dopants. This is most likely due to a smaller effect upon the Curie point of the alloy. Gd-TM alloys have a higher Curie point than other RE-TM alloys, and at 900 nm Gd doping exhibits the smallest reduction of the FOM. However, there is no contribution to the MO effect at shorter wavelengths from Gd.

Nd is a light rare earth which aligns ferromagnetically with Fe. There is general agreement in the literature that the 4f bands of Nd are closer to the Fermi surface than those of the heavy rare earths, and hence able to contribute to the MO effect in the visible, although the exact energy spacing is somewhat controversial, ranging from 2 eV to 4.5 eV. The relatively small reduction in FOM for Nd compared to other dopants, in spite of the reduction in Curie point, may be due to a contribution to the MO effect from the Nd. However, no enhancement with Nd.

**Fig. 1: Change in FOM slopes vs. dopant concentration at 900 nm, 650 nm, and 400 nm.**
doping in TbFe is found, in contrast to many reports of Kerr rotation enhancement with NdFeCo alloys. The presence of Co may have an important effect on the alignment of the Nd atomic moments.

The heavy rare earth dopant Dy does exhibit a relatively large negative FOM slope, indicating that the decrease in Curie point with this dopant significantly reduces the MO effect at room temperature.31

The FOM slope for the addition of both Tb and Fe in small amounts to Tb0.22Fe0.78 is negative. This means that the MO effect in TbFe is maximized at the compensation composition.22,32 In fact, the Tb concentration at which the maximum Kerr rotation occurs shifts with temperature in the same manner as the compensation point as shown in Fig. 3. As the Tb concentration increases, the Curie point drops until the alloy is no longer ferrimagnetic at room
temperature. Likewise, as the composition of the alloy approaches pure amorphous Fe, the Curie point drops. The range of $x$ for the Tb concentration for which the Curie point is above room temperature is about -0.19 to +0.49, and the maximum Curie point occurs for $x = +0.13$. Therefore, a maximum in the FOM must occur for some composition between pure Fe and pure Tb. The fact that the maximum FOM occurs at the compensation composition rather than the composition corresponding to maximum Curie point indicates that the internal demagnetizing field of the MO layer may partially overcome the perpendicular anisotropy tending to align the individual Fe atomic moments, thereby reducing their contribution to the polar MO effect. At the compensation composition the internal magnetic field is zero (on average), allowing the perpendicular anisotropy to achieve its maximum effect in aligning the Fe spins for contributing to the polar MO effect. Mossbauer spectroscopy of Fe$^{57}$ in TbFe alloys also indicates the smallest dispersion in Fe atomic moments occurs at the compensation point.

When TbFe is doped with Co, the Curie point no longer approaches zero as the Tb concentration is reduced as a result of the stronger exchange coupling between Co-Co and Co-Fe atoms. The perpendicular anistropy also increases substantially. Likewise, when the maximum Kerr rotation is plotted vs. Tb concentration for TbFeCo, a maximum in the FOM is not found at the compensation composition, but instead the maximum Kerr rotation increases monotonically as the Tb concentration is reduced.

The Kerr rotation of GdFe alloy films has been reported to increase by 50% at 633 nm by doping with Bi. Tb/(Fe$_{0.67}$Co$_{0.33}$)/Bi exchange-coupled nanolayers have also been reported to exhibit maximum Kerr rotations at least 50% larger than alloyed Tb$_{23}$Fe$_{87}$ at visible wavelengths. About 20% of the reported enhancement of the MO effect in the Bi nanolayered film can be attributed to the additional Co in the film stack. Another 10% of the enhancement can be attributed to a reduction in the Tb concentration (the reported Tb layer thickness was 2.8 Å/layer which corresponds approximately to 17 atomic % Tb in the MO nanolayer). The remaining enhancement must be due to the presence of Bi.

There are three topologically inequivalent sequences for the four elements in a TbFeCoBi nanolayered film stack. All three sequences were investigated. The sputtering rates and revolution speed of the substrate planetary mount were adjusted to obtain TbFeCoBi nanolayered films with approximate layer thicknesses of 3.6 Å Tb / 3.8 Å Fe / 2.2 Å Co / x Å Bi, where x varied from 0 to 5. Due to the large surface roughness of the Bi films when deposited separately for film thickness measurements by a profilometer, the actual value of x in the nanolayered films is probably only reliable to within 50%. The compositions for each sequence of samples were Fe$_{0.5}$Co$_{0.3}$Tb$_{0.2}$Bi$_{0.8}$, Fe$_{0.67}$Co$_{0.33}$Bi$_{0.24}$, and Fe$_{0.67}$Tb$_{0.23}$Co$_{0.27}$Bi$_{0.05}$. The compensation point, coercivity, and perpendicular anisotropy all dropped steadily with the addition of Bi.

The sequence of the layers makes a critical difference in the FOM. As shown in Fig. 4, the maximum Kerr rotation is enhanced by about 10% for a Bi layer thickness of about 2.5 Å in the two sequences in which Bi is deposited adjacent to Tb. On the other hand, if the Bi layer is separated from the Tb layer by Fe and Co layers then there is no enhancement of the maximum Kerr rotation by nanolayering. Even in this case, however, a considerable amount of Bi can be included in the TbFeCo film stack without a reduction in the maximum Kerr rotation.

Adding Bi to the TbFeCo nanolayer can have a significant effect upon the average indices of refraction of the MO film, and so maximum Kerr rotation can be a misleading FOM. To
investigate this, two samples were deposited for determination of the indices of refraction, one with the Bi/Fe/Co/Tb structure with the largest maximum Kerr rotation, and a second with the same structure minus the Bi. These samples were trilayers with 15 nm of SiC on either side of a 15-17 nm MO nanolayer deposited onto glass microscope slides. Measurements of the thin film reflectance, transmittance, and polar Kerr rotation and ellipticity were used to compute the refractive indices. At a wavelength of 400 nm an index of refraction of (4.110±0.0173) + i(4.486±0.0336) was measured for TbFeCo, and (4.052±0.0232) + i(3.886±0.0316) for TbFeCoBi. The maximum Kerr rotation for an opaque film according to Eq. (3) is 23% larger for the nanolayer with Bi. However, the LM FOM, according to Eq. (1), is only 12% larger for the nanolayer with Bi, and predicts a maximum Kerr rotation of 0.72° for a fully optimized thin film stack with a 20% reflectance. In Fig. 5 the LM FOM is graphed for both samples as a function

![Graphs showing Fe/Co/Tb/Bi, Fe/Co/Bi/Tb, and Fe/Tb/Co/Bi layer thickness vs. Bi layer thickness.](image)

**Fig. 4:** $\theta_{\text{max}}$ vs. Bi layer thickness in nanolayered TbFeCoBi
Fig. 5: LM FOM vs. wavelength for TbFeCo and TbFeCoBi

of wavelength for a film stack with a 20% reflectance. The maximum Kerr rotation overstates the actual improvement in FOM that can be obtained with a Bi/Fe/Co/Tb nanolayer, but nevertheless the LM FOM is enhanced with the addition of Bi for wavelengths shorter than about 525 nm.

CONCLUSIONS

When comparing the MO properties of different materials or a single material at different wavelengths, the Lissberger-Mansuripur figure of merit is useful both as an indicator of potential MO signal and for guidance in designing an optimized thin film stack. The only drawback of this FOM is the extra effort required to completely characterize the MO index of refraction of the material being studied. If one is interested only in the effect on the MO properties of small changes in the MO alloy due to the addition of dopants in quantities sufficiently small that they have no substantial effect on the nonmagnetic part of the index of refraction, then a measurement of maximum Kerr rotation, $\theta_{\text{max}} = \sqrt{\theta_k^2 + \epsilon_k^2}$, is also a suitable FOM. Maximum Kerr rotation may be used as a FOM for any MO thin film stack, and in particular for an opaque MO film with a thin dielectric overcoat, if the film stack design remains constant over the series of samples of different dopant concentrations.

Measurements of maximum Kerr rotation for a variety of TbFe samples doped with small amounts of other elements give a direct measurement of the effect of these dopants upon the MO signal at a specific wavelength. Three factors are found to influence the FOM, the effect of the dopant on Curie point, on the TM subnetwork magnetization, and on the perpendicular anisotropy. Of the dopants studied, only Co was found to actually increase the FOM, both through its effect on the subnetwork magnetization and on the increase in Curie point. Cu, Ag, Au, and Sn dopants act as simple dilutants, while Fe, Ni, and Pt contribute somewhat to the MO effect. The rare earths, particularly Nd, Gd, and Tb, have only a small negative effect on the FOM. The effect of perpendicular anisotropy is seen most clearly as Tb concentration is varied.
in TbFe, leading to a peak in the FOM at the compensation composition when there are no internal fields opposing perpendicular alignment of the Fe spins. This effect disappears with the addition of Co. As a result, it is possible that substantially different values for the FOM slopes will be found for these same dopants in TbFeCo alloys.

The addition of the correct Bi layer thickness to a nanolayer of Tb, Fe, and Co in the correct sequential order increases the maximum Kerr rotation at all visible wavelengths. However, the LM FOM based upon a complete determination of the index of refraction indicates a smaller enhancement of the MO effect, and only for wavelengths shorter than about 525 nm. The difference between maximum Kerr rotation and the LM FOM is a result of changes in the nonmagnetic index of refraction with the addition of Bi, and is an example of why maximum Kerr rotation should be used with caution as a FOM. Nevertheless, a predicted Kerr rotation of 0.72° with a film stack reflectance of 20% at a wavelength of 400 nm for the optimum Bi/Fe/Co/Tb nanolayer is a remarkable result for these RE-TM materials, and may be sufficient for device applications.
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ABSTRACT

Nano-size $R_iBi_{1-x}Al_xFe_{2-O_{12}}$ (R: Dy, Gd, Tb) particles were prepared with a coprecipitation 
and annealing method. The coating films of the particles were prepared with a coating technique. 
The magnetic and magneto-optical properties of the particles and films were investigated. The 
coercive force $H_c$ of the particles and films was increased and saturation magnetization $M_s$ 
dropped with the Al content $x$. The $H_c$ of the coating films was about 200 Oe at the compositions 
of dispersed particles for which the $M_s$ was almost zero. These results suggest that the increase 
was made with magnetic compensation. The $Bi_{13}Al_{18}Fe_{44}O_{12}$ coating film shows Faraday 
rotation spectra. The figure of merit of the film is about 0.5 at 520 nm. The coating 
$Bi_{13}Al_{18}Fe_{44}O_{12}$ film is one of the candidate materials for a new economical magneto-optical 
storage medium.

INTRODUCTION

We have been studying the preparation process and applications of coating magneto-optical 
films [1][2]. Nano size particles of Bi-YIG have been dispersed in plastic binders on base 
films. The increase in the coercive force of the particles has been one of the major tasks in 
order to apply the films to recording media. The fine particles of garnet, however, require 
more effort to increase the coercive force than the thin films because of their low internal 
stresses [3][4].

Some high coercive force films have been prepared by dry processes [5][6] with a substrate 
temperature of more than about 500°C. Inexpensive plastic sheets can not be used as substrates. 
We can solve this thermal problem by employing the coating technique in film preparation 
processes.

In this paper, the magnetic and magneto-optical properties of Bi-RA1IG ($R_iBi_{1-x}Al_xFe_{2-O_{12}}$ (R: 
Dy, Gd, Tb ; 0.0 \leq x \leq 1.5)) particles and its coating films were investigated to develop high 
coercive force films.

EXPERIMENT

Preparation of the Bi-RIG particles

Bi-RA1IG particles were prepared by coprecipitation and annealing processes [7]. Fig.1 
shows the preparation process of the particles. Aqueous solutions of nitrates of Bi, Dy, Gd, 
Tb, Al and Fe were mixed in order for the ratio of the cations to correspond to the composition of $R_iBi_{1-x}Al_xFe_{2-O_{12}}$ (R: Dy, Gd, Tb ; 0.0 \leq x \leq 1.5). The solution was mixed with a 
NaOH solution with stirring at room temperature. After the coprecipitation reaction, the 
$pH$ of the solution was 12 – 13. The obtained slurry was washed, filtered and dried at 300°C 
for 1.5h. Then the coprecipitate was heated in air at 700°C for 4h. The crystal phases of

Aqueous solution of $Bi_{1-x}Al_xFe(NO_3)_3$ NaOH

Coprecipitation

Washing

Drying

Annealing

Garnet Particles

Fig.1 The preparing process of the particles.

the particles were examined by x-ray diffraction analysis.

Preparation of the coating films

The particles were mixed with an epoxy binder (Epo-tek 396; Epoxytechnology), dissolved in a cyclohexanone and milled with a planetary milling machine (Pulverisette 7; Fritsch) for 30h. They were then coated by a spin coater on Corning 7059 glass. The thickness of the films was about 2µm. It was controlled by the viscosity of the ink and the rotation speed of the spin coater. The films were dried at 80°C for 1h in an oven. The volume content of the particles in the coating films was about 0.2.

The magnetic properties of the films were measured with a vibrating sample magnetometer (VSM). Faraday rotation θr was measured by the polarization modulation method. The absorption coefficient α was measured with a spectrophotometer.

RESULTS

Magnetic properties of the particles

Figure 2 shows the relations between the lattice constants of the Bi-RA1IG particles and Al contents of the coprecipitates. The relations show straight lines to Al content of the coprecipitates. The slopes of the relations are the same. These results suggest that the Al substitutions to the garnet crystal are proportional to x in these regions.

Figure 3 and 4 show the saturation magnetization Mₛ and coercive force H_c of the Bi-RA1IG particles. The Mₛ of the particles decreased with x. The Mₛ was less than 1 emu/g at the compositions of 0.8 < x < 1.0 (R:Dy), 0.6 < x < 0.8 (R:Tb) and 0.4 < x < 0.6 (R:Gd). The Bi-RA1IG...
particles have magnetic compensation at these compositions $x$. The $H_c$ of the particles was increased at those compositions. The $H_c$ for the composition of $\text{BiDy}_2\text{Al}_{0.8}\text{Fe}_{2}\text{O}_{12}$ and $\text{BiTb}_2\text{Al}_{0.6}\text{Fe}_{2}\text{O}_{12}$ is about 160 Oe. Those values are about 5 times larger than that of the Bi-YIG particles\cite{1}.

Magnetic properties of the coating films

Figures 5, 6 and 7 show the $M$-$H$ loops of the Bi-RA1IG coating films. The Figures (a) show the $M$-$H$ loops of the Bi-RIG coating films which have no Al substitution. The $H_c$ of the Bi-RIG coating films is about 30 - 50 Oe which is the same value as that of the particles. The Figures (b) show the $M$-$H$ loops of the Bi-RA1IG which have $x = 0.8$ (R:Dy), 0.6 (R:Tb) and 0.6 (R:Gd). The $H_c$ of the Bi-RA1IG coating films have about 200 Oe.

As indicated in these figures, we measured the difference between the in-plane $M_s$ and perpendicular $M_s$. The reason is not clear but we measured the difference in all measurements. We presume that the difference belongs to the films which are dispersed materials.
Magneto-optical properties of the coating films

Figure 8 shows the Faraday rotation spectra and absorption spectra of the Bi-RIG coating films. In the figures, we show the figure of merit $\theta_F/\alpha$ of the films at 520 nm. The figures of merit are about 0.5 - 1 (degree). We can expect that the figures of merit will be 2-3 times larger than those of these films, because the volume ratios of the particles in the films are only about 0.2. However, increasing the volume ratio is not difficult.

Figure 9 shows the Faraday rotation spectrum and absorption spectrum of the BiTbAl$_{16}$Fe$_{44}$O$_{12}$ coating film. Although the film has Faraday rotation, it has small $M_s$. The figure of merit $\theta_F/\alpha$ of the film at 520 nm is about 0.5. These results indicate that the coating films have the potential to develop into a new economical magneto-optical recording medium.

---

Fig. 7 The $M-H$ loops of the Bi-GdAlIG coating films.

Fig. 8(a) Faraday rotation spectrum and absorption spectrum of the Bi-DyIG coating film.
Fig. 8(b) Faraday rotation spectrum and absorption spectrum of the Bi-TbIG coating film.

Fig. 8(c) Faraday rotation spectrum and absorption spectrum of the Bi-GdIG coating film.

IV. CONCLUSIONS

Nano-size Bi-RAIG particles were synthesized by coprecipitation and annealing processes. Thin films of the particles were prepared by coating methods with the ink made by a milling process. The magnetic and magneto-optical properties of the particles and films were measured. The $H_c$ of the Bi-RAIG particles increased with decreasing $M_s$ of the particles. The $H_c$ of the particles were about 160 Oe when the $M_s$ were almost zero.

The Faraday rotation $\theta_F$ of the Bi-RIG and Bi-RAIG (R = Dy, Tb and Gd) films were measured. The figure of merit $\theta_F/\alpha$ of the BiTb$_2$Al$_{12}$Fe$_{44}$O$_{88}$ coating film is about 0.5 at 520 nm. These results show that the coating BiTb$_2$Al$_{12}$Fe$_{44}$O$_{88}$ film is one of the candidate materials for a new, economical magneto-optical storage medium.
Fig. 9 Faraday rotation spectrum and absorption spectrum of the Tb$_2$BiAl$_{0.6}$Fe$_{4.4}$O$_{12}$ coating film.
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ABSTRACT
The purpose of this work is to obtain spherical particles YIG from micrometric to nanometric scales. The spherical particles were obtained from cation hydrolysis in acid medium by adding urea or ammonia in order to carry out a homogeneous nucleation process up to 90°C. Different composition and morphology were achieved by changing reactant concentrations, precipitation agent and stabilizing agent. X-ray diffractometry, electrophoretic mobility, transmission and scanning electron microscopies were carried out on these particles to investigate the phase identification, mobility, morphology and particle size. Crystalline YIG, with spherical characteristics, was obtained. The surface potential presented different characteristics for different dispersion media.

INTRODUCTION
Magnetic colloidal particles, yttrium iron garnet (YIG), exhibit different physical and chemical properties in relation to the classical coprecipitation reaction carried out. Properties of magnetic colloidal particles often depend strongly on the morphology and on the various physical characteristics of the dispersed matter, as well as on its chemical composition. The motivation of YIG preparation as colloidal dispersion with both uniform size and shape is related to the preparative chemistry of special materials. Moreover, the preparation of yttrium iron garnet with nanometric size is very important for academic reasons and for industrial applications as magnetic dye, magneto-optic devices, microwave absorption and magnetic fluids. Colloidal behavior of particles can be regarded as a function of surface features with outstanding technological consequences. Magnetic particles covered with another inorganic phase gives rise to multiphase and multicomponent composite system. The shape is especially important to provide the mechanism of heterocoagulation as well as to assure the reproducibility of the systems. YIG has been mentioned in the literature and obtained by different techniques such as pyrolysis, coprecipitation, microemulsion and sol-gel process. The accurate control of the precipitation process of precursors for magnetic materials is crucial and shows advantages in relation to high purity, homogeneous phase and low temperature processes. Although homogeneous precipitation conditions usually provides spherical habit to colloidal particles the agglomeration process takes place yielding different shape aggregates. This paper reports on the spherical YIG colloids in different size scales, from precursor element salts precipitation.

EXPERIMENT
Yttrium chloride [Y(Cl)3.6H2O, 99,9%], iron chloride [FeCl3 anhydrous, 97%], urea p.a., ammonium hydroxide [28-30% NH3], ammonium iron (III) sulfate [NH4Fe(SO4)2.12H2O, p.a.] and poly(vinylpyrrolidone) (PVP, mol wt: 360,000) were all reagents used without further purification. All stock solutions were prepared with doubly distilled water and filtered through 0.1μm pore size Nuclepore membranes. YIG amorphous particles were obtained by hydrolysis of metal chloride. The starting solution is a mixture of iron chloride and yttrium chloride in chloric acid 0.01 mol L-1. These two solutions were mixed, so that the ratio of Fe to Y is 5:3, and preheated up to 90°C.
Afterwards, urea or ammonia was added in different concentrations for increasing pH and improving hydrolysis process. In some cases, it was added poly(vinylpyrrolidone) and ammonium iron (III) sulfate \([\text{NH}_4\text{Fe(SO}_4\text{)}_2\text{12H}_2\text{O}]\) in w% to avoid aggregation. The hydrolysis reaction (1) is:

\[
5\text{Fe(Cl)}_3 + 3\text{Y(Cl)}_3 + 24\text{H}_2\text{O} \rightarrow \{x[\text{Fe}_x\text{Y}_3\text{O}_{12}] + (1-x)[5\text{Fe(OH)}_3] [3\text{Y(OH)}_2]\} \quad (1)
\]

After keeping the solution at the temperature of 90°C for 3 hours the resulting dispersion was filtered through 0.1\(\mu\)m pore size Nucleopre membrane. The powder was then dried in a desiccator under vacuum. The scheme of preparation of YIG particles is shown in figure 1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Precipitation agent</th>
<th>Concentration of iron chloride (mol.L(^{-1}))</th>
<th>Addition of PVP (% w/w)</th>
<th>Addition of NH(_4)Fe(SO(_4))(_2) (% w/w)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Urea (1)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P2</td>
<td>Urea (2)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P3</td>
<td>Urea (1)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P4</td>
<td>Urea (2)</td>
<td>10(^{-3})</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>P5</td>
<td>NH(_3) (2)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P6</td>
<td>NH(_3) (2)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P7</td>
<td>NH(_3) (2)</td>
<td>10(^{-3})</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>P8</td>
<td>Urea (0.5)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P9</td>
<td>Urea (0.25)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>50%</td>
</tr>
<tr>
<td>P10</td>
<td>Urea (0.5)</td>
<td>10(^{-3})</td>
<td>-</td>
<td>50%</td>
</tr>
<tr>
<td>P11</td>
<td>Urea (0.5)</td>
<td>10(^{-3})</td>
<td>1</td>
<td>50%</td>
</tr>
</tbody>
</table>
RESULTS
Precipitates were calcinated at 1100°C for 4 hours and yield, cubic YIG particles. The surface charge behavior was investigated by dispersing the precipitate in different solvents. Figure 2 demonstrates that there are variations in electrophoretic mobility in different alcohols depending on the added ammonium hydroxide volume.

![Figure 2](image1.png)

Figure 2. Dependence on the electrophoretic mobility of yttrium iron particles in different alcohols, (△) ethanol, (●) 2-propanol and (☑) water/2-propanol 1:1 mixed, for sample P3 at a constant ionic strength (0.001 mol L⁻¹ KNO₃), depending on NH₄OH volume. The sample P3 was treated at 1100°C for 4 hours before the dispersion.

Organic solvents are used as dispersion medium for silica heterocoagulation in low dielectric constant media. The behavior of used alcohols demonstrated that ethanol is better solvent than other alcohols because the particle surface charge is more positive than that in 2-propanol/water mixture. Despite the low dielectric constant of the solvent, the results in figure 2 demonstrate that ammonium hydroxide exhibits strong basic property in alcoholic medium. The pH was evaluated by addition of phenolphthalein in these alcohols in which it changes color characteristic after small addition of ammonium hydroxide. Yttrium iron garnet samples obtained from different routes, showed in scheme of Table I, and calcinated were dispersed in ethanol. Figure 3 shows the behavior of variables such as concentration of urea, PVP and NH₄Fe(SO₄)₂ in relation to the electrophoretic mobility.

![Figure 3](image2.png)

Figure 3. Dependence on the electrophoretic mobility for different samples of yttrium iron garnet particles in ethanol with 0.75 ml of NH₄OH and constant ionic strength (0.001 mol L⁻¹ KNO₃). The samples were treated at 1100°C for 4 hours before the dispersion.

Electrokinetic mobility may be related to different effects in the yttrium iron garnet which is obtained by variable parameters in the precipitation. These parameters, such as the
presence of urea or ammonia as well as PVP and/or ammonium iron sulfate in different concentrations, affect the surface potential of the particle and, therefore, the colloidal particles migration. In figure 4 the phase transition is shown in the X-ray diffractograms of amorphous and crystallized YIG samples. Each sample was heated for 4 hours at the temperatures of 700, 800, 900, 1000, 1100 and 1200°C, respectively. Crystallization begins at 800°C according to the Figure 4 in which the orthorhombic structure changes to a cubic one at 1100°C.

Figure 4. X-ray diffraction patterns (XRD) of the sample P2, heated for 4h. Crystallization begins around 800°C and the orthorhombic to cubic phase transformation takes place at 1100°C.

Figure 5 shows the X-ray powder diffraction of different samples calcined at 1200°C.

Figure 5. X-ray diffraction patterns (XRDP) of the samples P9, P5, P7 and P2, calcined for 4h.

Figures 4 and 5 show that in all routes of precipitation the same crystalline phase is obtained and suggest the formation of cubic YIG in dissimilar samples.

Figure 6 indicates the transmission electron microscopy results of amorphous YIG obtained from both urea and ammonium hydroxide and it illustrates the effect of coprecipitation medium on particles formation. The influence of urea or ammonium hydroxide on the
precipitate characteristics is presented in Figures 6a and 6b. The presence of ammonium in the precipitation medium induces higher particles agglomeration than in presence of urea at the same concentration. The particles shape and size apparently do not suffer drastic changes for the precipitation agents variation.

Figure 6 TEM micrographs of YIG dispersed in water: a - sample P2, Fe=1.10$^3$ mol.L$^{-1}$, Urea=2.0 mol.L$^{-1}$; b-sample P6, Fe=1.10$^3$ mol.L$^{-1}$, NH$_3$=2.0 mol.L$^{-1}$.

Polyvinylpyrrolidone (PVP) was added to the system at 1.7% (w/w) in order to avoid aggregation of YIG particles. Figure 7 shows PVP which arbitrarily involves the YIG particles.

Figure 7: SEM micrograph of sample P4, [Fe]=1.10$^3$ mol.L$^{-1}$, [Urea]=2.0 mol.L$^{-1}$, 1.7% PVP.

Figures 8 a, b, c and d have demonstrated that the morphology of yttrium iron garnet particles are influenced by the addition of PVP and/or NH$_4$Fe(SO$_4$)$_2$. These stabilization agents showed a satisfactory behavior in the dispersion of ethanol and they not affected the spherical particles. The addition of PVP and or NH$_4$Fe(SO$_4$)$_2$ in specific amounts leads to smaller and more dispersed particles due to stabilization properties.
Figure 8: SEM micrographs of YIG dispersed in ethanol: a- sample P3, [Fe]=1.10^{-3} mol.L^{-1}, [Urea]=1 mol.L^{-1}; b- sample P8, [Fe]=1.10^{-1} mol.L^{-1}, [Urea]=0.5 mol.L^{-1}; c- sample P10, [Fe]=1.10^{-3} mol.L^{-1}, [Urea]=0.5 mol.L^{-1} 50% NH₄Fe(SO₄)₂, d- sample P11, [Fe]=1.10^{-3} mol.L^{-1}, [Urea]=0.5 mol.L^{-1} 50% NH₄Fe(SO₄)₂, 1% PVP.

CONCLUSIONS

Spherical yttrium iron garnet was obtained by coprecipitation of a mixture of yttrium chloride and iron chloride in acid medium changing from micrometric to nanometric scales. Increasing yttrium and iron ion concentrations in the starting solution apparently resulted in most homogeneous particles. Phase transition temperature from amorphous to crystalline YIG is around 800°C and the transition from orthorhombic to cubic phases occurs at 1100°C. The transmission electron microscopy revealed that amorphous YIG particles of 20nm were obtained. The samples precipitated with urea indicated better morphology than samples precipitated with ammonia. The scanning electron microscopy showed that the addition of PVP promotes particles linkage. However, after the calcination process of these samples the PVP under these circumstances worked as an agent of stabilization.

REFERENCES


ACKNOWLEDGEMENTS

We acknowledge financial support from FAPESP.
HIGH DENSITY RECORDING ON CONVENTIONALLY STRUCTURED MAGNETO-OPTICAL DISK BY MAGNETIC FIELD MODULATION
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ABSTRACT

Two recent topics on high density recording are reviewed in this paper on conventionally structured MO disk by magnetic field modulation. One topic is the MO disk with a capacity of 650 MB/464 mm. Using a light wavelength of 650 nm and an numerical aperture of an objective lens of 0.52, a track pitch of 0.95 μm and a bit length of 0.34 μm for (1,7) RLL coding has been applied to achieve 650 MB within a size of a Mini Disc(MD). Groove conditions such as the depth and groove duty in a 1.2-mm thick polycarbonate substrate are optimized to reduce the cross-talk from adjacent tracks. As a result, the recording power margin of ±20% is obtained. The disk tilt margin is ±0.82 deg and ±0.63 deg in the radial and tangential direction, respectively.

The other topics is land/groove recording using an optical phase shifter. A maximum carrier level and a minimum cross-talk are achieved simultaneously when an optical phase shifter is inserted into the optical path before an analyzer. The optimum phase shift is 40 deg for recording on land and -40 deg for recording in groove. Recording on 0.5 μm land/0.5 μm groove with 1.2-mm thick substrate is investigated with a bit length of 0.35 μm for (1,7) RLL code using a light wavelength of 693 nm and a numerical aperture of 0.55. MO recording using an optical phase shifter is promising for an areal density of 3.7 Gb/in². Furthermore, when an optical phase shifter is applied to recording on 0.36 μm land/0.36 μm groove with a bit length of 0.258 μm, light wavelength of 642 nm, and NA of 0.7, a capability of 7.0 Gb/in² using conventionally structured MO disk is shown.

INTRODUCTION

Magneto-optical disk are expected to achieve removable storage devices with a huge capacity and high reliability. Especially, the magneto-optical recording by magnetic field modulation enables higher linear density than that by light intensity modulation, because a minute mark edge is not limited by an irradiated light profile but precisely determined by the switching of a magnetic field.

Magnetic layers in magneto-optical disks can be roughly divided into two categories; conventionally structured layers and magnetically induced superresolution (MSR) layers[1,2]. New technologies such as magnetic amplifying magneto-optical system (MAMMOS) [3] and domain wall displacement detection (DWDD)[4] have been recently reported. They are considered to belong to MSR family, but have their own advantages in increasing the carrier level even for 0.1-μm mark. Conventionally structured MO can be compared to the conventional in-plane recording in hard disk drive technology. In contrast, the MSR family may be compared to per-
pencilular recording. The MSR family has a
great possibility in increasing areal density due
to its higher resolving power than optical limit
and due to crosstalk canceling effect. But it is
not yet commercially available partly because
of the complicated multilayer structure and
partly because the laser power must be pre-
cisely controlled during readout. In contrast,
conventionally structured magneto-optical
disks are well established massproduction. We
believe that conventionally structured MO disk
will continue to play an important role in the
growth of MO disk market, before the MSR
family will be finally introduced.

In this paper we describe two topics of
conventionally structured MO disk technology.
One is the MO disk with a capacity of 650 MB/
64 mm. The other topics is land and groove
recording using an optical phase shifter for
achieving 7 Gb/in².

<table>
<thead>
<tr>
<th>Layer Structure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protective layer</td>
<td>UV resin 10 μm</td>
</tr>
<tr>
<td>Reflective layer</td>
<td>Al 60 nm</td>
</tr>
<tr>
<td>Interference layer</td>
<td>SiN 30 nm</td>
</tr>
<tr>
<td>Subsidiary layer</td>
<td>GdFeCo 7 nm</td>
</tr>
<tr>
<td>Recording layer</td>
<td>TbFeCo 16 nm</td>
</tr>
<tr>
<td>Interference layer</td>
<td>SiN 80 nm</td>
</tr>
<tr>
<td>Substrate</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1 Layer structure of magneto-optical
disk in this paper. The magnetic single
layer in conventional disk is replaced by
magnetic double layers for reducing a
magnetic field required for recording by
magnetic field modulation. Typical thick-
ness is shown for each layer.

Table I Specifications of MD DATA2 in
comparison with MD DATA.

<table>
<thead>
<tr>
<th></th>
<th>MD DATA2</th>
<th>MD DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory Capacity (MB)</td>
<td>650</td>
<td>140</td>
</tr>
<tr>
<td>Disk Diameter (mm)</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Disk Thickness (mm)</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Laser Wavelength (nm)</td>
<td>650</td>
<td>780</td>
</tr>
<tr>
<td>Lens Numerical Aperture</td>
<td>0.52</td>
<td>0.45</td>
</tr>
<tr>
<td>Track Pitch (μm)</td>
<td>0.95</td>
<td>1.60</td>
</tr>
<tr>
<td>Bit Length (μm)</td>
<td>0.34</td>
<td>0.55</td>
</tr>
<tr>
<td>Linear Velocity (m/s)</td>
<td>2.0</td>
<td>1.2</td>
</tr>
<tr>
<td>Signal Encoding Method</td>
<td>(1,7) RLL</td>
<td>EFM</td>
</tr>
<tr>
<td>Data Transfer Rate (Kb/s)</td>
<td>576</td>
<td>133</td>
</tr>
<tr>
<td>Recording Method</td>
<td>MFM with pulse irradiation</td>
<td>MFM with cw irradiation</td>
</tr>
<tr>
<td>Addressing Method</td>
<td>Interlaced wobble</td>
<td>Continuous wobble</td>
</tr>
<tr>
<td>Recording Area</td>
<td>On land</td>
<td>In groove</td>
</tr>
</tbody>
</table>

DISK STRUCTURE WITH MAGNETIC
DOUBLE LAYER FILM

We adopted double layers GdFeCo/TbFeCo
for magnetic layers in MO disks for both
topics[5]. Since double layers are strongly
coupled by exchange interaction between
them, they act magnetically like an single
layer. Magnetic double layers are sand-
witched by SiN dielectric layers to protect
from corrosion and to enhance the Kerr
rotation angle of reflected light from the Al
reflective layer. The disk structure shown in
Fig. 1 is similar to commercially available
MO disks in which single magnetic layer is
commonly used. The main role of the
GdFeCo layer is to reduce a magnetic field
required for recording by magnetic field
modulation. The GdFeCo layer contributes
in some extent to increase the Kerr rotation
angle because GdFeCo has an higher mag-
neto-optical effect than TbFeCo.
MO DISK WITH A CAPACITY OF 650 MB/ φ 64 mm

Specifications for MD DATA2

Since the introduction of MiniDisc (MD) into the market in 1992 for digital audio and in 1993 for data storage [6], the market is now growing for digital audio and for digital still camera. But a higher capacity is demanded for multimedia applications. We have been investigating the performance of conventionally structured MO disks to establish a physical format for MD DATA2 [7]. The major specifications are listed in Table I in comparison with MD DATA. A capacity of 650 MB/ φ 64 mm for MD DATA2 is 4.6 times higher than 140 MB for MD DATA.

The technical contributions to increase the capacity are divided into factors as follows:

1. The laser spot size is proportional to λ/NA, where λ and NA are the light wavelength and the numerical aperture of objective lens, respectively. A factor of (NA/λ)² for increasing areal density is 1.9 times higher for MD DATA2 than that for MD DATA.
2. The data efficiency is 80% for MD DATA2, while 54% for MD DATA. Thus, a factor of 1.5 is gained.
3. A factor of 1.6 is contributed from improvements of media and drive technology, resulting in cumulated capacity increase of 4.6. These improvements include recording by magnetic field modulation with pulse irradiation for wider power margin, optimization of groove geometry for minimum crosstalk, and new interlaced wobble addressing method for ensuring good address signal quality against crosstalk.

Optimization and characteristics of MO media

Magnetic field modulation with pulse irradiation has been adopted for a track pitch of 0.95 μm and a bit length of 0.34 μm. Polycarbonate substrate was used in the experiment. The highest power was limited by the power available in the system. The power margin was evaluated by three curves: ○: Overwriting one track with decreasing power, ●: Overwriting main track by decreasing power after adjacent tracks were recorded with the highest power, ■: Crosswriting adjacent tracks by an increasing power after recording the main track with the same power.

![Fig. 2 Recording power dependence of jitter for recording of random data by (1,7) RLL with a track pitch of 0.95 μm and a bit length of 0.34 μm. Polycarbonate substrate was used in the experiment. The highest power was limited by the power available in the system. The power margin was evaluated by three curves: ○: Overwriting one track with decreasing power, ●: Overwriting main track by decreasing power after adjacent tracks were recorded with the highest power, ■: Crosswriting adjacent tracks by an increasing power after recording the main track with the same power.](image-url)

Fig. 2 Recording power dependence of jitter for recording of random data by (1,7) RLL with a track pitch of 0.95 μm and a bit length of 0.34 μm. Polycarbonate substrate was used in the experiment. The highest power was limited by the power available in the system. The power margin was evaluated by three curves: ○: Overwriting one track with decreasing power, ●: Overwriting main track by decreasing power after adjacent tracks were recorded with the highest power, ■: Crosswriting adjacent tracks by an increasing power after recording the main track with the same power.
Groove depth and width was carefully optimized considering the balance between overwritability, crosstalk, and crosswrite characteristics. The groove depth was adjusted to 70 nm so as to minimize crosstalk from adjacent tracks[5]. Figure 3 shows jitter vs. overwriting power with the land width as the parameter. The land width corresponds to the mark width which is recorded on land. With an increase in land width for a fixed track pitch of 0.95 \( \mu \text{m} \), or equivalently with decrease in groove width, jitter for low overwriting power increases. The jitter with crosstalk and crosswrite took the minimum value for a land width of 0.57 \( \mu \text{m} \). As a result, a land width of 0.52 to 0.57 \( \mu \text{m} \) were chosen as the balanced width.

The interlaced wobble addressing shown in Fig. 4 was adopted for a track pitch of 0.95 \( \mu \text{m} \). The period of wobbled groove is 1.9 \( \mu \text{m} \), and period of straight groove is also 1.9 \( \mu \text{m} \). A wide groove wobbling has been used for MD with a 1.6-\( \mu \text{m} \) track. If the same wobbling is used for a 0.95-\( \mu \text{m} \) track, address information cannot be read out because of serious crosstalk from adjacent wobble signals. Address information in wobbled groove is read out by a subspot using three spots tracking method, and is shared by track A and B as shown in the figure.

A practical system must be robust against disk tilt as well as against mechanical and optical tilt of the pick up. Our target tilt margin was \( \pm 0.70 \) deg in the radial direction and \( \pm 0.55 \) deg in the tangential direction. Figure 5 shows the jitter for random data vs. tilt angle. A radial tilt margin of \( \pm 0.82 \) deg and a tangential tilt margin of \( \pm 0.63 \) deg are obtained, where the margin is defined as the region with a jitter of less than 15% of channel clock. Thus, satisfactory tilt margins as well as wide recording power margin of \( \pm 20\% \) have been achieved at an areal density of 2.0 Gb/in\(^2\), which corresponds to 650 MB for a 64 mm disk.
LAND AND GROOVE RECORDING USING AN OPTICAL PHASE SHIFTER

Phase shifter with common values for land and groove

Land and groove recording on the phase change disk with crosstalk cancellation was reported as a promising technique for increasing track density[8]. In order to minimize crosstalk from land to groove and crosstalk from groove to land at the same time, an optimum groove depth around \( \lambda / 6 \) and optical design of almost zero reflectivity from amorphous phase are required. For the magneto-optical disks a crosstalk cancellation similar to phase change disks is possible by choosing an optimal groove depth around \( \lambda / 6 \) and almost zero Kerr ellipticity[9]. The advantage in the MO disk case is that non-zero Kerr ellipticity can be compensated by an optical phase shifter with a relation

\[
\tan \phi = -\left( e_k / \theta_k \right)
\]

(1)

where \( \phi \) is the optical phase shift angle, \( e_k \) is the Kerr ellipticity, and \( \theta_k \) is the Kerr rotation angle. Figure 6 shows the experimental result and a simulation of the crosstalk canceling effect[9]. When an optical phase shifter is not used, the crosstalk is reduced at different groove depths for recording on land from that for recording in groove. The phase shift angle is calculated as 30 deg from (1) using \( \theta_k = 1.26 \) deg and \( e_k = -0.73 \) deg. When a wave plate with a phase shift of 30 deg is inserted before the analyzer, the

Fig. 5 Tilt angle dependence of the jitter for recording with 0.95-\( \mu \)m track and 0.34-\( \mu \)m bit. The disk with polycarbonate substrate was tilted only during readout in radial and tangential direction.

\[ \theta_k = 1.26 \text{deg}, \quad e_k = -0.73 \text{deg} \]

without wave plate

with 12\( \lambda \) wave plate

Fig. 6 Groove depth dependence of the crosstalk for optical phase shift of 0 deg and 30 deg. MO disk with Kerr rotation \( \theta_k \) of 1.26 deg and Kerr ellipticity \( e_k \) of -0.73 deg was used in the experiment. The simulation for land (solid curve) and for groove (dashed curve) is compared with the experiment for land (solid circle) and for groove (open circle).
Table II. System margins obtained under crosstalk canceling condition. \( \lambda = 690 \text{ nm} \), \( \text{NA}=0.55 \), groove depth=76 nm \( (=\lambda/6) \), \( 6k=0.95 \text{ deg} \), \( ek=-0.06 \text{ deg} \).

<table>
<thead>
<tr>
<th>Area density</th>
<th>2.63 Gbit/in(^2)</th>
<th>2.02 Gbit/in(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit length</td>
<td>0.35 ( \mu \text{m} )</td>
<td>0.40 ( \mu \text{m} )</td>
</tr>
<tr>
<td>Track pitch</td>
<td>0.7 ( \mu \text{m} )</td>
<td>0.8 ( \mu \text{m} )</td>
</tr>
<tr>
<td>Tangential disk tilt</td>
<td>L ( \pm 0.45 \text{ deg} ) ( \pm 0.61 \text{ deg} )</td>
<td>G ( \pm 0.44 \text{ deg} ) ( \pm 0.56 \text{ deg} )</td>
</tr>
<tr>
<td>Radial disk tilt</td>
<td>L ( \pm 0.42 \text{ deg} ) ( \pm 0.70 \text{ deg} )</td>
<td>G ( \pm 0.40 \text{ deg} ) ( \pm 0.59 \text{ deg} )</td>
</tr>
<tr>
<td>Defocus</td>
<td>L ( \pm 1.4 \mu \text{m} )</td>
<td>G ( \pm 1.2 \mu \text{m} )</td>
</tr>
<tr>
<td>Recording power margin</td>
<td>L ( \pm 8 % ) ( \pm 10 % )</td>
<td>G ( \pm 9 % ) ( \pm 11 % )</td>
</tr>
</tbody>
</table>

Crosstalk can be canceled at the same groove depth for recording on land and in groove. The experimental results well coincide with the simulation. Under the crosstalk canceling condition, land/groove recording on conventionally structured MO disks with magnetic double layers was investigated to get the results tabulated in Table II[10]. The results indicate the possibility of an areal density of 2.63 Gb/in\(^2\) at a track pitch of 0.7 \( \mu \text{m} \).

**Analysis of independent phase compensation for land and groove**

A further increase in track density based on the technology described above, however, cannot be expected, because the S/N ratio is decreased and the minimum crosstalk realized in the above conditions is seriously affected by various perturbations such as disk tilt and defocusing. Then a new approach must be introduced to further increase track density. The basic idea to introduce an independent phase compensation for land and groove to achieve a maximum carrier level and minimum crosstalk level at a groove depth of \( \lambda/8 \) for track pitches of 0.7 \( \mu \text{m} \) and 0.6 \( \mu \text{m} \) was reported[11].

![Fig. 7 Crosstalk as a function of groove depth calculated for three phase shift values, (a) 0 deg, (b) 40 deg, and (c) -40 deg.](image)
We investigated in detail the feasibility of an independent phase shifter for a very narrow track pitch of 0.5 μm and 0.36 μm using a numerical aperture NA of 0.55 and 0.7, respectively[12]. Figure 7 shows the crosstalk as a function of groove depth calculated for the readout of a rectangular 1.88-μm mark for land and groove with a track pitch of 0.5 μm. The Kerr ellipticity was assumed to be zero in this calculation. In contrast to case (a) with a phase shift of 0 deg, in case (b) with a phase shift of 40 deg, the crosstalk on land is canceled at a groove depth of 56 nm, while the crosstalk in groove is quite large. The situation is reversed for case (c) with a phase shift of -40 deg. Then crosstalk can be canceled for a groove depth of 56 nm by inserting a 40 deg phase shifter for readout on land and a -40 deg phase shifter for readout in groove. Besides, the carrier level is increased by 6 dB compared to zero phase shift case, as is calculated in Fig. 8. Increase in carrier level is caused by the shallower groove depth. The calculation concludes that the maximum improvement in carrier level and complete cancellation of crosstalk can be achieved simultaneously with a phase shift of 40 deg for readout on land and -40 deg for readout in groove.

In addition to the carrier level, the independent phase shifter improves the tolerance against optical errors such as defocus and disk tilt. Figure 9 shows crosstalk vs. radial disk tilt calculated for various phase shift values. Taking a phase shifter of 40 deg as an example, the carrier level on land is 10 dB higher than that in groove for an optimized groove depth of 56 nm. This difference corresponds to the suppression of crosstalk by 10 dB, which results in a wider radial tilt margin than that for a zero phase shift.

Experiment using independent phase shifter

Two types of experiments, Experiment 1 and Experiment 2, were made using an independent phase shifter for land and groove recording. Experimental conditions and results are tabulated in Table III. The disk
Table III. Experimental conditions and results of independent phase shift for land and groove.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Light wavelength (nm)</th>
<th>Numerical Aperture</th>
<th>A/W (tangential)</th>
<th>A/W (radial)</th>
<th>Kerr rotation (deg)</th>
<th>Kerr ellipticity (deg)</th>
<th>Groove depth (nm)</th>
<th>Groove duty (%)</th>
<th>Substrate thickness (mm)</th>
<th>Track pitch (μm)</th>
<th>Bit length (μm)</th>
<th>Modulation code</th>
<th>Areal density (Gbit/in²)</th>
<th>Channel clock frequency (MHz)</th>
<th>Linear velocity (m/s)</th>
<th>Recording laser power (mW)</th>
<th>Readout laser power (mW)</th>
<th>Jitter (%)</th>
<th>Land</th>
<th>Groove</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>693</td>
<td>0.55</td>
<td>0.60</td>
<td>0.75</td>
<td>1.1</td>
<td>-0.01</td>
<td>60</td>
<td>52</td>
<td>1.2</td>
<td>0.50</td>
<td>0.35</td>
<td>(1,7)RLL</td>
<td>3.69</td>
<td>18</td>
<td>4.2</td>
<td>9.6</td>
<td>1.1</td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
</tr>
<tr>
<td>2</td>
<td>642</td>
<td>0.7</td>
<td>0.62</td>
<td>0.82</td>
<td></td>
<td></td>
<td>49</td>
<td>50</td>
<td>0.6</td>
<td></td>
<td>0.258</td>
<td>(1,7)RLL</td>
<td>6.95</td>
<td>18</td>
<td>3.1</td>
<td>5.4</td>
<td>0.8</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Table III. Experimental conditions and results of independent phase shift for land and groove.

CONCLUSION

High areal densities have been achieved in conventionally structured magneto-optical disks by magnetic field modulation with laser pulse irradiation. A density of 2 Gb/in² enabled a capac-
ity of 650 MB per 64 mm disk diameter for the next version of Mini Disc. A system with a capacity of 650 MB has been developed with acceptable margins for recording power and disk tilts in radial and tangential direction. Recording on land of 1.2 mm thick substrate conforms to current MD system.

A higher areal density has been confirmed by adopting an optical phase shifter for land and groove recording. Since the improvement of the carrier level and crosstalk cancellation is possible simultaneously, wide radial tilt margin of ± 0.73 deg for 0.5-μm land and ± 0.64 deg for 0.5-μm groove is obtained to get 3.7 Gb/in² even using 1.2 mm thick substrate. When a numerical aperture of 0.7 was used, substrate thickness was decreased to 0.6 mm to relax the coma aberration due to the disk tilt. The feasibility of 7.0 Gb/in² density is shown with a radial tilt margin of ± 0.52 deg for 0.36-μm land and ± 0.44 deg for 0.36-μm groove. A problem of land and groove recording is the rather small recording power margin. It can be improved by introducing deep groove technology in land/groove recording[13]. There is a condition in which the deep groove is optically equivalent to shallow groove adopted in this paper. Besides, further improvement of S/N ratio of MO media will allow 7.0 Gb/in² to be achieved in a practical system.
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NEAR-FIELD MAGNETO-OPTIC FIBER PROBE

M.A. Seigler, D.N. Lambeth
ECE Department, Carnegie Mellon University, Pittsburgh, PA 15213

ABSTRACT

A novel near-field magneto-optic fiber probe (NF-MOFP) for readback of ultra high density magnetic recording, or high resolution imaging of magnetic domains is described. This NF-MOFP consists of a partially metalized tapered fiber, as used in conventional near-field scanning optical microscopy (NSOM), with the subwavelength sized aperture coated with a reflective magneto-optic (MO) film. This device is then used in a manner similar to conventional NSOM. The properties of the MO film deposited on the fiber tip, the NF-MOFP's response to applied fields, and images of magnetic domains taken with the device are described.

INTRODUCTION

The areal density of magnetic recording has been increasing at about 60% a year since the early 1990's. While the areal density of state of the art commercial products is around 4 Gb/in², IBM recently announced an 11 Gb/in² laboratory demonstration [1]. In order for the 60% per year areal density increase to continue, 100 Gb/in² will need to be demonstrated by the year 2003. If conventional recording media continues to be used, it has been proposed by Charap et al. that serious thermal decay due to superparamagnetic grain sizes will be seen before this density is reached [2]. One proposed solution is to eliminate the grain structure by using magneto-optic (MO) recording where a continuously exchanged coupled media such as CoPt is employed. It has been proposed that CoPt, as made in the laboratory today, should support small enough domains for recording densities well in excess of 100 Gb/in² [3]. Hence, the areal density limit would not be set by the continuously exchange coupled media, but by the diffraction limited spot size of the writing.

![Figure 1: Some common NSOM setups: (a) illumination, (b) illumination/collection, (c) collection](image)
and reading light. Some researchers have proposed methods to extend the diffraction limit by using special multilayered media and recording techniques, such as MSR (magnetic super resolution) and MAMOS (magnetic amplifying magneto-optical system) [4,5]. Even when using these techniques the light that is writing and reading the magnetic domains is diffraction limited, and is the limiting factor in the areal storage density of the recording. This is where the benefits of near-field optics may help to increase the areal storage density.

Examples of combining common NSOM configurations, as shown in figure 1 [6], and conventional data storage methods using a rotating magnetic media, may be to either mount a coated tapered fiber onto a slider [3], or to fabricate a tapered channel waveguide on the backside of a slider [7]. Even, if one of these approaches is attempted, there may still be significant restraints on the type of overcoat, magnetic media, and disk substrate that could be used. Configuration 1(a) is limited to transparent samples while configurations 1(b & c) are constrained to imaging the first reflective surface. In addition, 1(a) would need detection optics on the opposite side of the disk that would have to remain aligned with the near-field probe at all times. Despite its limitations, the optical alignment of 1(b) is very attractive since both the illumination and detection are performed by the near-field aperture. This configuration suffers, however, from a low signal-to-noise ratio since the light not only has to pass through the subwavelength aperture to illuminate the sample, but after scattering off the sample, the light must be recollected by that same small aperture.

The new near-field magneto-optic fiber probe (NF-MOFP) that we propose is illustrated in figure 2. Our probe is very similar to the probe shown in figure 1(b), but with a soft magnetic film covering the subwavelength aperture. The light that would normally illuminate the media through the aperture now reflects off the MO film on the probe tip, and this reflected light then travels back up the fiber to the detection optics. The light never actually exits the near-field aperture. The magnetic state of the MO film on the fiber-tip, and thus the polarization state of the light reflecting off the MO film, is modulated by the fringing fields from the magnetic media passing in close proximity to the NF-MOFP. The modulated polarization state of the light is then used to form a readback signal for data storage, or to

![Figure 2: The proposed NF-MOFP. The exploded portion shows the magnetic film coating the subwavelength aperture where the light would normally exit.](image-url)
form an image of the magnetic state of the media. Since the light never exits the aperture to interact with the media, the signal from this NF-MOFP would not be affected by the optical properties of the media, but by the magnetic fringe fields from the media. This may allow our probe to image magnetic samples that conventional NSOM may not, such as conventional longitudinal magnetic recording media. Obviously, if this type of probe were to be used in a storage device a separate recording transducer may be needed for writing.

EXPERIMENT

An ideal MO film for this probe should have a low coercivity, perpendicular magnetic orientation, large Kerr rotation, high Curie temperature, good corrosion resistance, and be able to be deposited on glass (optical fiber). GdCo seems to be a good compromise for these requirements, and its magnetic properties are well documented from its use as a bubble material [8]. GdCo can be deposited on glass with a perpendicular magnetic orientation, with a reasonable coercivity, Kerr rotation and curie temperature, but its corrosion resistance is limited (see the next section or Ref. 8 for more information on these characteristics). In order to characterize GdCo, it was RF sputtered onto Corning 7059 glass substrates using a target made by bonding Gd pieces to a pure Co sputtering target. A bias voltage was applied to the substrate to control the film composition and anisotropy. Since GdCo quickly oxidizes, and loses its perpendicular anisotropy, all GdCo films were capped with a thin layer (40nm) of sputtered AlTi. The MO properties of the GdCo were measured using an MO loop tracer using 633 nm light. While the behavior of GdCo films on glass substrates can be fully characterized, it is not known how the magnetic film is going to behave when deposited on the end of a partially metalized tapered fiber. The film's behavior when deposited on the fiber tip may be affected by the shape and roughness of the tip, roughness of the metal forming the subwavelength aperture, and the elevated, but not accurately known, temperature of the tip during operation.

Tapered optical fibers were fabricated by etching a standard single mode optical fiber in the meniscus formed by a 40% HF solution and silicon oil [9,10]. The sides of the tapered fibers were then coated with copper using deposition by laser ablation leaving an uncoated aperture at the tip of the fiber. The highly directional deposition using laser ablation is ideal for fabricating partially metalized tapered fibers which depend on shadowing of the tip to form the aperture at the tip.

Figure 3. (a) The test setup used for testing cleaved MOFP and NF-MOFP. When taking an image with the cleaved fiber probe the fiber was scanned above the sample using stepper motors with no tip-sample spacing feedback control.
GdCo was deposited on the end of a cleaved (not tapered) fiber as a starting point and tested using an MO loop tracer, as sketched in figure 3, using 488 nm light. MO loops were taken to verify that the GdCo film still had good magnetic and optical properties when deposited on the end of the cleaved fiber, and that its Kerr rotation could be detected. The aperture of a partially metalized tapered fiber was then coated with GdCo, and MO loops were taken.

RESULTS

Stahelin et al. have shown that the tip of a partially metalized fiber fabricated by locally melting and pulling can reach temperatures of 500 K with 3.3 mW of optical power coupled into the fiber. Chemically etched fibers have a shorter tapered region, allowing for better heat conduction away from the tip and into the bulk fiber, and less light absorption by the side walls of the tapered region. Hence for a given input power the tip should be cooler than it would for a pulled fiber geometry [11,12]. MO loops of a typical GdCo film deposited on a glass substrate are shown in figure 4(a) for three different temperatures. This figure shows...
that GdCo can have good magnetic and optical properties at high temperatures. Figure 4(b) shows the coercivity as a function of temperature for a typical film. As can be seen from this graph, the coercivity can be made to be constant over a wide range of temperatures, but it is desirable to have an even lower coercivity than has been achieved here.

Once GdCo had been deposited on glass substrates with good magnetic and optical properties, it was deposited on the ends of cleaved optical fibers. Figure 5(a) shows a typical MO loop of a cleaved MOFP, taken using the setup shown in figure 3.

Partially metalized tapered fibers were fabricated as described above, and the polarization extinction ratio of the transmitted light was measured for each fiber. Tapered fibers with extinction ratios of over 300 have been fabricated while ratios of 50-100 are more common. The reason for some partially metalized tapered fibers having better extinction ratios than others is being investigated at this time. The fibers with good extinction ratios, above 100, were then used, metalized as shown in figure 2, to produce NF-MOFPs. These tips were tested using the setup shown in figure 3, and the resulting MO hysteresis loop of one of our probes is shown in figure 5(b). The partially metalized tapered fiber used to fabricate this NF-MOFP had an extinction ratio of about 200:1 and the subwavelength aperture had a diameter of about 200nm.

A perpendicularly oriented CoCr sample, representative of magnetic recording media, was saturated in one direction, and then a large domain was written on it using a bar magnet. The cleaved fiber probe was then used to image the magnetic transition in the CoCr sample. Due to the high coercivity of the GdCo film on the fiber tip, there was hysteresis in the image when scanning back and forth over the transition. An AC magnetic field, with a magnitude just below the cleaved MOFP's coercivity, was applied to the fiber tip to remove this hysteresis. Figure 6(a) shows minor MO hysteresis loops of the cleaved MOFP used for this imaging, and figure 6(b) shows the image taken of the CoCr sample. Because of the approximately 800 Oe coercivity of the GdCo film of the NF-MOFP a sample could not be imaged with this probe.

![Image](https://example.com/image.png)

**Figure 6.** (a) Minor loops of a GdCo film on a cleaved MOFP with an AC magnetic field applied. (b) Image of a magnetic transition in a perpendicularly oriented CoCr sample taken with the cleaved MOFP.
CONCLUSIONS

GdCo films were deposited on the end of cleaved optical fibers and partially metalized tapered optical fibers, and MO loops of these devices were taken. The coercivity of both the cleaved MOFP and NF-MOFP were higher than desired, but applying an AC bias field to the cleaved MOFP successfully increased its sensitivity to an applied field. The cleaved MOFP, with an AC bias applied, was used to successfully image a perpendicularly oriented CoCr sample. We are currently working on decreasing the coercivity of the NF-MOFP by varying sputtering conditions, and we are investigating the use of other materials instead of GdCo.
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READOUT OF MAGNETIC FILM-BASED MEMORIES BY NONLINEAR-OPTICAL MAGNETIC KERR EFFECT
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ABSTRACT

Magnetic field induced second harmonic generation (MSHG) is suggested as a nonlinear-optical readout for magnetic film-based memories: Systematic studies of the nonlinear-optical magnetic Kerr effect and MSHG interferometry are carried out for (i) magnetic rare-earth iron garnet films, (ii) Gd-containing Langmuir-Blodgett films and (iii) Co$_x$Cu$_{1-x}$ granular films. The magneto-induced nonlinear-optical properties of thin films being used for recording the information can be easily distinguished by the MSHG nondestructive probe. An estimation of the signal-to-noise ratio (readout error) shows an acceptable value of the magnetic contrast for this potential readout.

INTRODUCTION

The development of optical storage technology has given rise recently to the search for new magnetic materials for high density memories. Apart from the traditional magneto-optical materials, e.g., magnetic rare-earth iron garnet films, a number of new magnetic nanostructures and composite materials have been developed, such as magnetic multilayers and granular films with magnetic nanocrystals. At the same time, the potential use of new memories leads to the search for effective nondestructive readout techniques. In the present paper magneto-induced second harmonic generation (MSHG) is suggested as a readout for magnetic memories. The choice of the MSHG probe as a readout is motivated by the high sensitivity of the quadratic response to the magnetic properties of nanostructures and low-dimensional systems [1]. Therefore, the wavelength of readout fundamental radiation can be chosen far from electronic resonances of the film, which makes this probe nondestructive, while the wavelength of the SHG radiation can be resonant and thus provide an effective SHG output.

In the present paper the potential of the SHG readout of magnetic memories is demonstrated with the examples of (i) Bi-containing iron garnet films, (ii) thin Co-Cu granular films and (iii) organo-metallic Langmuir-Blodgett (LB) films containing monolayers of Gd ions. The last two systems are of special interest, as the size of the storage unit can be less than 60 nm for the case of Co nanocrystals in granular films and is about 5 nm for a single period of Gd-containing structure in LB films.

The SHG readout discussed is based on the nonlinear-optical magnetic Kerr effect (NOMOKE), i.e., magneto-induced changes in the SHG intensity and rotation of polarization of the second harmonic (SH) wave. This is a consequence of the general property of changing the nonlinear susceptibility of a material as a result of information recording. The NOMOKE effect has been studied for thin metallic films and multilayers both experimentally [1,2] and theoretically [3,4]. As compared with the magneto-optical Kerr effect (MOKE), a large magneto-induced alteration of the SHG intensity, magneto-induced phase shift and polarization rotation of the SH wave were obtained. For the case of the (210)-oriented Bi-containing iron-garnet films, sufficient magnetization induced changes of the SHG intensity were demonstrated for off-resonant and near-resonant fundamental radiation [2,5]. The SHG readout has already been suggested for the photochromic films and iron garnet films in [6].
EXPERIMENT AND RESULTS

The output of a Q-switched YAG:Nd³⁺ laser at 1064 nm, a pulse duration of 15 ns and a repetition rate of 12.5 Hz is used as the fundamental radiation in the nonlinear-optical experiments. The SHG signal from the films is selected by bandpass filters and detected by a photomultiplier tube (PMT) and gated electronics. To improve the signal-to-noise ratio in nonlinear-optical measurements, the reference SHG channel is used for normalizing the SHG signal reflected from the sample to the square of the input laser pulse intensity. The pump pulse intensity is about 1 MW/cm² for a laser spot diameter of about 1 mm. The DC-magnetic field parallel to the film surface is applied by mounting the samples between the poles of the electromagnet in the transversal and longitudinal NOMOKE configurations [2].

The magneto-induced phase shift of the SH wave [7] is measured in the NOMOKE experiments by the use of a thin SnO₂ film as a source of the reference SH wave. The phase shift between the SH waves reflected from the sample and generated by the reference sample is changed using the different dispersions in air at the fundamental and SH frequencies. It is varied by changing the distance between the reference and the sample.

For the quantitative characterization of the magnetoinduced changes of the reflected SHG intensity the magnetic contrast \( \rho_{2\omega} = \frac{(I_{2\omega}^{M} - I_{2\omega}^{SD})}{(I_{2\omega}^{M} + I_{2\omega}^{SD})} \) is introduced, where \( I_{2\omega}^{M} \) is the SHG intensity for the opposite directions of the magnetization. The magneto-induced rotation of the SH wave polarization is measured by the rotation of the analyzer as DC-magnetic field is applied to the sample.

Iron-garnet films

The samples studied are Bi containing noncentrosymmetric iron garnet films grown by a liquid phase epitaxy technique from a PbO-Bi₂O₃-B₂O₃ flux melt on nonmagnetic (Ga,Gd) garnet (111) substrate. The magnetization easy axis is oriented in the plane of the film. The thickness of the films is about 5 μm. Figure 1 shows the dependence of the SHG intensity on the external magnetic field strength for the geometry of the transversal NOMOKE. A \( p \)-polarized fundamental radiation is used. Odd in magnetization variations of the MSHG intensity are observed for an 50° angle of incidence of the fundamental radiation. NOMOKE magnetic contrast is about \( \rho_{2\omega} = (3±1) \times 10^{-2} \) for the saturating value of the DC-magnetic field of 0.6 kOe. This is enough for distinguishing the magneto-induced states of the iron garnet film by means of the MSHG. It is worth noting that the IR radiation being off-resonant does not disturb the information recorded, allowing use of the SHG probe as an effective readout for memories based on these films.
Co-Cu granular films

The samples studied are granular Co$_x$Cu$_{1-x}$ films comprised by Co nanocrystals in a Cu matrix. Films 200 nm thick are prepared using a e-beam co-deposition system and annealed for 10 min at 850 K. The STM studies indicate that the granules of about 60-100 nm size are present in the film structure. It was shown [8] that a system containing nanoparticles could reveal bulk electrodipole susceptibility that arises from the breakdown of the inversion symmetry of the system on the fundamental wavelength scale due to the noncentrosymmetric shape of the nanoparticles and their chaotic distribution.

Figure 2 shows the MSHG intensity as a function of analyzer rotation angle (the SHG polarization diagrams) studied for the transversal NOMOKE geometry. The SHG polarization diagrams are measured for the p-polarized fundamental radiation and for the opposite directions of the DC-magnetic field of 1 kOe applied. The magnetic contrast is found to be $\rho_{2u} = (4 \pm 1) \times 10^{-2}$ at an angle of incidence of 50°. The magnetic contrast measured in the linear MOKE experiments at the SH wavelength is $\approx 0.1 \times 10^{-2}$.

As in the case of the iron-garnet films, the presence of the linear (odd) magnetization $M$ effect in magnetoinduced SHG intensity is obtained. Thus two states of the film corresponding to the opposite directions of the external magnetic field offer potential for developing magneto-optical memories.

Organic-metallic Gd-containing Langmuir-Blodgett films

The films are prepared by the Langmuir-Blodgett technique from a solution of stearic acid in chloroform ($2 \times 10^{-4}$ M) spread on the water-subphase containing $5 \times 10^{-4}$ M Gd$^{3+}$. A fused quartz substrate is used. The SHG from the quartz substrate and the LB films of pure stearic acid are found to be negligibly small compared with the SHG signal from the Gd containing LB films. A period of the Gd-containing LB film consists of the monolayer of Gd ions surrounded by two monolayers of stearic acid. The thickness of the period is about 5 nm. The area per Gd ion in the monolayer is about $10 \ A^2$. The electron paramagnetic resonance (EPR) studies carried out indicate the existence of magnetic ordering in these films at room temperature, the saturating magnetic field being about 0.7 kOe [9].

The SHG output is found to be highly isotropic and depolarized. Figure 3 shows the SHG polarization diagrams measured in the configuration of the longitudinal NOMOKE for the opposite directions of the DC-magnetic field. The s-polarized fundamental radiation is used. The magneto-induced rotation of the SH wave is about 12°. This effect is accompanied by the reversible in magnetization changes in the intensity of the reflected SHG. The magnetic contrast corresponding to the saturation of the magnetization is found to be $\rho_{2u} = \ldots$
(3 ± 1) × 10⁻², which sufficiently exceeds the linear optical analogue measured for the case of the pure Gd surface and can be easily distinguished by means of the MSHG.

Figure 4 shows the interference pattern of the SHG intensity measured for the configuration of the longitudinal NOMOKE. The s-polarized fundamental radiation is used. The magneto-induced change in the SH wave phase is about 115° ± 10°.

**DISCUSSION**

The experimental results described above testify that the magneto-induced states of the materials studied can be clearly distinguished by the MSHG readout. The readout parameters can be the SHG intensity or the polarization and/or phase of the SH wave. It should be noted that for novel magnetic systems such as LB films, containing monolayers of magnetic ions, and granular magnetic films, this technique is nondestructive. This stems from the reversible character of the dependence of the SHG intensity on the input power.

The number of misreading (readout error (RE)) is the key parameter for the characterization of the optical readout. In our case it can be determined as follows:

\[
\eta = \frac{1 - erf(\rho_{2\omega} / 2 \Delta \rho_{2\omega})}{2},
\]

where \( erf(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-y^2) \, dy \) is the error function [10]. For the magnetic granular and organo-metallic LB films the value of the magnetic contrast can be assumed to be \( \rho_{2\omega} = (4 ± 1) \times 10^{-2} \). Thus the \( \eta \) value can be estimated to be less than 10⁻¹. This seems promising from the point of view of developing a novel readout method.

RE for the magneto-induced SHG interferometry is much less than for the case of the MSHG intensity changes, while this nonlinear-optical technique is more complicated from the experimental point of view.

It should be noted that the value of the magnetic contrast \( \rho_{2\omega} \) can be increased, and consequently the error in distinguishing between the magneto-induced can be diminished. Actually, the magnetic contrast \( \rho_{2\omega} \) in the first approximation is proportional to the ratio of
the magneto-induced nonlinear susceptibility $\chi^{(2)}_{\text{mag}}$ to the nonmagnetic (crystallographic) one $\chi^{(2)}_{\text{cryst}}$. Thus the value of $\rho_{2\omega}$ can be increased by using a near-resonant fundamental or SHG radiation. It has been already shown that for the case of the iron-garnet films the magneto-induced rotation of the SH wave polarization for the nonlinear-optical Faraday effect can be dozens of degrees as the near-resonant fundamental radiation is used [11].

CONCLUSIONS

In conclusion, magnetic field induced optical second harmonic generation is suggested as a readout for magnetic films-based memories. Systematic studies of MSHG are carried out for magnetic rare-earth iron garnet films, Gd-containing Langmuir-Blodgett films and Co-Cu granular films. The magneto-induced states of the films being used for recording can be distinguished by the MSHG nondestructive probe. An estimate of the readout error shows an acceptable value of the magnetic contrast for the MSHG readout.

Thin film systems studied in this paper serve the illustration of the novel readout which is based on the general property of changing the nonlinear-optical properties of any material as a result of any information recording. Apart from thin magnetic films studied, this method can be potentially used for a wide variety of storage systems, e.g. ferroelectric and photochromic memories.
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ABSTRACT

We review the properties of diluted magnetic semiconductor (DMS) thin films and multilayers, with special attention to their usefulness in magneto-optical device applications. We begin with the most widely studied DMS family, i.e., alloys of II-VI semiconductors involving Mn ions. Prospects and challenges are discussed for achieving II$_1$-$x$Mn$_x$VI-based non-reciprocal devices; and for devices operating in the far infrared. We also consider the unique advantages which DMSs offer for probing the properties of semiconductor heterostructures. We then discuss ferromagnetic DMSs, including those based on the III-V semiconductor family. And we briefly review the status of hybrid ferromagnetic-semiconductor structures achieved through recent advances in epitaxy of new materials.

INTRODUCTION

Diluted magnetic semiconductors (DMSs) are semiconducting alloys in which part of the lattice has been replaced by substitutional magnetic ions. II-VI semiconductors in which the group-II element is replaced by a transition metal ion (e.g., Cd$_{1-x}$Mn$_x$Te, Zn$_{1-x}$Mn$_x$Se) are the best-known examples of such systems. Many such DMS alloys (e.g., cubic Cd$_{1-x}$Mn$_x$Se, and all cubic II$_1$-$x$Mn$_x$VI alloys with a high Mn content, including their x = 1 end points) can only be fabricated in thin film form, making them natural candidates for incorporation in thin film geometries, which constitute the subject of this paper.

The rich physics of DMS materials [1] (e.g., enormous Zeeman splittings of electronic levels, giant Faraday rotation, formation of magnetic polarons, etc.), when combined with the new degrees of freedom that characterize semiconductor multilayers (quantum confinement, superlattices, modulation doping, etc.) hold promise of unprecedented opportunities both for fundamental studies and for possible magneto-optical applications. To illustrate these opportunities and their relevance to integrated optics, we will use many of the results obtained on thin film structures of the most widely studied group of DMSs, the II$_1$-$x$Mn$_x$VI alloys. However, a number of new materials are now emerging beyond this "traditional" DMS family (most notably III$_1$-$x$Mn$_x$V alloys, II-VI-based ferromagnetic systems, and multilayers involving Mn-based magnetic thin films [2]), and much of this paper will be devoted to reviewing the status and future prospects of these new materials systems. Since developments in this area are relatively recent, an attempt will be made to provide, if not a complete, at least a representative set of references for the convenience of the interested reader.

Finally, we note that the objective of this paper is to discuss those novel phenomena displayed by the DMS films which may be of interest in the context of integrated magneto-optics. Thus we will not discuss issues of strictly magnetic interest, such as 2D magnetism, antiferromagnetic long range order in thin films and multilayers, etc. Rather, we will focus primarily on the interaction between band electrons and localized magnetic ions (the so-called "sp-d interaction"), which leads to enormous Zeeman splittings of electronic eigenstates when a magnetic field is applied. This results
in significant field-induced modifications of the band structure, that can be harnessed to produce striking magnetooptical phenomena — especially so in multilayers.

**THE sp-d EXCHANGE AND BAND-OFFSET TUNING**

As has been remarked, one of the most interesting mechanisms characteristic of DMSs is the sp-d exchange interaction of band electrons with localized magnetic moments (e.g., those associated with Mn$^{++}$ ions). As a consequence of this sp-d exchange the spin-up and spin-down states of electronic levels (e.g., band edge energies, shallow impurity states, etc.) experience enormous Zeeman splittings when a magnetic field is applied, that can achieve values of as much as 100 meV at low temperatures in relatively modest magnetic fields. We will not discuss the underlying physics of this sp-d exchange, since it has been extensively presented in the literature [1], but rather will focus on its effect on thin film structures involving DMSs. It is important to appreciate, however, that the above interaction is inherently a spin phenomenon. The electronic spin -- which in the context of semiconductor physics has traditionally been only of academic interest -- is now playing a central role.

One of the most interesting magnetooptic manifestations of the above exchange phenomena arises in thin film systems comprised of alternating DMS and non-DMS layers. Since the band edges of the DMS material experience a large Zeeman shift, while the corresponding splitting in the non-magnetic layers is negligible by comparison, we can use this splitting to "tune" the valence and conduction band offsets simply by applying an external magnetic field -- thus tuning the properties of the multilayer as a whole. Furthermore, since such tuning is spin-selective (electrons with one spin orientation in the DMS layers experience a large upward shift of the band edge, while those with the opposite spin experience a comparable downward shift), this band-offset tuning also results in spin segregation: electrons with opposite spin orientation can be separated into different layers of the multilayer structure.

This phenomenon has been used to form "spin superlattices" [3,4]; to convert type-II band alignment into type-I, and vice versa [5]; to control the coupling between double quantum wells separated by a DMS barrier [6]; etc. Although these effects are extremely interesting, their impact has been primarily on basic studies, because the Zeeman splitting which underlies the above effects is large only at low temperatures (typically below 10K). Even with this limitation, however, one aspect of band-offset tuning has already had a major -- albeit indirect -- practical application, in the form of "mapping" of electron probability distributions in various semiconductor heterostructures [7]. For example, this DMS property has been used to determine that states at energies above the barriers are -- perhaps counter-intuitively -- localized in the barrier layers [8]. It has also been used to show that even a single barrier can quasi-localize states from the above-barrier continuum [9]. And band-offset tuning was instrumental in demonstrating that direct (type-I-like) excitons dominate excitonic absorption in type-II superlattices [10]. We emphasize that all these phenomena are universal; the DMS-based heterostructures were only used as a tool for observing them, thus increasing our understanding of semiconductor heterostructures generally.

**DMS-BASED NON-RECIPROCAL DEVICES**

One of the most spectacular and most widely known phenomena exhibited by II-VI-based DMSs is an enormous Faraday rotation. For example, at liquid helium temperatures Cd$_{1-x}$Mn$_x$Te displays rotations of the order of 1000° in a 1 mm length and a field of 1 kG with relatively little loss [11]. This feature immediately suggests the suitability of DMSs for applications as optical isolators, modulators, and phase shifters. Although the large Faraday rotation in DMS media falls off rapidly with increasing
temperature, non-reciprocal devices referred to above typically require rotations of "only" 45° or 90°. Since rotations of this magnitude can readily be attained at room temperature [12], the possibility of fabricating a DMS-based optical isolator has long been of interest [13], particularly for protecting lasers which serve as relay-sources in optical fiber communications in the important wavelength region of 1.3 to 1.6 μm from accidental surges of reflected signal. We will therefore discuss the options for Faraday rotation devices in the context of thin films and their integration.

As has been remarked, to construct an optical isolator one requires a rotation of 45°. Faraday rotation in a DMS material can be conveniently expressed in the form [14]

$$\theta = \frac{\gamma F_0}{4f_c} \frac{(\beta - \alpha)}{\mu_B} M \frac{\hbar^2 \omega^2}{(E_g - \hbar^2 \omega^2)^3} d,$$

where \( M \) is the magnetization, \( E_g \) is the energy gap of the DMS material, \( \alpha \) and \( \beta \) are the s-d and p-d exchange constants, \( \mu_B \) is the Bohr magneton, \( d \) is the thickness of the sample, \( \omega \) the operating frequency of light, and \( F_0 \) is a constant involving parameters such as the interband matrix element, as defined in Bartholomew et al., Ref. [14]. From Eq. (1) we see that \( \theta \) is proportional to the magnetization of the magnetic sublattice of the DMS, the length of the optical path, and the proximity of the wavelength of interest to the energy gap of the DMS material. Optimization of one or more of these parameters (\( M, d, \) or \( E_g \)) can be used to increase the effect, but each of these approaches has its own limitations. The behavior of magnetization \( M \) in traditional (i.e., II-Mn-VI) DMSs is the primary stumbling block, since \( M \) decreases rapidly as a function of increasing temperature. We can increase \( \theta \) by using materials with an energy gap close to the desired frequency, but then we face the trade-off with increasing losses, since the near-band-edge absorption also increases as \( \hbar \omega \rightarrow E_g \).

With the advent of DMSs in layer form, however, new opportunities become available, that should be considered in the present context. Although the films are thin (typically limited to 5 μm or less), the quality of the film material is generally superior to its bulk counterpart. The thickness issue constitutes an obvious limitation, but it may be possible to circumvent this in one of two ways.

Enhancement of Faraday rotation by multiple reflections

The first of these applies to the geometry where both light propagation and magnetic field are normal to the film. The obvious limitation of this geometry is the small thickness of the film. However, here one can increase the Faraday rotation by using multiple reflections. It is a characteristic of non-reciprocal propagation phenomena that the rotation in a slab increases as the transmitted beam is reflected back and forth between the interfaces of the sample, simply as the number of reflections. Thus, if a DMS medium is placed in a high-Q cavity, the rotation will increase essentially by the Q of the cavity. The last several years have seen enormous advances in semiconductor microcavities at optical wavelengths, in connection with work on vertical-cavity surface emitting lasers. Such cavities typically involve distributed Bragg reflectors (DBRs) that are grown epitaxially by MBE or MOCVD, in the same process as the fabrication of the active layer, and have reflectivities reaching 99.9%.

This technology can be readily tapped to achieve enhanced Faraday rotation in epitaxially-grown DMS layers. With good quality DBRs (i.e., with \( Q = 1000 \)) one should
then achieve rotations enhanced by three orders of magnitude. A 1 µm layer of CdMnTe would then manifest, in such a cavity, a rotation comparable to single-passage rotation observed in 1 mm of bulk material.

Faraday rotation in planar DMS waveguides

An area that has so far been conspicuously neglected in DMS films is the issue of non-reciprocal guided wave propagation in the layer plane, where one can easily achieve optical path lengths of 1 cm or so in high-quality materials. Although such guided wave propagation in DMSs in the presence of an external magnetic field has not been explored, there exists a vast literature on guided wave propagation in other gyrotropic media, that can be extended to DMS layers. The basic problem is that guided wave propagation in an epitaxial layer is of its nature linearly birefringent. When a magnetic field is applied, this birefringence reduces the Faraday rotation [15], thus acting against the desired figure of merit. However, the birefringence of the guided waves (which depends on the thickness of the film) can be counteracted by introducing a new birefringence of opposite sign, arising from strain (achieved through lattice mismatch), in a manner similar to that used in guided wave propagation in rare-earth iron garnets [16]. By choosing an appropriate combination of thickness and strain, it may be possible to balance out the two effects, thus achieving an essentially isotropic medium. Light propagating in the layer plane of the DMS film, along an applied magnetic field, would then exhibit Faraday rotation characteristic of bulk DMSs — enabling the use of such films for non-reciprocal devices, that can be integrated with other semiconductor-based opto-electronic structures.

Enhancement of magnetization

It is clear from Eq. (1) that Faraday rotation is proportional to magnetization M, and can therefore be increased by devising schemes for increasing M. Here one should note that the well-known II-VI-based DMS materials involving Mn exhibit antiferromagnetic interactions between the Mn ions. That is, the magnetization increases with Mn concentration x for small x (up to x = 0.10 or so), but then saturates — and actually decreases with further increase of x, vanishing for x = 1.0, as should be the case for a true long-range antiferromagnet. This is because the contribution of a given Mn ion to the magnetization tends to be partially cancelled (even in alloys) by the opposite contributions of its antiferromagnetically-oriented nearest neighbors. This is clearly illustrated in Fig. 1, which plots magnetization (in the form of an effective Mn concentration x) as a function of the true Mn concentration x [17].

Various schemes have been proposed to reduce this undesirable fall-off of magnetization which occurs with increasing x, by designing structures that contain a maximum number of Mn ions with a minimum number of nearest neighbors. In bulk media this is possible by growing DMS materials in specific crystallographic forms, in which Mn atoms are ordered in such a way that they have fewer Mn nearest neighbors than they would in a random alloy. For example, in the tetrahedrally-coordinated crystal such as Cu₂MnGeS₄ which crystallizes in the stannite structure [18], Mn constitutes 25% of all atoms, but no Mn atom has a Mn nearest neighbor, resulting in a much greater magnetization than the maximum magnetization achievable in a random alloy with the same average Mn concentration of x = 0.25.

Epitaxy offers additional opportunities to also decrease the number of nearest neighbors, thus increasing the contribution per Mn ion to the overall magnetization. Consider Cd₁₋ₓMnₓTe with x = 0.50. If, instead of growing a 1 µm thick layer of such alloy, we "interrupt" this alloy, say, every 30Å by a 10Å layer of CdTe, the Mn ions at
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\[ e E d_b = \frac{\alpha M}{2 \mu_B} \]
the interfaces see fewer Mn nearest neighbors than they would otherwise, resulting in a much greater contribution of those interfacial ions to the magnetization. What are the ideal dimensions (thicknesses of DMS and non-DMS layers), and which materials are to be used, is yet to be explored. For example, it is yet to be determined whether it is desirable -- or irrelevant -- that the non-DMS layers constitute barriers of such a superlattice for the purpose of maximizing the magneto-optical effects. That is, what is the importance of electron localization in the phenomena under consideration. But the general idea is to explore the effect of reducing the number of nearest Mn neighbors, so as to achieve a larger magnetization, thus enhancing the Faraday rotation -- as well as other effects that depend on Zeeman splitting within the DMS medium.

DMS-BASED FAR-INFRARED CASCADE LASER

Zeeman splittings of energy levels which occur in DMSs in "ordinary" magnetic fields of one Tesla or so typically correspond to the energies of far infrared photons in the wavelength range of 50 µm or longer. It is therefore natural to think of DMSs as potential candidates for detectors and/or sources for this very difficult region of the spectrum.

As an example of such application, consider the arrangement shown in Fig. 2. This was actually proposed some years ago [19], but has now become much closer to reality because of advances made in doping (and especially in modulation doping) of wide-gap II-VI-based DMSs [20]. The figure represents the conduction band of a superlattice consisting of DMS wells (e.g., ZnCdMnSe) and non-DMS barriers (e.g., ZnSe). E₁ is the ground state in the well. This state can be populated either by doping the wells directly, or by modulation doping. When a magnetic field is applied, the ground state splits into E₁⁺ (spin-up) and E₁⁻ (spin-down) states. Applying an electric bias along the growth direction, one can make the E₁⁻ level in the right-hand well resonant with the E₁⁺ state in the left-hand well when the following relation is satisfied:

\[ E Ed_b = \frac{1}{2} \frac{\alpha M}{\mu_B} \tag{2} \]

where \( E \) is the applied electric field, \( e \) the electronic charge, \( d_b \) the width of the barriers, and \( \alpha M/2\mu_B \) gives the spin splitting energy \( E₁⁺ - E₁⁻ \). The electron in the E₁⁺ state in the right-hand well will then tunnel to the left with a spin-flip process, where it will go to the E₁⁻ state, returning to its original spin state as it emits a photon with an energy \( E₁⁺ - E₁⁻ = \alpha M/2\mu_B \).

Having a superlattice of the system depicted in Fig. 2, one would then attain sequential tunneling, similar to that originally demonstrated in non-magnetic superlattices for the case involving resonance of the ground state \( E_1 \) and the first excited state \( E_2 \) in successive wells [21]. In other words, one would have a far infrared cascade laser. It is interesting to point out that, while in the non-magnetic cascade laser the photon energy is fixed by the dimension of the well, and the states \( E_1 \) and \( E_2 \) are brought into resonance by the electric bias, in the DMS case illustrated above the photon energy is tunable by the appropriate combination of magnetic and electric fields. The laser would, furthermore, emit circularly polarized photons, as determined by the selection rules for the \( E₁⁺ \rightarrow E₁⁻ \) transition. Such a laser is expected to be of primary interest in the laboratory, and hence the requirement of low temperature operation is not as restrictive as it would be in the case of devices of more widespread commercial use.
FERROMAGNETISM IN II-VI-BASED DMS ALLOYS

The attractive magnetooptical properties of DMS materials described above all arise from the large Zeeman splitting of electronic levels. Although these splittings — and the effects arising from them — are typically quite large at cryogenic temperatures, they diminish rapidly as the temperature increases, to the point where they may not be sufficient for practical use in magneto-optical devices at room temperature. As has been already pointed out, the size of all these effects (Zeeman shift of the band edges, Faraday rotation, etc.) is determined by the magnetization M, which in Mn-based systems is limited by the fact that as a rule Mn-Mn interactions are antiferromagnetic. We had already discussed the possibility of enhancing the magnetization by reducing the number of nearest neighbors in an ordered fashion, to reduce the effect of this interaction. But clearly one would make much greater strides toward increasing magnetization — and thus enhancing the magnetooptical effects — by fabricating materials where interactions between magnetic ions are ferromagnetic. Indeed, recent advances in materials do indicate the possibility of ferromagnetic inter-ion interactions in II-VI-based systems, and we outline these below as a promising step toward significant enhancement of magnetooptical effects in DMSs.

Ferromagnetic interactions in p-type II$_{1-x}$Mn$_x$VI alloys

Recently it has been predicted [22] and confirmed experimentally [23] that the two-dimensional hole gas in modulation-doped Cd$_{1-x}$Mn$_x$Te quantum wells produces, via the RKKY interaction, a ferromagnetic interaction between Mn spins. This RKKY interaction due to the presence of holes overcompensates the antiferromagnetic coupling mediated by superexchange, resulting in effect in a II$_{1-x}$Mn$_x$VI ferromagnet. This seminal work thus demonstrates that the well-established techniques of modulation doping can be put to use to tailor magnetic properties of DMS-based heterostructures. As a consequence, in the experimental work cited above a colossal enhancement of Zeeman splitting (as observed by inter-band magnetooptical transitions) has been achieved. In addition to the promise that such ferromagnetic inter-ion coupling in DMSs holds in store for magnetooptical device applications, it also provides important information on critical phenomena in disordered magnetic systems of reduced dimensionality. In particular, it shows how long-range spin-spin interactions can stabilize an ordered phase and make fluctuations of magnetization irrelevant. This itself is a milestone in our understanding of layered DMS structures, introducing yet another mechanism for harnessing their magnetic and magnetooptical properties as we design new systems involving DMS films.

Ferromagnetic interactions in II$_{1-x}$Cr$_x$VI alloys

Another method of obtaining ferromagnetic DMS alloys is to choose magnetic ions for which the net inter-ion superexchange interaction is ferromagnetic. A clear suggestion of this possibility emerges from the extensive investigation of II$_{1-x}$Cr$_x$VI alloys by Twardowski and his colleagues [24], who observe that the sign of the p-d interactions between Cr$^{3+}$ ions and valence electrons is ferromagnetic, which in turn suggests that Cr-Cr d-d interactions are also ferromagnetic. This inference is indeed also supported by theoretical tight binding model calculations of Blinowski et al. [25]. The experimental status of this issue in bulk crystals is hampered at this time by the rather low solubility of Cr in the II-VI matrix (less than 1%), so that -- to the author's knowledge -- no experimental verification of ferromagnetic Cr-Cr interactions is yet available. However -- as is the case with many ternary alloys -- the Cr solubility in the II-VI lattice can be greatly increased by using non-equilibrium growth methods such as MBE, as
indeed has been done in the case of Cd_{1-x}Cr_xTe [26]. Thus II_{1-x}Cr_xVI may yet prove to be a valuable ferromagnetic DMS material for magnetooptical thin film applications.

III-V-BASED DILUTED MAGNETIC SEMICONDUCTORS

II-VI-based DMSs (and particularly those involving Mn) have been explored the most extensively, and have paved the way for our understanding of the interplay of semiconductor physics and magnetism described in the preceding sections. However, recently very significant strides have also been made in the area of III-V-based DMSs (and, again, the alloys involving Mn are leading the way). This work, which was begun with the pioneering success of Munekata and co-workers in growing In_{1-x}Mn_xAs films by MBE [27], is important for several reasons. First, it holds out the promise of integrating DMSs with III-V-based electronics and opto-electronics in a natural way; and second, the work on the III_{1-x}Mn_xV alloys already carried out suggests that they are ferromagnetic. It is possible that the Mn ions (which have a strong preference for the divalent state) act both as the localized magnetic moments and as acceptors, so that ferromagnetic coupling mediated by holes (as already discussed in the preceding section in connection with Cd_{1-x}Mn_xTe) may also dominate in these systems. The III_{1-x}Mn_xV systems fit naturally in the discussion of magnetic thin films not only because of the possibility of integration with III-V-based heterostructures, but also because -- owing to the low equilibrium (i.e., bulk) solubility of Mn in the III-V matrix -- they can only be grown in thin film form by one of the non-equilibrium epitaxial methods, such as MBE or MOCVD.

While the field of III-V-based DMSs is considerably less developed than that of their established II-VI-based counterparts, it is rapidly expanding [28-31], owing perhaps to the more recent successes with the fabrication of Ga_{1-x}Mn_xAs and its heterostructures. We therefore present here a brief and admittedly superficial discussion of III_{1-x}Mn_xV systems, primarily in the hope of calling the reader’s attention to this very new but rapidly accelerating and potentially very important area of DMS films.

The prevalence of GaAs-based devices, from high-speed transistors to light emitting diodes and diode lasers, needs no introduction. Bringing in a magnetic component into the picture (especially if it is ferromagnetic, and may eventually retain significant magnetization above cryogenic temperatures) is therefore of obvious interest, with a view of achieving in GaAs-based heterostructures the kind of band-offset tuning discussed in connection with II_{1-x}Mn_xVI DMSs in an earlier section. But there are other devices, not involving GaAs, that should be mentioned here because of their potentially even greater sensitivity to such tuning. Consider, for example, the lattice-matched type-II heterostructure GaSb/InAs. This system is unique in that the top of the valence band of GaSb lies above the bottom of the InAs conduction band [32]. Such band alignment makes this system a semimetal, i.e., electrons from the GaSb valence band automatically spill over to the InAs conduction band near the interface, so that this region is populated with free electrons. A superlattice consisting of GaSb and InAs quantum wells can either remain a true semimetal (where quantum wells in the conduction band of InAs are always populated, as described above, even at 0 K) or semiconducting, where states in the InAs quantum wells are pushed by quantum confinement above the top occupied states in the GaSb valence band. If one of the constituent materials is now made magnetic by introducing Mn (i.e., either In_{1-x}Mn_xAs or Ga_{1-x}Mn_xSb), we should be able to move the system between a semiconductor and a semimetal state by magnetic band-offset tuning. This may likely result, for example, in enormous effects on magnetoresistance, in tuning the transitions possible in this system in the infrared, or in tuning states in adjacent layers so as to result in resonant tunneling. All these situations have broad applications, and hence a system of this sort deserves considerable attention. It is to be hoped that the momentum in the field of III-V-based DMSs evident today may eventually make some of these and similar speculations a practical reality.
HYBRID SEMICONDUCTOR-FERROMAGNETIC THIN FILM STRUCTURES

As has been repeatedly emphasized, harnessing the impressive magnetooptical phenomena in DMSs for device applications is contingent on achieving sufficiently high magnetization within the DMS medium. We have thus far emphasized modifications of the DMS medium itself to achieve this goal in some practical applied magnetic field. One can follow an alternate route, that of enhancing the applied magnetic field in the medium. In this section we will briefly review the various schemes which exist for epitaxially growing ferro- or ferri-magnetic films on semiconductors -- and particularly on DMSs -- with the view of using fields from such films for the purpose of locally increasing magnetization -- and hence magnetization -- within the DMS material. It should be appreciated, however, that the physics and application of such films is also of interest in its own right. The latter is outside the intended scope of the present paper, but provides yet another interesting illustration of the fruitful marriage of semiconductor physics and magnetism.

It has now been firmly established that Fe films of very high quality can be grown epitaxially on GaAs, AlAs, and ZnSe, as well as on some of their alloys [33]. The ability to integrate ferromagnetic Fe films with, e.g., ZnMnSe thus contains the promise of using such films in order to achieve local magnetic fields in the Tesla range within the DMS medium, using external applied fields in the range of only Oersteds. So far this extremely promising situation has escaped device applications because the field is "locked" within the film. The easy axis of magnetization for Fe (a soft cubic ferromagnet) is in the plane of the film; and, furthermore, external fields applied normal to the layer do not result in any beneficial enhancement of magnetization in the adjacent semiconductor region because of total demagnetization within the film. When the magnetization is in the plane of the film, however, one can exploit fringing field to achieve significant magnetization in the DMS region immediately outside the Fe layer, by using lithographically patterned Fe films [33]. Then indeed one can, by applying fields on the scale of Oersteds, achieve significant fringing fields at the edges of the lithographically treated Fe layer. Such fields can be as large as 2 Tesla at distances from the Fe film edge that are smaller than the film thickness. By patterning the Fe film lithographically one can thus achieve patterned magnetization in the adjacent semiconductor medium, that can be put to imaginative use.

Since the pioneering work of Prinz and co-workers on the Fe films, there has been impressive progress in the fabrication of a variety of new ferromagnetic and ferrimagnetic films that can be grown epitaxially on III-V and II-VI semiconductor surfaces. These include the ferromagnetic MnAs [34], MnSb [35], MnAl [36], and MnGa [37] layers, and the ferrimagnetic Mn$_2$Sb [38], all of which can be grown by MBE with atomic coherence on semiconductor substrates of various orientations, thus holding promise of integration with both III-V and II-VI semiconductor systems. Furthermore, the easy magnetization axes of these systems can be in the plane of the layer, at some angle to the plane, or normal to the plane. These features, together with the various anisotropies exhibited by the magnetic films, utilization of substrates of different orientations, and imaginative patterning of the films by lithographic techniques, can be put to use toward the goal of extracting the fringing-fields for magnetizing the DMS medium with which the magnetic film is integrated. For an illustration of such imaginative schemes used to extract the fringing fields into the surrounding medium, the reader is referred to, e.g., the excellent work of Van Roy et al. [39].

A related -- and possibly very promising -- area is that of magnetic inclusions in a semiconductor matrix. It has been shown, for example, that MnAs can form self-organized magnetic precipitates within a III-V matrix such as GaAs [40]. Such formation is very similar to the well established phenomenon of As precipitation in GaAs grown at low temperatures (the so-called LT-GaAs) [41]. In the case of magnetic inclusions, the fringing fields from such precipitates can create a pattern of strong...
mesoscopic internal fields, that may be of interest in the present context. For example, one can imagine such fields localized on MnAs precipitates immersed in a DMS medium to form magnetic-field-induced quantum-dot-like pockets of lower potential just around the inclusion. We emphasize that the precipitates are likely to be single ferromagnetic domains, and (because they are finite in all three dimensions) the demagnetizing fields will not be sufficient to cancel the fields emanating from them into the surrounding material. Such fields will correspond to a significant fraction of the MnAs magnetization, so that the potential "pockets" created by the Zeeman splitting in the DMS medium immediately outside the precipitates are expected to be sufficient for achieving spin-selective carrier and/or exciton localization in those regions.

CONCLUDING REMARKS

The rich spectrum of physical phenomena which occur in DMSs arises because of the interplay of two disciplines, semiconductor physics and magnetism, resulting in a host of novel and often spectacular effects. With the advance of epitaxial fabrication, enabling the growth of DMS-based multilayers, one can harness this spectrum of characteristic DMS effects into the equally rich context of quantum wells, superlattices, and also structures of lower dimension, such as quantum dots and wires.

In this paper we have attempted to review the status of DMS films, with primary attention to the possible uses they may have in magneto-optical devices. We have discussed not only those phenomena which can be directly applied in devices (like Faraday rotation), but also those which have an indirect usefulness, allowing the scientist to gain a better understanding of the physics of semiconductor heterostructures generally (like the pinpointing of electron probability distribution by using magnetic band offset tuning). We gave considerable space to the challenges that need to be overcome to further increase the desired magneto-optical effects (like the fabrication of ferromagnetic DMSs); and to the emerging field of III-V-based DMSs, which holds great promise of introducing spin-based physics into the well developed field of III-V heterostructures. Finally, we briefly noted the advances in ferromagnetic films that can be epitaxially grown on III-V (and certainly also on II-VI) semiconductors, to form hybrid semiconductor-ferromagnetic thin film structures. As usual, the true excitement lies at the interfaces -- the physical ones, and especially the metaphorical interfaces between the different areas of physics that together make up the field of magnetic semiconductor thin films and multilayers.
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ABSTRACT
We propose to use a paramagnetic diluted magnetic semiconductor Cd_{1-x}Mn_{x}Te for magneto-optic waveguides, which can be integrated with semiconductor optic devices. Single crystal Cd_{1-x}Mn_{x}Te films are epitaxially grown on GaAs substrates by molecular beam epitaxy method. A good optical confinement is obtained in the waveguide by using a Cd_{1-y}Mn_{y}Te clad layer with Mn concentration higher than that of the waveguide core layer.

INTRODUCTION
An integrated optic circuit [1] originally means a circuit that contains all sort of optic devices such as laser, amplifier, switch, modulator, coupler, and electronic package. Such integrated optic circuit has not been achieved. Simpler optic circuits have been sufficient for practical purposes. But in future, demands for more reliable and more functional optic devices will require an integrated optic circuit in the original meaning. Magneto-optic waveguide devices, i.e., optical isolators and circulators, are indispensable components for the integrated optic circuits [2]. Up to now, the magnetic garnet films have been used for the magneto-optic waveguide [3]. But these oxide films can not be grown on the semiconductor substrates. Recently, some attempts to integrate magneto-optic waveguides with semiconductor have been reported. Yokoi et al.[4] and Levy et al.[5] propose a direct bonding of magnetic garnet films onto semiconductor substrates. Hammer et al. [6] proposes a polycrystalline-metal-ferromagnetic optical waveguide isolator in which a semiconductor optical waveguide amplifier is combined with a ferromagnetic iron film. We propose to use epitaxial films of diluted magnetic semiconductors on semiconductor substrates as magneto-optic waveguide [7].

Diluted magnetic semiconductors (DMSs) [8] are semiconductors which contain large amounts of transition metal ions as substitutional elements. Cd_{1-x}Mn_{x}Te (0≤x≤1) is a typical DMS with a zinc-blende crystal structure. The d-orbitals of the transition metals strongly mix with the p-orbitals of the host semiconductors. The valence band of DMS is composed of both of the p- and d-orbitals. Due to this p-d mixing, the Zeeman splitting of the valence band is strongly enhanced, typically two order of magnitude larger than the Zeeman splitting of non-magnetic semiconductors. Although DMSs are paramagnetic at room temperature, they show a huge Faraday effect under moderate magnetic field strengths. Figure 1 shows a typical wavelength dependence of the Faraday effect observed in a Cd_{1-x}Mn_{x}Te film. The Faraday effect becomes larger as the wavelength approaches the band gap. The absorption edge is determined by the band gap of Cd_{1-x}Mn_{x}Te for low Mn concentration, i.e., x<0.4, and by the d-d* intra-ionic optical transition at 2.1eV for higher Mn concentration [9]. The absorption edge varies from 1.4eV to 2.1eV. This makes the Cd_{1-x}Mn_{x}Te crystals compatible with AlGaInP:GaAs
optoelectronics devices operating at wavelengths of 600-800 nm. For longer wavelength devices (λ=800-1500 nm), Cd₁₋ₓMnₓHgₓTe can be used. By choosing appropriate compositions of DMSs, one can utilize the huge Faraday effect of DMS for both visible and infrared wavelength regions. The optical absorption also becomes larger as the wavelength approaches the band gap. But DMSs still show high figure-of-merit [10-12] (Fig.2). Bulk optical isolators [13] using Cd₁₋ₓMnₓTe and Cd₁₋ₓMnₓHgₓTe are now commercially available.

DMSs have another good point for the integration of magneto-optic waveguide onto semiconductor substrates. Because most DMSs are zinc-blende type semiconductors, films of DMSs can be epitaxially grown on semiconductor substrates by using a molecular beam epitaxy (MBE) method. This paper reports the growth of Cd₁₋ₓMnₓTe films on GaAs substrates [7] and their waveguiding properties.

EXPERIMENT

Cd₁₋ₓMnₓTe and ZnTe single crystal films have been grown on GaAs(001) and sapphire (0001) substrates by the MBE method using solid sources of CdTe, MnTe, and ZnTe. The typical growth temperature is 300°C.

The waveguiding property has been investigated by the method of m-line spectroscopy. Figure 3 shows a setup of the one-prism m-line spectroscopy experiment. The light is reflected from the film through the prism. Because the refractive index of the GaP prism (n₉₁₀=3.09-3.30 at λ=600-1150 nm) is higher than refractive index of the film (n₁₋ₓCdₓMn₁₋ₓTe=2.6-3.0 at λ=600-1150 nm), the light propagation constant inside the prism can be equal to the propagation constant of the waveguide mode. In this case, the light is coupled from the prism to the optical waveguide. A short-focus lens (f=5 mm) produced a wide
range of the incidence angle. At the angles where the propagation constant inside the prism coincides with the propagation constant of the waveguide, the light is efficiently coupled into the film and is not reflected. This causes the dark lines (m-lines) in reflected light. From the output angles of these lines we deduce the propagation constants of the waveguide modes, from which the film parameters, i.e., refractive index and film thickness, are calculated. The precision of the refractive index is estimated to be 0.001.

The optical propagation loss has been estimated by detecting the scattered light from the waveguide with TV-camera (Fig.4).

WAVEGUIDE MODES IN Cd$_{1-x}$Mn$_x$Te FILMS AND THEIR REFRACTIVE INDEX

Figure 5 shows the refractive index of Cd$_{1-x}$Mn$_x$Te as a function of Mn-concentration at the wavelength of 1150, 784 and 670 nm [7]. The refractive index of Cd$_{1-x}$Mn$_x$Te rapidly decreases with increasing Mn-concentration. For all investigated wavelengths this change is about 0.03-0.05 per 0.1 change of Mn-concentration.
Fig. 5: The refractive index of Cd$_{1-x}$Mn$_x$Te.

![Graph showing the refractive index of Cd$_{1-x}$Mn$_x$Te as a function of Mn-concentration, with curves for different wavelengths (670, 784, and 1150 nm).]

Fig. 6: (a) Double-layer Cd$_{1-x}$Mn$_x$Te waveguide on sapphire substrate, and its m-lines. (b) Double-layer Cd$_{1-x}$Mn$_x$Te waveguide on GaAs substrate, and its m-line.
The double-layer waveguide have been grown on sapphire and GaAs substrates at the same time. The 1.5 μm thick Cd_{0.45}Mn_{0.55}Te is a clad layer and 1.5 μm thick Cd_{0.55}Mn_{0.45}Te is a core layer. Figure 6 (a) shows the m-lines from the waveguide on the sapphire substrate. Several m-lines appeared. They can be classified into two group, i.e. four right-side m-lines and one left-side m-line. The distance between the adjacent four right-side m-lines systematically decreases. This behavior of the m-lines is typical for the multi mode single layer waveguides. Because the refractive index step between two Cd_{x}Mn_{x}Te layers is small, these m-lines correspond to the waveguiding propagation between the air and the sapphire substrate (See Fig.6(a)). The other separated m-line corresponds to the waveguiding propagation only in the upper Cd_{0.55}Mn_{0.45}Te layer. On the contrary, the waveguide on GaAs substrate showed only one m-line (Fig.6(b)). The position of this m-line corresponds to the 'separated' m-line of Fig.6(a). In the waveguide on the GaAs substrate the light can propagate only in the upper layer, because of higher refractive index and larger optical absorption of GaAs. The same position of m-line from waveguide on GaAs and on sapphire shows the achievement of the good optical confinement in the Cd_{x}Mn_{x}Te waveguide.

PROPAGATION LOSS OF Cd_{1-x}Mn_{x}Te WAVEGUIDE

Figure 7 shows an example of light propagation in a Cd_{1-x}Mn_{x}Te film. The light intensity decreases with the propagation distance. The estimated propagation loss of the waveguide on GaAs substrate is 70dB/cm at λ=1150nm. Because the waveguide on the sapphire substrate showed a very small loss, i.e., ~0.3dB/cm at the same wavelength, the observed high optical loss is not intrinsic to Cd_{1-x}Mn_{x}Te waveguides. The mismatch of lattice constants between Cd_{1-x}Mn_{x}Te and GaAs is about 12%, which is much larger than that of 4% between the sapphire substrate and (111) oriented Cd_{1-x}Mn_{x}Te film. Observations with an optical microscope have revealed rough surfaces of the films grown on GaAs substrates while the surfaces of the films grown on sapphire substrates are smooth.

In order to improve the film quality, a 1 μm thick CdTe has been grown as a buffer layer after depositing 2nm thick ZnTe on GaAs. The 1.5 μm thick Cd_{0.5}Mn_{0.5}Te is a core layer and 3 μm thick Cd_{0.3}Mn_{0.7}Te is a clad layer. Although streaky RHEED patterns are observed for the waveguides both with and without the buffer layers, the RHEED pattern becomes clearer and brighter when the buffer layers are used (Fig.8). The width of the X-ray diffraction peaks and the surface roughness are also reduced. These results imply the improved crystalline quality for films at λ=780nm.

Fig. 7 : A streak of a guided mode in Cd_{1-x}Mn_{x}Te waveguide
without CdTe/ZnTe buffer layers

with CdTe/ZnTe buffer layers

Fig. 8: RHEED patterns of Cd$_{0.5}$Mn$_{0.5}$Te core layers observed along <110> direction (a) without and (b) with the ZnTe/CdTe buffer layers.

Table 1: Effect of CdTe/ZnTe buffer layers on optical propagation loss

<table>
<thead>
<tr>
<th>CdTe/ZnTe buffer layers</th>
<th>Optical loss (dB/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda$=1150 nm</td>
</tr>
<tr>
<td>—</td>
<td>70±5</td>
</tr>
<tr>
<td>○</td>
<td>16±6</td>
</tr>
</tbody>
</table>

with the buffer layers. Correspondingly the optical loss has been strongly reduced by the use of buffer layers (Table 1). For further reduction of the optical loss, a third Cd$_{1-z}$Mn$_z$Te layer is inserted between the Cd$_{0.2}$Mn$_{0.8}$Te clad layer and the Cd$_{0.5}$Mn$_{0.5}$Te core layer. The Mn concentration $z$ gradually changes from 0.8 at the clad layer side to 0.5 at the core layer side. The thickness of the graded layer is 0.8 $\mu$m. The surface roughness has been further improved by using the graded layer, although it is still rougher than the film surface on a sapphire substrate. The optical loss is reduced as shown in Table 2.

The obtained magneto-optic figure-of-merit is 9 deg/dB at $\lambda$=633 nm under a magnetic field of 5 kG. This value of figure-of-merit is smaller than that of Cd$_{1-x}$Mn$_x$Te bulk crystals. By
Table 2: Effect of Mn-graded layer on optical propagation loss.

<table>
<thead>
<tr>
<th>Mn-graded layer</th>
<th>Optical loss (dB/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \lambda=1150\text{nm} )</td>
</tr>
<tr>
<td>---</td>
<td>16±5</td>
</tr>
<tr>
<td>○</td>
<td>11±5</td>
</tr>
</tbody>
</table>

Adjusting the growth condition, we must further improve the film quality to obtain higher figures-of-merit.

CONCLUSIONS

We have shown that the magneto-optic Cd\(_{1-x}\)Mn\(_x\)Te waveguide can be monolithically integrated on a GaAs substrate. The optical propagation loss of the waveguide can be reduced by inserting ZnTe and CdTe buffer layers and smoothing layers between the clad and core layers.
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ABSTRACT

Cr substituted dilute magnetic semiconductor Cd_{1-x}Cr_xSe films were grown onto fused silica and sapphire (00 • 1) substrates by vapor deposition technique. The films with wurtzite structure were obtained at composition of 0 ≤ x ≤ 0.66. Saturation magnetization and magnetic susceptibility increased as x increased. In comparison with Mn-DMS system, the initial magnetization curves saturate easily. This tendency is different from most DMS materials in which magnetic ions interact with each other antiferromagnetically. It is possible that ferromagnetic interactions exist in Cd_{1-x}Cr_xSe.

INTRODUCTION

Diluted magnetic semiconductors (DMS) exhibit novel magneto-optical phenomena such as a Faraday effect or a Zeeman splitting of electronic (band and impurity) levels. They arise from exchange interactions between magnetic ions and conduction- or valence- band electrons (sp-d exchange interaction) [1]. Since the first report in the end of 1970's [2], many studies have been done especially on the Mn-based DMS family. With developments in the crystal growth of thin film by MBE etc., interest is recently attracted to quantum effects in superlattices [3]. The magneto-optical effects of DMS have also attracted much attention for their application to optoelectric materials. Onoda et. al. first practically applied Cd_{1-x}Mn_xTe to optical isolators [4]. In most DMS families such as Cd_{1-x}T_{1-x}Te or Cd_{1-x}T_xSe (T : Mn, Fe, Co), the exchange interaction between valence band p-type electrons and d-electrons of magnetic ions is antiferromagnetic, which leads to antiferromagnetic d-d interactions. As the concentration of magnetic ion increases, higher external magnetic fields are required to saturate the magnetization.

Recently, the ferromagnetic phase was first discovered in III-V based DMSs, Ga_{1-x}Mn_{x}As and In_{1-x}Mn_{x}As [5]. For II-VI based DMS systems, Cr substituted DMSs have been expected, since p-d interactions in Zn_{1-x}Cr_{x}Se are ferromagnetic [6]. The d^6 electronic configuration of the Cr ion makes both spin-down and spin-up electrons from the valance band jump onto the d-level, which is attributed to ferromagnetic p-d coupling. However, reports are limited to those about specimens with low concentrations (x<0.01), because attempts to grow bulk crystals with large x resulted in precipitation of Cr_xSe_y. For precise investigations of magnetic properties, the difficulty lies in preparation of a sample with a large amount of Cr. Deposition techniques have made it possible to grow a variety of materials at thermally non-equilibrium. We report on the crystal growth of Cd_{1-x}Cr_xSe film by co-deposition. The preparation process and the magnetic properties will be described here.

EXPERIMENT

Cd$_x$Cr$_x$Se films about 3000 to 8000Å in thickness were prepared by co-deposition. We used CdSe (5N) source and CrSe (3N) source contained in a high quality carbon crucibles. The crucibles were 40 cm away from the substrate in a vacuum chamber. The base pressure of the chamber was $1 \times 10^{-6}$ Torr, which was obtained with a diffusion pump. CrSe was heated by electron bombardment and CdSe was heated by radiation from a tungsten filament. The deposition rates of CdSe and CrSe were monitored by an oscillation thickness monitor (XTC). We used fused silica and <00 • 1>-, <11 • 0>- and <01 • 2>- oriented sapphire as substrates. The substrates were etched by a mixed acid solution composed of H$_2$SO$_4$ and H$_3$PO$_4$ (1:3 mole ratio) at 90°C for 5 minutes. They were placed onto a silicon plate resistance heater. After thermal cleaning at 400°C for 10 minutes, the temperature of the substrates was lowered to the growth temperature and monitored during deposition.

The crystal structure was analyzed by X-ray diffraction (XRD) method using a Rigaku X-ray diffractometer equipped with a Cu target. The chemical compositions of the deposited films were determined by X-ray dispersive energy analysis (EDX). The surface morphology of the film was observed by atomic force microscopy (Seiko SPI 3600). Magnetizations were measured using a Quantum Design superconducting quantum interference device (SQUID) magnetometer. The magnetic field was applied parallel to the substrate plane.

RESULTS AND DISCUSSIONS

Substrate temperatures above 300°C caused a remarkable decrease of the deposition rate, while the temperature below 200°C caused exfoliation of the film. Fig. 1 shows XRD patterns of Cd$_x$Cr$_x$Se films of $x=0$ and 0.15 deposited on fused silica at the substrate temperature of 300°C. The strongest line is assigned to be 00 • 2 reflection of the wurtzite structure. According to powder XRD patterns of CdSe, the strongest line is the 10 • 0 reflection and second is the 11 • 0 reflection.

The XRD patterns show the preferential orientation along the c-axis in the deposited films. The preferential orientation along the c-axis is also recognized for the deposited film on sapphire substrates.

Fig. 2 shows XRD patterns of Cd$_x$Cr$_x$Se on sapphire (00 • 1), (11 • 0) and (01 • 2) substrates. No diffraction peaks, except for 00 • 2 peak, are found in the film deposited on (00 • 1) substrate. In the films deposited on (11 • 0) and (01 • 2) substrates, 11 • 0 and 11 • 2 peaks were observed except for 00 • 2 peak. Wurtzite type 00 • 2 peak is dominant in the composition $x$ from 0 to 0.6. The 20 • 1 peak appears in the film with $x=0.66$. Attempts to
grow films with $x > 0.7$ results in synthesis of CrSe with the hexagonal structure of NiAs type compounds.

The lattice constant of deposited CdSe film on sapphire (00 $\cdot$ 1) is evaluated to be $a_0 = 4.31 \text{Å}$, which is a little larger than that of bulk crystal ($a_0 = 4.298 \text{Å}$). In the $x$ range from 0 to 0.6, the wurtzite 00 $\cdot$ 2 peak shows no shift. This is in contrast with the case of Cd$_{1-x}$Mn$_x$Se. One of the reasons for the small change of lattice constant in Cd$_{1-x}$Cr$_x$Se may be the difference in ionic radius between Cr$^{2+}$ and Mn$^{2+}$. According to Shannon, the ionic radius of Cr ion is larger than that of Mn ion with the same coordination number [7].

Composition of the Cd$_{1-x}$Cr$_x$Se films are listed in Table I. The specimens with $0 < x(\text{XTC}) < 0.6$ show wurtzite structure. The specimens with $x(\text{XTC}) \geq 0.7$ show hexagonal structure of NiAs type compounds, and they are CrSe films with different composition ratios. The structure of the film seem to change from wurtzite type into NiAs type at about $x(\text{XTC}) = 0.6$. The specimens with wurtzite structure, total amounts of cation of tend to be stoichiometrically larger than those of anion. It is possible that lattice vacancies at the anion sites give rise to the deviation. For the films with NiAs type structure, the amount of Cd in the films is zero although XTC does not indicate zero. It may be difficult to substitute Cd ions for Cr ions in CrSe compounds.

Fig 3 shows the AFM image of Cd$_{1-x}$Cr$_x$Se film. The average grain size is about 200 to 300nm. A hexagonal symmetry is seen for the grain which grows along the c-axis.

Fig 4 shows the magnetic field dependence of the magnetization of Cd$_{1-x}$Cr$_x$Se. The magnetization almost saturates above 1 T for compositions ranging from $x = 0.07$ to 0.66. The saturation magnetization increases approximately in proportion to the amount of Cr ion. The magnetizations of the films with $x=0.58$ and 0.66 seem to increase gradually even in the high magnetic field region around 5 T. In comparison with Cd$_{1-x}$Mn$_x$Se or Cd$_{1-x}$Co$_x$Se,
initial magnetization curves saturate easily in Cd$_{1-x}$Cr$_x$Se. At the temperature 4.2 K, the magnetic field requires more than 5 T to saturate the magnetization of Cd$_{0.98}$Mn$_{0.02}$Se or Cd$_{0.99}$Co$_{0.01}$Se, and the magnetic susceptibility decrease as the concentration of magnetic ion increases [8][9].

The magnetic susceptibility of Cd$_{1-x}$Cr$_x$Se obviously increases as the Cr concentration increases. These magnetization processes are caused by ferromagnetic interactions between Cr ions. In order to analyze the magnetization curve, the data are fitted to the modified Brillouin function written as

\[ M = x M_0 \langle S \rangle + \chi_0 H, \]

where, \( M_0 = \frac{g \mu_B N \langle \sigma \rangle}{W} \), \( \langle S \rangle = S B_0(\sigma) \), \( B_0(\sigma) \) is the Brillouin function for the spin \( S=2 \), and \( \zeta = \frac{g \mu_B S H}{k_B(T + T_0)} \). \( T_0 \) and \( x \) are fitting parameters introduced by Gaj [10]. The second term represents the diamagnetic contribution of the CdSe matrix and the diamagnetic susceptibility, and \( \chi_0 \) is about \( 3.3 \times 10^{-7} \) emu/g for CdSe. We assume the \( g \) factor for H-L-c-axis to be 2.0, taking into account that the \( g \)-values of Cr$^{2+}$ in other II-VI crystals are approximately 2.0 [11]. We also estimate the density of Cd$_{1-x}$Cr$_x$Se as \( (191.37 - 60.41x) \times 2.96 \times 10^{-2} \) g/cm$^3$, assuming that Cr ion is substituted for Cd ion with no change of lattice constant.

Fig. 5 shows magnetization of Cd$_{0.93}$Cr$_{0.07}$Se and its fitting curves. The parameters are calculated to be \( x=0.01 \) and \( T_0=-2.0 \) K by least square procedure. The calculated curve does not fit the data well below \( \mu_H=2.0 \) T. Usually, complete fits by the modified Brillouin function is only possible at low concentrations of magnetic ions, because the formation of clusters may effect the magnetization curve. However, two general comments can be made about the parameters. First, the value of \( T_0 \) is negative, which suggests the possibility of ferromagnetic interaction between magnetic ions. In the DMSs such as Cd$_{1-x}$T$_x$Se (T : Mn or Co), \( T_0 \) shows always positive value which is contributed to the antiferromagnetic \( d-d \) interaction. Secondly, the value of parameter \( x \) associated with the concentration of magnetic ions is much smaller than the estimated value by EDX analysis.
The magnetic moment of free Cr\(^{2+}\) ion is considered to be about 3.7 \(\mu_B\) instead of 4 \(\mu_B\) owing to the contribution of orbital momentum [12]. If the full magnetic moments of Cr\(^{2+}\) ions are ordered parallel to the external magnetic field, the saturation magnetization would be about ten times as large as the experimental result. The net magnetic moment per Cr atom estimated from experimental data at 5 T is shown in Table II. These values are close with each other, and the average value is 0.5 \(\mu_B\). In order to explain ferromagnetic susceptibility and reduced magnetic moment of Cr ion, we propose a canted antiferromagnetic order schematically as shown in Fig 6. In this situation, each spin of Cr ion is canted about 8 degrees to an antiparallel configuration. As a result, a weak ferromagnetic component appears. At the present stage, it is difficult to determine the magnetic structure, however, the following magnetization data can give a hint of the possibility of weak ferromagnetic interaction between Cr ions.

Table II Net magnetic moment per Cr atom estimated at 5 T. The average value is 0.50 \(\mu_B\)

<table>
<thead>
<tr>
<th>composition x</th>
<th>0.07</th>
<th>0.17</th>
<th>0.34</th>
<th>0.58</th>
<th>0.66</th>
</tr>
</thead>
<tbody>
<tr>
<td>magnetic moment ((\mu_B/\text{Cr}))</td>
<td>0.58</td>
<td>0.57</td>
<td>0.33</td>
<td>0.48</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Fig. 5. Magnetization of Cd\(_{0.90}\)Cr\(_{0.10}\)Se and fitting curve at 5K. The solid line indicates fitting curve using modified Brillouin function (\(T_0=-2.0\)K, \(x=0.010\)). The dashed line is the curve using Brillouin function with \(x=0.01\).

Fig. 6. A schematic representation of the configuration of spin (solid arrows), where each spin is canted 7.8° to antiparallel direction.

Fig. 7. Magnetization of Cr\(_x\)Se\(_y\) films. The magnetization curves of the Cr\(_x\)Se\(_5\) and Cr\(_x\)Se\(_6\) films are antiferromagnetic and magnetic susceptibilities are almost same order of the value by Ref. [13]. The ferromagnetic hysteresis loop is observed in the Cr\(_x\)Se\(_5\) and the coercive force is as large as 0.3 T.
consistent with previous reports [13][14]. The magnetizations of these films are the same order. If the full magnetic moments of Cr ions are ordered in the magnetic field, the saturation magnetization must be much larger than that at 5 T. Besides, the magnetization seems to increase in proportion to the external magnetic field above 2 T. It can be considered that spins of Cr ions are carried with antiferromagnetic ordering in the applied magnetic field, then they gradually align themselves as the magnetic field.

In previous references, all of Cr$_x$Se$_y$ bulk system show antiferromagnetism. The origin of ferromagnetic phase is not clear at the present experimental stage.

CONCLUSION

We successfully prepared wurtzite Cd$_x$Cr$_x$Se films with composition $x$ ranging from $x=0$ to 0.6 by co-evaporating CdSe and CrSe. The deposited films show preferential orientation along the c-axis. The net magnetic moment of Cr ion is much less than the full magnetic moment of the free ion, however, the initial magnetization curve of the films behaves like a ferromagnet. It was shown that a ferromagnetic phase exists in Cr$_x$Se$_y$ system.
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ABSTRACT

A solution flow system for hydrothermal-electrochemical synthesis has been constructed in our laboratory. This equipment can operate at 20°-200°C, under the pressure of 1-50 atm., at flow rate of 1-50 cm³/min. Applicability of the flow system for low-temperature, hydrothermal-electrochemical synthesis of single-layer and multilayered thin films has been demonstrated using the BaTiO₃-SrTiO₃ system as an example. Single phase thin films as well as double layers have been deposited at 150°C, current density of 1 mA/cm², and flow rates of 1-50 cm³/min. The flow rate is an important parameter allowing additional control of the films' morphology by affecting the growth rate. The multilayers can be prepared in only one experiment by simply changing the flowing solution. Processing using the solution flow cell may serve as an inexpensive and environmentally friendly way of fabricating any multilayered thin films, including magneto-optic films.

INTRODUCTION

Processing of thin films has been dominated by chemical vapor deposition [1], physical vapor deposition [1], and sol gel techniques [2,3]. However, it is possible to fabricate thin films directly from solution, without subsequent heat treatments, by hydrothermal and/or electrochemical methods [4]. These techniques give similar results as any other process using fluids (such as vapor, gas, plasma) and/or beam/vacuum processing. The total energy consumption among all these processing routes should be the lowest in aqueous solution systems because a much larger excess of energy is necessary to create melts, vapor, gas or plasma than to form aqueous solutions at the same temperatures [4,5]. Solution processing is located in the temperature-pressure range characteristic for conditions of living on earth. The other processing routes which are connected with increasing temperature and/or increasing (or decreasing) pressure, are environmentally stressed, energy consuming, and expensive [5].

Surprisingly, researchers investigating hydrothermal and hydrothermal-electrochemical synthesis of thin films have been focused only on film preparation in closed autoclaves and/or beakers. However, fabrication of thin films in a continuous process under solution flow is essential for possible future application of this technique for integration with advanced device technology. Advantages of thin film fabrication in a solution flow system are: possibility of the recycled (i.e. closed) flow, possibility of fabrication of multilayered materials in only one run, and additional control (improvement) of the film microstructure by changing conditions of the solution flow [6]. The best suited equipment for this purpose seems to be a solution flow cell for hydrothermal-electrochemical synthesis. Such equipment has been recently constructed in our laboratory. Generally speaking, its design is similar to other flow-cells used in geological studies [7] or in materials engineering (ferrite plating) [8].

We have demonstrated applicability of our solution flow system for synthesis of multilayered BaTiO₃-SrTiO₃ thin films. These materials have recently attracted attention of researchers.
because demands to miniaturize and/or upgrade the DRAM capacitors necessitate fabrication of multilayered microstructures in order to reduced the leakage current several orders of magnitude, while keeping the high dielectric constant [9]. Another interesting application of the multilayered films in the BaTiO$_3$-SrTiO$_3$ system are functionally graded materials having different chemical compositions across the film thickness, resulting in a desired gradient of the dielectric constant across the material. Such materials can find applications as tunable multilayer capacitors, waveguide phase shifters, filters etc. [9]. Previously prepared BaTiO$_3$-SrTiO$_3$ multilayered structures were fabricated by tape-casting, dip-coating, or r.f. magnetron sputtering which required additional heat treatments in the range of 500°-700°C and/or vacuum [9]. The heat treatments often result in cracking and/or peeling of the deposited layers, reaction of the film with the substrate, and they are energy-consuming.

The purpose of the research presented in this paper was demonstration of applicability of the flow cell for hydrothermal-electrochemical synthesis for preparation of single-phase thin films and multilayers in the BaTiO$_3$-SrTiO$_3$ system, investigation of the processing conditions and the mechanism of growth of the BaTiO$_3$-SrTiO$_3$ multilayers. Most of our observation related to film fabrication in the flowing solution have a very general character, and thus may be applied to synthesis of other materials including magneto-optics. Possible applications of the solution flow cell particularly for synthesis of the magneto-optic materials are pointed out in a separate section at the end of the paper.

**EXPERIMENT**

**Solution Flow System for Hydrothermal-Electrochemical Synthesis**

All the experiments have been accomplished in the flow cell (designed by the authors) for hydrothermal-electrochemical synthesis. A general schematic of the equipment is shown in Fig. 1. A solution is pumped from the container to the autoclave (flow cell) with the flow rate of 1-50 cm$^3$/min. which corresponds to Reynolds numbers of about 46-2300, i.e. in the range of the laminar flow. Our flow system can operate up to 200°C which is a maximum temperature for industrial applications of the hydrothermal synthesis. Temperature is controlled by a chromel-alumel thermocouple just below the substrate. Electrochemical conditions can be controlled in a range determined by our potentiostat/galvanostat equipment (Kikusai Electronics Corp., Japan).

**Fabrication of BaTiO$_3$, SrTiO$_3$, and Ba$_x$Sr$_{1-x}$TiO$_3$ Single-Phase Thin Films**

Reagent grade Ba(CH$_3$COO)$_2$ (Wako Pure Chemical Industries Ltd., Japan), Sr(CH$_3$COO)$_2$•0.5H$_2$O (Wako Pure Chemical Industries Ltd., Japan), and polished titanium sheets (roughness 1-2 nm, purity 99.5%, Nilaco Corp., Japan) were used as sources of barium, strontium and titanium, respectively. Appropriate quantities of the acetates were dissolved in distilled and degassed water to yield 0.25 M solutions. The pH of each solution was adjusted to the value of 13 by 1.0 M-NaOH solution (Wako Pure Chemical Industries Ltd., Japan). During the experiments, the acetate solutions were constantly bubbled with argon gas. Experiments have been carried out for 1 hour at the temperature of 150°C. In all cases galvanostatic conditions with constant current densities of 1 or 20 mA/cm$^2$ were applied. The titanium substrate served as positive electrode (anode). The synthesis was carried out under open or closed (recycled) flow. Solution flow rates were in the range of 1-50 cm$^3$/min.
Fabrication of BaTiO₃-SrTiO₃ Double Layers

Starting solutions were the same as those described in the previous section. The synthesis was carried out in open flow. Solution flow rate was kept constant at 10 cm³/min. Synthesis was carried out in two 1 hour-long steps, at 150°C, under galvanostatic conditions (constant current of 1 mA/cm²). In the case of BaTiO₃/SrTiO₃ double layers (sequence of the layers: BaTiO₃/SrTiO₃/Ti substrate), Sr-acetate solution was used in Step 1; in the following Step 2 Ba-acetate solution was used. Transition from Step 1 to Step 2 occurred without cooling, just by changing the flowing solution. In the case of SrTiO₃/BaTiO₃ double layers (sequence of the layers: SrTiO₃/BaTiO₃/Ti substrate), Ba-acetate solution was used in Step 1, in the following Step 2, Sr-acetate solution was used. Transition from Step 1 to Step 2 occurred without cooling, but with (or without) a 30 min.-long surface treatment of the BaTiO₃ layer using distilled and degassed water (pH=7).

Characterization of the Materials

The phase compositions of the prepared films were characterized by X-ray diffraction (XRD, 40 kV-40 mA, CuKα, MAC Science Co. Ltd., Tokyo, Japan). The surface morphologies of the films were observed using atomic force microscopy (AFM, PicoSPM, model MS300, Molecular
Imaging/Digital Instruments, USA). The depth profiles of the Sr, Ba, Ti, and O were obtained by X-ray photoelectron spectroscopy (XPS, ESCA-3200, Shimazu Co. Ltd., Tokyo, Japan). Raman spectra were obtained using a laser Raman spectrometer (T64000 Atago-Jobin Yvon, France-Japan) working in a "micro" mode. An Ar laser with a wavelength of 514.5 nm was used for excitation. The laser beam was focused to produce 1-2 μm diameter spot. The double-layered films were characterized after each step of their fabrication.

RESULTS AND DISCUSSION

**BaTiO₃, SrTiO₃, and BaₓSr₁−ₓTiO₃ Single-Phase Thin Films**

Results of synthesis carried out in the open and closed (recycled) flow were almost the same (Fig. 2). Under the investigated conditions, only single phase BaTiO₃, SrTiO₃ or BaₓSr₁−ₓTiO₃ have been prepared, if the current density did not exceed 1 mA/cm² (Fig. 3). Carbonates and/or titanium oxides were not detected in any case. When the current density was 20 mA/cm² large amounts of Ba- or Sr-carbonates were formed. Under the experimental conditions, formation of BaCO₃ or SrCO₃ together with the corresponding titanates is favorable when carbonate ions are present in the solution [10]. Presence of the carbonate ions in the solutions was high probably due to electrochemical decomposition of the acetate ions on the anode, since acetate ions have been known to be metastable under hydrothermal conditions in the investigated temperature range [11].

Effects of the flow rate on the grain size of the single-phase BaTiO₃, SrTiO₃ or BaₓSr₁−ₓTiO₃ thin films are shown in Fig. 4. The grain size increases almost linearly with increasing flow rate, reaching plateau at approximately 20 cm³/min. Effects of the flow rate in our experiments are in
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Fig. 3. X-ray diffraction patterns of: (a) SrTiO₃, (b) BaₓSr₁−ₓTiO₃ (x = 0.75 in the starting solution), and (c) BaTiO₃ single-phase thin films. Temperature of 150°C, current density of 1 mA/cm², synthesis time of 1 h, and flow rate of 1 cm³/min. were applied in all cases.
fact similar to the effects of stirring applied in growth of crystals from solutions or melts. Usually, they lead to reduction of supersaturation inhomogeneities and increase of the growth rate [12]. In has been known, that growth rate of crystals increases with increasing solution flow rate until limiting rate is reached when the growth rate becomes controlled by the interfacial kinetic process [12]. Our experimental results suggest that the microstructure of the films at various flow rates is controlled by the growth rate, which initially increases, and then remains unchanged from the flow rate of 20 cm$^3$/min.

**BaTiO$_3$-SrTiO$_3$ Double Layers**

BaTiO$_3$/SrTiO$_3$ and SrTiO$_3$/BaTiO$_3$ double layers have been fabricated in our flow cell in only one experiment, without cooling, just by changing the flowing solution. XRD patterns of the double layers show distinct peaks derived from SrTiO$_3$ and BaTiO$_3$ layers. Presence of Ba$_x$Sr$_{1-x}$TiO$_3$ solid solutions has not been detected by XRD, but we cannot preclude dissolution of small quantities of Ba in the SrTiO$_3$ layers or Sr in the BaTiO$_3$ layers. XPS data confirm presence of the Ba- or Sr-rich layers on the surface and respectively Sr- or Ba-rich layers, below (Fig. 5). XPS data suggest also presence of Ti-oxide layer (not detected by XRD) between the Ti-substrate and the titanate layers (Fig. 5). These data demonstrate that initially formed SrTiO$_3$ and BaTiO$_3$ layers have been covered by layers of BaTiO$_3$ and SrTiO$_3$ respectively.

The BaTiO$_3$ could be easily deposited on the SrTiO$_3$ layer to form the BaTiO$_3$/SrTiO$_3$ double layer. However, an additional surface treatment of the BaTiO$_3$ using pure water was necessary to deposit SrTiO$_3$ on BaTiO$_3$ to fabricate the SrTiO$_3$/BaTiO$_3$ double layer. The initially formed BaTiO$_3$ layer remained almost unchanged when the synthesis was carried out without the intermediate (between Steps 1 and 2) water treatment. It was covered with SrTiO$_3$ crystals if the
Fig. 5. X-ray photoelectron spectroscopy depth profiles of Sr (3d), Ba (3d), Ti (2p), and O (1s) for (a) BaTiO₃/SrTiO₃ double layer thin film; (b) SrTiO₃/BaTiO₃ double layer thin film.
intermediate water treatment was applied. The positive effect of the water treatment of the BaTiO$_3$ layer seems to be due to the formation of TiO$_2$ (rutile) on the surface of BaTiO$_3$ after this intermediate step. The presence of rutile has been detected both by XRD (Fig. 6) and Raman spectroscopy (Fig. 7). The TiO$_2$ has already been reported to be formed on the surface of BaTiO$_3$ under quite similar experimental conditions [13]. The rutile layer seems to be responsible for easier deposition of SrTiO$_3$ crystals onto BaTiO$_3$ during the Step 2.

**Potential Applications of the Solution Flow System in Magneto-Optics**

In spite of the fact that most thin films are prepared by chemical or physical vapor deposition or by sol-gel techniques, multiple thin films have been fabricated using low-temperature hydrothermal-electrochemical techniques. Examples include ceramics, such as Ba$_x$Sr$_{1-x}$TiO$_3$, SrTiO$_3$, BaTiO$_3$, PbTiO$_3$, LiNbO$_3$, PZT, TiO$_2$, ZnO, PbS, CdSe, etc. [14], Co$_3$O$_4$ [15], ferrites [16,17], variety of metals and alloys [18]. The microstructure and chemical composition of these materials can be controlled in a wide range at temperatures of 20°-200°C. Recent demands to miniaturize and/or upgrade electronic devices require fabrication of nanometer-scale structures [19]. Fortunately, also epitaxial layers [20,21], monomolecular layers [20], nanometric-size
metallic [22] or ceramic [23,24] multilayers, and even ceramic superlattices [25,26] can be fabricated by the hydrothermal and/or electrochemical techniques.

There are many materials in the field of magneto-optics, including metals and ceramics in the form of single-phase films or multilayers [27]. The solution flow cell seems to be well suited for synthesis of magneto-optic materials, particularly for the multilayers, if only the desired compound can be synthesized under hydrothermal-electrochemical conditions. Examples of magneto-optic materials which have already been synthesized by hydrothermal-electrochemical technique include: epitaxial iron garnets by hydrothermal method at T>500°C and p>1 kbar [28], electrodeposited metallic multilayers such as (Co/Pt) [29], (Co/Cu) [30], electrodeposited thin films such as Co-Pt [31], Fe-Co [32], ZnS [33], GaAs [34], and powders of CoFe$_2$O$_4$ (135°-173°C) [35], BaFe$_{12}$O$_{19}$ (95°-900°C) [36,37], BaFe$_{12}$Co$_{2}$Ti$_x$O$_{19}$ (300°-500°C) [38] by the hydrothermal method.

We can consider the solution flow cell for hydrothermal-electrochemical synthesis as applicable for synthesis of single layers of metals, alloys, and ceramics. It allows synthesis of magnetooptic multilayers of metals, alloys, and/or ceramics in only one experiment, providing that appropriate solution precursors can be found. Non-aqueous solutions can be applied in order to increase number of possible to (co)deposit elements [39]. Finally we can think about hydrothermal epitaxy of magneto-optic materials at reduced temperature. In a recent few years, the synthesis temperature of epitaxial BaTi_3 on SrTiO$_3$ has been reduced from 400°-800°C [40] to 90°C [41,42]. We should start to think seriously about methods to integrate the hydrothermal/electrochemical methods with magneto-optic device technology. From this point of view, fabrication of ceramic thin films in the solution flow, in the recycled system, below 200°C is very important. Some processing for fabrication of integrated circuits already includes chemical solution processing (etching, sol-gel), in addition to chemical and physical vapor deposition [43]. In some cases, the (electro)chemical routes are considered as alternatives for the presently used vapor techniques (for example copper deposition) [44]. For these reasons the technique using the solution flow under hydrothermal-electrochemical conditions is an important step in integration of solution processing with advanced device technology including magneto-optics.

CONCLUSIONS

A newly constructed solution flow cell has been used to synthesize single and double layers in the BaTiO$_3$-SrTiO$_3$ system under hydrothermal-electrochemical conditions at 150°C using Ti-sheets, Ba-acetate, and Sr-acetate as sources of Ti, Ba, and Sr, respectively. Purity and uniformity of the single-phase films were confirmed by XRD and micro-Raman spectroscopy. The BaTiO$_3$/SrTiO$_3$ and SrTiO$_3$/BaTiO$_3$ double layers have been characterized by XRD, XPS, AFM and Raman spectroscopy after all preparation stages. BaTiO$_3$ layers could be easily deposited on SrTiO$_3$ layers at 150°C (1 h, 1 mA/cm$^2$). To deposit SrTiO$_3$ layers on BaTiO$_3$ layers, water leaching of the BaTiO$_3$ surface (150°C, 30 min) with subsequent formation of TiO$_2$ (rutile) was necessary. This processing route may serve as an inexpensive and environmentally friendly way of fabricating functionally graded materials in the SrTiO$_3$-BaTiO$_3$ system as well as other multilayered materials. There is a great potential in using the solution flow system for fabrication of magneto-optical films. A variety of magneto-optic materials have been already prepared by hydrothermal methods or by electrodeposition. Thus the solution flow system seems to be well suited for fabrication of multilayered magneto-optics at low temperatures, low cost, under environmentally benign conditions.
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ABSTRACT

Magneto-induced optical second harmonic generation (MSHG) is used to study the structural and magnetic properties of Co-Cu granular films. Azimuthal anisotropy of the SHG response reveals an existence of the regular structure of Co nanocrystals. The nonlinear magneto-optical Kerr effect (NOMOKE) is observed for the longitudinal and transverse configurations. The coherence of the SH responses from the nonmagnetic and magnetic subsystems of the Co-Cu granular films is demonstrated by the MSHG phase measurements (the MSHG interferometry).

INTRODUCTION

Nanostructures of magnetic materials have attracted a lot of attention recently because of their specific properties. New magnetic phenomena are observed in these materials such as the giant magnetoresistance and the oscillatory coupling through the nonmagnetic spacers [1,2]. Apart from such magnetic effects these compound materials reveal new magneto-induced nonlinear-optical effects, e.g. the nonlinear magneto-optical Kerr effect (NOMOKE) [3].

Second harmonic generation (SHG) is known as a probe of buried interfaces [4] and low-dimensional systems [5]. The unusual sensitivity of the SHG probe to the properties of nanostructures arises from the break down of the structural inversion symmetry of the centrosymmetric material at the interfaces. Another segment of nonlinear optics of low-dimensional systems appears as the break down of the structural inversion symmetry is combined with the break down of time reversal symmetry due to the magnetization in a magnetic material. In this paper the (MSHG) effects are studied in Co nanocrystals imbedded to Cu matrix. Magnetic noncentrosymmetric nanocrystals possess surface and bulk nonmagnetic structural (crystallographic) susceptibilities and surface and bulk magnetic susceptibilities. As the corresponding surface and bulk nonmagnetic and magneto-induced nonlinear polarizations are excited simultaneously, their interference enhances the appearance of the magnetic nonlinear optical effects. Such interference effects are discussed in [6,7] for rare-earth iron garnet films.

The motivation for the studies of the thin magnetic granular films is two-fold: on the one hand, to study their intrinsic nonlinear magneto-optical properties and, on the other hand, to develop a nonlinear-optical probe of their technological characterization and a nonlinear-optical readout of these potential high-density magnetic memories based on their giant magnetoresistance [8].

EXPERIMENT

The samples of granular films were prepared by co-deposition from e-beam sources with further annealing for 10 min at 850 K. The films are about 200 nm thick. The mean size of Co granules estimated from the STM scans is about 60-100 nm for the Co_{0.42}Cu_{0.48} film. Figure 1
To study the nonlinear-optical properties of Co-Cu granular films, the azimuthal anisotropy of the SHG intensity is studied using the output of a Q-switched YAG:Nd$^{3+}$ laser at a wavelength of 1064 nm, with a pulse duration of 15 ns and an intensity of 2 MW/cm$^2$. In the NOMOKE studies, a DC-magnetic field up to 1 kOe is applied. The longitudinal NOMOKE is studied and compared with the results of the spectroscopic MOKE studies.

RESULTS

Figure 2 shows the azimuthal angular dependence of the SHG intensity from the Co$_{0.42}$Cu$_{0.58}$ film for three combinations of polarization of the fundamental and second harmonic (SH) wave. The clear two-fold and four-fold symmetry is found for the s-in, s-out and p-in, s-out combinations, respectively. The four-fold symmetry combined with a strong one-fold pattern is observed for p-in, p-out combination.

Figure 3 shows the dependence of the SHG intensity on the analyzer rotation angle in the Co$_{0.42}$Cu$_{0.58}$ film for two opposite directions of the magnetic field applied in the transversal geometry. NOMOKE is characterized quantitatively by the magnetic contrast $\rho_{2m} = (I_{m+}(2\omega) - I_{m-}(2\omega))/I_{m-}(2\omega)$, where $I_{m+}(2\omega)$ is the MSHG intensity for opposite directions of the magnetization $M$. The magnetic contrast $\rho_{2m}$ measured at a 50° angle of incidence is about $4 \times 10^2$, while the linear MOKE contrast measured at the wavelengths 532 nm 1064 nm is about $10^3$. Thus, NOMOKE exceed the linear analog by more than an order of magnitude.
The magneto-induced phase shift of the SH wave [9] is in granular films with a thin SnO₂ film as a reference. Figure 4 shows the dependence of the MSHG intensity on the reference position (the SHG interference pattern) for the Co₀.4₂Cu₄₅. The contrast of the SHG interference pattern depends on a coherence of the SH wave generated from the array of the Co nanocrystals and on a mutual coherence of the nonmagnetic and magnetic contributions to the total SH field. The magneto-induced shift of the interference pattern is about 0.5 cm which corresponds to ~ 8° in the phase shift domain.

The analysis of the MSHG data allows to consider the enhancement of the magneto-induced effects in terms of the phenomenological models of the MSHG discussed in [6,7]. According to [6], the odd in magnetization \( M \) surface-bulk cross-terms (\( \chi^{(2),s} M \) and \( \chi^{(2),b} M \)) should enhance the appearance of magneto-induced alterations in the SHG intensity from noncentrosymmetric magnetic films due to the interference of the SH fields originating from the nonmagnetic bulk and surface dipole contributions and from the surface and bulk magneto-induced contributions.

The central point of these models is the simultaneous breaking down of the time reversal symmetry and the inversion symmetry of the material. The former occurs in Co nanocrystals due to their magnetic ordering. On the other hand, there are two mechanisms which are responsible for the appearance of dipole \( \chi^{(2)} \) in metal nanocrystals. The first is the mechanism of the surface dipole \( \chi^{(s)} \) which stems from the lack of inversion symmetry at interfaces [4]. The second mechanism of the bulk dipole \( \chi^{(b)} \) in metallic nanocrystals has been discussed recently [5,11] and occurs from breaking down of the centrosymmetry in particles with noncentrosymmetric shape. A deviation of particle shape from centrosymmetric breaks down the forbiddance on dipole \( \chi^{(b)} \) in nanocrystals of centrosymmetric materials [11].

Both these mechanisms are of importance in the case of Co nanocrystals. The sufficient
one-fold Fourier component of Fig. 4. MSHG interference patterns measured for the anisotropic SHG intensity transversal NOMOKE.

for the p-in, p-out polarization combination can be attributed to the polar axis in the film structure, which is tilted to the normal to the film surface. A regular deviation of the particle shape from centrosymmetric and, as a consequence, the appearance of the polar axis in the topmost array of Co nanoctystals probed by SHG can be caused by a predominant regular asymmetry of the film-vacuum interface. Noncentrosymmetric shape of Co nanocrystals in granular films has been observed in [12] as well.

The mutual coherence of the nonlinear contributions from the nonmagnetic and magnetic sub-systems of the metallic Co nanocrystals obtained by the MSHG interferometry probably indicates the existence of the regular $\chi^{(2)}$ in Co-Cu granular films.

Thus, the surface-bulk interference cross-terms ($\chi^{(2)}_{\text{S-B}}$) and ($\chi^{(2)}_{\text{S-BM}}$) and the bulk-bulk interference cross-terms like ($\chi^{(2)}_{\text{B-BM}}$) can be significant in MSHG from Co-Cu granular films due to the appearance of $\chi^{(2)}$ and $\chi^{(2)}$ in metal nanocrystals.

CONCLUSION

The significant NOMOKE is observed in magnetic Co-Cu granular films. The structure of the films is studied by STM and anisotropic MSHG. The analysis of the symmetry of the azimuthal SHG anisotropy shows the existence of a regular bulk dipole contribution to the quadratic polarization. The mutual coherence of the SH waves generated by the nonmagnetic and magnetic sub-systems of the Co-Cu granular films is observed by the MSHG interferometry. The role of bulk-bulk and surface-bulk interference in the appearance of the MSHG effects is discussed.
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ABSTRACT

Magnetization induced second harmonic generation (MSHG) is observed in Gd-containing Langmuir-Blodgett (LB) films. The nonlinear optical studies reveal significant alterations in the second harmonic generation (SHG) intensity and in the polarization and phase of the second harmonic (SH) wave induced by application of DC magnetic field. The violation of polarization selection rules and the diffusenes of the MSHG intensity indicates the inhomogeneity of LB structure and the hyper-Rayleigh scattering mechanism of MSHG. The latter proofs the existence of 2D-islands of Gd ions in the structural unit of the LB films which is composed by monolayer of rare-earth ions compressed between two layers of stearic acid molecules.

INTRODUCTION

The properties of magnetic nanostructures have attracted a lot of attention recently because of observation of new magnetic effects, e.g. giant magnetoresistance in nanogranular films [1], interlayer coupling through nonmagnetic spacer in layered magnetic/nonmagnetic metal nanostructures [2], etc. One of the burning issues in this area is the magnetic properties of atomic monolayers of magnetic materials. Apart from magnetic eplayers, the organometallic Langmuir-Blodgett (LB) films containing monolayers of magnetic ions are potential nanostructure for basic studies and applications as a high density magnetic and magneto-optical storage. In the aspect of the basic studies, these LB films are of interest as a model of the 2D magnetic systems. Magnetic properties of such LB films composed by monolayers of Gd ions are studied in [3] by the EPR technique. In the aspect of the further potential application of this material as a magneto-optical storage, the development of nonlinear optical readout from these memories looks very promising [4].

Even-order nonlinear-optical processes, such as second harmonic generation, have been demonstrated to be extremely sensitive to the structural, electronic, magnetic etc. properties of thin films and nanostructures [5-7]. In principle, information about the magnetization state of a magnetic system can be obtained by magneto-optical Kerr effect (MOKE). At the same time, the sensitivity of this technique is restricted to the amount of the magnetic material in the system. That limits the applications of MOKE to the characterization of magnetic properties of thin films and nanostructures. The nonlinear-optical analogue of the MOKE, so called nonlinear magneto-optical Kerr effect (NOMOKE), manifests itself in the magnetization induced changes of the SHG intensity and polarization, and the phase of the SH wave. The magnetic contrast of NOMOKE has been shown to exceed sufficiently the magnetic contrast of MOKE [8].

In the present paper, NOMOKE is used to study the nonlinear-optical magnetic properties and structural features of the organo-metallic LB films containing monolayers of Gd ions.
EXPERIMENT

The organo-metallic LB films are prepared by the Langmuir-Blodgett technique on fused quartz substrates from a solution of stearic acid in chloroform spread on the water subphase. Gd\(^{3+}\) ions are dissolved in water from Gd acetate of 5×10\(^{-4}\) M concentration and are adsorbed at the floating stearic acid monolayer. This allows for the creation of two-dimensional areas of magnetic ions binded to the solid organic monolayers. The structural unit of periodic LB film 5 nm thick consists of the monolayer of Gd\(^{3+}\) ions surrounded by two monolayers of stearic acid. The films composed of 40 structural units are studied. The area per Gd ion in the monolayer is \(\sim10\ \text{Å}^2\) and the distance between Gd\(^{3+}\) ions in monolayer is about 3.3 Å. SHG from the quartz substrate and the LB films of pure stearic acid are found to be negligibly small as compared with the SHG signal from the Gd containing LB films.

The NOMOKE is studied for the longitudinal magnetization of the film. The output of a Q-switched YAG:Nd\(^{3+}\) laser at the wavelength of 1064 nm, a pulse duration of 15 ns and a repetition rate of 12.5 Hz is used as a fundamental radiation. The SHG signal generated from LB film is selected by bandpass filters and detected by a PMT and gated electronics. The fundamental pulse intensity is about 1 MW/cm\(^2\) for the laser spot diameter of about 1 mm.

The magneto-induced phase shift of the SH wave, i.e. magnetooinduced SHG interferometry [9], is studied by the use of a thin SnO\(_2\) as the source of a reference SH wave. The phase shift between the SH waves generated by the sample and by the reference is varied as the distance \(d\) between the reference and the sample is changed [10].

Azimuthal angular anisotropy of the SHG intensity testifies that the films are isotropic.

Magnetoinduced changes in the SH response from Gd-containing LB films are studied by measuring the SH wave polarisation diagrams, i.e. dependences of the SHG intensity on the rotation angle of the analyzer \(\varphi\), for the geometry of the longitudinal NOMOKE. The magnetoinduced rotation of the SHG polarisation, measured for the saturating magnetic fields of the opposite signs and for the s-polarised fundamental radiation, is found to be about 12° (Fig. 1).

The MSHG interferometry pattern for the longitudinal NOMOKE measured in s-in, s-out geometry indicates the 130° shift of the phase of the SH wave for the opposite directions of magnetic fields ±1 kOe (Figure 2, a). For the p-in, p-out SHG the similar dependences reveal no differences within the experimental accuracy (Figure 2, b).

Figure 1. SHG polarization diagrams for Gd-LB films measured for the longitudinal NOMOKE; the fundamental radiation is s-polarized, \(\varphi=0\) corresponds to the p-polarized SHG.
DISCUSSION

Consider first the polarisation of the SHG radiation reflected from Gd-LB films. It can be seen from both the NOMOKE and SHG interferometry experiments that the s-in, s-out SHG response exists. It is well known that this component of the SHG intensity is forbidden for an isotropic homogeneous media. In this case \( \langle \chi^{(2)} \rangle = 0 \) and \( \langle \chi^{(2)} - \langle \chi^{(2)} \rangle^2 \rangle = 0 \), \( \chi^{(2)} \) being the quadratic susceptibility of the LB film and the brackets denote the averaging over all the realizations. Thin films can be described by the electro-dipole susceptibility \( \chi^{(1)} \).

At the same time, s-to-s SHG component can be observed for a randomly inhomogeneous films with average dimensions of the homogeneous areas small as compared with the fundamental wavelength. In the latter case \( \langle \chi^{(2)} \rangle = 0 \) while \( \langle \chi^{(2)} - \langle \chi^{(2)} \rangle \rangle \neq 0 \).

The s-to-s component of the SHG intensity can be given by [11]:

\[
I_{s\rightarrow s}^{\text{cryst}} \sim 1/2 \pi \int \Delta \chi^{(2)} d\psi = 1/2 \pi \int \left( \chi^{(2)} - \langle \chi^{(2)} \rangle \right) \Delta \chi^{(2)} d\psi
\]

(1)

Probably this mechanism of the nonlinear response plays the key role in the case of the Gd-LB films studied.

Let us now turn to the discussion of the MSHG interferometry. It was shown in Ref [9] that for a magnetized sample the SHG intensity of the interfering waves depends on magnetization \( M \) and reference position \( d \) and can be given by:

\[
I_{2\omega} (d, M) \propto I_{2\omega}^{\text{sample}} (M) + E_{2\omega}^{\text{ref}} \cdot I_{2\omega}^{\text{ref}} = I_{2\omega}^{\text{sample}} (M) + 2\alpha \sqrt{I_{2\omega}^{\text{sample}} (M) I_{2\omega}^{\text{ref}}} \cdot \cos \Delta \Phi (d, M),
\]

(2)

where \( I_{2\omega}^{\text{sample}} (M) \) is the MSHG intensity from the sample, \( I_{2\omega}^{\text{ref}} \) is the SHG intensity from the SnO\(_2\) reference, \( \alpha \) is the mutual coherence of the interfering SH waves (0<\( \alpha <1 \).
\[ \Delta \Phi (d, M) = (\Phi_{\text{sam}}(M) + \Phi_{\text{PSU}}(d)) - \Phi_{\text{ref}} \]

is the phase difference in the far-field-region between the SH waves generated by the reference (\( \Phi_{\text{ref}} \)) and the sample. The latter is determined by the phase shift \( \Phi_{\text{sam}}(M) \) of the SH wave, generated in the sample, regarding to the phase of the fundamental wave, and the phase shift \( \Phi_{\text{PSU}}(d) \) of the fundamental wave in the phase shifting unit (PSU). In our experiments \( \Phi_{\text{ref}} \) is constant for a fixed fundamental wavelength, \( \Phi_{\text{sam}}(M) \) is magnetization dependent, \( \Phi_{\text{PSU}} = \frac{2n_{2\omega} - n_{\omega} \chi}{\lambda} \), where \( n_{\omega} \) and \( n_{2\omega} \) are refractive indices of air at fundamental and SH wavelengths, and the period of the interference pattern is \( L = 2\pi k^{-1} = 2\pi(k_{2\omega} - k_{\omega})^{-1} = 13 \) cm, where \( k_{2\omega} \) and \( k_{\omega} \) are the wave vectors of the fundamental and SHG waves in air.

It can be seen from Fig. 2 that the application of the dc magnetic field results in the appearance of the modulation of the \( I_{2\omega}(d) \) dependence, \( d \) being the position of the reference SHG source. This modulation can be attributed to the appearance of a regular magnetoinduced contribution to the SHG intensity. For s-to-s geometry odd in magnetization changes of the MSHG interference patterns are obtained, while for the p-to-p geometry there is no magneto-induced variations in the SHG interference pattern.

This is consistent with the analysis of the symmetry of the magneto-induced electro-dipole susceptibility for an isotropic media. It can be shown [9] that for the s-polarized fundamental radiation two magneto-induced components of \( \chi^{(2)} \) can appear: \( \chi_{xy} \) and \( \chi_{yy} \). The first one is even in \( M \) and contributes to the p-polarized SHG, thus there should be no differences in the SHG interference patterns under the inversion of the magnetization of the film. The second magneto-induced component is odd in \( M \) and contributes to the s-polarized SHG. At the same time, one can expect magneto-induced phase shift of the \( I_{2\omega}(d) \) dependence being equal to \( \pi \), while in our experiments this value is about \( 130^\circ \), that is not quite clear for now.

While discussing the results of the longitudinal NOMOKE for the s-polarized input radiation, one should point out, first, that in the absence of the magnetization the polarization patterns \( I_{2\omega}^{s^2}(\varphi) \) dependence is two-fold. This results probably from the different Fresnel coefficients for the p- and s-polarized SHG components for the s-polarized fundamental beam.

Describing the nonmagnetic contribution to the SHG by (1) and taking into account that it does not interfere with the magneto-induced contributions, the polarization MSHG dependences \( I_{2\omega}(\varphi) \) for the s-polarized fundamental radiation take the following form:

\[
I_{2\omega}(\varphi) = I_{2\omega}(M = 0) + I_{2\omega}(M) =
\]

\[
= I_{2\omega}(M = 0) + \left\{ (A_{\chi_{xy}^{\text{even}}}(M) + B_{\chi_{yy}^{\text{odd}}}(M)E_{\omega}E_{\omega}) \right\}^2 =
\]

\[
= I_{2\omega}(M = 0) + (A_{\chi_{xy}^{\text{even}}}(M)E_{\omega}E_{\omega})^2 + (B_{\chi_{yy}^{\text{odd}}}(M)E_{\omega}E_{\omega})^2 \pm
\]

\[
\pm AB_{\chi_{xy}^{\text{even}}}(M)\chi_{yy}^{\text{odd}}(M)E_{\omega}^2
\]

where \( \pm \) correspond to the opposite directions of the magnetic field. The results of the corresponding approximation are shown in Fig. 1 by solid lines.
Basing on the experimental data of both the MSHG interferometry and NOMOKE it is possible to make an estimation of the relative value of the magneto-induced SHG intensity with respect to the nonmagnetic SHG contribution: \( I_{2a}(M) / I_{2a}(M = 0) \approx 0.1 \). This means that the relative value of the magneto-induced susceptibility of the Gd-LB film with respect to the hyper-Rayleigh susceptibility of the film, that is determined by the fluctuations of the \( \chi^{(2)} \) in the Gd-LB film, is \( \chi^{(2)}(M) / \Delta \chi^{(2)}(M = 0) \approx 0.3 \). At the same time, the magnetoinduced correction to the second-order susceptibility \( \chi^{(2)}(M) / \chi^{(2)}(M = 0) \) can be much smaller.

CONCLUSIONS

In conclusion, magnetization induced second harmonic generation and nonlinear magneto-optical Kerr effect is observed in Gd-containing Langmuir-Blodgett films. The nonlinear optical studies performed for the geometry of the longitudinal NOMOKE reveal significant alterations in the SHG intensity and in the polarization and phase of the SH wave induced by DC magnetic field. The violation of polarization selection rules and the diffuseness of the SHG intensity indicates the incoherence of the MSHG phenomenon and can be attributed to the inhomogeneity of LB structure and to the hyper-Rayleigh scattering mechanism of MSHG. The magneto-induced effects in the hyper-Rayleigh scattering proof the existence of 2D-islands of Gd ions in the structure of the LB films.
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