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1. Introduction

Sprays and spray processes have been studied extensively due to their many applications; see Faeth (1996) and Faeth et al. (1995) and references cited therein. Unfortunately, sprays are complex multiphase turbulent flows and fundamental understanding of their properties is not well developed — particularly those processes relating to the near-injector dense portion of the flow. This is a serious deficiency because the dense-spray region involves the breakup of the liquid to form a dispersed phase, which is crucial to the mixing properties of sprays, and also generates the initial conditions required to analyze the structure of the better understood dilute portion of sprays. Thus, the objective of the present investigation was to study two aspects of dense sprays that involve drop/gas interactions, namely: (1) secondary drop breakup, which is an intrinsic outcome of primary breakup of the liquid, and is the most significant rate process of dense sprays; and (2) turbulence generation by dispersed phases, which is the most significant source of turbulence production within dense sprays. The research has relevance to air-breathing propulsion systems, liquid rocket engines and internal combustion engines, among others.

The following description of the research is brief. Additional details may be found in the articles, papers and theses resulting from the investigation that are summarized in Table 1. The table also provides a summary of the participants in the investigation, oral presentations of research results and a summary of honors/awards obtained during the grant period. Finally, for convenience, several articles resulting from the research are reproduced in appendices, as follows: Chou et al. (1997), Chou and Faeth (1998), Chen et al. (1998), Wu et al. (1995), Faeth et al. (1995), and Faeth (1996).

The following report considers secondary breakup and turbulence generation, in turn. Each part is written to stand alone so that readers can skip to portions of the report of interest to them.

Table 1. Summary of Investigation

Articles, Papers, Theses and Reports:


**Participants:**

Chen, J.-H., Graduate Student Research Assistant and Doctoral Candidate, The University of Michigan

Chou, W.-H., Graduate Student Research Assistant and Doctoral Candidate, The University of Michigan

Dai, Z., Postdoctoral Research Fellow, The University of Michigan

Faeth, G.M., Principal Investigator and Professor, The University of Michigan

Hsiang, L.-P., Postdoctoral Research Fellow, The University of Michigan

Wu, J.-S., Postdoctoral Research Fellow, The University of Michigan

**Oral Presentations:**


Faeth, G.M. (1996) Transitions from Liquid to Supercritical Fuel Injection. IPTEC Workshop, Wright Laboratory, Wright-Patterson AFB, OH, invited.


Faeth, G.M. (1997) Dynamics of Ligament and Drop Formation during Shear Breakup. 35th Aerospace Sciences Meeting, Reno, NV.


Honors/Awards


Faeth, G.M. (1997) Invited Graduate Colloquium Lecture, School of Mechanical Engineering, Purdue University, West Lafayette, IN.

2. Secondary Breakup

2.1 Introduction

Secondary breakup of drops is an important fundamental process of multi-phase flows with applications to liquid atomization, dispersed multiphase flow, spray drying, combustion instability, heterogeneous detonations, the properties of rain and interactions between high-speed vehicles and rain, among others. In particular, recent studies of the structure of dense sprays confirm the conventional view of liquid atomization that primary breakup of the liquid surface yields drops that intrinsically are unstable to secondary breakup and that secondary breakup tends to control mixing rates in dense sprays in much the same way that drop vaporization tends to control mixing rates in dilute sprays, see Faeth (1996), Faeth et al. (1995) and references cited therein. Motivated by these observations, the objectives of the present investigation were to study drop deformation and breakup for well-defined shock-wave and steady disturbances.

Reviews of past work on secondary breakup are reported by Faeth (1996), Faeth et al. (1995), Hinze (1995), Hsiang and Faeth (1992, 1993, 1995) and references cited therein. These reviews indicate that regimes of drop deformation and breakup, and that the outcomes of breakup (i.e., drop size and velocity drop size and velocity distributions after breakup) when effects of liquid viscosity are small (small Ohnesorge number conditions), are known reasonably well. On the other hand, earlier work has shown the drop breakup processes can extend over significant distances and times compared to characteristic distances and times of the dense spray region, and that very little is known about the temporal properties of secondary drop breakup. Thus, the objective of the present investigation was to resolve the temporal properties of secondary breakup, i.e., the drop size and velocity distributions, and the rate of liquid removal from the parent drop, as a function of time during secondary breakup. The methodology involved experiments in shock tubes in order to simulate effects of drop conditions similar to drop processes at the end of primary breakup in practical sprays. Attention was limited to the important shear and bag breakup regimes, observed at small Ohnesorge numbers where effects of liquid viscosity are small. Phenomenological theories were used to help interpret and correlate the
measurements. The present description of the research is brief, see Hsiang and Faeth (1995), Chou and Faeth (1998) and Chou et al. (1997) for more details.

2.2 Experimental Methods

**Apparatus.** A shock tube with the driven section open to the atmosphere was used to generate shock-wave disturbances. The driven section was rectangular (38 × 64 mm) with a length of 6.7 m to provide 17-24 ms of uniform flow behind the shock wave. Shock strengths were weak (shock Mach numbers of 1.01-1.15); therefore, gas properties behind the shock waves approximated air at normal temperature and pressure. A vibrating capillary drop generator, with electrostatic selection to control the drop spacing, was used to provide a continuous drop stream to interact with the shock wave at the test location.

**Instrumentation.** Drops were observed in two ways: pulsed shadowgraph photographs to visualize the breakup process, and single- and double-pulsed holography to observe the outcome of breakup. See Hsiang and Faeth (1992, 1993, 1995) for the details and experimental uncertainties of these measurements.

**Test Conditions.** Test conditions can be summarized most easily using the drop deformation and breakup regime map of Fig. 1. This map shows the various deformation and breakup regimes as a function of Weber and Ohnesorge numbers, as suggested by Hinze (1955). Two regions were considered during the present study: (1) the shear breakup regime with We of 125-370 and Oh of 0.003-0.039; and (2) the bag breakup regime with We of 13-20 and Oh of 0.004-0.043.

2.3 Results and Discussion

**Shear Breakup Regime.** Except where noted otherwise, drop size distributions satisfy the universal root normal distribution of Simmons (1977). This distribution has two parameters while MMD/SMD = 1.2 for the universal root normal form. Thus, drop sizes are a fully defined by a single parameter which will be taken to be the SMD in the following.

Shear breakup involved two temporal regimes: (1) the transient breakup regime, and (2) the quasi-steady breakup regime. The variation of SMD as a function of time, showing the two regimes, is illustrated in Fig. 2. The transient breakup regime is observed at short times after the start of breakup, particularly for liquids that have a small liquid viscosity so that the temporal rate of growth of the thickness of the boundary layer due to gas motion over the windward side of the drop is slow. At the end of this period, the boundary layer stabilizes in the quasi-steady period with a thickness that is more or less a fixed fraction of the drop diameter. The SMD of drops produced by secondary breakup can be correlated reasonably well by the boundary layer thickness in both regimes to yield:

\[
\text{SMD}(t)/d_0 = 2.0(v_t t/d_0^2)^{1/2}, \text{ transient period} \quad (1)
\]

\[
\text{SMD}(t)/d_0 = 0.09, \text{ quasi-steady period} \quad (2)
\]

where the smaller of these two estimates should be used. As discussed by Chou et al. (1997), Eqs. (1) and (2) are consistent with the findings of Hsiang and Faeth (1992) for the jump conditions for secondary breakup upon noticing that these jump conditions emphasized breakup in the transient regime. The corresponding drop velocity distributions were found to be uniform at each instant of time with velocities approximating the velocity
Fig. 1  Drop deformation and breakup regime map for shock-wave disturbances. From Chou et al. (1997).
<table>
<thead>
<tr>
<th>We</th>
<th>125</th>
<th>250</th>
<th>375</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER</td>
<td>■</td>
<td>●</td>
<td>△</td>
</tr>
<tr>
<td>ETHYL ALCOHOL</td>
<td>◆</td>
<td>▼</td>
<td>◇</td>
</tr>
<tr>
<td>GLYCEROL (42%)</td>
<td>□</td>
<td>△</td>
<td></td>
</tr>
<tr>
<td>GLYCEROL (63%)</td>
<td>▲</td>
<td></td>
<td>★</td>
</tr>
</tbody>
</table>

Fig. 2. Temporal variation of the SMD of drops produced by shear breakup. From Chou et al. (1997).
of the parent drop, see Hsiang and Faeth (1993) for a correlation of the parent drop velocity based on phenomenological theory.

Drop deformation rates were estimated based on a simplified analysis as described by Chou et al. (1997). The resulting formulation was rather complex but it was found that the results could be expressed in a relatively simple correlation as illustrated in Fig. 3. This expression properly accounts for the fact that the drop only deforms with no breakup for \( t/t^* \leq 1.5 \), and that drop breakup ends at \( t/t^* = 5.5 \).

The extent of the drop-containing region was also resolved as a function of time as illustrated in Fig. 4. The boundaries of the drop-containing region are given by the motion of the parent drop, and the motion of the smallest drop formed at the onset of breakup. The span of the drop-containing region depends on the liquid/gas density ratio and comprises \( x/d = 40-120 \) at the end of breakup for \( \rho_{l}/\rho_{g} = 1000 \) and requires a time period of \( t = 5.5 \ t^* \). As noted earlier, these distances and times can be large compared to distances and times associated with the dense spray region in some instances. Thus, present results are needed to properly treat secondary drop breakup.

**Bag Breakup Regime.** The bag breakup regime involves the formation of a thin bag with a basal ring at its base. The basal ring contains roughly 56% of the initial drop mass and eventually yields drops that are nearly monodisperse due to Rayleigh type breakup and have mean diameters of roughly 31% of the original drop diameter. The bag contains roughly 44% of the initial drop mass and eventually yields nearly monodisperse drops having mean diameters of roughly 4% of the initial drop diameter. Drop velocities in each case are nearly uniform and can be associated with parent drop velocities based on phenomenological theory.

The bag breakup process involves two periods of liquid removal as illustrated in Fig. 5. The bag breaks up in the first period which occurs where \( t/t^* = 3.2-3.5 \). The basal ring breaks up in the second period which occurs almost simultaneously at \( t/t^* = 5.0 \).

The spatial and temporal properties of bag breakup are illustrated in Fig. 6. The positions of the parent drop and the most remote drop are illustrated similar to behavior in the shear breakup regime in Fig. 4. Similar to shear breakup, bag breakup is seen to require significant times and distances and should be treated as a rate processes for many applications.

2.4 Conclusions

**Shear Breakup.** Major conclusions for shear breakup are as follows:

1. Values of \( \text{Oh} > 0.1 \) involve long ligaments from the periphery of the drops so that present results are limited to conventional shear breakup with \( \text{Oh} < 0.1 \).

2. Drops produced by shear breakup satisfy the universal root normal distribution with \( \text{MMD}/\text{SMD} = 1.2 \), at each instant of time.

3. The SMD of drops produced by shear breakup at small Oh exhibit transient and quasisteady regimes as given by Eqs. (1) and (2).

4. The parent drop accelerates rapidly due to its large drag coefficient which is caused by deformation.
Fig. 3  Degree of mass removal from the parent drop as a function of time during shear breakup. From Chou et al. (1997).
Fig. 4  Growth of the spray-containing region during shear breakup. From Chou et al. (1997).
Fig. 5  Cumulative removed volume percentage of liquid from the parent drop as a function of time during bag breakup. From Chou and Faeth (1998).
Fig. 6  Streamwise positions of the parent and the most remote drops as a function of time during bag breakup. From Chou and Faeth (1998).
(5) Mean velocities of drops produced by shear breakup are relatively independent of size at each instant.

(6) Mean and fluctuating velocities at each instant are associated with the parent drop velocity at that instant.

(7) The rate of liquid removal from the parent drop can be correlated quite simply as illustrated in Fig. 3.

(8) Shear breakup requires significant times and distances and should be treated as a rate process rather than by jump conditions in some instances.

**Bag Breakup.** Major conclusions for bag breakup are as follows:

(1) The basal ring contains 56% of the drop mass and yields nearly monodisperse drops having mean diameters of roughly 30% \( d_0 \).

(2) The bag contains the rest of the drop liquid and yields monodisperse drops having diameters of roughly 4% \( d_0 \).

(3) The bag and basal ring drops should be treated as separate populations formed at \( t/t^* = 3.2-3.5 \) and 5.0, respectively.

(4) The parent drop exhibits large acceleration rates due to its large drag coefficient. Bag and ring drops have nearly uniform velocities associated with the velocity of the parent drop when they are formed.

(5) Bag breakup required significant times and distances and should be treated as a rate process in some instances.

**Current Work.** In view of these findings current work is emphasizing the temporal properties of multimode breakup, which is bounded by the bag and shear breakup regimes, see Fig. 1.

3. **Turbulence Generation**

3.1 **Introduction**

Turbulence generation by drops controls the turbulence properties, and thus the mixing properties, within dense sprays (Faeth et al. 1996; Faeth et al. (1996). This behavior follows because velocities are relatively uniform, inhibiting the conventional production of turbulence, while the relative velocities of drops are large, which implies significant flow disturbances from drop wakes within dense sprays.

Drop-generated turbulence differs from grid-generated turbulence because drops are present throughout the flow, and their arrival at any point is random, yielding a truly stationary turbulent field. In contrast, grids generate turbulence at a plane of the flow yielding an unsteady flow field that subsequently decays. Thus, drop-generated turbulence is unique compared to conventional turbulence and has been studied very little in spite of its importance to practical spray processes. Motivated by these observations, turbulence generation was studied during this phase of the present investigation.

Past studies of turbulence generation have mainly considered homogeneous dilute dispersed flows (Lance and Bataille 1982; Parthasarathy and Faeth 1990; Mizukami et al.
1992). Lance and Bataille (1982) studied homogeneous air/water bubbly flows downstream of a turbulence-generating grid. Effects of turbulence generation were observed as progressive increases of turbulence levels with increasing void fractions. Unfortunately, these results are difficult to interpret due to combined effects of turbulence generation and grid-generated turbulence.

Initial work in this laboratory on turbulence generation is described by Parthasarathy and Faeth (1987, 1990) and Mizukami et al. (1992). Aside from qualitative observations of turbulence generation in bubbly jets (Parthasarathy and Faeth 1987) experimental conditions consisted of uniform fluxes of nearly monodisperse spherical glass beads falling at roughly constant speeds in stagnant (in the mean) air and water. Measurements included phase velocities and turbulence properties of the continuous phase. Turbulence properties were analyzed using a stochastic method based on Campbell’s theorem (Rice 1954) that involved synthesis of randomly-arriving particle wakes. The measurements showed that particle-generated turbulence had rather different properties from conventional turbulence. The theory helped explain this behavior as a result of the random arrival of particle wakes so that mean wake properties contribute to the apparent turbulence field. However, while the stochastic theory assisted data interpretation, quantitative predictions were not very satisfactory because particle wake properties at intermediate Reynolds numbers (typical of drops in sprays) in turbulent environments were unknown and had to be extrapolated from results at large Reynolds number turbulent wakes in nonturbulent environments. These studies were also problematic because the nearly stagnant (in the mean) continuous phases caused significant experimental uncertainties due to the resulting large turbulence intensities (up to 1000%) along with problems of buoyant disturbances.

Subsequent work sought to resolve the properties of wakes at intermediate Reynolds numbers in turbulent (roughly isotropic) environments (Wu and Faeth 1994, 1995). It was found that these wakes scaled in the same manner as self-preserving laminar wakes (Schlichting 1975) but with enhanced viscosities due to the presence of turbulence. Thus, the wakes were termed “laminar-like turbulent wakes.” Naturally, the properties of laminar-like turbulent wakes differed considerably from the wake properties assumed by Parthasarathy and Faeth (1990) and Mizukami et al. (1992). These results also suggested that turbulence generation dominated flows are likely to consist of laminar-like turbulent wakes embedded in relatively large inter-wake turbulent regions. Nevertheless, differences between the ambient turbulence properties of the wake studies and actual flows dominated by turbulence generation are a concern.

Based on this status, the specific objectives of the present study were as follows: (1) to complete new measurements of flow properties resulting from turbulence generation with reduced experimental uncertainties, (2) to use the measurements to determine the nature of the wake disturbances and the potential for wake-to-wake interactions during turbulence generation, and (3) to use the measurements to highlight differences between turbulence fields associated with turbulence generation and more conventional turbulence. The present discussion of the study is brief, see Chen et al. (1998) for more details.

3.2 Experimental Methods

Apparatus. A sketch of the test apparatus appears in Fig. 7. The arrangement consists of a vertical counterflow wind tunnel with upflowing air and freely-falling particles. The air flow system consisted of a rounded inlet, a flow straightener and a contraction with air flow supplied by a variable-speed blower at the top of the tunnel. The particle flow was provided by a variable-speed screw feeder with the particles dispersed by an array of screens and finally aligned to the vertical direction using a flow straightener.
Fig. 7  Sketch of the counterflow particle/air wind tunnel. From Chen et al. (1998).
The test section has a 305 × 305 mm crosssection with glass side walls to provide optical access.

**Instrumentation.** Particle number fluxes were measured by collecting particles in a thin-walled cylindrical container that could be traversed across the test section.

Gas and particle velocities were measured using a traversible laser velocimetry (LV) system. A single-channel dual-beam, forward-scatter, frequency-shifted LV was used, finding streamwise and crossstream velocities by rotating the optics accordingly. The air flow was seeded with oil particles for gas velocity measurements but was not seeded for particle velocity measurements. Particle velocity signals were readily determined due to their large signal amplitudes and nearly constant velocities.

**Test Conditions.** The experiments involved nearly monodisperse spherical glass particles having nominal diameters of 0.5, 1.1 and 2.2 mm. These particles yielded Reynolds numbers in the range 106-990. Turbulence intensities relative to the mean gas velocity (1.1 m/s) were less than 25%. The flows were dominated by turbulence generation with direct dissipation of turbulence due to particles less than 2%. Particle volume fractions were less than 0.003% so the flows were very dilute. The resulting relative turbulence intensities due to turbulence generation were in the range 0.2-5.0%.

### 3.3 Results and Discussion

**Apparatus Evaluation.** Sampling measurements showed that particle fluxes varied less than 10% over the central 205 × 205 mm crosssection of the flow where velocity measurements were made. Mean and fluctuating particle and gas velocities were uniform over the same crosssection for positions ± 100 mm from the normal measuring plane.

**Particle Wake Properties.** Direct temporal records of streamwise and crossstream velocities properly indicated wake disturbances that increased in frequency with increasing particle fluxes. Typical records indicating effects of particle Reynolds numbers for mid-range particle loadings are illustrated in Fig. 8 (Note that u and v records were not obtained at the same time). Relatively large negative spikes are observed on the streamwise velocity records indicating wake disturbances. Corresponding disturbances on the crossstream velocity records are absent for the 0.5 mm particles and have both negative and positive (or both) values for the larger particles. This behavior is expected based on the known properties of laminar-like turbulent wakes (Wu and Faeth 1994, 1995). In particular, mean crossstream velocities in these wakes are always small while the crossstream turbulence contribution is small for the 0.5 mm particles whose Re are below the onset of eddy shedding into the wake. In contrast, laminar-like turbulent wakes properties of the 1.1 and 2.2 mm particles have significant crossstream velocity fluctuations which explains the crossstream wake disturbances seen for these conditions. Thus, the results of Fig. 8 are strongly supportive of laminar-like turbulent wake behavior for the present test flows.

A further evaluation of particle wake properties is illustrated in Fig. 9. These results involve measurements of mean velocities in particle wakes for various particle sizes. Measurements were obtained for various maximum velocity defects which represent results for paths of the LV measuring volume at various radial distances from the wake axis. Effects of turbulence were handled by averaging several velocity records. Predictions for the same mean velocity defects, particle sizes and ambient turbulence intensities were obtained from the laminar-like turbulent wake properties reported by Wu and Faeth (1994, 1995). The agreement between measurements and predictions is excellent, supporting the
Fig. 8  Effect of particle Reynolds number on streamwise and crossstream velocity records. From Chen et al. (1998).
Fig. 9 Measured and predicted streamwise velocities in particle wakes as a function of time. From Chen et al. (1998).
presence of laminar-like turbulent wake properties for turbulence generation processes typical of sprays.

The proportions of wake and inter-wake regions were estimated based on the laminar-like turbulent wake properties combined with stochastic simulations to find realizations of particle positions. Laminar-like turbulent wakes were associated with each particle conservatively assuming that wake radii were equal to twice the characteristic wake radii and extended in the streamwise direction until the maximum mean velocity defect equaled the ambient rms turbulent fluctuations. These results indicated that wake cross-sectional areas generally were less than 30% of the available cross-sectional area and that less than 25% of the wakes experienced direct wake/wake interactions (mainly weak interactions far from both particles). Thus, the present test flows involve laminar-like turbulent wakes surrounded by relatively large inter-wake regions with occasional strong wake/wake interactions: actual dense sprays should be similar.

Probability Density Functions. More insight about the effects of wake disturbances on total turbulence properties can be obtained from PDFs of velocity fluctuations. Typical results along these lines for low and high particle loadings for 0.5 mm diameter particles are illustrated in Fig. 10. The PDF(u) are peaked with the peak shifted toward positive velocities compared to the mean velocity, which comes about due to the contribution of wake spikes according to the fundamental properties of PDFs, see Tennekes and Lumley (1972). In contrast, the PDF(v) is Gaussian, due to the absence of significant wake disturbances for this velocity component. Finally, the small effect of particle fluxes on the PDF's illustrated in Fig. 10 is expected because PDF's are generally affected by the shape rather than the frequency of the velocity signal. Similar results were observed for PDF's at other test conditions (Chen et al. 1998).

Velocity Fluctuations. Present measurements of streamwise and crossstream velocity relative turbulence intensities, i.e., rms velocity fluctuations normalized by the relative streamwise particle velocity, could be correlated in terms of the dissipation factor, D, similar to past observations of Parthasarathy and Faeth (1990) and Mizukami et al. (1992). These correlations show fair agreement among the three studies but there is significant scatter due to changes of particle sizes and even particle flux in some cases (Chen et al. 1998). Thus, these correlations are only tentative pending more information about inter-wake properties and the use of these results in a more rational conditional averaging procedure to summarize the properties of flows caused by turbulence generation.

Energy Spectra. Taylor's hypothesis was used to convert measured temporal spectra into energy spectra. As an example, the resulting streamwise energy spectra are illustrated in Fig. 11. Measurements are shown for various particle sizes and fluxes. A convenient approximation of isotropic turbulence spectra, where the -5/3 power decay in the inertial range follows a -2 power decay, is also shown on the plot.

The energy spectra correlate reasonably well when plotted in the manner of Fig. 11. The spectra actually extend beyond the range shown in the figure, to kL_u ~ 100 which is on the order of Kolmogorov frequencies. Thus, the spectra exhibit a rather large range of kL_u (roughly four decades) even though present particle Reynolds numbers are not large (less than 1000). Much of this behavior is typical of other homogeneous turbulence fields where disturbances due to grids (with relatively small grid element Reynolds numbers) yield turbulent flows having extended inertial ranges. Another feature of the present flows enhances this behavior, however, because both mean and turbulent contributions to wake disturbances affect the spectra because wake arrivals are random, which increases the range of length scales in the signal. Naturally, similar contributions are not present in grid-
Fig. 10 Streamwise and crosstream velocity PDF's at low and high particle loadings for 0.5 mm particles. From Chen et al. (1998)
Fig. 11 Energy spectra of streamwise velocity fluctuations for various particle loadings and sizes. From Chen et al. (1998).
generated turbulence because measurements of these flows are made well downstream of
the region that has significant direct wake disturbances.

The energy spectra of Fig. 11 also provide direct evidence of contributions from
mean velocities in wake disturbances. In particular, the spectra exhibit prominent \(-1\) and \(-5/3\) decay regions with increasing wave numbers where the former is caused by mean
velocity distributions in wakes and the latter is caused by turbulence contributions from
both the wakes and the inter-wake region (Chen et al. 1998).

3.4 Conclusions

The major conclusions of the turbulence generation study thus far are as follows:

1. Measurements of gas velocities indicate that particle wake properties of the present
turbulence generation processes correspond to the laminar-like turbulent wakes
observed by Wu and Faeth (1994, 1995).

2. Dispersed flows typical of dense sprays involve wake disturbances (involving
cross-sectional areas less than 30% of the whole) embedded into relatively large inter-
wake turbulence regions with relatively few (less than 25%) direct wake/wake
interactions (mainly limited to regions far from both wake-generating objects).

3. Present relative turbulence intensities agreed reasonably well with earlier observations
of Parthasarathy and Faeth (1990) and Mizukami et al. (1992) for flows in nearly still
liquids and gases (in the mean). The resulting correlations for various particle sizes
and fluxes are somewhat scattered, however, and are only tentative pending
development of more rational methods based on conditional averages for wake
disturbances and inter wake regions.

4. PDF’s and energy spectra provided direct evidence for effects of both wake
disturbances and inter-wake turbulence regions, with wake disturbances contributing
to peaked PDF’s and to \(-1\) power decay regions of energy spectra. The contributions
from both wake disturbances and inter-wake regions also are responsible for the
surprisingly large range of scales seen in flows caused by turbulence generation in
spite of small particle Reynolds numbers.

Current work seeks a more rational basis to understand turbulence generation by
studying the inter-wake region now that effects of wake disturbances are reasonably
understood. Given detailed information about the inter-wake region, the use of conditional
averages over the wake and inter-wake regions should provide a more fundamental estimate
of flow properties than the past methods of Parthasarathy and Faeth (1990) and Mizukami
et al. (1992).
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Abstract—The temporal properties of drop breakup in the shear breakup regime were studied using pulsed shadowgraphy and holography for shock wave disturbances in air at normal temperature and pressure. Test conditions included Weber numbers of 125-375, Ohnesorge numbers of 0.003-0.040, liquid gas density ratios of 670-990 and Reynolds numbers of 2000-12000. The size distributions of drops produced by breakup satisfied Simons' universal zero normal distribution function at each instant of time, with Sauter mean diameters independent of surface tension that exhibited transient and quasi-steady regimes as a function of time. The velocity distribution functions of drops produced by breakup were uniform, with mean drop velocities somewhat larger than the velocity of the parent drop and rms drop velocity fluctuations of 30-40% of the mean streamwise velocity of the gas relative to the parent drop, at each instant of time. The rate of liquid removal from the parent drop was correlated reasonably well by a clipped Gaussian function. The measurements showed that shear breakup is not a localized event; instead, it extends over streamwise distances of 0-100 initial drop diameters, which suggests that it should be treated as a rate process, rather than by jump conditions, in some instances. © 1997 Elsevier Science Ltd.

Key Words: drop breakup, drop dynamics, pulsed holography, sprays, atomization

1. INTRODUCTION

The breakup of individual drops, which is often called secondary breakup, is an important fundamental process of sprays. For example, drops formed by breakup of liquid surfaces, which is often called primary breakup, are intrinsically unstable to secondary breakup, while secondary breakup can be the rate controlling process within dense sprays in much the same way that drop vaporization can be the rate controlling process within dilute sprays (Faeth 1990, 1996; Wu et al. 1995). Motivated by these observations, the objective of the present investigation was to extend earlier studies of the regimes and outcomes of secondary breakup due to shock-wave disturbances (Hsiang and Faeth 1992, 1993, 1995), to consider the evolution of breakup as a function of time during breakup.

Earlier studies of drop breakup are discussed by Wu et al. (1995), Faeth (1990, 1996), Giffen and Muraszew (1953), Hinze (1955), Clift et al. (1979), Krzeczowski (1980) and Wierzba and Takayama (1987, 1988), among others. Shock-wave disturbances were considered during most earlier studies, providing a step change of the ambient environment of the drop, similar to conditions experienced by drops at the end of primary breakup. The main findings of this work included the conditions required for particular deformation and breakup regimes, the times required for the onset and end of breakup, the drag properties of deformed drops, and drop size and velocity distributions at the end of the breakup process (i.e. the jump conditions). An interesting feature of these results is that drop breakup extended over appreciable regions of time and space and was not properly described by jump conditions in some instances. This behavior can be illustrated in terms of the characteristic breakup time, \( t^* \), of Ranger and Nicholls (1968), defined as follows

\[
\tau^* = \frac{d^2(\rho_s/\rho)^2}{u_\infty} \quad \text{[1]}
\]
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where \( d \) is the drop diameter, \( \rho \) is density, \( u \) is streamwise drop velocity relative to the gas, the subscripts \( L \) and \( G \) denote liquid and gas properties, and the subscript \( o \) denotes conditions at the start of breakup. Liang et al. (1988) show that breakup times for a wide range of conditions are 5.3 \( \tau^* \), which is comparable to flow residence times within the dense spray region where secondary breakup is a dominant process (Faeth 1990, 1996; Wu et al. 1993). Viewed another way, the original (or parent) drop moves roughly 40 initial drop diameters, while the smallest drops formed by breakup move up to 100 initial drop diameters, during the period of breakup within the shear breakup regime (Hsiang and Faeth 1992, 1993, 1995). Such distances can represent a significant fraction of the length of the dense spray region. These observations suggest that the time-resolved features of secondary breakup eventually must be understood. Thus, the present study seeks to provide some of this information by carrying out new measurements within the shear breakup regime, where breakup proceeds by the stripping of drop liquid from the periphery of the parent drop, because this regime tends to dominate breakup in practical sprays (Hsiang and Faeth 1995). Phenomenological theories also were developed to help interpret and correlate the measurements.

The present measurements were carried out using a shock tube facility, with the drop environment approximating air at normal temperature and pressure (NTF). Properties during breakup were observed using pulsed shadowgraphy and holography. Test conditions were limited to relatively large liquid gas density ratios (\( \rho_L/\rho_G > 500 \)) in order to minimize potential complications due to the inertia of the continuous phase. The test conditions also involved limited ranges of Weber and Ohnesorge numbers, which Hinze (1955) has shown define the boundaries of the shear breakup regime at large liquid gas density ratios. The Weber number, \( We \), is a measure of the relative importance of drag and surface tension forces, and is defined as follows:

\[
We = \frac{\rho_L u^2 d}{\sigma},
\]  

where \( \sigma \) is the surface tension of the drop liquid. The Ohnesorge number, \( Oh \), is a measure of the relative importance of liquid viscous forces and surface tension forces, and is defined as follows:

\[
Oh = \frac{\mu_L (\rho_L d \sigma)^{1/2}}{\rho_L u},
\]  

where \( \mu \) is the molecular viscosity. The experiments involved relatively small initial Ohnesorge numbers (\( Oh < 0.04 \)) in order to minimize potential complications due to effects of liquid viscosity. For this range of \( Oh \), operation in the shear breakup regime requires \( We > 90 \), in order to exceed the multimode/shear breakup regime transition, and \( We < 800 \), in order not to exceed the shear/drop-piercing (or shear/inertial) breakup regime transition (Giffen and Murata 1953; Hinze 1955; Reinecke and McKay 1969; Reinecke and Waldman 1970). Drop liquids included water, ethyl alcohol and various glycerol mixtures in order to provide information about effects of drop liquid properties.

2. EXPERIMENTAL METHODS

2.1. Apparatus

The test apparatus will be described briefly because it was similar to earlier work (Hsiang and Faeth 1992, 1993, 1995). A shock tube with the driven section open to the atmosphere was used for the measurements. The driven section had a rectangular cross-section (38 mm wide and 64 mm high) and was sized to provide test times of 17–21 ms in the uniform flow region behind the incident shock wave. The test location had quartz windows to allow observations of drop breakup.

A vibrating capillary tube drop generator, similar to the arrangement described by Dabora (1967), was used to generate a stream of drops having a constant diameter. An electrostatic drop selection system, similar to Sangiovanni and Kestin (1977), was used to control the spacing between drops. This drop stream passed vertically across the shock tube at the test location. The spacing between drops was 5–7 mm while drop sizes were \( \leq 1 \) mm; therefore, drops always were present within the region observed while interactions between adjacent drops during shear breakup were negligible.
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2.2. Instrumentation

Pulsed holography and shadowgraphy were used to observe the properties of the parent drop and the drops produced by breakup as a function of time during breakup. The holography used two frequency doubled YAG lasers (Spectra Physics Model GCR-130, 532 nm wavelength, 7 ns pulse duration, up to 300 mJ per pulse) which could be fired with pulse separations as small as 100 ns. An off-axis holography arrangement was used with the optics providing a 25 mm diameter field of view at the test drop location. Reconstruction of the double-pulse holograms yielded two images of the spray so that drop velocities could be found given the time of separation between the pulses (which was measured with a digital oscilloscope). The second laser pulse was somewhat weaker than the first, which allowed directional ambiguity to be resolved because stronger pulses yielded sharper reconstructed images. This arrangement also provided shadowgraphy by blocking the reference beam.

The hologram reconstruction system was modified from Hsiang and Faeth (1992, 1993, 1995). A helium–neon laser (Spectra Physics Model 124B, cw laser, 35 mW of optical power) was used to reconstruct the image, which was observed using a CCD camera (Sony, Model XC-77) with optics to yield a magnification of 300:1 and a field of view of the image (on the monitor) of 1.2 x 1.4 mm. The optical data was obtained using a frame grabber (Data Translation DT 2851) and processed using Media Cybernetics Image-Pro Plus software. Various locations in the hologram reconstruction were observed by traversing the hologram in two directions, and the velocimetry of the image display in the third direction. Positions were selected for viewing using stepping motor driven linear traversing systems (Veilmex, Model VP9000) having 1 μm positioning accuracies. The combined velocimeter/reconstruction system allowed objects as small as 3 μm to be observed and objects as small as 5 μm to be measured with 5% accuracy.

Drop sizes and velocities were measured as described by Hsiang and Faeth (1992, 1993, 1995). Present results were found by summing over at least four realizations, and considering 50–100 liquid elements, in order to provide drop diameter and velocity correlations. These sample sizes were smaller than past studies of jump conditions in order to maintain a manageable test program while resolving drop properties as a function of time. Estimated experimental uncertainties (95% confidence) are less than 15% for drop diameters and less than 10% for streamwise mean drop velocities and rms drop velocity fluctuations; uncertainties of cross-stream mean velocities are larger due to the smaller values of these velocities, as discussed later.

2.3. Test conditions

The test conditions are summarized in Table 1. The liquid properties were obtained from Lange (1982), except for the surface tensions of the glycerol mixtures which were measured in the same manner as Wu et al. (1991). Shock wave Mach numbers in the shock tube were relatively low, less than 1.15, therefore, the physical properties of the gas in the uniform flow region behind the shock wave, where drop breakup occurred, were nearly the same as air at NTP.

The specific range of the present tests is illustrated on the drop deformation and breakup regime map appearing in figure 1. This map is extended from Hsiang and Faeth (1995) to include new transitions measured during the present investigation, as follows: the shear(drop-piercing (or catastrophic) breakup regime transition at large We, first observed by Reinecke and McKay (1969), and the more qualitative shear(long-lagiment) breakup regime transition at large Oh, to be discussed later. Aside from experiments used to define the shear(drop-piercing and shear(long-lagiment)

Table 1. Summary of the test conditions

<table>
<thead>
<tr>
<th>Liquid</th>
<th>ρL (kg/m³)</th>
<th>μL x 10⁻⁶ (kg/ms)</th>
<th>σ (mN/m)</th>
<th>dL (μm)</th>
<th>Oh x 10⁷</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>997</td>
<td>8.94</td>
<td>70.8</td>
<td>590-1000</td>
<td>3.4-9.4</td>
<td>4930-11150</td>
</tr>
<tr>
<td>Ethyl alcohol</td>
<td>650</td>
<td>18.0</td>
<td>24.0</td>
<td>730-1900</td>
<td>11.5-22.1</td>
<td>2070-5740</td>
</tr>
<tr>
<td>Glycerol 62%</td>
<td>1105</td>
<td>35.0</td>
<td>65.4</td>
<td>1000</td>
<td>12.0</td>
<td>4500-11180</td>
</tr>
<tr>
<td>Glycerol 68%</td>
<td>1162</td>
<td>101.0</td>
<td>64.8</td>
<td>1000</td>
<td>39.4</td>
<td>5420-11250</td>
</tr>
</tbody>
</table>

*Air initially at 98.8 kPa and 298 ± 2 K in the driven section of the shock tube. Shock Mach numbers in the range 1.01-1.15 with We in the range 125-375. Properties of the air were taken as normal temperature and pressure: ρL = 1.18 kg/m³, μL = 18.5 x 10⁻⁶ kg/ms.

*Percentage glycerol by mass.
breakup regime transitions, however, present measurements were confined to the cross-hatched region which is conservatively located well within the shear breakup regime at small Ohnesorge numbers. This involved $\rho_d/\rho_g$ of 670–990, We of 125–375 and Oh of 0.003–0.040. The range of initial drop Reynolds numbers, Re, was 3000–12000, where

$$Re = \frac{\rho_d u_d d}{\mu_g}.$$  

These values of Re are higher than conditions where the gas viscosity has a significant effect on drop drag properties, e.g. the drag coefficient, $C_d$, for spheres only varies in the range 0.4–0.5 for this Reynolds number range (White 1974).

3. RESULTS AND DISCUSSION

3.1. Flow visualization

Pulsed shadowgraph flow visualizations provide an overview of the temporal properties of shear breakup. Figure 2 is an illustration of a series of these shadow-graphs for a condition toward the lower Oh values considered during the present study, see figure 1. It should be noted that the onset and end of breakup (where liquid removal from the parent drop begins and ends) occur at $t/t^*$ of roughly 1.5 and 5.5, respectively (Liang et al. 1988), for reference purposes. The shock wave, and the flow velocities behind the shock wave, pass from the top to the bottom of the shadowgraphs.
The shadowgraph at \( t^* = 0 \) in Figure 2 provides a size reference and illustrates the initial spherical shape of the drop. After passage of the shock wave, the drop deforms into a flattened shape. (See \( t^* = 1 \), because the liquid is drawn toward the drop periphery where the pressure is low due to acceleration of the gas flow over the drop surface. Ligaments and drops begin to be stripped from the drop when \( t^* = 1.5 \) (which is not shown in Figure 2); even at \( t^* = 2 \), however, there is an extensive system of ligaments protruding from the periphery of the parent drop with numerous individual drops present near the downstream end of the ligaments as a result of ligament breakup. Subsequently, the diameter and length of the ligaments, the diameters of the drops produced by breakup of the ligaments, the number of individual drops, and the range of streamwise distances where drops are observed, all increase as \( t^* \) increases; in contrast, the number of ligaments and the size of the parent drop both decrease as \( t^* \) increases—compare results at \( t^* = 2, 3, 4 \) and 5. Finally, the diameter of the parent drop, and the gas velocity relative to the parent drop, become small so that drop breakup ends at \( t^* = 5.5 \) (just beyond the range of photographs in Figure 2). Subsequently, the parent drop evolves toward a spherical shape as its relative velocity continues to decrease.

Increasing Ohnesorge numbers cause the maximum lengths of the ligaments to become progressively larger. This behavior follows from evolution of shear breakup toward large Oh conditions that are dominated by drop deformation and the formation of elongated single drops that are resistant to ligament breakup. Such configurations vastly complicate problems of temporally resolving drop breakup; therefore, present experiments were confined to Oh < 0.1, which was somewhat arbitrarily defined as the onset of the long ligament regime of shear breakup. Figure 3 is an illustration of breakup behavior at the transition condition to the long ligament regime. A series of shadowgraphs at the same values of \( t^* \) as Figure 2 are shown for a glycerol (75% glycerin by mass) drop having \( d = 1000 \mu m \), We = 350 and Oh = 0.099. As before, both shock and flow velocities are directed from the top to the bottom of the shadowgraphs.

The shadowgraphs illustrated in Figure 3 are qualitatively similar to those of Figure 2. Ligament lengths and the extent of the region containing drops progressively increase, while the size of the parent drop progressively decreases as \( t^* \) increases. Tracking and identifying intermediate

**WATER, We=250, Oh=0.0044**
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Figure 2. Flash shadowgraphs of the shear breakup of a water drop as a function of time. \( d = 500 \mu m \).

We = 250 and Oh = 0.0044.
breakup points along very long ligaments seen at these conditions, even when using holography, however, is very problematical. Thus, present test conditions were limited to Oh ≤ 0.04 which yielded manageable ligament lengths in a region somewhat below the transition to the long-ligament shear breakup regime.

3.2. Drop sizes

3.2.1. Drop size distribution. The evolution of drop size distributions during shear breakup was considered first because this affects the information needed to characterize secondary breakup properties. The main issue was to determine whether drop size distributions varied appreciably from the universal root normal distribution with $MMD/SMD = 1.2$, where $MMD$ and $SMD$ are the mass median and Sauter mean diameters of the distribution, respectively, proposed by Simmons (1977), which has been found to be satisfactory for a variety of drop breakup processes (Faeth 1990, 1996; Wu et al. 1995; Hsiang and Faeth 1992, 1993, 1995). See Belz (1973) for a discussion of the properties of the root normal distribution function.

Typical results from the drop size distribution measurements are illustrated in figure 4. The number of drops available to define the drop size distribution for each breakup condition and $t/t^*$ is limited, which accounts for the significant scatter of drop size distribution properties seen in figure 4. Nevertheless, within the scatter of the data, drop sizes produced by secondary breakup are represented reasonably well by the universal root normal size distribution function with $MMD/SMD = 1.2$. This behavior is plausible because primary and secondary breakup processes, as well as drops at various positions within dense sprays, generally satisfy the universal root normal size distribution function, as mentioned earlier. With the two-parameter root normal size distribution function established for the temporal behavior of secondary drop breakup, drop size information can be summarized by the SMD alone (Hsiang and Faeth 1992).

3.2.2. Temporal evolution of the SMD. General description. Correlating expressions for the SMD as a function of time during secondary breakup in the shear breakup regime were sought using methods similar to Hsiang and Faeth (1992) and Wu et al. (1991). The present approach was motivated by the flow visualizations illustrated in figures 2 and 3. These results show that ligaments
(which subsequently break up into drops having comparable diameters) are stripped at the periphery of the parent drop from the liquid-phase vortical region (or boundary layer-like flow) that forms along the liquid surface on the upstream (windward) side of the drop during secondary breakup in the shear breakup regime. This behavior also was suggested by earlier work which showed that drop sizes after secondary breakup mainly depend on the viscosity, rather than the surface tension, of the liquid phase (Hsiang and Faeth 1992). In addition, initial measurements during the present investigation also suggested a strong effect of liquid viscosity on the drop sizes produced by secondary breakup. Finally, two basic types of behavior were observed during present experiments, as follows: (1) a regime where there was a progressive increase of ligament diameters, and a corresponding increase of the SMD of drops formed from these ligaments, as a function of time during breakup, which was mainly seen when the liquid viscosity and the time after the start of breakup were both small (this behavior is best characterized by the flow visualization of figure 2); and (2) a regime where the ligament diameters, and the SMD of drops formed from these ligaments, were relatively independent of time, which was mainly seen when the liquid viscosity and the time after the start of breakup were both large (this behavior is best characterized by the flow visualization of figure 3). Thus, liquid viscosity had an important effect on drop sizes even though all test conditions involved sufficiently small Ohnesorge numbers so that variations of liquid viscosity did not affect criteria for the onset of breakup, see figure 1. Both of these behaviors suggest that vorticity within the parent drop affects breakup: therefore, these effects will be considered similar to past study of drop size jump conditions due to Hsiang and Faeth (1992).

<table>
<thead>
<tr>
<th>LIQUID</th>
<th>Wc</th>
<th>SYMBOL(UNIT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER</td>
<td>125</td>
<td>o (2.2)</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>o (2.2)</td>
</tr>
<tr>
<td></td>
<td>375</td>
<td>△ (2.2)</td>
</tr>
<tr>
<td>ETHYL ALCOHOL</td>
<td>125</td>
<td>△ (2.3)</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>△ (2.3)</td>
</tr>
<tr>
<td></td>
<td>375</td>
<td>△ (2.3)</td>
</tr>
<tr>
<td>GLYCEROL (42%)</td>
<td>125</td>
<td>✱ (3.0)</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>✱ (3.0)</td>
</tr>
<tr>
<td></td>
<td>375</td>
<td>✱ (3.0)</td>
</tr>
<tr>
<td>GLYCEROL (63%)</td>
<td>125</td>
<td>✱ (3.2)</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>✱ (3.2)</td>
</tr>
<tr>
<td></td>
<td>375</td>
<td>✱ (3.2)</td>
</tr>
</tbody>
</table>

Figure 4. Diameter distribution of drops produced by shear breakup plotted according to the root normal distribution function.
Figure 5. Sketch of the transient shear breakup mechanism at small Ohnesorge numbers ($\Gamma \ll 1$).

The phenomenological analyses to find the temporal variation of drop sizes during secondary breakup are based on the flow configurations appearing in figures 5 and 6. Both figures are sketches of the parent drop after the deformation period, when drops are being formed from the periphery of the parent drop. It is assumed that drops are formed from the vortical region in the liquid (or liquid boundary layer) that develops on the upstream side of the drop, that this layer is laminar, and that the thickness of this layer near the drop periphery, $\delta(t)$, is proportional to the $SMD$ of

Figure 6. Sketch of the quasi-steady shear breakup mechanism at small Ohnesorge numbers ($\Gamma \ll 1$).
the drops currently being formed by shear breakup, similar to earlier considerations of jump conditions to find drop sizes after shear breakup due to Hsiao and Faeth (1992). Then, the two types of behavior noted earlier represent different states of the transient development of the vortical region, which will be denoted the transient and quasi-steady shear breakup regimes in the following. In order to fix ideas, the transition between the transient and quasi-steady shear breakup regimes will be assumed to occur at a time \( t_c \), to be quantified later.

**Transient shear breakup.** The transient breakup mechanism is illustrated in figure 5. This regime is observed at short times after the start of breakup, particularly for liquids that have a small viscosity so that the temporal rate of growth of the thickness of the boundary layer on the windward side of the drop is relatively slow. Then the thickness of the boundary layer, normalized by the initial boundary layer thickness, can be expressed as follows (Schlichting 1972)

\[
\delta(t)/d_0 = C(\nu_i/d_0)^{1/2}, \ t/t_c < 1. \tag{5}
\]

where \( \nu_i \) is the kinematic viscosity of the drop liquid and \( C \) is an empirical constant on the order of unity. Assuming \( SMD(t) \sim \delta(t) \), an equation for the temporal variation of drop sizes in the transient shear breakup regime can be obtained from (5), as follows

\[
SMD(t)/d_0 = C, C(\nu_i/d_0)^{1/2}, \ t/t_c < 1. \tag{6}
\]

where \( C \) is another empirical constant on the order of unity.

Present measurements of \( SMD(t) \) are correlated in terms of (6) for the transient shear breakup regime in figure 5. At small values of \( \nu_i/d_0 \), the measurements exhibit an excellent correlation.
according to the transient theory of [6]; the corresponding theoretical correlation, involving a
least-squares fit based on [6] while maintaining the square root dependence of \( v(L, d) \), is as follows
\[
SMD(L) = 2.0(v(L, d)^{0.5}), \quad \nu < 1.
\]
[7]
The best fit expression of [7] is also plotted in figure 7. Limiting the data used so correlate [7] to
\( v(L, d) = 0.0002 \), yields a standard deviation of the coefficient on the right hand side of [7] of 13%,
with the correlation coefficient of the fit being 0.96. If the power of \( v(L, d) \) in [7] is found from
a least-squares fit of the same data set, a value of 0.57 with a standard deviation of 0.04 is obtained,
which is not statistically different from the 1/2 power based on the phenomenological theory used
in [7]. In addition, the coefficient on the right hand side of [7] has an order of magnitude of unity
as anticipated.

The experimental results illustrated in figure 7 exhibit a transition from the transient regime for
values of \( v(L, d) > 0.0020 \), which will be taken to represent conditions in the quasi-steady shear
breakup regime in the following, as denoted on the figure. This transition completes the definition
of \( \nu \), which can be expressed as follows
\[
\nu^* = 0.002(p_0/p_L)^{0.5}u_w\omega_{u_w}.
\]
[8]
Based on approximate conservation of momentum scaling, a characteristic initial liquid phase
velocity, \( u_w \), can be defined as \( p_0 u_w^2 = p_L u_w^2 \); therefore, the factor on the right-hand side of [8] can
be recognized as a characteristic initial liquid phase Reynolds number based on this velocity, i.e.
\( \text{Re}_L = u_w\omega_{u_w} \). Then, noting that the breakup period ends when \( t^* = 3.5 \) from Liang et al. [1983],
[8] implies that transient behavior will be observed for the entire breakup process when \( \text{Re}_L > 2750 \).
For present tests, such conditions were encountered for water droplets having \( \text{We} = 250 \) and \( 375 \).
At the other extreme, present measurements for ethyl alcohol and glycerol drops were mainly in
the quasi-steady shear breakup regime.

at the end of shear breakup (or the jump conditions) for experiments dominated by large We and
low viscosity liquids (which implies behavior mainly in the transient shear breakup regime) is also
of interest. In particular, this relationship can be examined by assuming that drop sizes at the end
of breakup are dominated by the largest drop sizes produced by breakup which also are generated
at the end of breakup where \( t = t^* = 3.5 \). Then, introducing [1] for \( t^* \) into [7] yields the following
expression for SMD, the SMD for the entire secondary breakup process
\[
SMD_L = 2C_1(v(t^*))^{0.5}p_0^{0.5}u_w^{0.5}d^{0.5},
\]
[9]
where \( C_1 \) is an empirical factor to correct for the fact that drop conditions for drop sizes involve
the entire breakup process, and the contribution of the remaining parent drop, rather than just
the size of droplets produced at the end of shear breakup. Nevertheless, [9] becomes identical to the
jump conditions of Hsiang and Faeth [1992] if \( 2C_1(v(t^*))^{0.5} = 6.2 \). Recalling that \( v(t^*) = 3.5 \), implies
that \( C_1 = 1.3 \), which is a value on the order of unity as expected. Thus, present findings for the
evolution of SMD as a function of time during shear breakup are consistent with the jump
conditions found by Hsiang and Faeth [1992] for secondary breakup in the shear breakup regime.

An interesting feature of both [7] for SMD(t) and [9] for SMD, is that neither result depends
on the surface tension, and thus We, even though conditions required for the appearance of the
shear breakup regime at low Oh and large \( p_0/p_L \) are controlled by We, and thus \( \nu \). In a sense, this
behavior is analogous to the role of Reynolds numbers for turbulent mixing, where the presence
of turbulent mixing for jets, wakes, etc. depends on the Reynolds number of the flow, even though
the rate of mixing itself is essentially independent of the Reynolds number once the flow is
turbulent.

Similar to the correlation of SMD, of Hsiang and Faeth [1992], [7] can be put into a form
emphasizing the Weber number of drops produced by secondary breakup, as follows
\[
p_0 SMD(t) = 2(t^*)^{0.5} \text{We} \nu_{u_w}^{0.5}, \quad \nu < 1.
\]
[10]
where the left-hand side of [10] can be recognized as the Weber number of drops formed by
secondary breakup based on the SMD and the initial relative velocity. Then, similar to previous
considerations of the jump conditions to yield SMD, (Hsiang and Faeth 1992, 1993), [10] shows
that the Weber number based on $SMD(t)$ and $u_0$ can exceed values of $We$ needed to initiate secondary breakup by shock-wave disturbances. As discussed by Hsiang and Faeth (1993, 1995), however, subsequent tertiary breakup does not occur because these drops have had time to adjust to the disturbance and are subject to different criteria for breakup in addition to effects of reduced relative velocities compared to $u_0$. Finally, even though [10] involves surface tension, it should be recalled that the surface tension only affects requirements for the onset of secondary breakup regimes for present conditions, while drop sizes produced by secondary shear breakup are independent of surface tension, see [7–9].

Quasi-steady shear breakup. The next issue that must be addressed with respect to the temporal evolution of $SMD$ during shear breakup involves behavior in the quasi-steady shear breakup regime. There are two main possibilities for defining behavior in the quasi-steady shear breakup regime, as follows: (1) stabilization of the flow within the drop at the end of the transient period implies $\delta \sim d$, relatively independent of properties like $Re_\nu$ as illustrated in figure 6; and (2) complete development of the boundary layer near the surface of the liquid on the windward side of the drop yields $\delta$ proportional to the thickness of this boundary layer near the drop periphery, along the lines of the analysis of Hsiang and Faeth (1992). The somewhat increased scatter of the data for the quasi-steady shear breakup regime illustrated in figure 7 suggests the potential for complications due to contributions from both these limits; nevertheless, based on this information, it is reasonable to accept the approach illustrated in figure 6 for the quasi-steady shear breakup regime and adopt the approximation $SMD(t) \sim d$, to yield

$$SMD(t) \sim d = 0.09, \frac{t}{t_0} > 1.$$ \hspace{1cm} \text{(11)}$$

which is illustrated on the plot. Limiting the data used to correlate [11] to $t/t_0 > 1$, or $u_0/\nu > 0.002$, yields a standard deviation of the coefficient on the right hand side of [11] of 22%, with the correlation coefficient of the fit being 0.91. If the power of $u_0/\nu$ in [11] is found from a least-squares fit using the same data set, a value of $-0.06$ with a standard deviation of 0.10 is obtained, which is not statistically different from the power of zero based on the phenomenological description of [11].

It is also of interest to compare the approximation $\delta \sim d$ used to find [11] with estimates of the thickness of the boundary layer formed near the surface of the liquid on the windward side of the drop. For flows typical of the interior of drops this boundary layer is laminar and its thickness was estimated as the characteristic thickness of a laminar boundary layer on a flat plate having an ambient velocity of $u_0$, and a length $d_0$, which implies (Schlichting 1975)

$$\delta \approx 40 \left( \frac{\nu}{\rho u_0} \right)^{1/2} d_0^{1/2}.$$ \hspace{1cm} \text{(12)}$$

The values of $\delta/d_0$ computed from [12] for present test conditions are summarized in table 2. The tabulation indicates that for measurements involving the quasi-steady shear breakup regime (e.g., alcohol and glycerol drops), $\delta/d_0$, from [12] was generally larger than $SMD/d_0$, from [11] and much more variable than the range of $SMD/d_0$ seen in figure 7 for these liquids. In contrast, only results for water drops, which generally did not reach quasi-steady conditions, yield boundary layer thicknesses less than the estimate of [10], which is also consistent with the behavior seen in figure 7. Taken together, these results support the present phenomenological approach where the transient regime ends when the thickness of the vortical region reaches a fraction of the parent drop diameter, as a result of the confined internal flow configuration of the deformed parent drop.

Naturally, this limit does not yield formulas for the jump conditions for $SMD$ that are consistent with the earlier results of Hsiang and Faeth (1992), similar to the transient shear breakup regime.

<table>
<thead>
<tr>
<th>$u_0/\nu$</th>
<th>Water</th>
<th>Ethyl alcohol</th>
<th>Glycerol (42%)</th>
<th>Glycerol (68%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>125</td>
<td>0.079</td>
<td>0.137</td>
<td>0.154</td>
<td>0.137</td>
</tr>
<tr>
<td>250</td>
<td>0.067</td>
<td>0.115</td>
<td>0.115</td>
<td>0.200</td>
</tr>
<tr>
<td>375</td>
<td>0.060</td>
<td>0.104</td>
<td>0.110</td>
<td>0.180</td>
</tr>
</tbody>
</table>

\*Estimated from [11].
As mentioned earlier, however, this behavior is not surprising because the measurements of Hsiang and Faeth (1993) were dominated by results from the transient shear breakup regime. Another factor is that drop sizes toward the end of the transient shear breakup regime are comparable to those in the quasi-steady breakup regime, see figure 7, therefore, both sets of results tend to correlate in a similar manner.

3.3 Parent drop velocities

The temporal behavior of the velocity distributions of drops produced by shear breakup is closely associated with the temporal behavior of the velocity of the parent drop; therefore, this issue will be considered first. A correlating expression for the velocity of the parent drop with time was based on the phenomenological analysis of Hsiang and Faeth (1993). The major assumptions of this analysis are as follows: virtual mass, Bassett history and gravitational forces ignored; gas velocities assumed to be constant; mass removal from the parent drop ignored; and constant average drag coefficient assumed over the period of breakup. For present conditions, virtual mass and Bassett history forces are small due to the large values of \( \rho_0 / \rho_g \) of the flow (Faeth 1990). Similarly, gravitational forces were not a factor because drop motion was nearly horizontal and drag forces were much larger than gravitational forces. In addition, uniform gas properties were a condition of the present experiments. In contrast, the uniform parent drop size approximation was not really justified for present conditions because parent drop diameters at the end of breakup were only 12-30\% of the original drop diameters and vary considerably over the period of breakup (Hsiang and Faeth 1993). Nevertheless, accounting for these changes by adopting the original drop diameter and selecting a mean drag coefficient, \( C_D \), to best fit the measurements yielded reasonably good results in the past (Hsiang and Faeth 1993), and was continued during the present study.

The analysis to find parent drop velocities in a laboratory reference frame, \( u_p \), as a function of time under the preceding approximations is presented by Hsiang and Faeth (1993). These results can be placed in the following form

\[
(u_p - u_\infty)(u_\infty - u_0) = \frac{3}{2} C_D \rho \left( \begin{cases} \rho_l / \rho_g & \text{if} \ \rho_l / \rho_g > 1 \\ \rho_0 / \rho_g & \text{if} \ \rho_l / \rho_g < 1 \end{cases} \right) \left( \rho_0 \rho_l \right)^{1/2},
\]

where \( u_0 = 0 \) and \( u_\infty \) is the gas velocity in a laboratory reference frame. Earlier evaluation of parent drop velocities at the end of secondary breakup yielded a best fit value of \( C_D = 5 \) in [13] (Hsiang and Faeth 1993).

Measurements of parent drop velocities for various secondary breakup conditions, and times during secondary breakup, were obtained from both the present investigation and from the earlier work of Hsiang and Faeth (1993). These results are plotted according to [13] in figure 8. A best-fit correlation according to [13] also is shown on the figure. The comparison between the measurements and the correlation is seen to be quite good in spite of the approximations of the simplified analysis. This yields the same best-fit value \( C_D = 5.0 \), as the results found earlier by Hsiang and Faeth (1993), with an experimental uncertainty (95\% confidence) of the fit of 15\%.

3.4 Drop velocity distributions

Mean velocities: The velocity distributions of drops produced by shear breakup were measured as a function of time for all test conditions. It was found that the velocities of drops produced by secondary breakup, relative to the velocity of the parent drop, were related to the characteristic velocity of the liquid at each instant of time, i.e. \( u_\infty (t) \). In addition, it was found that drop velocities were relatively independent of drop size, i.e. the drop velocity distributions were nearly uniform. Thus, volume-averaged mean streamwise and cross-stream velocities for shear breakup, \( u_\infty \) and \( v_\infty \), normalized by the characteristic liquid velocity, are plotted as a function of \( t/t^* \) in figure 9. Similar to the drop diameters illustrated in figure 7, there is appreciable scatter of the drop velocities in figure 9. This behavior comes about because relatively few drops are available to find appropriate average drop velocities for a given breakup condition and time. In addition, random motions of the ligaments and the parent drop, see figures 2 and 3, yield turbulent-like velocity variations that cause corresponding variations of mean velocities. Nevertheless, it is evident that the mean volume-averaged streamwise and cross-stream velocities
Figure 8. Streamwise velocities of the parent drop as a function of time during shear breakup.

are relatively independent of time as well as drop size and can be correlated reasonably well, as follows

\( \frac{\rho_l}{\rho_f} \bar{u}_l (u_l - u_d) = 9.5 \) \[14\]

and

\( \frac{\rho_l}{\rho_f} \bar{u}_d (u_d - u_p) = 0 \) \[15\]

with a standard deviation of the constant on the right-hand side of [14] of 28%. The corresponding standard deviation of the constant on the right-hand side of [15] is 4.7; therefore, the mean value of \( \bar{v}_l \) is not statistically different from zero. A difficulty with the correlation of streamwise velocity in [14] is that the actual value of the relative velocity increase of the drops produced by shear breakup is not easily compared with the relative velocity of the parent drop due to the effect of the density ratio. Thus, correlating the streamwise velocity data directly in terms of velocities relative to the velocity of the parent drop yields

\( \bar{v}_l (u_l - u_d) = 0.37 \) \[16\]

with the standard deviation of the constant on the right-hand side of [16] of 0.08. This result suggests that there is appreciable acceleration of the drop liquid during breakup, mainly as a result of acceleration of the liquid in the vortical layer near the surface of the parent drop as well as acceleration of liquid in the ligaments prior to final breakup into drops. The relatively large variations of \( \bar{v}_l \) seen in figure 9 certainly tend to support significant effects of liquid acceleration in the ligaments. The corresponding values for \( \bar{v}_l \) yield \( \bar{v}_l (u_l - u_d) = -0.01 \) with a standard deviation of 0.15, which implies that mean radial velocities are not statistically different from zero, as before.
The behavior of drop velocities as the drops are formed as a function of time, given by [14] and [15], is in marked contrast to the drop velocity distribution as a function of drop size at the end of breakup (the jump conditions) discussed by Hsiang and Faeth (1993, 1995). For the jump conditions, drop velocities relative to the gas became progressively smaller as the drop sizes became smaller, rather than remaining constant compared to the relative velocity of the gas with respect to the parent drop, similar to the results illustrated in figure 9. This behavior comes about because the characteristic relaxation times of small drops are smaller than those of large drops (Hsiang and
Figure 10. Streamwise and cross-stream rms velocity fluctuations of drops produced by shear breakup as a function of drop size.

Feath 1993); therefore, small drops undergo a greater acceleration after they are formed than large drops, and more closely approach the gas velocity as a result.

Velocity fluctuations: Volume-averaged rms streamwise and cross-stream velocity fluctuations, $\overline{u'}$ and $\overline{v'}$, are plotted as a function of $d/MMD$, with $We$ and $t/f^*$ as parameters, in figure 10. Individual data points on this figure exhibit significant scatter, mainly because each test condition involves a limited number of test drops. Nevertheless, effects of drop size, $We$ and $t/f^*$ appear to be small over the entire data set, when volume-averaged fluctuations are normalized by the mean streamwise
velocity of the drops relative to the gas. The resulting volume-averaged rms streamwise and
cross-stream drop velocity fluctuations can be summarized, as follows

$$\bar{u}'(u_0 - u) = 0.31$$

and

$$\bar{v}'(u_0 - u) = 0.37.$$  \[18\]

where the standard deviations of the numbers on the right-hand sides of these equations are 22%.
In view of these uncertainties, the magnitudes of $u'$ and $v'$ are not statistically different. Taking
the data sets as a whole, however, the large number of total samples available to find $\bar{u}'$ and $\bar{v}'$
reduce the experimental uncertainties of these estimates (95% confidence) to less than 10%.

3.5. Drop formation rates

Drop formation rates were estimated using a simplified analysis. This involved the following
major assumptions: liquid removal rates were proportional to the thickness of the boundary layer
in the liquid on the upstream surface of the drop; liquid removal rates were proportional to the
velocity of the drops formed relative to the velocity of the parent drop, estimated from [14]; liquid
removal rates were proportional to the perimeter of the drop at its periphery; and breakup begins
and ends at $t/t^* = 1.5$ and 5.5, respectively, as determined by Liang et al. (1938). The resulting
formulation for the rate of production of dispersed liquid drops by secondary breakup, for the
transient and quasi-steady drop breakup regimes, is relatively complex. It was noted, however, that
the amount of liquid removed from the drop could be approximated by a clipped Gaussian function
which simplifies the treatment of the onset and end of secondary breakup. Thus, only the simplified
approach will be presented here because it should be useful for detailed analysis of drop breakup
processes.

Present measurements of the cumulative volume of liquid removed from the parent drop as a
function of time are plotted in figure 11. These results include all test conditions considered during
the present investigation. The best-fit correlation of these results, according to a clipped Gaussian
function, also is shown on the plot. It is evident that the clipped Gaussian function provides a good
fit of the cumulative loss of volume of the parent drop as a function of $t/t^*$. This formula also
provides a reasonably good fit of the rate of removal of drop liquid from the parent drop, except
for the singular points at the beginning and end of the period where drop mass is being removed.

The results illustrated in figure 11 can be correlated to provide the mass rate of formation of
dispersed drops due to shear breakup, $\dot{m}_s$, normalized by the initial drop mass and $t^*$, as follows

$$\dot{m}_s/(\rho_0 L_0^2) = 0.42 \exp[0.55(t/t^* - 3.5)^2], \quad 1.5 \leq t/t^* \leq 5.5.$$  \[19\]

3.6. Extent of drop-containing region

The region in the streamwise direction that contains drops will be considered in the following
in order to provide information needed to evaluate when secondary breakup should be treated as
a rate process rather than by jump conditions. This information can be summarized most
compactly by plotting the boundaries of the drop-containing region in the streamwise direction,
normalized by the initial drop diameter, as a function of $t/t^*$, based on mean relative velocities
only. These boundaries are given by the motion of the parent drop, and the motion of the smallest
drop formed at the onset of breakup. Thus, it is evident that these boundaries are fixed by the
motion of the parent drop whose velocity is given by [13]. Based on this result, recalling that $C_0$
was found to be a constant for present test conditions, it is evident that $\rho_s/\rho_0$ is the only parameter
of the problem. Thus, the sizes of the drop-containing region were found for $\rho_s/\rho_0 = 500$ and 1000,
which bound the range of conditions considered during the present investigation.

The growth of the spray-containing region in terms of distance in the streamwise direction, $x$, is plotted as a function of $t/t^*$ in figure 12. Results are shown for the two different values of $\rho_s/\rho_0$
that bound the present measurements, with the limiting values of $t/t^*$ at the onset and end of drop
breakup marked on the plot for reference purposes. The span of the drop-containing region
increases with both the liquid/gas density ratio and time. For example, the drop-containing region
at the end of breakup is in the range $x/d = 40$ to 120 for $\rho_s/\rho_0 = 1000$ but only $x/d = 38$ to 85 for
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Figure 11. Degree of mass removal from the parent drop as a function of time during shear breakup.

ρL/ρc = 500. Similarly, the mean drop-containing region increases from zero at t/t* = 1.5 to roughly x/d = 40–100 at t/t* = 3.5. As noted earlier, the span of the secondary breakup times, the distance traveled by the parent drop, and the span of streamwise distances where drops are present at the end of breakup can be significant in some instances. In such cases, the information found during the present investigation about the temporal evolution of the sizes and velocities of drops produced by secondary breakup, as well as the rate of liquid removal from the parent drop during secondary breakup, should be helpful.

4. CONCLUSIONS

The properties of drop breakup in the shear breakup regime were studied as a function of time for shock-wave disturbances in air at NTP, for the test conditions summarized in table 1. The major conclusions of the study are as follows:

(1) The maximum lengths of ligaments protruding from the periphery of the drops progressively increase with increasing Ohnesorge number causing transition to a long-ligament shear breakup regime at Oh ≈ 0.1; present results are limited to the conventional shear breakup regime at small Ohnesorge numbers (Oh < 0.1).

(2) Drops produced by shear breakup at small Ohnesorge numbers satisfy the universal root normal drop size distribution function with MMD/SMD = 1.2, of Simmons (1977), at each instant of time.

(3) The SMD of drops produced by shear breakup at small Ohnesorge numbers exhibit transient and quasi-steady regimes as a function of time, based on the development of the liquid boundary layer within the parent drop; this behavior was correlated based on a phenomenological analysis.
Figure 12. Growth of the spray-containing region during shear breakup.

which implied that drops produced by breakup had diameters comparable to the thickness of this liquid viscous region.

(4) The parent drop accelerates rapidly due to the large drag coefficient caused by its deformation; a phenomenological analysis provided an effective correlation of the resulting parent drop velocities.

(5) The mean velocities of drops produced by shear breakup at small Ohnesorge numbers were relatively independent of drop size, and were somewhat larger than the velocities of the parent drop, at each instant of time.

(6) The rms velocity fluctuations of drops produced by shear breakup at small Ohnesorge numbers were relatively independent of drop size, and were on the order of 30–40% of the mean streamwise velocity of the gas relative to the parent drop, at each instant of time.

(7) The rate of liquid removal from the parent drop could be interpreted reasonably well based on the variations of parent drop diameter and the size and velocity of drops leaving the periphery of the parent drop; these results were correlated concisely in terms of an empirical clipped Gaussian function.

(8) Shear breakup at small Ohnesorge numbers extends over streamwise distances of 0–100 initial drop diameters, and 0–5.5 characteristic drop breakup times; this behavior suggests that shear breakup should be treated as a rate process, rather than by jump conditions, in some instances.
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Abstract — The temporal properties of secondary drop breakup in the bag breakup regime were measured as a function of time for shock-wave-initiated disturbances in air at normal temperature and pressure. The test liquids included water, ethyl alcohol and various glycerol mixtures to yield liquid/gas density ratios of 633-893, Weber numbers of 13-20, Ohnesorge numbers of 0.0043-0.0427 and Reynolds numbers of 1550-2150. Single- and double-pulse shadowgraphy and holography were used to measure the structure, size and velocity of the parent drop, and the sizes and velocities of drops produced by secondary breakup. The parent drop undergoes significant deformation and lateral growth during breakup before forming a thin bag having a basal ring that is characteristic of the bag breakup regime. The basal ring contains roughly 56% of the initial drop volume (mass) and eventually yields drops having mean diameters of roughly 30% of the initial drop diameter by a Rayleigh breakup process; the size variations of drops formed from the basal ring increases with increasing Weber number due to the appearance of large “node” drops that are characteristic of the onset of the multimode breakup regime. Breakup of the bag yields nearly monodisperse drops having diameters of roughly 4% of the initial drop diameter. The velocity distributions of the drops formed from breakup of the basal ring and the bag were individually independent of drop size but varied as a function of time and differed between the two groups. Many features of these phenomena were successfully correlated using phenomenological analyses. Finally, bag breakup requires considerable time (5-6 characteristic secondary drop breakup times) and extends over considerable
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streamwise distances (50-100 initial drop diameters) by the end of breakup, which suggests that bag breakup should be treated as a rate process, rather than by jump conditions, in some instances.

*Key Words: drop breakup, drop dynamics, pulsed holography, sprays, atomization.*

1. **INTRODUCTION**

The secondary breakup of drops is important because primary breakup yields drops that are intrinsically unstable to secondary breakup, while secondary breakup often is the rate controlling process within dense sprays in much the same way that drop vaporization often is the rate controlling process within dilute sprays (Faeth 1997; Faeth et al. 1995; Wu et al. 1995). Motivated by these observations, the objective of the present investigation was to extend recent studies of the regimes and outcomes of secondary breakup caused by shock-wave disturbances due to Hsiang and Faeth (1992, 1993, 1995), and Chou et al. (1997), to consider the evolution of bag breakup as a function of time.

Several recent reviews of secondary breakup are available, see Faeth (1997), Faeth et al. (1995), Hsiang and Faeth (1992, 1993, 1995), Wu et al. (1995) and references cited therein; therefore, the following discussion of past work will be brief. Shock-wave disturbances were considered during most earlier studies, providing a step change of flow properties around the drop, similar to conditions experienced by drops at the end of primary breakup. Secondary breakup properties that have been considered include the conditions required for particular deformation and breakup regimes, the time required for the onset and end of breakup, the drag properties of deformed drops and the size and velocities of the drops produced by secondary breakup (i.e., the secondary breakup jump conditions). An interesting feature of these results is that secondary breakup extended over appreciable regions of time and space and was not properly described by jump conditions in some instances. For example, Liang et al. (1988) show that breakup times are equal to
5.5t* for a wide range of breakup conditions, where t* is the characteristic secondary breakup time for shear breakup defined by Ranger and Nicholls (1969) as follows:

\[ t* = d_0 (p_L/p_g)^{1/2} / u_o \]  

[1]

In [1], \( d_0 \) and \( u_o \) are the initial drop diameter and relative velocity, \( p \) denotes density and the subscripts L and G denote liquid and gas properties, respectively. Such times are comparable to flow residence times within the dense spray region where secondary breakup is a dominant process (Faeth 1997; Faeth et al. 1995; Wu et al. 1995). Viewed another way, the original (or parent) drop moves roughly 50 initial drop diameters, while the smallest drops formed by secondary breakup move up to 100 initial drop diameters, during the period of breakup for typical shear breakup processes (Hsiang and Faeth 1993,1995). Such distances can represent a significant fraction of the length of the dense spray region. These observations suggest that the time-resolved features of secondary breakup eventually must be understood, i.e., the size and velocity distributions of the drops, and the rate at which liquid is removed from the parent drop, must be known as a function of time during secondary breakup. Motivated by this observation, the authors and their associates are concentrating on studies of the temporal properties (dynamics) of particular secondary breakup processes.

The first phase of the study of the temporal properties of secondary breakup considered the shear breakup regime where secondary breakup proceeds by the stripping of drop liquid from the periphery of the parent drop (Chou et al. 1997). Other conditions of the shear breakup study included \( p_L/p_g > 680 \), where gas-phase processes approximate quasi-steady behavior, and small Ohnesorge numbers, \( \text{Oh} = \mu_L/(p_L d_0 \sigma)^{1/2} < 0.04 \), where \( \mu \) and \( \sigma \) denote viscosity and surface tension, respectively. It was found that the size distributions of drops produced by secondary breakup at each instant of time satisfied the universal root normal distribution function, with \( \text{MMMD/SMD} = 1.2 \), due to Simmons.
(1977), where MMD and SMD denote the mass median and Sauter mean diameters of the drop size distributions respectively. This behavior is very helpful because this two-parameter distribution function is fully defined by the SMD alone, given the MMD/SMD ratio. In contrast, the velocity distribution functions of drops produced by secondary breakup were uniform. Other measurements of shear breakup properties as a function of time included the size and velocities of the parent drop; the SMD and mean and fluctuating velocities of drops produced by secondary breakup, and the rate of liquid removal from the parent drop due to secondary breakup. All these properties were correlated and interpreted using phenomenological theories, providing the information needed to treat shear breakup as a rate process during computations of spray structure.

The present study seeks to extend information about the temporal properties of secondary breakup from the shear breakup regime to the bag breakup regime. Within the bag breakup regime, secondary breakup proceeds by deformation of the center of the drop into a thin balloon-like bag that extends in the downstream direction from a thicker ring-like structure of its base (the basal ring), with both the bag and the basal ring subsequently dividing into drops. An understanding of bag breakup is important for two reasons: (1) the bag breakup regime bounds the region where drops only deform and do not break up, which provides fundamental clues about the mechanism of the onset of secondary breakup, and (2) the complex multimode breakup regime is bounded by the bag- and shear-breakup regimes which clearly must be understood before addressing the important multimode breakup mechanism (Hsiang and Faeth 1992, 1993, 1995). Similar to the earlier study of shear breakup, the present study emphasized new measurements of the temporal properties of bag breakup and used phenomenological theories to help interpret and correlate the measurements.

The present measurements were carried out using a shock tube facility, with the environment of the test drops during breakup roughly approximating air at normal temperature and pressure (NTP). Single- and double-pulse shadowgraphy and holography
were used to find the properties of the parent drop, the size and velocity properties of drops produced by secondary breakup and the rate of liquid removal from the parent drop as a function of time during breakup. Test conditions were limited to relatively large liquid/gas density ratios \( \rho_l/\rho_g > 500 \) and relatively small Ohnesorge numbers \( \text{Oh} < 0.1 \), within the bag breakup regime where the Weber number, \( \text{We} = \rho_g d_o u_o^2/\sigma \), is in the range 13-35 (Hsiang and Faeth 1993). As a result, the present test conditions are most representative of bag breakup within sprays near atmospheric pressure. Drop liquids included water, ethyl alcohol and various glycerol mixtures, in order to provide information about effects of drop liquid properties.

The paper begins with a description of experimental methods. Results are then discussed considering the properties of the parent drop, the properties of the basal ring, the properties of drops formed from the bag itself and the overall properties of bag breakup, in turn. The following description of the study is brief, see Chou (1997) for more details and a complete tabulation of data.

2. **EXPERIMENTAL METHODS**

2.1 **Apparatus and Instrumentation**

The test apparatus and instrumentation will be described only briefly because it was similar to earlier work (Hsiang and Faeth 1992, 1993, 1995; Chou et al. 1997). The arrangement consisted of a rectangular shock tube with the driven section open to the atmosphere. The test location was windowed to allow observations of drop breakup. A vibrating capillary tube drop generator, combined with an electrostatic drop selection system, provided a stream of drops at the test location with sufficient spacing between drops accommodate bag breakup with negligible drop/drop interactions.

Single- and double-pulsed shadowgraphy and holography were used to observe the properties of the parent drop and the size and velocity distribution functions of drops produced by secondary breakup. Laser pulse times were sufficiently short (7 ns) to stop
the motion of drops on the film while using a weaker second laser pulse allowed directional ambiguity to be resolved for velocity measurements. The combined holocamera and reconstruction system allowed objects as small as 3 μm to be observed and as small as 5 μm to be measured with 5% accuracy. Results at each condition were summed over at least four realizations, considering 100-200 liquid elements, in order to obtain drop diameter and velocity correlations. Estimated experimental uncertainties (95% confidence) were less than 10% for drop diameters and less than 15% for streamwise drop velocities.

2.2 Test Conditions

The test conditions are summarized in Table 1. The liquid properties were obtained from Lange (1952), except for the surface tensions of the glycerol mixtures which were measured in the same manner as Wu et al. (1991). The ranges of the test variables were as follows: $d_0 = 0.62-0.85$ mm, $\rho_l/\rho_G = 633-893$, $Oh = 0.0043-0.0427$, $We = 13-20$ and $Re = 1550-2150$, where the Reynolds number, $Re = \rho_G d_0 u_0 / \mu_G$. The present We test range is narrow but this is consistent with the narrow We range of the bag breakup regime. The Re range of the present experiments is higher than conditions where gas viscosity has a significant effect on drop drag properties, e.g., the drag coefficient, $C_D$, for spheres only varies in the range 0.4-0.5 for this Reynolds number range (White 1973). Shock Mach numbers were relatively low, less than 1.04; therefore, the physical properties of the gas in the uniform flow region behind the shock wave were nearly the same as room air.

3. RESULTS AND DISCUSSION

3.1 Parent Drop Properties

3.1.1 Parent Drop Size
Figure 1 is a composite illustration of several aspects of the temporal evolution of bag breakup. The illustration includes: measurements of the parent drop cross-stream diameter, \( d_p \), as a function of time, \( t \), for water, ethyl alcohol and glycerol drops having \( \text{We} \) of 13-20 and \( \text{Oh} \leq 0.043 \); delineation of the time periods of various portions of the bag breakup process; and inset photographs of the appearance of the parent drop at various times during breakup. The photographs are for a water drop in air subjected to a shock wave disturbance with \( \text{We} = 20 \) and \( \text{Oh} = 0.0044 \). Note that the shock wave passes from left to right in the inset photographs. The various positions of the bag breakup process are defined as follows: the deformation period where the drop deforms from a spherical to a disk-like shape for \( t/t^* \) of 0-2; the bag growth period where the center of the disk deforms into a thin membrane-like bag with a much thicker basal ring surrounding its open (upstream) end for \( t/t^* \) of 2-3; the bag breakup period where the bag progressively breaks up from its closed downstream end toward the basal ring for \( t/t^* \) of 3-4; and the ring breakup period where a series of relatively large node drops form along the ring followed by breakup of the ring into a circular array of relatively large drops to end the breakup process for \( t/t^* \) of 4-5. Note that the bag growth and ring breakup periods include a temporal range that is dominated by these processes. The actual time periods when bag and ring breakup occurs are contained in these periods, respectively, but are much shorter. The value of \( d_p \) is taken to be the cross-stream diameter of the disk before the basal ring forms \( (0 \leq t/t^* \leq 2) \) and the outer diameter of the basal ring when it is present \( (2 \leq t/t^* \leq 5) \).

The transition between a spherical drop and a relatively thin disk aligned normal to the flow direction occurs during the deformation period \( (0 \leq t/t^* \leq 2) \) illustrated in figure 1. The deformation of the parent drop is caused by increased static pressures near the upstream and downstream stagnation points along the axis of the drop, combined with decreased static pressures near the drop periphery due to increased flow velocities in this region. This pressure distribution tends to squeeze the drop into a thin disk-like shape. A
detailed analysis of this process was not undertaken; instead, it was found that the deformation process could be expressed reasonably well according to the following empirical correlation suitable for the present range of test conditions:

\[ \frac{d_v}{d_o} = 1.0 + 0.5 \frac{t}{t^*}, \quad 0 \leq t/t^* \leq 2 \]  

Subsequent consideration of parent drop size parameters will focus on the properties of the basal ring. This interest is motivated by the fact that the size of the basal ring ultimately controls the size of the drops formed by basal ring breakup while these drops tend to dominate the size properties of drops formed by bag breakup because they are the largest drops in the size distribution. In addition, subsequent considerations will show that the basal ring, and thus the drops formed from the basal ring, comprise a major fraction of the original volume of liquid in the parent drop.

The results illustrated in figure 1 show that the rate of lateral acceleration of the basal ring diameters is largest in the period where the bag is present, with subsequent lateral acceleration progressively becoming small toward the end of the period where the bag itself breaks up. This behavior suggests that the higher pressure within the bag, caused by stagnation of the gas flow relative to the drop by the bag, is mainly responsible for the outward acceleration of the basal ring, as well as for the growth of the bag. This pressure difference progressively disappears as the breakup of the bag itself proceeds so that the basal ring simply continues to coast outward in the latter stages of the breakup process; this behavior is supported by the relatively constant outward velocity of the basal ring diameter toward the end of the entire breakup process. These ideas are developed in the following to obtain the predicted variation of \( \frac{d_v}{d_o} \) as a function of \( t/t^* \) for the period \( 2 \leq t/t^* \leq 5 \) that is illustrated in figure 1.

Analysis of basal ring growth was carried out ignoring acceleration of the parent drop, i.e., it was assumed that the relative velocity of the basal ring with respect to the gas is equal to the initial relative velocity, \( u_o \); the variation of the diameter of the basal ring tube
itself, \( d_r \), was also neglected even though later considerations will show that this diameter decreases by almost a factor of two during the time period of interest; and circumferential surface tension forces were ignored due to the relatively large diameter of the basal ring at the start of the ring acceleration process. Other assumptions will be discussed as they are introduced. Considering the radial acceleration of the basal ring tube, conservation of momentum yields:

\[
\rho_l(\pi^2d_p^2d_r^2/4)d^2(d_r/2)/dt^2 = C_r(\rho_g u_0^2/2)(\pi d_p d_r)
\]

where \( C_r \) is an empirical constant, somewhat analogous to a drag coefficient, to account for the fact that the pressure difference across the basal ring is only a fraction of the ideal stagnation pressure increase due to effects of gas motion across the basal ring and the motion of the gas in the bag, particularly as breakup of the bag itself proceeds. In [3] it is also assumed that the aspect ratio of the ring, \( d_r/d_o \) is relatively large when approximating the ring volume and cross-sectional area. Adopting \( d_r/d_o \) and \( t/t^* \) as normalized dependent and independent variables, [3] becomes:

\[
d^2(d_r/d_o)/d(t/t^*)^2 = (4C_r/\pi)(d_r/d_o), \quad 2 \leq t/t^* \leq 4
\]

where the time interval of concern is the period when the bag (or at least a portion of it) is present and where the right-hand-side of this equation is taken to be a constant under the assumptions of the present approximate analysis. The initial conditions for [4] were chosen to match the value of \( d_r/d_o \) at \( t/t^* = 2 \) from [2] while adjusting the initial outward velocity of the basal ring to best fit the present measurements, as follows:

\[
t/t^* = 2: d_r/d_o = 2.0, \quad d(d_r/d_o)/d(t/t^*) = 0.8
\]

Finally, integrating [4] subject to the initial conditions of [5] and adjusting the value of the constant on the right-hand side of [4] to best fit the present measurements, yields:

\[
d_r/d_o = 0.25(t/t^*)^2 - 0.18(t/t^*) + 1.43, \quad 2 \leq t/t^* \leq 4
\]
which is the form that is plotted in figure 1. The result implies \( C_r = 0.04 \) in [3], which is reasonable in view of the residual motions of the gas within the bag (particularly toward the end of bag breakup) and the fact that the relative velocity of the parent drop with respect to the gas is only roughly 70-90% of the initial relative velocity during the period of bag growth and breakup.

Proceeding to the basal ring breakup period, it is assumed that the basal ring, and the drops that are formed by breakup of the basal ring, simply coast outward with a constant radial velocity once the bag, and thus the mechanism for a pressure difference across the basal ring, has disappeared. This behavior agrees with the observed variation of \( d_r \) in this time period, and involves neglecting the relatively small drag forces on drop liquid elements in the radial direction. Finally, the value of \( d_r/d_0 \) at \( t/t^* = 4 \) is matched to the results of [6] and the outward coasting velocity in the ring breakup period is re-optimized to best fit the measurements. The final variation of \( d_r/d_0 \) in the ring breakup period then becomes:

\[
\frac{d_r}{d_0} = 1.79(t/t^*) - 2.51, \quad 4 \leq t/t^* \leq 6
\]  

which is the form that is plotted in figure 1.

Taken together, [2], [6] and [7] provide a reasonable correlation of the measured variations of \( d_r/d_0 \) as a function of \( t/t^* \) in figure 1. These results suggest that the flow resistance caused by the bag, and the remaining portions of the bag during its breakup period, are mainly responsible for the cross-stream spread of drops formed by breakup of the parent drop, including the large drops resulting from breakup of the basal ring. Stabilization of this motion by surface tension within the deformation period can be important; after all, this mechanism is responsible for controlling drop deformation and for preventing drop breakup in the deformation regime at \( We \) smaller than the bag breakup regime. Nevertheless, effects of surface tension on the radial dispersion of liquid during bag breakup appear to be relatively small.
3.1.2 Parent Drop Velocities

The velocity of the parent drop, $u_p$, is plotted as a function of normalized time in figure 2. The various breakup periods — deformation, bag growth and basal ring growth (the last combining the bag breakup and ring breakup periods of figure 1) — are marked on the plot for reference purposes. The parent drop exhibits considerable acceleration during the breakup period, similar to past observations of the motion of parent drops for shear breakup (Hsiang and Faeth 1992, 1993, 1995). In fact, the absolute, $u_p$, and relative, $(u_o - u_p)$, velocities of the parent drop are comparable at the end of the ring growth period, which implies a reduction of the relative velocity of the parent drop of roughly 50% during the time of breakup, which is quite substantial. This behavior comes about due to growth of the cross-stream dimensions of the deformed parent drop, as a result of deformation and bag formation, as well as due to increased drag coefficients of the deformed parent drop, both of which significantly increase the drag forces on the parent drop compared to the original spherical drop.

3.1.3 Drag Coefficients

In order to provide a common basis for comparing the drag coefficients of the parent drops during the various breakup periods, they were based on the current (local) cross-sectional area of the drop normal to the flow and relative velocity of the deformed parent drop with respect to the ambient gas. The position of the parent drop was taken to be either the centroid of the deforming drop ($0 \leq t/t^* \leq 2$) or the axis of the basal ring ($2 \leq t/t^* \leq 5$). The temporal variation of the temporal drag coefficients are plotted in figure 3. The drag coefficients of spheres $C_D = 0.4$, and thin disks, $C_D = 1.2$, at similar Reynolds numbers are also shown on the plot for reference purposes. In the deformation period ($0 \leq t/t^* \leq 2$), the drag coefficient increases rapidly as the degree of deformation increases,
reaching a maximum value when the bag begins to form. This maximum value approximates the drag coefficient of a thin disk, which is reasonable in view of the shape of the parent drop at this condition. In the bag growth period \(2 \leq t^* \leq 3\), the continuous increase of the cross-stream diameter of the parent drop, along with bag growth (which reduces the transfer of drag forces to the basal ring) causes parent drop drag coefficients to become smaller. The reduced drag of the ring growth and breakup periods \(3 \leq t^* \leq 5\) is then representative of the lost flow resistance of the parent drop once the bag is no longer present.

### 3.2 Basal Ring Properties

#### 3.2.1 Basal Ring Volume

Drop sizes formed from the bag and the basal ring of the bag are substantially different; therefore, it is important to know the relative volumes of the bag and its basal ring in order to estimate drop sizes produced by the bag breakup. Thus, measurements were undertaken to establish the distribution of the parent drop liquid between the bag and the basal ring over the complete range of the present data. These measurements were made by characterizing the ring at the end of bag breakup, including the volume of the nodal drops as well as the cylindrical sections of the ring in the region between the nodal drops. The ratio of the liquid volume in the basal ring, \(V_r\), to the initial volume of the parent drop, \(V_o\), is summarized in Table 2 (other parameters in this table include the Ohnesorge number based on the tube diameter of the ring \(\text{Oh}_r = \frac{\mu L}{(\rho_f \sigma d_t)^{1/2}}\), and the diameter of drops formed from the ring, \(d_{rd}\), limited to the properties of the ring between node drops). For present test conditions, each value of Oh corresponds to a particular drop liquid; nevertheless, it can be seen that \(V_r/V_o\) is essentially independent of Oh over the present test range, yielding the correlation:

\[
V_r/V_o = 0.56 \quad [8]
\]
with a standard deviation of 0.04. Lane (1951) carried out early measurements of bag breakup and mentions a determination of $V_f/V_e = 0.75$; nevertheless, this earlier value is only mentioned in passing with no information provided about its accuracy and method of determination so that its reliability is uncertain.

3.2.2 *Tube Axis Diameter*

Given that the volume of the ring as a fixed fraction of the initial drop volume, it should be possible to determine the diameter of the tube axis of the ring as a function of the ring diameter. In particular, if the presence of node drops along the basal ring is ignored:

$$V_f/V_e = (\pi^2 d_p d_f^2/4)/(\pi d_o^3/6)$$  \[9\]

which implies:

$$d_f/d_o = (2V_f/(3\pi V_e))^{1/2}/(d_p/d_o)^{1/2} = 0.35/(d_p/d_o)^{1/2}$$  \[10\]

where $d_p/d_o$ is known as a function of time either from figure 1 or from [6] and [7].

Present measurements of $d_f/d_o$ are plotted as a function of $t/t^*$ in figure 4. The predictions of $d_f/d_o$ from [10] using [6] and [7] to find $d_p/d_o$, are also shown on the plot. There is significant scatter of the measurements due to problems of observing the basal ring, particularly when the bag is present, and effects of the presence of node drops. Nevertheless, the measurements are in reasonably good agreement with [10], supporting a relatively slow reduction of $d_f/d_o$ with increasing time due to the increased diameter of the tube axis of the basal ring itself.

3.2.3 *Basal Ring Drop Diameters*

Two types of drops are formed from the basal ring: node drops and drops from the cylindrical portions of the ring between the nodes that are somewhat smaller than the node drops. The drops formed from the cylindrical portion of the basal ring are not subject to
strong strain and appear to result from classical Rayleigh breakup of a nearly constant-diameter liquid column. In addition, the Ohnesorge numbers of the rings observed during the present investigation were relatively small (Oh ≤ 0.13 based on values given in Table 2) so that effects of liquid viscosity should be small as well. Under these circumstances, the ratio of the diameter of the drops formed by ring breakup, and the ring diameter, should be a constant, as follows (Dombrowski and Hooper 1962):

\[ \frac{d_\text{e}}{d_\text{r}} = 1.88, \text{ predicted.} \]  

[11]

The Rayleigh breakup condition of [11] was evaluated using the present measurements. In doing this, the complication of the node drops was ignored (they will be considered later) and only drops formed from the intervening constant-diameter portions of the ring were considered. In addition, \( d_\text{r} \) was determined for this expression at the time of ring drop breakup, i.e., \( t/t^* = 5 \) where \( d/d_\text{e} = 0.13 \) from figure 4 with a 16% uncertainty.

The values of \( d_\text{e}/d_\text{r} \) measured during the present investigation are summarized as a function of Oh in Table 2. As before, the present experiments involved a nearly constant Oh (and Oh\(_\text{c}\)) for each liquid because the variation of We is small in the bag breakup regime. The measurements do not suggest a significant effect of Oh over the present test range and yield

\[ \frac{d_\text{e}}{d_\text{r}} = 2.2, \text{ measured} \]  

[12]

Clearly, [12] is in reasonably good agreement with the Rayleigh breakup prediction at small Oh given by [11], supporting Rayleigh breakup as the mechanism producing drops from the ring-like portions of the basal ring. Finally, given \( d/d_\text{e} = 0.13 \), as just discussed, implies:

\[ \frac{d_\text{e}}{d_\text{e}} = 0.29. \]  

[13]

The effect of the node drops on the mean size of drops produced by the ring will be considered next. In general, there were 4-6 node drops, having diameters of \((1.3-1.6)d_\text{e}\).
Thus, if this contribution is added to that of the drops from the tubular portions of the ring, the final average size of drops formed from the basal ring, \( d_{rd} \), can be correlated as follows:

\[
d_{rd}/d_o = 0.30
\]  

[14]

with the uncertainty of this constant being less than 20%. Finally, the total number of drops produced by the basal ring, \( N_{rd} \), can be found from the mean size of the basal ring drops given by [14] and the volume of the basal ring given by [8], as follows:

\[
N_{rd} = 22.1
\]

3.2.4 Basal Ring Breakup Time

As discussed by McCarthy and Molloy (1974), the Rayleigh breakup times, \( t_\infty \), of liquid columns have been shown to be

\[
t_\infty = C(\rho_l d/\sigma)^{1/2}(1+3O_h)_d
\]  

[16]

where \( d \) is the column diameter, \( O_h \) is the Ohnesorge number based on this dimension, and \( C \) is a stability constant that must be determined. Smith and Moss (1996) found \( C \) to be 13 for different liquids and column diameters. Associating the time required for the Rayleigh breakup with the time required for the basal ring to breakup, by replacing the column diameter with the tube axis diameter in [16], yields:

\[
t_\infty = CC_n(\rho_l d/\sigma)^{1/2}(1+3O_h)_d
\]  

[17]

where \( C_n \) is an unknown constant of proportionality expected to be on the order of unity. For the conditions of the present study, \( O_h \) is small so that the effect of liquid viscosity represented by the Oh term can be neglected. Then, normalizing [17] by \( t^* \) yields:

\[
t_\infty/t^* = 13C_n We^{1/2}(d/d_o)^{1/2}
\]  

[18]
For bag breakup, $\text{We} = 13-25$, while $d/d_c = 0.17-0.19$ in the region where the basal ring is present (i.e., $2 \leq t/t^* \leq 5$) as seen in figure 4. Substituting averages of these parameters into [18] then yields:

$$t_r/t^* = 3.88C_n$$  \hspace{1cm} [19]

Finally, it is assumed that the Rayleigh breakup process of the basal ring begins when the ring has just formed ($t/t^* = 2$) and ends upon ring breakup ($t/t^* = 5$), based on the results illustrated in figure 1. This implies that the time required from initial basal ring formation to basal ring breakup is $t_r = 3t^*$, so that $C_r = 0.77$. Since $C_r$ is on the order of unity, as expected, this finding provides good support for the idea that basal ring breakup involves a relatively passive Rayleigh breakup process. Thus, given that the time required to reach maximum deformation, where basal ring formation is completed, is $2t^*$, the Rayleigh breakup time of the basal ring of roughly $3t^*$ fixes the entire bag breakup time to be roughly $5t^*$. This breakup time is nearly the same as for shear breakup (Liang et al. 1988) but the previous reasoning suggests that this agreement is fortuitous due to the very different breakup phenomena that comprise the bag and shear breakup processes.

3.2.5 Ring Drop Velocity Distributions

Ring drop velocity distributions were essentially independent of drop size, except for a slight tendency for node drops to move slower than the smaller ring drops formed from portions of the basal ring between the node drops. This effect is evident from the downstream deflection of the basal ring in the region between nodes seen in the inset figure at $t/t^* = 4$ in figure 1. This variation, however, is less than present experimental uncertainties for velocity measurements so that initial ring drop velocities can be computed from the results illustrated in figure 2 with little error.

3.3 Bag Properties

3.3.1 Bag Drop Diameters
The properties of drops formed by breakup of the bag, along with a few determinations of bag thickness, h, by measurements from holograms, are summarized in Table 3. It should be noted that the values of h given in Table 3 are not very reliable because they approach present limits of spatial resolution and involve additional problems of estimating film thicknesses from the region where the bag breaks up into drops (in particular, later considerations will show that unbalanced surface tension forces in the region where bag drops are forming are important so that these effects probably locally increase bag thicknesses as well). In view of these problems, it is estimated that the values of h in Table 3 might be too large by as much as a factor of two, although the corresponding drop diameter measurements for drops found from bag breakup are felt to be reliable within the uncertainties stated earlier. Entries provided in Table 3 include d_o, the time when drop sizes were measured (except for one condition at t/t* = 3, these results were averaged over the entire breakup period of t/t* = 3-4), the number-averaged bag drop diameter, d_{bdar}, and the Sauter mean diameter SMD_{bd}, of drops formed from the breakup of the bag, several normalizations of these properties and the Ohnesorge number based on the dimension d_{bdar}.

Comparing mean drop diameters at the start of bag breakup and averaged over the entire bag breakup period for glycerol (42%) indicates an increase of the drop sizes as the basal ring of the bag is approached. This is not unexpected as some stretch of the bag membrane, and a corresponding reduction of the size of drops formed by breakup of the membrane, is expected as the farthest downstream location is approached. Nevertheless, the variation of drop diameters is not large, with drops formed initially from the bag being only 15% smaller than the mean size of drops formed from the bag.

A second issue of interest about drops formed by breakup of the bag itself is the variation of mean drop sizes with Oh. The results of Table 3 show that both d_{bdar}/d_o and SMD_{bd}/d_o increase as Oh increases over the test range. Characterizing this behavior by the
Ohnesorge number based on the average size of drops formed from the bag, it is seen that $d_{bds}/d_o$ increases from 3.5% to 4.9% as $Oh_{bds}$ increases from 0.023 to 0.193. This behavior suggests an effect of liquid viscosity on bag properties, and thus on the properties of drops formed from the bag; such behavior is not surprising in view of past observations (Hsiang and Faeth 1992, 1993, 1995) of strong effects of liquid viscosity on the drop sizes formed by secondary breakup.

Mean drop sizes resulting from breakup of the bag vary somewhat with initial Oh as just noted, but yield an average value of $d_{bds}/d_o$ of 4.2%, over the present test range. Thus, bag drops generally are relatively small and do not have as strong an effect on spray transport properties as the drops produced by breakup of the basal ring. For example, based on the diameter-squared behavior that tends to dominate drop properties in sprays (Faeth 1997), the lifetime of drops formed from the basal ring would be nearly 60 times longer than the lifetime of drops formed from the bag. Another issue concerning mean drop sizes is that $SMD_{bd}$ and $d_{bds}$ are nearly the same, e.g., the average value of the ratio $SMD_{bd}/d_{bds} = 0.89$. This behavior implies a nearly monodisperse size distribution for these drops, a property that will be considered in more detail next. To summarize, the correlation of bag drop sizes becomes:

$$d_{bds}/d_o = 0.042$$  \[20\]

The size distribution function of drops formed by breakup of the bag is illustrated in figure 5. These results are plotted according to the root normal distribution function that has proven to be successful for a variety of drop and spray breakup processes (Faeth 1997). Results for various values of MMD/SMD for the bag drops are shown on the plot for comparison with the measurements. In the past, this distribution function with $MMD/SMD = 1.20$ has been successful for correlating drop size distributions in sprays. The bag drops themselves, however, while correlating reasonably well according to the root normal distribution function, do so only with a much smaller value of $MMD/SMD = 1.04$. As discussed earlier, however, this result is not unexpected due to the nearly monodisperse
size distribution of drops formed from the bag because the bag membrane itself appears to have a relatively uniform thickness. The behavior of the drop size distribution function changes when drops formed from both the bag and the ring are considered, however, as discussed later in connection with overall breakup properties.

3.3.2 Bag Breakup Time

The time required for breakup of bag, \( t_b \), is also an important parameter that must be known. This issue will be considered in the following, assuming a constant bag thickness during bag growth period with an average bag velocity, \( u_b \), as shown in Table 4, by relating the bag breakup time to the breakup time of a thin film.

From Dombrowski and Hooper (1962), the time required from breakup of a thin film, \( t_b \), can be correlated as follows:

\[
t_b/t^* = 3.73 \text{We}^{1/2} (u_0/u_L)^2(h/d_o)^{1/2}
\]  

where \( u_L \) is the liquid film velocity. For the bag growth period, the liquid film velocity can be approximated by \( u_b \) to yield the time required for breakup of bag as follows:

\[
t_b/t^* = 3.73 C_{bi} \text{We}^{1/2} (u_0/u_b)^2(h/d_o)^{1/2}
\]  

where \( C_{bi} \) is a constant of proportionality expected to be on the order of unity. Applying [22], using a constant value of \( h/d_o = 1\% \), yields the bag breakup times summarized in Table 4. From figure 1, the time required for breakup of the bag is typically \( t_b/t^* = 1.0 \), thus, averaging the results in Table 4 implies that the \( C_{bi} = 0.91 \) which is on the order of unity, as expected. This finding strongly supports the idea that breakup of the bag itself involves a simple thin film breakup of the membrane-like bag, and that the bag inflation time is controlled by the breakup time of the first part of the bag that is formed, i.e., the tip of the bag.

3.3.3 Bag Drop Velocity Distribution
Initial velocities of bag drops exhibit negligible variation with size over the narrow range of sizes of these drops. In addition, even though portions of the bag move at somewhat different velocities than the parent drop (which is taken to be the basal ring for $2 \leq t^* \leq 5$ when parent drop velocities are found) these velocity variations are small compared to the parent drop velocity. Thus, within present experimental uncertainties, initial bag drop velocities can be estimated as the parent drop velocity at the time they are formed from figure 2. Present observations indicate that the time of breakup of the bag extends over the range $t^* = 3.2 - 3.5$, thus, in view of the relatively slow variation of parent drop velocities seen in Fig. 2, initial bag drop velocities are essentially monodisperse within present experimental uncertainties.

3.4 Overall Breakup Properties

3.4.1 Drop Size Distributions

Past work yielded different observations about overall drop size distributions resulting from bag breakup, for example, Hsiang and Faeth (1992, 1993, 1995) find that drop size distribution functions represented reasonably well by the universal root normal size distribution function while Gel'fand et al. (1974) report a bimodal drop size distribution function with one nearly monodisperse group associated with drops formed from the ring and a second nearly monodisperse group associated with drops formed from the bag. The overall drop size distribution function properties were studied during the present investigation in order to help resolve these differences. As a practical matter it was found that in spite of the nearly monodisperse drops formed from the bag no bimodal behavior for the drop size distribution function was evident. Thus, present results concerning the drop size distribution function were correlated in terms of the universal root normal distribution function of Simmons (1977). It will be shown later, however, that this behavior probably is due to undersampling the small drops formed from the bag, tending to support the findings of Gel'fand et al. (1974) at least to the extent that an overall drop size distribution is useful for treating bag breakup processes.
The drop size distribution results for the present measurements of bag breakup properties are plotted in terms of the universal root normal distribution function in figure 6. These results emphasize behavior over the entire test range rather more statistically significant results at a fewer number of conditions. Thus, the measurements illustrated in figure 6 are scattered due to inadequate statistics. In particular, bag breakup of individual drops yields a relatively small number of large drops that dominate the size distribution function because they represent a large fraction of the drop volume produced by breakup. In addition, the small drops formed from breakup of the bag itself tend to be undersampled because they are small and poorly resolved and also are rapidly swept downstream due to their rapid acceleration to gas velocities. The results shown in figure 6 however, are reasonably represented by the root normal distribution function, with MMD/SMD = 1.2, which is similar to earlier findings for other spray breakup processes (Faeth 1997).

A second issue of interest about the drop size distribution is the SMD after bag breakup. The SMD is mainly dominated by the largest drop sizes in the distribution; thus, by neglecting the small drops from bag, the present measurements of SMD/d₀ after bag breakup are summarized in Table 5, along with the average ring drop size from [14] and the average bag drop size from Table 3. Clearly, the SMD after bag breakup is dominated by the node drop size (the largest drop size of ring drops) and is essentially independent of Oh over the present range to yield:

\[ \text{SMD}_{\text{total}}/d_0 = 0.36 \]  

[23]

with a standard deviation of 0.05 for [23].

The present correlation of the SMD for the entire bag breakup process from [23] differs from the earlier findings of Hsiang and Faeth (1992). The correlating expression for the SMD for bag breakup from Hsiang and Faeth (1992) was found as an empirical extension of the boundary layer stripping analysis developed for the shear breakup regime to yield the following expression:
\[ \rho_G \text{SMD}u_0^2/\sigma = 6.2(\rho_L/\rho_G)^{1/4}(\nu_L/d_o u_o)^{1/2} \text{We} \]  

[24]

The SMD after bag breakup for the present measurements is plotted in figure 7 as suggested by [24], along with the data of Hsiang and Faeth (1992) for the bag breakup region. Both sets of measurements roughly agree with each other, however, the results of the present study, characterized by the results of [23], yield a constant value of SMD/d_o for the bag region instead of the correlation of [24]. This implies that the SMD after bag breakup only fortuitously agreed with the boundary layer analogy, over the narrow range of We of the bag breakup regime. Thus, a more rational approach would be to treat bag breakup as dominated by Rayleigh breakup of the basal ring, including the complications due to the presence of node drops to yield [23].

The small drops (which mainly are formed from the bag) can have a large effect on the SMD, however, even though they are often ignored, because there are a large number of small drops due to the reasonably large mass fraction and small size of drops formed from the bag. In the same way that the number of drops formed from ring was estimated in [15], the number of drops formed from the bag can be estimated as follows:

\[ \pi/6 d_o^3 \text{(mass fraction of bag drops)} = N_b \pi/6 d_{bd}^3 \]  

[25]

Using the mass fraction of the basal ring from [8] and the average bag drop size given by [20], the number of drops formed from the bag can be computed from [25] to yield \( N_b = 5940 \) bag drops per initial drop. Summarizing the results from [8] and [25], and estimating the number of node drops as 6 per initial drop, then the number distribution involves fixed fractions for the bag, node and ring drops as follows: \( f_b = 0.996 \), \( f_n = 0.001 \) and \( f_r = 0.003 \). It is obvious, that the small drops dominate the number of drops in the distribution.

Given this information, the overall SMD including the small drops can be estimated from the fundamental definition of the SMD as follows:

\[ \text{SMD}/d_o = \frac{f_b (d_{bd}/d_o)^3 + f_r (d_{rd}/d_o)^3 + f_n (d_{nd}/d_o)^3}{f_b (d_{bd}/d_o)^2 + f_r (d_{rd}/d_o)^2 + f_n (d_{nd}/d_o)^2} \]  

[26]
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Substituting the values of $f_b$, $f_l$, and $f_a$, and the ratios $d_{bd}/d_p$, $d_{bd}/d_o$, $d_{bd}/d_o$, found earlier, yields SMD/$d_o = 0.11$, which is much smaller than the result given by [23] where the bag drops have been ignored. This implies that the small drops do affect the SMD substantially when the overall SMD is sought. This behavior suggests that such gross averages for the entire bag breakup process are not very helpful, although the drops formed from the bag are still important in spite of their small size because they amount to 44% of the initial mass of the drop. Taken together, a more effective approach is to use [23] to estimate the size of the ring drops, and [20] to estimate the size of the bag drops, while treating these drops as separate populations.

3.4.2 Drop Breakup Rate

In order to find drop breakup rates, the fact that the entire bag breakup process involves two separate periods of liquid removal from the parent drop must be considered: one period associated with breakup of the bag itself, and the other period associated with breakup of the basal ring. The first period involves 44% of the original drop mass from [8], with this process approximated by a constant rate of liquid removal over the time period, $t/t^* = 3.2-3.5$, when the bag itself was observed to break up based on present measurements. The second period involves 56% of the original drop mass from [8], with this process assumed to occur by the nearly simultaneous formation of drops from the basal ring at $t/t^* = 5.0$, when the basal ring was observed to break up based on present measurements.

Present measurements of the cumulative volume percentage of liquid removed from the parent drop, based on the assumptions just discussed, are plotted in figure 8. Thus, unlike shear breakup, bag breakup involves two relatively short breakup periods, separated by periods of development of Rayleigh breakup processes. An interesting feature of the results illustrated in figures 1 and 8 is that the bag forms for a time period 1.0 $t^*$ with bag formation ending due to Rayleigh breakup of the tip of the bag. Thus, if the entire process of breakup of the bag proceeded by passive Rayleigh breakup, a total breakup period of the
bag 1.0 t\* might be expected as well. Instead, the bag actually breaks up in a much shorter time, 0.3 t\*. This suggests that once breakup of the bag starts, the unbalanced surface tension forces on the broken bag enhance its motion toward the basal ring so that its time of breakup (or disappearance) is reduced. This behavior also helps to explain the tendency for bag drop sizes to be larger than suggested by estimates of bag thickness, and to increase as the basal ring is approached due to a corresponding increase of the membrane thickness. Finally, the liquid removal properties of bag breakup highlights why separate treatment of drops formed from the bag and from the basal ring is preferable to attempting to treat all the drops as a single population.

3.4.3 Temporal and Spatial Breakup Region

The spatial and temporal properties of bag breakup based on the velocity results of figure 2 are illustrated in figure 9. These findings involve the streamwise positions of the drops and the tip of bag, denoted by x, as functions of the time after the start of breakup. The positions of the parent drop (which is slowest drop to relax toward gas velocities), the tip of the bag (when it is present in the period 2<t/t\*<3) and the most remote drop (which is the first drop formed from breakup of the tip of the bag and which responds relatively rapidly to the gas motion due to its relatively small size) are illustrated in the figure. The most remote drop separates from the parent drop at roughly t/t\* = 3 (actually t/t\* = 3.2) when the bag begins to break up, and begins its streamwise travel from the tip of the bag. The breakup process itself typically is ended when breakup of the ring is completed, which occurs roughly at t/t\* = 5 for present test conditions. In the coordinate system of figure 9, there is a small effect of ρL/ρg on drop motion; therefore, results at the limits of the present test range, ρL/ρg = 630 and 890, have been illustrated on the plot.

The results illustrated in figure 9 indicate that the temporal and spatial ranges of bag breakup are comparable to the findings for shear breakup observed by Chou et al. (1997). In particular, the breakup period requires t/t\* in the range 0-5; in this period, the most
remote drop moves a streamwise distance of roughly 60 initial drop diameters and the parent drop moves a streamwise distance of roughly 50 initial drop diameters. Finally, the results plotted in figure 1 (based on the value of $d_p/d_o$ at the time of breakup of the basal ring) imply that the largest drops formed by breakup of the ring spread laterally to a diameter of roughly 7 initial drop diameters. These times and distances are comparable to characteristic times and distances associated with the dense region of pressure-atomized sprays (Faeth, 1997); therefore, both bag and shear breakup should be treated as rate processes rather than by jump conditions, in many instances.

4. **CONCLUSIONS**

The objective of the present study was to experimentally investigate the temporal properties of bag breakup for shock-wave initiated disturbances in air at normal temperature and pressure. The test liquids included water, ethyl alcohol and various glycerol mixtures to yield liquid/gas density ratios of 633-893, Weber numbers of 13-20, Ohnesorge numbers of 0.0043-0.0427 and Reynolds numbers of 1550-2150. The major conclusions of the study are as follows:

1. The basal ring formed from the parent drop contains roughly 56% of the initial drop volume (mass) and eventually yields drops having mean diameters of roughly 30% of the initial drop diameter due to a Rayleigh-like breakup process of the basal ring that occurs relatively abruptly near $t/t^* = 5$.

2. The bag formed from the parent drop contains roughly 44% of the initial drop volume (mass) and eventually yields nearly monodisperse drops having mean diameters of roughly 4% of the initial drop diameter due to a breakup process of the membrane-like bag. This breakup process propagates progressively from the tip to the basal ring end of the bag over the period $t/t^* = 3.2 - 3.5$ and yields a nearly
monodisperse drop size distribution; this behavior suggests a relatively uniform bag thickness of roughly 2-3% of the initial drop diameter.

3. The distinct properties of the drops formed from the bag and from the basal ring suggest that they should be treated as separate drop populations rather than merged as in past determinations of bag breakup jump conditions, e.g., the approach developed by Hsiang and Faeth (1992). Thus, the two drop populations should be represented by separate size distribution functions with the bag drops assumed to be formed at a uniform rate over the period \( t/t^* = 3.2 - 3.5 \) and the basal ring drops assumed to be formed abruptly at \( t/t^* = 5.0 \), with initial drop velocities at these conditions relatively independent of drop size and approximated by corresponding parent drop velocities at the time of drop formation.

4. The parent drop experiences large acceleration rates due to the development of both large cross-sectional areas and large drag coefficients caused by drop deformation and bag formation. Phenomenological analyses provided reasonably good correlations of parent drop velocities similar to earlier considerations of jump conditions for drop velocities due to Hsiang and Faeth (1992, 1993, 1995).

5. Bag breakup causes significant temporal and spatial dispersion of drops during the breakup period, as follows: the breakup process requires a total time of \( t/t^* = 5 \); the cross-stream dispersion, based on the diameter of the ring axis when ring breakup is completed, amounts to roughly 7 initial drop diameters; and the streamwise dispersion when breakup is completed involves a streamwise motion of the parent drop of roughly 50 initial drop diameters and corresponding motion of the most remote drop of roughly 60 initial diameters. These times and distances are not always small in comparison to the characteristic times and distances of dense spray processes, implying that bag breakup should be treated as a rate process, rather than
by jump conditions, in some instances, in agreement with earlier findings for shear breakup due to Chou et al. (1997).
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Table 1 Summary of the test conditions for bag breakup

<table>
<thead>
<tr>
<th>Liquid (^b)</th>
<th>(d_o) (µm)</th>
<th>(\rho_L) (kg/m(^3))</th>
<th>(\rho_L/\rho_G) (-)</th>
<th>(\mu_L \times 10^4) (kg/ms)</th>
<th>(\sigma \times 10^3) (N/m)</th>
<th>(Oh \times 10^3) (-)</th>
<th>Re (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>620</td>
<td>997</td>
<td>755</td>
<td>8.94</td>
<td>70.8</td>
<td>4.3</td>
<td>1670-1910</td>
</tr>
<tr>
<td>Ethyl alcohol</td>
<td>630</td>
<td>800</td>
<td>633</td>
<td>16.0</td>
<td>24.0</td>
<td>15.0</td>
<td>1830-2080</td>
</tr>
<tr>
<td>Glycerol (21%)</td>
<td>650</td>
<td>1050</td>
<td>806</td>
<td>16.0</td>
<td>67.3</td>
<td>7.5</td>
<td>1550-1660</td>
</tr>
<tr>
<td>Glycerol (42%)</td>
<td>650</td>
<td>1105</td>
<td>857</td>
<td>35.0</td>
<td>65.4</td>
<td>16.1</td>
<td>1550-1910</td>
</tr>
<tr>
<td>Glycerol (63%)</td>
<td>850</td>
<td>1162</td>
<td>893</td>
<td>108.0</td>
<td>64.8</td>
<td>42.7</td>
<td>1850-2150</td>
</tr>
</tbody>
</table>

\(^a\)With \(We\) in the range 13-20 in air initially at 98.8 kPa and 298±2K in the driven section of the shock tube. Shock Mach numbers in the range of 1.01-1.04. Properties of air taken for conditions downstream of shock wave: with pressures of 119.7 - 129.8 kPa, \(\rho_G\) of 1.25-1.31 kg/m\(^3\) and \(\mu_G\) of 18.5 \(\times 10^{-6}\) kg/ms.

\(^b\)Glycerol compositions given in parentheses are percent glycerin (by mass) in water.
Table 2 Summary of properties of basal ring\(^a\)

<table>
<thead>
<tr>
<th>Liquid(^b)</th>
<th>We</th>
<th>Oh</th>
<th>V(_r)/V(_0)</th>
<th>Oh(_r)</th>
<th>d(_r)/d(_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>15</td>
<td>0.0043</td>
<td>0.57</td>
<td>0.013</td>
<td>2.53</td>
</tr>
<tr>
<td>Ethyl Alcohol</td>
<td>15</td>
<td>0.0150</td>
<td>0.52</td>
<td>0.045</td>
<td>2.54</td>
</tr>
<tr>
<td>Glycerol (21%)</td>
<td>15</td>
<td>0.0075</td>
<td>0.59</td>
<td>0.021</td>
<td>1.91</td>
</tr>
<tr>
<td>Glycerol (42%)</td>
<td>17</td>
<td>0.0161</td>
<td>0.57</td>
<td>0.045</td>
<td>1.87</td>
</tr>
<tr>
<td>Glycerol (63%)</td>
<td>15</td>
<td>0.0427</td>
<td>0.54</td>
<td>0.130</td>
<td>2.21</td>
</tr>
</tbody>
</table>

\(^a\)Result based on the properties of the bag during the bag breakup period for the test conditions summarized in Table 1

\(^b\)Glycerol compositions given in parentheses are percent glycerin (by mass) in water
Table 3 Summary of properties of drops formed from the bag*

<table>
<thead>
<tr>
<th>Liquid(^b)</th>
<th>(d_o) (µm)</th>
<th>(\nu/t^*)</th>
<th>(h) (µm)</th>
<th>(d_{bds}) (µm)</th>
<th>SMD(_{bds}) (µm)</th>
<th>(Oh_{bds}) (%)</th>
<th>(h/d_o) (%)</th>
<th>(d_{bds}/h) (-)</th>
<th>(d_{bdfs/d_o}) (%)</th>
<th>SMD(_{bdfs/d_o}) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>620</td>
<td>3-4</td>
<td>16.4</td>
<td>21.9</td>
<td>23.8</td>
<td>0.023</td>
<td>2.65</td>
<td>1.33</td>
<td>3.5</td>
<td>3.8</td>
</tr>
<tr>
<td>Glycerol (21%)</td>
<td>650</td>
<td>3-4</td>
<td>—</td>
<td>22.1</td>
<td>23.9</td>
<td>0.077</td>
<td>—</td>
<td>—</td>
<td>3.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Glycerol (42%)</td>
<td>650</td>
<td>3</td>
<td>23.2</td>
<td>25.8</td>
<td>28.9</td>
<td>0.038</td>
<td>3.57</td>
<td>1.12</td>
<td>4.0</td>
<td>4.5</td>
</tr>
<tr>
<td>Glycerol (63%)</td>
<td>850</td>
<td>3-4</td>
<td>—</td>
<td>29.6</td>
<td>33.2</td>
<td>0.075</td>
<td>—</td>
<td>—</td>
<td>4.6</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>850</td>
<td>3</td>
<td>35.4</td>
<td>42.1</td>
<td>48.8</td>
<td>0.193</td>
<td>4.16</td>
<td>1.17</td>
<td>4.9</td>
<td>5.2</td>
</tr>
<tr>
<td>averages =</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.46</td>
<td>1.21</td>
<td>4.2</td>
<td>4.4</td>
</tr>
</tbody>
</table>

*Results based on the properties of the bag and the properties of drops formed by breakup of the bag during the bag breakup period for the test conditions summarized in Table 1.

\(^b\)Glycerol compositions given in parentheses are percent glycerin (by mass) in water.
Table 4 Summary of properties of bag during bag formation period

<table>
<thead>
<tr>
<th>Liquid</th>
<th>We</th>
<th>t/t*</th>
<th>h/d₀</th>
<th>u₀/u₀</th>
<th>t₀/t₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>15</td>
<td>2.0-3.5</td>
<td>0.01</td>
<td>0.266</td>
<td>1.36</td>
</tr>
<tr>
<td>Glycerol (21%)</td>
<td>15</td>
<td>3.0-3.5</td>
<td>0.01</td>
<td>0.288</td>
<td>1.16</td>
</tr>
<tr>
<td>Glycerol (42%)</td>
<td>17</td>
<td>3.0-3.5</td>
<td>0.01</td>
<td>0.324</td>
<td>0.92</td>
</tr>
<tr>
<td>Glycerol (63%)</td>
<td>15</td>
<td>3.0-3.5</td>
<td>0.01</td>
<td>0.317</td>
<td>0.96</td>
</tr>
</tbody>
</table>

*Result based on the properties of the bag during the bag breakup period for the test conditions summarized in Table 1

bGlycerol compositions given in parentheses are percent glycerin (by mass) in water
Table 5 Summary of SMD after bag breakup

<table>
<thead>
<tr>
<th>Liquid(^b)</th>
<th>We</th>
<th>Oh</th>
<th>SMD(_{total})/d(_0)</th>
<th>d(_{out})/d(_0)</th>
<th>d(_{32})/d(_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>15</td>
<td>0.0043</td>
<td>0.34</td>
<td>0.30</td>
<td>0.035</td>
</tr>
<tr>
<td>Ethyl alcohol</td>
<td>15</td>
<td>0.015</td>
<td>0.32</td>
<td>0.30</td>
<td>—</td>
</tr>
<tr>
<td>Glycerol (21%)</td>
<td>15</td>
<td>0.0075</td>
<td>0.41</td>
<td>0.30</td>
<td>0.038</td>
</tr>
<tr>
<td>Glycerol (42%)</td>
<td>17</td>
<td>0.016</td>
<td>0.37</td>
<td>0.30</td>
<td>0.040</td>
</tr>
<tr>
<td>Glycerol (63%)</td>
<td>15</td>
<td>0.042</td>
<td>0.38</td>
<td>0.30</td>
<td>0.041</td>
</tr>
</tbody>
</table>

averages= 0.36 0.30 0.041

\(^a\)Result based on the properties of the bag during the bag breakup period for the test conditions summarized in Table 1
\(^b\)Glycerol compositions given in parentheses are percent glycerin (by mass) in water
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Figure 1. Parent drop characteristic diameter as a function of time during bag breakup. Note that the shock wave has passed from left to right in the inset photographs.

Figure 2. Parent drop velocity as a function of time during bag breakup.

Figure 3. Parent drop drag coefficient as a function of time during bag breakup.

Figure 4. Ring tube diameter as a function of time during bag breakup.

Figure 5. Drop size distributions of drops formed from breakup of the bag itself during bag breakup.

Figure 6. Drop size distributions of drops formed from both the bag and the basal ring during the entire bag breakup process.

Figure 7. Correlation of the SMD after the entire bag breakup process.

Figure 8. Cumulative removed volume percentage of liquid from the parent drop as a function of time during bag breakup.

Figure 9. Streamwise positions of the parent and the most remote drops as a function of time during bag breakup.
The diagram illustrates the relationship between the dimensionless parameters $u_p/(u_o-u_p)$ and $(\rho_g/\rho_L)^{1/2} t/t^*$ for different substances. The table lists the We number and the corresponding symbols for each substance:

<table>
<thead>
<tr>
<th>Substance</th>
<th>We</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>13</td>
</tr>
<tr>
<td>Ethyl Alcohol</td>
<td>15</td>
</tr>
<tr>
<td>Glycerol (21%)</td>
<td>20</td>
</tr>
<tr>
<td>Glycerol (42%)</td>
<td></td>
</tr>
<tr>
<td>Glycerol (63%)</td>
<td></td>
</tr>
</tbody>
</table>

Different symbols are used to represent the data points for each substance. The legend includes:

- Correlation
- Ring growth
- Bag growth
- Deformation

The graph shows the correlation between the two parameters across different We numbers and substances.
Liquid Breakup

<table>
<thead>
<tr>
<th>LIQUID</th>
<th>PRESENT</th>
<th>HSIAH &amp; FAETH (1992)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETHYL ALCOHOL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLYCEROL (21%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLYCEROL (42%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLYCEROL (63%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Bag Breakup We = 13-20

\[ C_D (\text{PARENT DROP}) \]

\[ t/t^* \]
<table>
<thead>
<tr>
<th>We</th>
<th>15</th>
<th>17</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETHYLE ALCOHOL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLYCEROL (21%)</td>
<td>▲</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLYCEROL (42%)</td>
<td>▲</td>
<td>▼</td>
<td></td>
</tr>
<tr>
<td>GLYCEROL (63%)</td>
<td>▲</td>
<td>▼</td>
<td>▲</td>
</tr>
</tbody>
</table>

![Graph](image-url)

FIG. 4
<table>
<thead>
<tr>
<th>LIQUID</th>
<th>SYMBOL</th>
<th>Hsiang and Faeth</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER</td>
<td>◆</td>
<td>◇</td>
</tr>
<tr>
<td>ETHYL ALCOHOL</td>
<td>■</td>
<td>□</td>
</tr>
<tr>
<td>GLYCEROL 21%</td>
<td>●</td>
<td>—</td>
</tr>
<tr>
<td>GLYCEROL 42%</td>
<td>△</td>
<td>△</td>
</tr>
<tr>
<td>GLYCEROL 63%</td>
<td>▽</td>
<td>▽</td>
</tr>
</tbody>
</table>

\[ \frac{\rho_G SMD u_o^2}{\sigma} \]

\[ \left( \frac{\rho}{\rho_G} \right)^{1/4} \left[ \frac{\mu L}{\rho L u L} \right]^{1/2} We \]
Turbulence Generation in Homogeneous Particle-Laden Flows

J.-H. Chen*, J.-S. Wu† and G.M. Faeth‡
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The generation of turbulence by uniform fluxes of monodisperse spherical particles moving through a uniform flowing gas was studied experimentally. Phase velocities, moments, probability density functions and energy spectra were measured within a counterflowing particle/gas wind tunnel using phase-discriminating laser velocimetry. Test conditions included particle Reynolds numbers of 106-990, particle volume fractions less than 0.003% and direct rates of dissipation of turbulence by particles less than 2% with turbulence generation rates sufficient to yield relative turbulence intensities in the range 0.2-5.0%. Velocity records showed that the flow consisted of randomly-arriving wake disturbances within an inter-wake turbulence field and that the particle wake properties corresponded to recent observations of laminar-like turbulent wakes for spheres at intermediate Reynolds numbers in turbulent environments. Probability density functions of velocities were peaked for streamwise velocities due to contributions from mean streamwise velocities in particle wakes but were Gaussian for crosstream velocities which only involve turbulence contributions from the wakes. Relative intensities of streamwise and crosstream velocity fluctuations were roughly correlated in terms of a dimensionless rate of turbulence dissipation factor. Finally, energy spectra exhibited prominent -1 and \(-5/3\) power decay regions associated with contributions from mean velocities in particle wakes, and particle and inter-wake turbulence, respectively.
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Nomenclature

\( C_0 \) = sphere drag coefficient  
\( D \) = dissipation factor, \( \varepsilon d_p C_0^{1/3} / (2 U_p^3) \)  
\( d_p \) = sphere diameter  
\( E_v(k), E_v(k) \) = streamwise and crossstream energy spectra  
\( f \) = frequency  
\( k \) = wave number, \( 2\pi f / \bar{u} \)  
\( L_s \) = streamwise integral length scale  
\( \ell_K \) = Kolmogorov length scale  
\( \ell_p \) = mean particle spacing  
\( \dot{n}^\prime \) = particle number flux  
\( \text{Re} \) = particle Reynolds number, \( d_p U_p / \nu \)  
\( t_K \) = Kolmogorov time scale  
\( U_p \) = mean streamwise relative velocity of particle  
\( u \) = streamwise gas velocity  
\( u_K \) = Kolmogorov velocity scale  
\( v \) = crossstream gas velocity  
\( \varepsilon \) = rate of dissipation of turbulence kinetic energy  
\( \nu \) = kinematic viscosity  

Superscripts

\( \bar{\cdot} \) = mean value  
\( \bar{\cdot}' \) = r.m.s. fluctuating value
Introduction

A study of the modification of continuous-phase turbulence properties due to the presence and motion of a dispersed phase is described. Hinze\textsuperscript{1} identifies several turbulence modification mechanisms that are observed in dispersed flows. Of these, the least understood turbulence modification mechanisms involve direct effects of dispersed phases on continuous-phase turbulence properties, as follows: the exchange of kinetic energy between the dispersed and continuous phases as the dispersed-phase motion accommodates to the continuous-phase motion, denoted turbulence modulation, which generally decreases turbulence fluctuations;\textsuperscript{24} and the direct disturbance of the continuous-phase velocity field by particle wakes, denoted turbulence generation, which generally increases turbulence fluctuations.\textsuperscript{37} Evaluating the relative magnitude of these two effects to determine whether turbulence modification will increase or decrease turbulence levels has been addressed by a number of investigations.\textsuperscript{2,8-11} These studies generally show that turbulence generation (modulation) dominates effects of turbulence modification, tending to increase (reduce) turbulence levels, when dispersed-phase elements have large (small) relaxation times compared to characteristic turbulence time scales. As a result, turbulence generation tends to dominate turbulence modification in many practical dispersed flows having significant separated-flow effects, such as sprays, particle-laden jets, bubbly jets and rainstorms, among others. Thus, the present study addresses turbulence generation in view of its importance to practical applications.

Past studies of turbulence generation have considered dilute dispersed flows in both shear flow\textsuperscript{3-5,11} and homogeneous flow\textsuperscript{6,7,12} configurations; however, the latter offer a convenient experimental configuration because they avoid problems of separating effects of turbulence generation from mechanisms of continuous-phase turbulence production in shear flows. One of the first studies along these lines was Lance and Bataille\textsuperscript{12} who considered homogeneous air/water bubbly flows downstream of a turbulence-generating grid. Effects of turbulence generation caused a progressive increase of continuous-phase
turbulence levels with increasing void fractions; unfortunately, these results still are difficult to interpret due to combined effects of bubble- and grid-generated turbulence.

Earlier studies treating homogeneous flows where turbulence generation was the only mechanism of turbulence production considered uniform number fluxes of nearly monodisperse beads falling at their terminal velocities in nearly stagnant (in the mean) water and air.\textsuperscript{6,7} Measurements included phase velocities and turbulence properties for various particle number fluxes. Particle sizes were selected to yield intermediate Reynolds number conditions (Re of 100-800) that are typically encountered for practical dispersed turbulent flows. The flows were analyzed using a simplified stochastic method involving superposition of randomly-arriving particle velocity fields, by extending the method Rice\textsuperscript{13} used to analyze noise. The stochastic approach provided some useful interpretations of flow properties, however, the analysis was problematical because information about particle wakes at intermediate Reynolds numbers, particularly in turbulent environments typical of homogenous dispersed flows, was limited. Thus, it was necessary to estimate wake properties by extrapolating available results at large Reynolds numbers in nonturbulent environments, which is questionable and caused convergence problems of the Rice\textsuperscript{13} approach similar to those encountered during stochastic analysis of sedimentation.\textsuperscript{14} Other questions about approximate analysis concerned the extent that particle wakes interacted with each other and the nature of the flow field between wakes (the inter-wake region) if water-wake interactions were small. These studies were also problematical because the nearly stagnant (in the mean) continuous phases caused significant experimental uncertainties due to the resulting very large turbulence intensities (up to 1000\%) along with problems of buoyant disturbances.

Related work involved studies of sphere wakes at intermediate Reynolds numbers in both nonturbulent and turbulent environments in order to provide information needed to better understand turbulence generation.\textsuperscript{14-16} Wakes in nonturbulent environments yielded
anticipated behavior for self-preserving turbulent and laminar wakes,\textsuperscript{18,19} with transition between these flows at wake Reynolds numbers on the order of unity.\textsuperscript{15} Findings more relevant to turbulence generation involved sphere wakes at intermediate Reynolds numbers in turbulent (roughly isotropic) environments which showed that these wakes scaled in the same manner as self-preserving laminar wakes but with significantly enhanced viscosities due to the presence of turbulence (termed “laminar-like turbulent wakes”).\textsuperscript{16,17} Naturally, the properties of laminar-like turbulent wakes differed considerably from the wake properties assumed in the earlier turbulence generation studies.\textsuperscript{6,7} In addition, estimates of flow properties suggested that the probability of direct wake-to-wake interactions was small; instead, it was likely that wake disturbances were imbedded in relatively large inter-wake turbulent regions. A concern about this behavior, however, was whether laminar-like turbulent wakes were actually observed during turbulence generation processes because such turbulence fields have rather different properties from the conventional isotropic turbulence that was considered during the wake studies of Refs. 16 and 17.

In summary, review of past work has highlighted deficiencies of past studies of turbulence generation, even for the relatively simple and fundamental homogenous dispersed-flow configuration. In particular, were wake disturbances during turbulence generation equivalent to the laminar-like turbulent wakes observed in Refs. 16 and 17, does the flow involve wake disturbances imbedded in an inter-wake region or does it involve strongly interacting wakes, and can turbulence generation properties measured at large turbulence intensities be confirmed for moderate turbulence intensities where experimental uncertainties are much reduced? These issues were addressed during the present investigation which had the following specific objectives: (1) to complete new measurements of stationary homogenous dispersed flows involving nearly monodisperse spherical solid (glass) particles at intermediate Reynolds numbers in air, using a counterflow particle/air wind tunnel, (2) to use the measurements to determine the nature of wake disturbances and wake-to-wake interactions during turbulence generation, and (3)
to use the measurements to highlight differences between turbulence fields associated with turbulence generation and more conventional turbulence.

In the following, experimental methods are described first. Results are then considered, treating apparatus evaluation, particle wake properties and continuous-phase properties (probability density functions, velocity fluctuations and energy spectra), in turn. The article ends with a summary of the major conclusions of the study.

**Experimental Methods**

**Apparatus**

The apparatus consisted of a vertical counterflow wind tunnel with upflowing air moving toward the suction side of a blower and freely-falling particles introduced at the top of the apparatus using a particle feeder, see the sketch of the arrangement in Fig. 1. The airflow system consisted of a rounded inlet, a honeycomb flow straightener (10 mm hexagonal cells 76 mm long) and a 16:1 contraction ratio to the $305 \times 305$ mm crosssection windowed test section. The particle dispersion section was located just above the test section. The upper part of the particle dispersion section involved 9 equally spaced screens (square pattern with 0.9 mm diameter wires spaced 4.2 mm apart) to disperse the particles and achieve a uniform particle flux. This was followed by a honeycomb flow straightener (10 mm hexagonal cells 76 mm long) to remove lateral particle motion caused by the screens. The particle inlet section and the transition section to the blower were at the upper end of the wind tunnel. The wind tunnel air flow was provided by a single inlet variable spaced blower having a SCR speed controller.

The particle flow was provided by a variable-speed screw feeder (Accurate, Model 310/04). After passing through the wind tunnel, the particles impacted on a plastic sheet within a particle collector. Microscope inspection showed that the particles were not damaged by passing through the wind tunnel; therefore, they were reused.
Instrumentation

Measurements included particle number fluxes and gas and particle velocities. Particle number fluxes were measured by collecting particles in a thin-walled cylindrical container having a 25 mm diameter that was closed at the bottom. The container was mounted on a rod so that it could be traversed across the test section. The accuracy of these measurements was dominated by finite sampling times which were selected to keep experimental uncertainties (95% confidence) less than 10%.

Gas and particle velocities were measured using a traversible (5 μm accuracy) laser velocimetry (LV) system. The LV was based on the 514.5 nm line of an argon-ion laser having an optical power of 1900 mW. A single-channel dual-beam, forward-scatter, frequency-shifted LV arrangement was used, finding streamwise and crosstream velocities by rotating the optics accordingly. For gas velocities, the sending optics included a 3.75:1 beam expander to yield a measuring volume diameter and length of 55 and 425 μm, respectively. Due to the small measuring volume the frequency of test particles passing through the measuring volume was small; the few that were observed were readily detected and eliminated from the sample due to their large signal amplitudes and relatively fixed velocities. The air flow entering the wind tunnel was seeded with oil drops having a 1 μm nominal diameter. Velocities were found from the low-pass filtered analog output of a burst-counter signal processor. The combination of frequency shifting plus a constant sampling rate of the analog output of the signal processor eliminated effects of directional bias and ambiguity as well as velocity bias. Sampling periods were adjusted to provide the following experimental uncertainties (95% confidence): mean velocities less than 2%, rms velocity fluctuations less than 10%, probability density functions (PDF’s) within one standard deviation of the most probable velocity less than 10% and temporal power spectral
densities less than 20% (at frequencies smaller than the reciprocal of the temporal integral scale with uncertainties smaller elsewhere).

Particle velocity measurements were made with the same LV arrangement as the gas velocities except that the optics were changed to provide a larger measuring volume having a diameter of 1.5 mm and a length of 10 mm. This provided a reasonable sampling rate of particle velocities. Optics were rotated to measure streamwise and crossstream velocities. The gas was not seeded for the particle velocity measurements and the large amplitude signals from particles were easily separated from background signals due to dust in the air. Sampling periods were adjusted to provide experimental uncertainties less than 5% for streamwise mean velocities and less than 10% for rms streamwise and crossstream velocity fluctuations. Mean cross stream velocities were nearly zero and only were an order of magnitude accurate due to their small magnitudes.

**Test Conditions**

Test conditions are summarized in Table 1. The particles were nearly monodisperse with Reynolds numbers were in the range 106-990, which is representative of the intermediate Reynolds number conditions of drops in sprays. Terminal velocities and drag coefficients were measured, yielding values that agreed with the standard drag curve for spheres due to Putnam within 15%. Test conditions were adjusted so that turbulence intensities relative to the mean gas velocity were less than 15% so that LV measuring conditions were excellent. The particles approached but did not reach terminal velocity conditions during the present turbulence generation measurements while mean crossstream particle velocities were small. Particle velocity fluctuations were small due to their poor response to air motion and were mainly caused by variations of particle sizes.

Assuming that the particles are falling randomly, the mean particle spacing can be found from
\[ \ell_p = \left( \frac{U_p - \bar{U}}{\langle \nabla u' \rangle} \right)^{1/3} \] (1)

which yields values of 13-208 mm, and particle volume fractions less than 0.003%, for the present experiments. The direct dissipation of turbulence kinetic energy (dissipation) by particles is less than 2% for present test conditions. Thus, dissipation can be equated to the rate of turbulence generation by particles, which in turn is equal to the rate of transfer of mechanical energy to the gas as the particles move through the flow, i.e.,

\[ \varepsilon = \pi \langle \nabla u' \rangle \xi_1 C_d U_p^2 / 8 \] (2)

Given \( \varepsilon \), the Kolmogorov scales can be computed from their definitions, yielding the ranges summarized in the table. Relative turbulence intensities due to turbulence generation were in the range 0.2-5.0%.

Results and Discussion

Apparatus Evaluation

The apparatus was evaluated to determine whether the dispersed-and continuous-phase flows where properly stationary and homogeneous, and that velocity fluctuations were due to effects of turbulence generation rather than disturbances of the wind tunnel flow. The temporal and spatial uniformity of the particle flows were evaluated by traversing the sampling probe along the two perpendicular axes of symmetry at the lowest crossection where measurements were made. These measurements were carried out for all three particle sizes considered, spanning the ranges of particle fluxes for each size. Samples obtained from multiples of the shortest sampling period showed that the particle fluxes were statistically stationary. Finally, the sampling measurements showed that mean particle fluxes varied less than 10% over the central 205 x 205 mm crossection of the flow where velocity measurements were made. Mean and fluctuating particle velocities were also uniform within experimental uncertainties over the same region. Thus, particle properties were properly stationary and homogenous for present test conditions.
The properties of the continuous (gas) phase were established by measurements of mean and fluctuating streamwise velocities over the central 205 × 205 mm crosssection of the flow, considering streamwise distances up to ± 100 mm from the normal crosssection where measurements were made. The results of these measurements did not vary significantly with upflow velocities in the range 500-1300 mm/s. For these conditions, gas flow properties were statistically stationary and homogeneous within experimental uncertainties.

Measurements of streamwise velocities for various particle sizes, particle fluxes and upflow velocities were also used to establish minimum allowable particle fluxes. In particular, very low particle fluxes for a given upflow velocity yielded rather large relative turbulence intensities due to thermal disturbances associated with the large vertical height of the apparatus. Increasing the particle flux, however, disrupted the thermal disturbances and caused relative turbulence intensities to decrease for a time as particle fluxes increased before increasing once again in a manner similar to the behavior of turbulence generation seen in Refs. 6 and 7. Thus, present measurements were only undertaken for particle fluxes somewhat larger than the minimum relative turbulence intensity condition. Relative turbulence intensities at low particle fluxes were also affected by the upflow velocity. An upflow velocity of 1.1 m/s was finally selected in order to maximize the range of particle fluxes that could be considered while avoiding the excessive particle concentrations in the flow that are observed when upflow velocities approach the terminal velocity of the particles, see Eq. (1).

**Particle Wake Properties**

Given satisfactory evaluation of the apparatus, the experiments turned to observation of flow velocities for various particle sizes and fluxes. The objectives of these measurements were to identify the direct contributions of particle wakes to gas-phase flow
properties, and to assess whether velocity distributions within these wakes were similar to the past observations of laminar-like turbulent wakes within isotropic turbulence observed in Refs. 16 and 17.

Typical temporal records of present streamwise and crosstream gas velocities are illustrated in Fig. 2. When interpreting this data, it should be recalled that streamwise and crosstream gas velocities were observed at different times and there is no correlation between the two records. Results are shown for 0.5 mm particles at low and high particle loadings, characterized by both the dimensionless dissipation factor of Refs. 6 and 7 and the particle flux. The most obvious features of the velocity signals are that the streamwise velocities exhibit large negative spikes, with spike frequencies increasing with increasing with particle loading, whereas crosstream velocities exhibit no spikes and are similar to streamwise velocities in the time interval between spikes. This behavior is consistent with the spikes being velocity disturbances of particle wakes at this particle Reynolds number. Naturally, increasing numbers of spikes with increasing particle fluxes is an obvious property that should be satisfied by particle wake disturbances. In addition, the maximum velocity disturbances of the spikes were comparable to relative particle velocities within experimental uncertainties. The presence of spikes in only the streamwise velocity record is also consistent with known particle wake properties at these conditions. In particular, mean crosstream velocities are always small compared with both mean streamwise velocities and rms velocity fluctuations of laminar-like turbulent wakes also are small at Re = 106, see Refs. 16 and 17. Thus, velocity disturbances due to particle wakes should limited to the streamwise direction, for the conditions of Fig. 2, if these disturbances behave similar to laminar-like turbulent wakes.

Additional temporal records of present streamwise and crosstream gas velocities are illustrated in Fig. 3, considering mid-range particle loadings for all three particle sizes. Similar to the results of Fig. 2, relatively large negative spikes associated with wake
velocity disturbances are observed on the streamwise velocity records while corresponding spikes are not observed on the crosstream velocity for the 0.5 mm particles which have $Re = 106$. On the other hand, an interesting property of the crosstream velocity records is that spikes having both positive and negative velocity disturbances are observed on the crosstream velocity records for the 1.1 and 2.2 mm particles that have $Re = 373$ and 990, respectively. This behavior, however, is exactly what should be observed based on observations of the behavior of laminar-like turbulent wakes in Refs. 16 and 17. In particular, while crosstream turbulent velocity fluctuations are absent at small Reynolds numbers, eddy shedding occurs for $Re > 300$ and this is accompanied by crosstream turbulent velocity fluctuations. This behavior accounts for the observations seen in Fig. 3 and strongly suggests that the wake properties observed during the present turbulence generation experiments are similar to the past observations of laminar-like turbulent wakes of Refs. 16 and 17.

A final assessment of the similarities between the wake disturbances observed during the present turbulence generation studies and the laminar-like turbulent wakes observed in Refs. 16 and 17 involved direct comparison of mean streamwise velocities. This comparison was carried out for all three particle sizes at relatively large particle loadings so that representative samples of particle wakes could be observed in reasonable test times. Measurements were made for various maximum velocity defects, which represent results for paths of the LV measuring volume at various radial distances from the wake axis. Effects of turbulence were handled by averaging several velocity records to obtain an estimate of mean streamwise wake velocities (the averaging criterion was an experimental uncertainties (95% confidence) of the maximum mean velocity defect less than 10%). Predictions assuming vertical wake axes (which is reasonable based on the particle velocity measurements), and having the same maximum mean velocity defects, were obtained from the correlations for the mean properties of laminar-like turbulent wakes of Refs. 16 and 17 (at the same particle Reynolds number and relative turbulence intensity).
The resulting measured and predicted mean streamwise velocities in the particle wakes are illustrated in Fig. 4. These results involve plots of normalized streamwise velocities as a function of time for various particle diameters and maximum velocity defects. Results for 0.5 mm particles are relatively comprehensive and involve dimensionless velocity defects in the range 0.20-0.80 because sampling rates were relatively large for these small particles. Results for particle diameters of 1.1 and 2.2 mm are limited to a single velocity defect (representative of the outer edge of the wakes) in order to obtain reasonable sampling rates for these small particle flux conditions. It is evident that the agreement between measurements and predictions is excellent in Fig. 4, which supports the use of the laminar-like turbulent wake properties of Refs. 16 and 17 to help interpret present observations of turbulence generation.

Based on the previous findings, it seems reasonable to assume that the present wake disturbances are similar to the laminar-like turbulent wakes described in Refs. 16 and 17. This information was then used to estimate of proportions of the wake and inter-wake regions as well as the extent of direct wake/wake interactions. This was done by carrying out stochastic simulations to find realizations of particle positions in space for various particle fluxes and the three particle sizes. This was done by random selections in three dimensions while accounting for the slight compression particle spacing in the vertical direction due to gas upflow as discussed in connection with Eq. (1). Appropriate laminar-like turbulent wakes were then associated with each particle, assuming that wake radii were equal to twice the characteristic wake width at each streamwise distance behind the particle and that the wake extended in the streamwise direction until the maximum mean velocity defect was equal to the ambient rms streamwise velocity fluctuations. These results indicated that wake crossectional areas generally were less than 30% of the available crossectional area, and that less than 25% of the wakes experienced wake/wake interactions at any one time (with these interactions mainly confined to conditions far from both
particles) over the present test range. Thus, the present flows involve laminar-like turbulent wakes surrounded by a relatively large inter-wake turbulence region, with occasional wake/wake interactions. This view agrees with the velocity traces of Figs. 2 and 3, if it recognized that only a relatively small portion of each wake can generate the large velocity spikes seen on these plots. Further evidence of combined effects of the wake and inter-wake regions on overall flow properties will be sought from consideration of probability density functions and spectra in the following.

**Probability Density Functions**

More insight about the effect of particle wake disturbances on the total turbulence properties of homogeneous dispersed flows dominated by turbulence generation can be obtained from the PDF's of velocity fluctuations. Typical results along these lines are presented in Figs. 5 and 6 for 2.2 and 0.5 mm particles, respectively, which bound results for 1.1 mm particles. On each of these plots, PDF's are shown for streamwise and crosstream velocities at the low and high particle loadings specified by dissipation factor values. Fits of the measurements are also shown on the plots, corresponding to least-squares sectional fits for the PDF(u) and best Gaussian fits for the PDF(v).

The present PDF's plotted in Figs. 5 and 6 do not agree with earlier observations of Refs. 6 and 7 for dispersed flows in stagnant baths, which yielded Gaussian PDF's for both velocity components, with at most a slight upward bias (roughly 10% when averaged over all test conditions) of the PDF(u) near its most probable value. This behavior agrees with present behavior of PDF(v), which is nicely fitted by Gaussian PDF's for both loadings of all particle sizes. In contrast, the present PDF(u) are more peaked and somewhat skewed toward negative velocities compared to the mean velocity, i.e., the PDF(u) exhibit greater kurtosis and skewness than the nearly Gaussian PDF(v). In addition, the PDF(u) for each particle size tends to be independent of particle loading, similar to PDF(v), but the PDF(u) becomes progressively more peaked (or has
progressively increasing kurtosis) as the particle size (or Re) decreases. All these characteristics can be explained from the properties of the streamwise and crosstream velocity records (and the spike disturbances due to particle wakes seen in the velocity records) of Figs. 2-4, as discussed next.

The main reason for the different PDF(u) of Refs. 6 and 7 and the present study follows from the much improved laser velocimetry conditions of the present study which allowed the near wake region of the spike disturbances due to particle wakes seen in Fig. 4 to be resolved for the streamwise velocity records. This point was easily demonstrated during the present experiments by reducing seeding levels so that the spikes seen in Figs. 2 and 3 were rarely resolved; the corresponding PDF(u) then became more Gaussian similar to the results of Refs. 6 and 7. The other properties of PDF(u) in Figs. 5 and 6 then follow from the well known effects of the properties of the velocity signal on the values of the skewness and kurtosis of the PDF(u). In particular, the spikes always contribute a streamwise negative velocity signal based on the results illustrated in Figs. 2 and 3; this implies a corresponding positive bias of the PDF(u), or negative skewness, based on the well known properties of PDF’s.¹⁹ The more rapid reduction of streamwise velocities in the radial direction for small dp (or Re) conditions (yielding narrower wake disturbances) implies a more peaked PDF(u), or a larger kurtosis of the PDF(u), for similar reasons.¹⁹ In addition, the small effect of particle flux on the PDF(u) and the PDF(v) is consistent with the generally observed behavior of these functions, where the shape of the velocity signal as a function of time affects the skewness and kurtosis of the PDF but not the characteristic frequency of the signal,¹⁹ e.g., homogeneous, isotropic dispersed flows have Gaussian PDF’s irrespective of their characteristic time or frequency scales. Finally, either the absence of discernible spikes for the crosstream velocity records for the 0.5 mm particles, or the presence of both positive and negative spikes due to wake turbulence for the crosstream velocity records for the 2.2 mm particles, are entirely consistent with the Gaussian behavior of the PDF(v) seen in Figs. 5 and 6. Taken together, the combined
findings of Figs. 2-6 suggest that both particle wake disturbances and the inter-wake region provide significant contributions to the overall apparent turbulence properties of the present turbulence generated flows.

**Velocity Fluctuations**

The measurements of velocity fluctuations in Refs. 6 and 7 were correlated based on an approximate stochastic approach assuming that velocity fluctuations were entirely due to wake disturbances. This approach yielded reasonably effective correlations of relative turbulence intensities of streamwise and crosstream velocity fluctuations in terms of a dissipation factor, $D$, resulting from the approximate stochastic theory. Recent results, however, suggest more complex behavior, involving conditional averages over wake and inter-wake regions having rather different properties. Nevertheless, the correlation of Refs. 6 and 7 will be considered in the following due to its past success.

Measurements of streamwise and crosstream relative turbulence intensities are plotted as a function of the dissipation factor in Fig. 7. Measurements shown on the figure include results for particles in still (in the mean) water due to Parthasarathy and Faeth,\(^6\) results for particles in still (in the mean) air due to Mizukami et al.,\(^7\) and the present results for particles in counterflowing air. All three experiments used the same 0.5, 1.1 and 2.2 mm spherical glass particles. Correlations in terms of $D^{1/2}$, as suggested by the stochastic theory of Ref. 6, are fitted to the combined data sets for each velocity component. The correlations are seen to provide only fair agreement with the measurements. This is particularly true for the measurements of Mizukami et al.,\(^7\) which exhibit significant scatter when plotted in the manner of Fig. 7. The results suggest some relationship between the properties of the wakes and the inter-wake region but clearly a correlation solely in terms of $D$ cannot capture features such as the onset of crosstream wake disturbances for $Re > 300$ seen in Fig. 3. Thus, the correlations illustrated in Fig. 7 are only tentative pending more information about flow properties in the inter-wake region, and the use of these results in a
more rational conditional averaging procedure to summarize the properties of flows caused by turbulence generation.

**Energy Spectra**

Taylor's hypothesis was used to convert measured temporal power spectra and temporal integral scales into energy spectra and spatial integral scales. The resulting streamwise and crossstream energy spectra are plotted as functions of normalized wave numbers in Figs. 8 and 9, respectively. Results are shown for various particle sizes and fluxes, with the latter represented by values of the dissipation factor. The LV conditions for these measurements were good so that effects of step noise were deferred until Kolmogorov wave numbers were approached (this condition is roughly shown by the large wave number terminations of the crossstream energy spectra in Fig. 9). The values of L_u for the measurements were found by setting E_u(k) \(\bar{u}/(\bar{u}^2 L_u) = 4\) as kL_u becomes small, as discussed by Hinze. Correlations of energy spectra for isotropic turbulence are also shown on the plots, for comparison with the present measurements. These spectra represent a simplification of isotropic turbulence discussed by Hinze, where the -5/3 power decay in the inertial range is approximated by a -2 power decay.

The energy spectra provide reasonably good correlations of present measurements as plotted in Figs. 8 and 9. The upper end of the normalized crossstream energy spectra illustrated in Fig. 9 is more scattered than the rest. This behavior is caused by the fact that E_u(k) reaches a maximum at a finite values of kL_u rather than reaching a maximum as kL_u becomes small similar to E_u(k). This behavior tends to broaden the data band of E_u(k) for various test conditions in the region where this function reaches maximum.

An interesting feature of the spectra of Figs. 8 and 9 is that they decay over a rather large range of kL_u (roughly four decades) even though present particle Reynolds numbers are not large (less than 1000). Much of this behavior is typical of other homogeneous turbulence fields where disturbances due to grids (with relatively small grid element
Reynolds numbers) yield turbulent flows having extensive inertial ranges. Another feature of the present flows enhances this behavior, however, as pointed out in earlier work.\textsuperscript{6,7} In particular, the spectra of Figs. 8 and 9 include contributions from both particle wake disturbances and the inter-wake region. Then since the wake arrivals are random, mean velocities in the wakes contribute to the spectra increasing the range of scales that are present. Naturally, similar contributions are not present for grid-generated turbulence because measurements of these flows are made well downstream of the region of significant direct wake disturbances from the turbulence-generating grid.

The energy spectra of Figs. 8 and 9 also provide other evidence of direct contribution of mean velocities in wake disturbances. In particular, the spectra exhibit prominent -1 and -5/3 decay regions as $kL_w$ increases. The -1 power decay region is not seen in conventional turbulent flows but based on the approximate stochastic analysis of Ref. 6 such behavior is typical of the contribution of mean velocities in wake disturbances to temporal power spectra (and thus energy spectra under present approximations). Other evidence for this explanation is that the -1 decay region is associated with values of $kL_w$ on the order of unity which is characteristic of wake dimensions. Larger wave numbers exhibit -5/3 power decay regions which are representative of conventional turbulence and probably involves contributions from both the wake disturbances and the inter-wake region as discussed earlier in connection with Figs. 2 and 3. For example, crosstream spectra for 0.5 mm particles do not exhibit significant wake contributions to turbulence so that the large wave number portion of the spectra must be caused by the inter-wake region. The crosstream spectra for 0.5 mm particles generally decay more rapidly than the rest at large wake numbers in Fig. 9, however, which can be explained by the loss of the direct contribution from wake turbulence to the overall behavior of the flow.
Conclusions

This investigation considered the properties of homogeneous turbulence generated by uniform fluxes of monodisperse spherical particles moving through air at standard temperature and pressure. The experimental configuration involved particles falling in counterflowing air to supplement earlier measurements for particles falling in stagnant water, Ref. 6, and stagnant air, Ref. 7. Present test conditions included: particle Reynolds numbers of 106-990, particle volume fractions less than 0.003% and direct rates of dissipation of turbulence by particles less than 2%, with particle fluxes sufficient to yield relative turbulence intensities of 0.2-5%. The major conclusions of the study are as follows.

1. Measurements of gas velocities indicate that the particle wake properties of the present turbulence generation processes correspond to the laminar-like turbulent wakes observed in Refs. 16 and 17 for spheres similar to intermediate Reynolds numbers in isotropic turbulence.

2. Estimates of the character of the present flows based on the properties of laminar-like turbulent wakes suggest that wake disturbances (generally involving crosssectional areas less than 30% of the total available crosssectional area) are embedded in a relatively large inter-wake turbulent region with relatively few (less than 25%) direct wake/wake interactions, with the latter confined to regions far from both particles.

3. Present measurements of relative turbulence intensities were in fair agreement with earlier measurements of turbulence generation in still liquids and gases from Refs. 6 and 7, and all these measurements could be correlated in terms of the dissipation factor. These correlations are only considered tentative, however, pending development of a more rational approach that properly accounts for the relative contributions of wake disturbances and inter-wake turbulent regions that fundamentally have very different flow properties.
4. Other properties measured during the present study, probability density functions and spectra, were not in good agreement with the earlier observations of Refs. 6 and 7. In particular, present observations provided direct evidence of effects of both wake disturbances and inter-wake regions (as nonGaussian PDF's and prominent -1 and -5/3 decay regions of energy spectra) that were either absent or less evident during the earlier studies. These differences were shown to result from the improved LV measuring conditions of the present study.

5. Contributions from both the wake disturbance and inter-wake turbulent regions also were responsible for the surprisingly large range of scales seen in the present flows in spite of relatively small particle Reynolds numbers. In particular, mean velocities in particle wake disturbances contribute to present apparent turbulence properties because wake arrivals are random and this contribution is generally not present in turbulence generated in other ways, e.g., by grids or shear flows.
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Table 1. Summary of test conditions

<table>
<thead>
<tr>
<th>Nominal Particle Diameter (mm)</th>
<th>0.5</th>
<th>1.1</th>
<th>2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_p ) (mm/s)(^b)</td>
<td>3370 (280)</td>
<td>5530 (340)</td>
<td>7000 (200)</td>
</tr>
<tr>
<td>( \text{Re} ) (-)(^b)</td>
<td>106 (9)</td>
<td>373 (23)</td>
<td>990 (28)</td>
</tr>
<tr>
<td>( C_0 ) (-)</td>
<td>1.22</td>
<td>0.79</td>
<td>0.54</td>
</tr>
<tr>
<td>( \dot{n}'' ) (kpart/m(^2)s)</td>
<td>71-950</td>
<td>4-56</td>
<td>0.5-10</td>
</tr>
<tr>
<td>( \ell_p ) (mm)</td>
<td>32-13</td>
<td>97-41</td>
<td>208-77</td>
</tr>
<tr>
<td>( \varepsilon ) (m(^2)/s(^3))</td>
<td>0.081-1.083</td>
<td>0.032-0.42</td>
<td>0.014-0.29</td>
</tr>
<tr>
<td>( \ell_k ) (mm)</td>
<td>0.5-0.2</td>
<td>0.6-0.3</td>
<td>0.7-0.4</td>
</tr>
<tr>
<td>( t_k ) (ms)</td>
<td>14-4</td>
<td>22-6</td>
<td>33-8</td>
</tr>
<tr>
<td>( u_k ) (mm/s)</td>
<td>34-66</td>
<td>28-54</td>
<td>21-44</td>
</tr>
<tr>
<td>( \bar{u}'/U_p ) (%)</td>
<td>0.5-5.0</td>
<td>0.2-0.9</td>
<td>0.2-0.8</td>
</tr>
<tr>
<td>( \bar{v}'/U_p ) (%)</td>
<td>0.5-1.3</td>
<td>0.2-1.2</td>
<td>0.2-0.9</td>
</tr>
</tbody>
</table>

\(^a\)Round glass beads (density of 2500 kg/m\(^3\)) falling in upflowing air at standard temperature and pressure (air density of 1.16 kg/m\(^3\) and kinematic viscosity of 15.9 mm/s) having a mean velocity of 1.1 m/s.

\(^b\)Standard deviations given in parentheses.
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Chapter 9

Aerodynamic Effects on Primary and Secondary
Spray Breakup

P.-K. Wu,* L.-P. Hsiang,† and G. M. Faeth‡

University of Michigan, Ann Arbor, Michigan 48109-2118

Nomenclature

\[ a \] = drop acceleration
\[ C_D \] = drop drag coefficient
\[ \bar{C}_D \] = mean drop drag coefficient over breakup period
\[ C_i \] = empirical coefficient
\[ d \] = drop or injector diameter
\[ d_c \] = cross stream drop diameter
\[ d_{max} \] = maximum cross stream drop diameter
\[ e_{pt} \] = ellipticity of drop
\[ E_o \] = Eötvös number, \( a \rho_f d^2 / \sigma \) or \( a | \rho_f - \rho_k | d^2 / \sigma \)
\[ g \] = acceleration of gravity
\[ \ell \] = characteristic eddy size
\[ \ell_K \] = Kolmogorov length scale of turbulence
\[ MMD \] = mass median drop diameter
\[ Oh \] = Ohnesorge number of a drop, \( \mu_f / (\rho_f d_0 \sigma)^{1/2} \)
\[ Oh_{cr} \] = Ohnesorge number of core drop, \( \mu_f / (\rho_f d_0 \sigma)^{1/2} \)
\[ Oh_d \] = jet Ohnesorge number, \( \mu_f / (\rho_f d_0 \sigma)^{1/2} \)
\[ p \] = pressure
\[ Re \] = Reynolds number, \( \rho g d / \mu_\ell \)
\[ Re_{fd} \] = jet Reynolds number, \( \bar{u}_d / \nu_f \)
\[ Re_{f\lambda} \] = Reynolds number, \( \bar{u}_0 \Lambda / \nu_f \)
\[ r \] = radial distance
\[ SMD \] = Sauter mean diameter
\[ SMD_p \] = Sauter mean diameter after primary breakup for a merged primary breakup
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I. Introduction

Primary and secondary breakup are important classical multiphase flow problems that have motivated numerous past studies. Primary breakup involves the initial formation of drops and other liquid fragments at the surface of a liquid. Primary breakup is important because it controls the initial dispersion of liquid into the gas phase and, through the strong effect of drop sizes on interphase transport rates, the subsequent mixing properties of sprays. Secondary breakup involves any subsequent breakup of drops or liquid fragments present as dispersed liquids. Secondary breakup is important because drops after primary breakup are intrinsically unstable to secondary breakup, which affects subsequent mixing rates by influencing drop sizes as well. In addition, effects of liquid heating or acceleration of the gas phase can lead to conditions where drops undergo secondary breakup. In spite of their importance, however, current understanding of primary and secondary breakup is limited due to problems of making measurements within
dense dispersions of drops. In particular, measurements of primary breakup involve observations near an undulating liquid surface having protruding ligaments, and frequently generating irregular liquid fragments, which prevents the use of methods convenient for spherical drop fields such as Fraunhofer diffraction and phase Doppler anemometry. Additionally, secondary breakup involves the individual drop generating a relatively localized drop field that is not convenient to characterize using line-of-sight or single-point measurements. Recent development of pulsed holography techniques for measurements within dense sprays, however, has provided an alternative experimental approach that has removed some of the experimental limitations. Thus, the objective of this chapter is to briefly describe what has been learned about primary and secondary breakup using pulsed holography thus far and to highlight aspects of these phenomena that merit more attention in the future.

Harrje and Reardon review early work on primary and secondary breakup as related to the problem of liquid rocket engine combustion and combustion instability. Other more general reviews of aspects of liquid atomization processes are available as well. This chapter will focus specifically on the properties of primary and secondary breakup disclosed by pulsed holography measurements that are not treated in these earlier reviews. The studies of primary breakup focused on breakup along the surfaces of round liquid jets in still gases, whereas the studies of secondary breakup were limited to simple shock-wave disturbances. Thus, the findings do not directly address the complexities of most practical atomization processes. In particular, many instances of primary breakup involve thin liquid sheets, interacting with gas flows having a range of relative velocities, which will not be considered here. Furthermore, practical processes of secondary breakup in sprays often involve gradual variations of disturbances imposed on drops, which will not be addressed as well. Nevertheless, primary breakup of relatively deep liquids, along the surface of round liquid jets, and secondary breakup following shock-wave disturbances, are classical liquid breakup problems that provide well-defined experimental conditions which help to simplify the interpretation of measurements. References 3–9 should be consulted for an introduction to the more extensive literature concerning general processes of primary and secondary breakup.

Some aspects of secondary breakup affect primary breakup; in particular, conditions can be encountered where processes of primary and secondary breakup overlap or merge. Thus, secondary breakup is considered before primary breakup in the following. The discussion is brief, see Refs. 8–15 for additional details.

II. Secondary Breakup

A. Introduction

Because of numerous applications, secondary breakup has received significant attention in the past. Early work in the field is reviewed by Harrje and Reardon, Giffen and Muraszew, Clift et al., and Hinze; therefore, the following discussion will be limited to more recent studies. The definition of the onset of secondary breakup, secondary breakup dynamics, and the outcome of secondary breakup will be considered in turn.

Most earlier work on secondary breakup has at least touched on the definition and conditions for the onset of various breakup regimes. The breakup regime observed at the onset of secondary breakup has been termed bag breakup; it involves
deflection of the drop into a thin disk normal to the flow direction, followed by
deformation of the center of the disk into a thin balloonlike structure extend-
ing in the downstream direction, both of which subsequently divide into drops
(see Refs. 16–23 for photographs of all the breakup regimes discussed here).
The shear breakup regime is observed at higher relative velocities; it involves
deflection of the periphery of the disk in the downstream direction, rather than
the center, and stripping of drops from the periphery of the disk. The transition
between the bag and shear breakup regimes involves complex breakup processes,
with portions of this regime termed parachute breakup, chaotic breakup, bag-jet
breakup, transition breakup, etc.; this regime will be denoted the multi-
mode breakup regime in the following. A complex breakup mechanism also has
been observed at very large relative velocities, which is called the catastrophic
breakup regime, however, this regime is associated with very strong distur-
bances, such as detonation waves, rather than spray processes and will not be
considered here.

Existing observations of secondary breakup have generally involved liquid/gas
density ratios greater than 500 and Reynolds numbers greater than 100. For these
conditions, Hinze16 has shown that transitions between breakup regimes are largely
functions of the Weber (We = ρgαu2/σ) and Ohnesorge (Oh = μf/(ρgαu2)1/2)
numbers, which are measures of the ratios of drop drag and liquid viscous forces
to surface tension forces, respectively. He found that progressively larger distur-
bances, i.e., larger Weber numbers, were required for the onset of breakup as
Ohnesorge number increased because viscous forces in the liquid tend to inhibit
drop deformation at large Ohnesorge number, which is the first step in the breakup
process. In fact, viscous forces essentially suppressed secondary breakup for the
available range of Weber number (We < 40) for Oh > 2 (Ref. 16). Among others,
Loparev23 showed that the properties of the disturbances also affected the onset of
breakup, with more slowly applied disturbances requiring higher values of Weber
number for breakup at a particular value of Ohnesorge number. Subsequent con-
siderations will be limited to shock-wave disturbances to avoid this complication.
Borisov et al.24 proposed an alternative breakup regime map in terms of Weber and
Reynolds numbers (Re = ρgαd/μf), considering both the bag and shear breakup
regimes, which is best suited to conditions where Oh ≪ 1. Krzeczkowski19 ex-
tended the breakup regime map of Hinze16 to locate transitions to the bag, bag
jet, multimode (also called transition breakup) and shear breakup regimes as a
function of Weber and Ohnesorge numbers.

Another aspect of secondary breakup that has been studied is the time required to
complete breakup. Liang et al.27 summarize past measurements of breakup times,
including the findings of Simpkins and Bales28 and Ranger and Nicholls29 for shear
breakup, Reinecke and McKay31 and Reinecke and Waldman,32 for catastrophic
breakup—all for shock-wave disturbances at large liquid/gas density ratios and low
Ohnesorge number. For these conditions, breakup times could be normalized by a
characteristic breakup time, t∗ = d0(ρf/ρg)1/2/μ0, finding that the normalized
breakup time was constant within experimental uncertainties over a large range
of Weber number (10 < We < 105) that includes both the shear and catastrophic
breakup regimes.

Finally, due to the problems of observing drops after secondary breakup, there
is very little information available about the outcome of secondary breakup even
though this information is vital for understanding the structure of dense sprays.9
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An exception is some limited results reported by Gel'fand et al. for the bag breakup regime. A bimodal drop size distribution was observed with small drops resulting from breakup of the bag and large drops associated with breakup of the liquid ring at the base of the bag. However, this information is too limited to provide general guidance about the drop sizes produced by secondary breakup.

The preceding review indicates that there are several gaps in the literature concerning secondary breakup. In particular, conditions for the onset of various breakup regimes have been defined reasonably well by Krzeczkowski, but analogous deformation regimes have not been defined. Results at large Ohnesorge numbers where liquid viscosity effects are important are also limited. Breakup times and drop deformation have been studied as well, however, available information is limited for the bag and transition breakup regimes that are important for drop breakup in dense sprays. Finally, measurement problems have limited study of the outcome of secondary breakup so that virtually no information is available for this critical breakup property. Thus, the objectives of the present investigation were to extend the earlier work to provide measurements of the onset of various deformation and breakup regimes, the evolution of breakup processes, and the resulting drop sizes and velocities after secondary breakup. Phenomenological descriptions of these processes were used to help interpret the data. The measurements involved pulsed shadowgraph photography and holography limited to conditions which are representative of sprays near atmospheric pressure: \( \rho_f/\rho_g > 500 \) and \( Re > 100 \). The following discussion is brief, more details can be found in Refs. 10–12.

B. Experimental Methods

1. Apparatus

The measurements of secondary breakup properties were carried out using a shock tube apparatus with the driven section open to the atmosphere. The driven section had a rectangular cross section (38 mm wide \( \times \) 64 mm high) and a length of 6.7 m with the test location 4 m from the downstream end. This provided test times of 17–21 ms in the uniform flow region behind the incident shock wave. The test location had quartz windows mounted flush with the interior side walls of the shock tube in order to allow observation of drop breakup. Drop breakup was observed in air initially at 98 kPa and 297 ± 2 K in the driven section of the shock tube with shock Mach numbers in the range 1.08–1.31.

Two different drop generator systems were used for the shock tube experiments. Operation at low and moderate Ohnesorge numbers involved use of a vibrating capillary tube drop generator which generated a stream of drops. Electrostatic deflection of a fraction of the drops out of the stream yielded a drop stream with sufficient separation so that interactions between drops during secondary breakup were eliminated.

Drop generation at large Ohnesorge numbers required a different approach because such drops are very difficult to form. Instead, a low Ohnesorge number drop was formed from a liquid solution consisting of a volatile solvent having a low viscosity and a nonvolatile viscous liquid. This drop then was levitated at the test location until the volatile solvent evaporated away. This yielded a small drop of a highly viscous liquid to provide the desired large Ohnesorge number condition. For work reported here, Dow Corning 200 Fluids were used for the viscous liquids with n-heptane used as the volatile solvent.
2. **Instrumentation**

Drops were observed using pulsed shadowgraph photographs and motion pictures to study the overall dynamics of breakup and single- and double-pulsed holography to study the outcome of breakup. The pulsed shadowgraph photographs were obtained using a xenon lamp having a 1-μs pulse duration. The image was recorded using a Graphlex camera at a 6:1 magnification. These photographs were obtained in a darkened room with a variable time delay between shock passage and operation of the flash lamp so that various portions of the breakup process could be observed.

Motion picture shadowgraphs were obtained using a copper vapor laser having a 30-nm-pulse duration, in conjunction with a 35-mm rotating drum camera. Laser triggering was controlled to yield 5–14 motion picture shadowgraphs with 120–160 μs separation times between images.

The holocamera and reconstruction systems were similar to those described by Ruff et al.\(^1,2\) An off-axis holocamera arrangement was used with a 2–3:1 magnification of the hologram image and a 20-ns-laser pulse time. This arrangement was coupled with reconstruction optics that allowed drop diameters as small as 25 μm to be measured with 5% accuracy and drops as small as 10–15 μm to be observed. Reconstruction of double-pulsed holograms yielded two images of the spray with separation times as short as 1 μs so that drop velocities could be measured.

The diameters of mildly irregular drops were found by measuring their maximum and minimum diameters. It was then assumed that the drop had an ellipsoidal shape; taking the effective diameter to be the diameter of a sphere having the same volume as the ellipsoid. More irregular liquid fragments were sized by finding the cross-sectional area and perimeter of the image and proceeding as before for an ellipsoid having the same properties. The velocity of each drop was found by measuring the distance between the centroid of its two images and dividing by the known time between laser pulses. Results at each test condition were summed for at least three realizations, in order to provide drop size and velocity correlations.

3. **Test Conditions**

Test drops of water, n-heptane, mercury, two Dow Corning 200 Fluids, and various glycerol mixtures were studied. Initial drop diameters were in the range 150–1550 μm. Ranges of other variables are as follows: \( \frac{\rho_1}{\rho_2} = 580–12,000, \) \( Oh = 0.006–560, We = 0.5–680, \) and \( Re = 340–15,760. \) The Reynolds number range of these measurements is higher than conditions where gas viscosity plays a strong role on drop drag properties, e.g., within this Reynolds number range, the drag coefficient of solid spheres only varies in the range 0.4–0.6 (Refs. 10–12).

C. **Presentation of Results on Secondary Breakup**

1. **Deformation and Breakup Regimes**

The presentation of secondary breakup results will begin with definition of deformation and breakup regime transitions in order to help organize the remainder of the findings. The deformation and breakup regime map, showing transitions as functions of Weber and Ohnesorge numbers similar to Hinze\(^16\) and Krzeczkowski\(^19\) is illustrated in Fig. 1. Present evaluation of the onset of breakup (the transition to
the bag breakup regime) is identical to the findings of Hinze and Krzeczkowski within experimental uncertainties. Present results also agree quite well with transitions found by Krzeczkowski to the shear breakup regime and the multimode breakup regime (which Krzeczkowski called the transition breakup regime). In view of the somewhat subjective identifications of breakup regimes and their transitions, this level of agreement is quite satisfying.

Observations of transitions to the various deformation and oscillatory deformation regimes illustrated in Fig. 1 have not been reported before. The definition of transition to the various deformation regimes was taken to be the condition where the drop deformed so that the ratio of its maximum (cross stream) dimension to its initial diameter was within the given range. Following these transitions, there was a range of Weber numbers at each Ohnesorge number where the drop decayed back to a spherical shape much like an overdamped oscillation. For \( Oh < 0.4 \), this regime ended by the onset of bag breakup, however, for \( Oh < 0.4 \), there was a range of Weber numbers where the drop oscillated with progressively decaying ratios of maximum to initial diameters before the bag breakup regime was reached; this regime is denoted the oscillatory deformation regime in Fig. 1.

The most striking feature of the flow regime map of Fig. 1 is that progressively higher Weber numbers are needed for the various transitions as Ohnesorge number increases. In fact, for \( W_e < 1000 \), breakup is no longer possible for \( Oh > 10 \) whereas 5% deformation is no longer possible for \( Oh > 1000 \). Recalling that Ohnesorge number characterizes the ratio between liquid viscous forces and surface tension forces, the inhibition of deformation and breakup at large Ohnesorge
numbers clearly is due to increased damping by liquid viscous forces. This increased viscous damping slows the deformation process so that drag forces can reduce relative velocities and the potential for breakup. This high-Ohnesorge number regime is encountered during spray combustion processes at high pressures, where values of surface tension become small but viscosity remains finite as the drop surface nears its thermodynamic critical point. Thus, the findings illustrated in Fig. 1 suggest that drops at these conditions would not necessarily shatter due to small surface tension near the thermodynamic critical point as often thought; instead, they might only deform or even remain spherical. However, additional study of drop breakup processes at high pressure is needed before definitive conclusions about this behavior can be obtained. In particular, specific drop trajectories across the flow regime map depend on atomization and mixing properties of the spray whereas near-critical drop processes involve much lower values of \( \rho_f/\rho_g \) than those considered in Fig. 1.

2. Breakup Times

The discussion of deformation and breakup regime transitions highlights the importance of breakup time, which is defined as the time between initiation of the velocity disturbances and the last fragmentation of drop liquid. In particular, as drop velocity relaxation times and breakup times approach one another, the propensity for drop breakup decreases due to reduction of relative velocities between the drop and the gas. Present measurements of breakup times, along with earlier measurements for shock-wave disturbances from Refs. 20–22, 28, and 29, are plotted as a function of Weber number in Fig. 2. The breakup times \( t_b \) in the figure are normalized by the characteristic breakup time for shear breakup defined by Ranger and Nicholls\(^9\) as follows:

\[
    t^* = d_0 (\sigma_f/\rho_g)^{1/2}/u_0
\]  

![Image of a graph showing breakup times as a function of Weber and Ohnesorge numbers.]

Fig. 2  Drop breakup times as a function of Weber and Ohnesorge numbers.
AERODYNAMIC EFFECTS ON SPRAY BREAKUP

Except for the present results, which are grouped according to Ohnesorge number, the measurements are for $Oh < 0.1$ and effects of liquid viscosity are small. Thus, the deformation and breakup regimes at small Ohnesorge numbers are illustrated in the figure for reference purposes.

A remarkable feature of the breakup time results of Fig. 2 at $Oh < 0.1$ is that $t_b/t^*$ varies very little even though Weber number varies over a large range (roughly 10–10$^6$) and a variety of breakup regimes are involved. In fact, the breakup time correlation of Ranger and Nicholls$^{20}$ developed for the shear breakup regime

$$t_b/t^* = 5.0$$ (2)

provides a reasonably good correlation of all of the measurements for $Oh < 0.1$. When the present results for $Oh > 0.1$ are considered, however, it is seen that $t_b/t^*$ progressively increases with increasing Ohnesorge number. This reflects the importance of liquid viscosity on breakup evident from the breakup regime map of Fig. 1.

3. Drop Deformation

The first stage of drop deformation, in the period where the drop flattens and first reaches a maximum cross stream dimension, was studied due to its influence on drop velocity relaxation and breakup. In particular, the distortion of the drop should affect its drag properties, and thus relative velocities during the breakup process, which undoubtedly plays a role in the onset of breakup.

Drop distortion correlates reasonably well as a linear function of time with the maximum distortion reached at roughly $t/t^* = 1.6$ when $Oh < 0.1$ (Ref. 10). Notably, measurements plotted by Wierzb and Takayama$^{20}$ exhibit very similar behavior. Measurements of drop distortion at $Oh > 0.1$, however, show progressive delay in the time required for the drop to reach maximum distortion.

The next parameter of interest is the maximum cross stream diameter of the drop $d_{c,max}$. An approximate expression for the variation of $d_{c,max}$ with flow conditions can be obtained for conditions where effects of liquid viscosity are small, $Oh < 0.1$, by considering the interaction between surface tension and pressure forces when the drop is drawn into a flattened shape. This yields the following expression for the maximum deformation$^{10}$:

$$d_{c,max}/d_0 = 1 + 0.19We^{1/2}, \quad Oh < 0.1, \quad We < 10^2$$ (3)

Figure 3 is an illustration of present measurements of $d_{c,max}/d_0$ as a function of Weber number, with Ohnesorge number as a parameter. The correlating expression of Eq. (3) for $Oh \leq 0.1$ also is plotted in the figure; it is evident that Eq. (3) provides a reasonable fit of the data. Effects of increasing Ohnesorge number can be seen, with $d_{c,max}/d_0$ tending to decrease at a particular Weber number as Ohnesorge number is increased. Because the deformation motions of the drop cease at the point where $d_{c,max}$ is reached, this behavior is not thought to be a direct effect of viscous forces on the force balance fixing $d_{c,max}$. Instead, the increased time of deformation due to effects of liquid viscosity is a more probable mechanism. This allows drag forces to act for a longer time before the maximum deformation condition is reached, which tends to reduce the relative velocity, and correspondingly $d_{c,max}$.
4. Drop Drag

Drop drag properties were found by measuring the motion of the centroid of the drop in the uniform flowfield behind the shock wave. This approach is only approximate because it neglects the forces involved as the mass of the drop is redistributed during drop deformation, however, this effect is not expected to be large for present test conditions because characteristic velocities in the liquid phase are small as discussed subsequently.\textsuperscript{10}

The experiments to find $C_D$ involved the initial deformation of the drops up to the time $d_{c,max}$ was reached for $Oh < 0.1$ and for a moderate range of Reynolds number (1000–2500) where effects of Reynolds number on the drag of the drops are expected to be small.\textsuperscript{8} Thus, it was found that $C_D$ largely was a function of the degree of deformation of the drop for present test conditions. To highlight this behavior, the results are plotted in terms of $d_c/d_0$ in Fig. 4. Measurements of $C_D$ for solid spheres and thin disks, drawn from White\textsuperscript{20} for the same range of Reynolds number as the present tests, also are illustrated on the plot. In spite of the relatively large uncertainties of the measurements, the trend of the data is quite clear: for $d_c/d_0$ near unity, $C_D$ approximates results for solid spheres and then increases to approach results for thin disks at $d_c/d_0 = 2$. Thus, behavior in the period observed appears to be dominated by distortion of the drop, rather than internal circulation which would cause reductions of $C_D$ from values appropriate for solid spheres. This seems reasonable because liquid-phase velocities are relatively small for present test conditions. In particular, conservation of momentum considerations suggest that characteristic liquid-phase velocities are on the order of $(\rho_\ell/\rho_f)^{1/2}u_0$, see Ranger and Nicholls.\textsuperscript{20} Thus, for $(\rho_\ell/\rho_f) > 500$, liquid velocities are roughly 5% of the initial relative velocity.

5. Drop Sizes

Measurements of drop sizes after breakup were limited to conditions where $Oh < 0.1$. This was necessary in order to capture the entire drop field after breakup on a single hologram, because larger values of the Ohnesorge number yielded
regions containing drops that were too large for the present optical arrangement. The measurements included $\text{We} < 10^3$, which corresponds to the bag, transition, and shear breakup regimes.

Past work on the structure of dense sprays and processes of primary breakup of nonturbulent and turbulent liquids$^{2,13,14}$ indicated that local drop size distributions generally satisfied the universal root normal distribution function of Simmons,$^{31}$ with $\text{MMD/SMD} = 1.2$ (see Belz$^{27}$ for a discussion of the properties of the root normal distribution function). This vastly simplifies the presentation of data because the root normal distribution only has two moments, and with $\text{MMD/SMD}$ equal to a constant, is specified entirely by the Sauter mean diameter alone. Thus, initial measurements of drop sizes after breakup focused on evaluating the root normal distribution function.

Typical measurements of drop size distributions are illustrated in Fig. 5 for bag breakup. Results for the other breakup regimes were similar, although for shear breakup trends illustrated in Fig. 5 they were achieved only after removing the core or drop-forming drop from the distribution as discussed in the following (the core drop will be handled separately). The results are plotted in terms of the root normal distribution function, with the function itself illustrated for values of $\text{MMD/SMD} = 1.1, 1.2,$ and 1.5. The data are somewhat scattered at large drop sizes because of the limited number of large drops. The results are represented reasonably well by the universal root normal distribution function with $\text{MMD/SMD} = 1.2$, similar to the earlier findings.$^{2,13,14}$ In contrast to the present findings, Gel'fand et al.$^{18}$ observed a bimodal distribution of drop sizes after bag breakup for the two conditions they considered. The reason for this discrepancy is unknown and clearly merits additional study.

A correlating expression for the Sauter mean diameter after secondary breakup is obtained by noting the similarity between primary breakup of nonturbulent liquids$^{13}$ and secondary breakup due to stripping originating from the windward
side of the drop in the shear breakup regime. The configuration for secondary breakup in the shear breakup regime is shown in Fig. 6, where the core (drop-forming) drop is illustrated. It is assumed that the relative velocity at the time of breakup can be represented by the initial relative velocity, that drop sizes after breakup are comparable to the thickness of the boundary layer as it reaches the periphery of the drop, that the liquid boundary layer is laminar, and that the Sauter mean diameter is dominated by the largest drop sizes in the distribution. The length of development of the liquid boundary layer is taken to be proportional to $d_0$, which should be the condition tending to yield the largest drop sizes.\textsuperscript{10}

Present measurements of the Sauter mean diameter after secondary breakup are plotted in terms of the variables from the secondary breakup model in Fig. 7. These results are for $Oh < 0.1$ and $We < 10^3$, including the bag, transition, and shear breakup regimes. A correlation of the data based on the approximate theory also is shown on the plot. The best empirical fit of the data to the theoretical variables is as follows:

$$\rho_g SMD \frac{u_0^2}{\sigma} = 6.2 \left( \frac{\rho_f}{\rho_g} \right)^{1/4} \left[ \frac{\mu_f}{(\rho_f d_0 u_0)} \right]^{1/2} We$$

(4)

with the correlation coefficient of the fit being 0.91. It should be noted, however, that $\rho_f/\rho_g$ does not vary greatly over the present test range, and additional measurements are needed to explore density ratio effects.

It is probably fortuitous, and certainly surprising, that a single correlation can express the Sauter mean diameter after bag, transition, and shear breakup since the three breakup mechanisms appear to be rather different. On the other hand, similar behavior for the three breakup regimes is consistent with the observation
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Fig. 6  Shear breakup process of drops.

Fig. 7  Correlation of the SMD after secondary breakup.
that their breakup times correlated in the same way, as discussed in connection with Fig. 2.

6. Core Drop Properties

The velocity and size of the core drop at the end of breakup must be known in order to treat it separately from the rest of the drop population after shear breakup. Since drops stripped from the core drop were not observed to undergo subsequent breakup, the end of shear breakup coincides with the end of drop stripping from the core drop. In the following, the velocity of the core drop at the end of breakup will be considered first. Given this information about core drop velocities, subsequent stability considerations yield a method for correlating measurements of core drop sizes. These considerations are limited to the streamwise velocity of the core drop because these drops did not exhibit appreciable cross-stream velocities during the present experiments (aside from their cross-stream motion due to operation of the drop generator system).

To assist data correlation, a simplified analysis was used to estimate core drop velocities at the end of breakup. The major assumptions of the analysis\textsuperscript{11,12} are as follows: virtual mass, Bassett history, and gravitational forces were ignored; gas velocities were assumed to be constant; mass stripping from the core drop was ignored; and a constant average drag coefficient was used over the period of breakup.

Based on the preceding assumptions, the following expression for the absolute velocity of the core drop at the end of breakup, $u_b' = u_0 - u_b$, can be found\textsuperscript{11,12}:

$$
(u_b'/u_0)(\rho_f/\rho_g)^{1/2}(1 + 3C) = 3\tilde{C}_D(t_b/t^*)/4
$$

(5)

where

$$
C = (3\tilde{C}_D t_b/4t^*)(\rho_f/\rho_g)^{1/2}
$$

(6)

Earlier work has shown that $t_b/t^* = 5$ for $10 < We < 10^6$ and $Oh < 0.1$ (Refs. 10 and 27). Thus, the right-hand side of Eq. (5) should be a constant if a constant average value of $C_D$ for the shear breakup process can be found. A reasonable correlation of the present measurements of $u_b'/u_0$ was obtained by taking $\tilde{C}_D = 5$, which is comparable to values observed near the maximum deformation condition.\textsuperscript{10} This yields $3\tilde{C}_D(t_b/t^*)/4 = 19$ on the right-hand side of Eq. (5).

The measurements of core drop velocities at the end of breakup, normalized as suggested by Eq. (5), are plotted as a function of Weber number in Fig. 8. Measurements are shown for all of the drop liquids over the test range of the shear breakup regime, $100 < We < 600$, along with the fitted predictions of Eq. (5). The correlation for $u_b'/u_0$ is relatively independent of Weber number over this range and is in fair agreement with Eq. (5), based on the estimates of $t_b/t^*$ and $\tilde{C}_D$ discussed earlier.

The velocity measurements indicated that the relative velocity of the core drop at the end of breakup was 30–40% lower than the initial relative velocity. This implied that the local Weber numbers of the core drop when breakup ended generally were greater than the critical Weber number for the onset of drop breakup due to shock-wave disturbances ($We = 13$). Thus, the criterion for the end of drop stripping from the core drop differs from the criterion for the onset of breakup.
The dynamic state of a drop at the start of secondary breakup, where the drop is round and the drop liquid is motionless, clearly differs from the state of the core drop when shear breakup ends, where the drop is deformed and liquid motion associated with drop stripping is present. Thus, it is not surprising that local Weber numbers of the core drop at the end of shear breakup were different from (and generally exceeded) the critical Weber number associated with the onset of secondary breakup. Instead, conditions defining the end of drop stripping for shear breakup appear to be related more closely to the onset of breakup for more gradual drop motions, like the breakup of freely falling drops. This correspondence is exploited in the following to find a criterion for the end of core drop stripping and a method for estimating the size of the core drop at this condition.

The deformation and size of freely falling drops generally are correlated in terms of the Eötvös number $Eo$. The appropriate expression when the drop acceleration $a$ is due to gas motion relative to the drop is as follows:

$$Eo = a|\rho_f - \rho_g|d^2/\sigma = \rho_d d^2/\sigma$$

where the latter approximation follows because $\rho_f/\rho_g \gg 1$ for present test conditions. It is anticipated that drop stripping ends when a critical value of Eötvös number $Eo_{cr}$ is reached, based on the behavior of freely falling drops. The values of $Eo_{cr}$ were found for all shear breakup conditions, as defined in Refs. 11 and 12, and are plotted as a function of Weber number in Fig. 9. The critical Eötvös number of the core drop at the end of shear breakup is seen to be relatively independent of Weber number and liquid type over the range of the measurements, yielding a mean value, $Eo_{cr} = 16$. This behavior also is similar to the breakup requirements of freely falling drops, as discussed later.

The previous considerations suggest that Weber number, Eötvös number, and time all are factors in drop breakup events at low-Ohnesorge number. These interactions are highlighted by the local values of critical Weber number, critical Eötvös number, and $t_{cr}/t^*$ for various breakup events summarized in Table 1.
For abrupt disturbances, like the onset of secondary breakup due to shock-wave disturbances, local values of critical Weber numbers and critical Eötvös numbers were estimated at the time of breakup using measured values of drop drag in the deformation period. Thus, these values are lower than criteria normally given for breakup regime transitions due to drop acceleration prior to the onset of breakup. Similar to the normalized breakup time, the normalized time at the onset of breakup for shock-wave disturbances is a constant over a wide range of Weber number, $t_{cr}/t^* = 1.6$. For this process, drops in the deformation period have local values of Weber and Eötvös numbers that exceed the limits for the onset of breakup, however, breakup does not begin until the drop has had time to deform and achieve a dynamical condition in the liquid that allows drops to separate from the parent drop. The characteristics of critical Weber number, critical Eötvös number and $t_{cr}/t^*$ are somewhat different for gradual disturbances. In the case

<table>
<thead>
<tr>
<th>Process</th>
<th>$We_{cr}$</th>
<th>$Eo_{cr}$</th>
<th>$t_{cr}/t^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abrupt (shock-wave) disturbances:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Start of bag breakup, in gases</td>
<td>8–23</td>
<td>24–70</td>
<td>1.6</td>
</tr>
<tr>
<td>Start of multimode breakup, in gases</td>
<td>23–53</td>
<td>70–160</td>
<td>1.6</td>
</tr>
<tr>
<td>Start of shear breakup, in gases</td>
<td>53 &lt;</td>
<td>160 &lt;</td>
<td>1.6</td>
</tr>
<tr>
<td>Gradual disturbances:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Start of bag breakup, in gases$^b$</td>
<td>11–13</td>
<td>11</td>
<td>large</td>
</tr>
<tr>
<td>Start of bag breakup, in liquids$^b$</td>
<td>7–9</td>
<td>15</td>
<td>large</td>
</tr>
<tr>
<td>End of shear breakup, in gases$^c$</td>
<td>8–29$^c$</td>
<td>16</td>
<td>5.5</td>
</tr>
</tbody>
</table>

$^a$Oh $< 0.05$. $We_{cr}$ and $Eo_{cr}$ subsequently increase with increasing Ohnesorge number.
$^b$Freely falling drops in a motionless environment, from Refs. 33–36.
$^c$Present test range with wider range probable.
of bag breakup for a freely falling drop, Eötvös number, based on the actual drop acceleration, is a maximum at the start of free fall, whereas \( \frac{t_d}{t^*} \) is large due to the relatively slow acceleration of the drop. Thus, liquid properties are roughly quasisteady at each relative velocity condition and breakup only occurs when forces on the drop surface due to drag are too large to be stabilized by surface tension, i.e., when the Weber number of the drop reaches a critical value. Finally, the end of drop stripping for shear breakup also involves near quasisteady liquid behavior with the dynamical state of the drop being stabilized by surface tension once the forces on the surface, represented by the drop acceleration, became lower than a critical value represented by the critical Eötvös number. A range of critical Weber number is associated with this condition due to the large variation of the drag coefficient with the degree of deformation of the drop. Thus, various breakup events are associated with required minimum values of Weber number, Eötvös number, and time, with one of these parameters frequently serving as the controlling parameter for a particular process.

7. Drop Velocities

The last aspect of secondary breakup considered was the drop-size/velocity correlation at the completion of secondary breakup. These results will include all of the drops in the bag and multimode breakup regimes. The core drop will be excluded in the shear breakup regime, however, because its properties have already been established. A simplified analysis, similar to the approach used for core drop velocities, was used to assist the correlation of drop velocity data.\textsuperscript{11,12} Although the analysis was rather crude, it did yield results that were useful for correlating the velocity measurements. Similar to consideration of core drop velocities, attention was limited to streamwise drop velocities.

The drop-size/velocity correlation based on the variables from the simplified analysis is plotted in Fig. 10. The test results involve a variety of drop liquids over the bag, multimode, and shear breakup regimes. Results for the core drops have been shown as dark symbols, for comparison purposes, but they are not included in the following drop-size/velocity correlation. The measured results clearly are independent of the breakup regime and can be correlated reasonably well using the following empirical fit based on the simplified analysis\textsuperscript{11,12}:

\[
\frac{u_0}{u_b} - 1 = 2.7\left[\frac{\rho_g}{\rho_f}\right]^{1/2}d_0/d^{2/3}
\]

Equation (8) appears to be rather robust over the three breakup regimes, the range of liquid types, and the flow conditions considered during the present experiments. Even the results for core drops are in fair agreement with Eq. (8), however, the specific relationships for core drops discussed earlier provide a better estimate of their velocities. Additionally, the results indicate that relative velocities are reduced 30–70% over the period of breakup, with the smallest drops experiencing the largest reduction of relative velocity due to their smaller relaxation times. Finally, this variation of drop velocities with size implies that the secondary breakup process extends over a considerable region of space; for example, core drops move 30–40 initial droplet diameters during the period of breakup.\textsuperscript{11} Thus, secondary breakup corresponds to a rate process, somewhat like drop vaporization, rather than to an instantaneous process that can be characterized by jump conditions.
D. Conclusions

Drop deformation and secondary breakup after shock-wave initiated disturbances were studied, considering a variety of liquids in air at normal temperature and pressure ($We = 0.5-600$, $Oh = 0.006-600$, $\rho_f/\rho_g = 580-12000$, and $Re = 340-15760$). The major conclusions of the study are as follows.

1) Drop deformation and breakup begin at $We \sim 1$ and 10, respectively, at low Ohnesorge number. Effects of liquid viscosity, however, inhibit deformation and breakup at high Ohnesorge numbers, e.g., for $We < 1000$, breakup and deformation were no longer possible for $Oh > 10$ and 1000, respectively. This inhibition of deformation and breakup should be important for high-pressure combustion processes where drops reach large Ohnesorge numbers as the liquid surfaces approach the thermodynamic critical point. see Fig. 1.

2) Drop size distributions after secondary breakup satisfy the universal root normal distribution of Simmons with $MMD/SMD = 1.2$, similar to other observations in dense sprays and after primary breakup. An exception was shear breakup where the core drop must be treated separately. Thus, the size distribution is completely defined by the Sauter mean diameter alone, see Fig. 5.

3) The Sauter mean diameter after secondary breakup could be correlated in terms of a characteristic liquid boundary-layer thickness for all three breakup regimes, see Fig. 7 and Eq. (4).

4) The streamwise velocity and size of the core drop after shear breakup were correlated successfully based on simplified considerations of drop motion during breakup, and the observation that the Eötvös number at the end of drop stripping was a constant, i.e., $E_{dc} = 16$, see Figs. 8 and 9 and Eq. (5).
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5) The relative streamwise velocities of the drop liquid are significantly reduced during secondary breakup (30–70%, depending on drop size) due to the large drag coefficients during the drop deformation stage and the reduced relaxation times of smaller drops. These effects were correlated successfully based on variables found from simplified analysis of drop motion, see Fig. 10 and Eq. (8).

6) At low Ohnesorge numbers, criteria for various drop breakup processes can be represented by critical values of Weber number, Eötvös number, and $t^*/t^*$. Although certain minimum values are required for all three parameters, reaching a critical local value of one of the parameters tends to control the onset of particular breakup events: $t_e^*/t^*$ for the onset of breakup after a shock-wave disturbance, critical Weber number for the onset of breakup of a freely falling drop, and critical Eötvös number for the end of drop stripping from the core drop during shear breakup.

Aside from the deformation and breakup regime map, the present findings generally were limited to $Oh < 0.039$, with results concerning core drop properties limited to $Oh < 0.011$. Increasing the Ohnesorge number tends to impede drop deformation and breakup processes and should modify secondary breakup behavior considerably from the results observed during the present study. The liquid/gas density ratios of present work also were relatively limited and are most appropriate for sprays at atmospheric pressure. Effects of both Ohnesorge number and $\rho_l/\rho_g$ clearly merit additional study in order to better understand secondary breakup properties for practical combusting sprays, particularly at the conditions of liquid rocket engines. Finally, the rate aspects of secondary breakup, e.g., the evolution of dispersed drop liquid as a function of time, needs to be explored because secondary breakup extends over a significant region in space and time and is not completely characterized by jump conditions.

III. Turbulent Primary Breakup

A. Introduction

Primary breakup to form drops near liquid surfaces is an important fundamental process of sprays. Unfortunately, current understanding of primary breakup is limited due to problems of observing the process in dense spray environments, effects of secondary breakup that modify drop size distributions prior to the drop field reaching conditions where drop sizes can be measured readily, and effects of liquid-phase disturbances that can vastly alter primary breakup properties. Recently, pulsed holography techniques have provided optical access to primary breakup properties; thus, findings using these methods will be discussed in the following.13–15 This work has been limited to primary breakup along the surfaces of round liquid jets in still gases. This region corresponds to the near-injector dense-spray region of pressure-atomized sprays for atomization breakup conditions, in the absence of significant gas velocities relative to the injector passage.

Past studies of pressure-atomized sprays have established that spray properties are influenced by turbulence at the jet exit. First of all, the early studies of pressure atomization by De Juhasz et al.27 and Lee and Spencer28 showed that both atomization quality and mixing rates differed for laminar and turbulent flow at the jet exit. Next, Grant and Middleman29 and Phinney30 observed that jet stability and the onset of breakup were affected by turbulence at the jet exit as well. Additionally, Hiroyasu et al.41 studied the length of the all-liquid core near the
jet exit, which resembles the potential core region of single-phase jets. They conclude that turbulence generated in the flow passage has a significant effect on jet breakup properties, with even relatively short injectors exhibiting effects of turbulence due to disturbances generated at the reattachment points of separated flow regions. Chehroudi et al. criticized the measurements of all-liquid core lengths of Hiroyasu et al., typically finding values roughly half as long. Nevertheless, several other studies with reasonably good characterization of turbulence properties at the jet exit and alternative methods for measuring all-liquid core lengths and jet properties also have reported effects of jet exit turbulence on liquid jet breakup properties.59-60

The recent studies of Ruff et al.1,2,40 and Tseng et al.44,45 also have helped to quantify effects of turbulence at the jet exit on the mixing rates and structure of the dispersed phase region of pressure-atomized sprays. These studies involved liquid jets in still air at various pressures with both nonturbulent slug flow and fully developed turbulent pipe flow at the jet exit. Measurements of liquid volume fraction distributions showed much faster mixing rates for fully developed turbulent pipe flow than for nonturbulent slug flow. Additionally, drop sizes after primary breakup were larger for turbulent than nonturbulent liquids even though the other properties of these flows were nearly identical. Finally, drop sizes were relatively independent of liquid/gas density ratios for values greater than 500. However, drop sizes progressively decreased as liquid/gas density ratios were reduced below 500, so that aerodynamic effects appear to be limited to this low-density ratio regime.

Other studies also found that disturbances within the liquid phase, i.e., the presence of liquid turbulence, has dominated observations of breakup in pressure-atomized sprays and that aerodynamic effects are not very important at liquid/gas density ratios typical of observations at normal pressure and temperature. First of all, Hoyt and Taylor46-48 found that the breakup of liquid jets in air at atmospheric pressure was associated with the presence of turbulent boundary layers along the walls near the jet exit. Additionally, large changes in the aerodynamic environment, including both coflowing the counterflowing air, had little effect on breakup properties. Finally, Wu et al.49 observed the complete suppression of primary breakup along the liquid surface when boundary layers that develop along the injector passage walls for slug flow conditions are removed; instead, the entire liquid column breaks up as a whole at some distance from the jet exit, due to growth of large-scale disturbances. Thus, even the so-called slug flows considered in the past,1,2,13,44,45 probably involved effects of breakup enhanced by turbulent boundary layers near the liquid surface.

The preceding review of the literature shows that liquid properties affect primary breakup on the surface of the round jet and that aerodynamic effects, or at least the onset of conditions where they are important, are controlled by the liquid/gas density ratio and are not very significant for surface breakup at liquid/gas density ratios greater than 500. Thus, the objective of the present investigation was to observe primary breakup along liquid surfaces with well-defined liquid disturbance levels at various liquid/gas density ratios. Measurements involved round liquid jets in still gases with fully developed turbulent pipe flow at the jet exit. Effects of flow dynamics and liquid physical properties were studied by considering various gases as the jet environment. The measurements included pulsed shadowgraph photography and holography to find the location of the onset of turbulent primary
breakup as well as drop sizes and velocities after primary breakup as a function of distance from the jet exit. Additionally, phenomenological theories were used to help interpret and correlate the results. The following discussion is brief; more details can be found in Refs. 14, 15, and 49.

B. Experimental Methods

1. Apparatus

The measurements of primary breakup properties along the surface of round liquid jets in gases were carried out using an injector within a windowed test chamber. The injector consisted of a pneumatically driven piston/cylinder arrangement containing a 600-ml sample of the test liquid. The outlet of the cylinder had a rounded contraction to prevent cavitation, followed by a constant-diameter passage having a length-to-diameter ratio \( \geq 41 \), to yield nearly fully developed turbulent pipe flow at the jet exit. Injection was vertically downward with the liquid collected at the bottom of the test chamber and then discarded.

The windowed test chamber was cylindrical with a diameter of 300 mm and a length of 1370 mm. The chamber could be evacuated and refilled with various gases at pressures of 1 and 2 atm in order to change \( \rho_j/\rho_g \) while avoiding problems of cavitation and flashing at low-chamber pressures. Total test times were 200–10,000 ms, which was sufficient due to short flow development and data acquisition times. Jet exit velocities were calibrated using an impact plate.

2. Instrumentation

Instrumentation consisted of pulsed shadowgraph photography and single- and double-pulsed holography to measure drop sizes and velocities. These observations were confined to the region near the liquid surface in order to characterize the outcome of primary breakup. The holocamera was used for pulsed shadowgraph photography, operating in the single-pulse mode with the reference beam blocked to yield a shadowgraph rather than a hologram; these measurements were used to measure primary breakup properties near the onset of breakup. The arrangement of the holocamera as well as measurement techniques were identical to the secondary breakup measurements discussed in Sec. II. Results at each test condition were summed over 20–400 liquid fragments, to provide drop size and velocity correlations.

3. Test Conditions

The experiments involved relatively large, 3.6–9.5-mm-diam, liquid jets in still gases. Test liquids included water, n-heptane, and various glycerol mixtures. Test gases included helium, air, and freon 12 at pressures of 1–2 atm. Jet exit velocities were in the range 16–109 m/s, yielding the following ranges of jet and primary breakup dynamic parameters: \( \rho_j/\rho_g = 104–6230, Re_{fd} = 90,000–780,000, We_{jd} = 12–3790, We_{fd} = 60,000–1,090,000 \), and \( Oh_d = 0.0011–0.0052 \). Most test conditions involved \( We > 8 \) and \( We_{jd} > 40 \), which places them in the atomization breakup regime defined by Miesse\(^{25} \) and Ranz\(^{28} \), where primary breakup should begin right at the jet exit. Actually, the onset of primary breakup always occurred at some distance from the jet exit, as will be discussed later in more detail.
C. Presentation of Results on Primary Breakup

1. Drop Size Distributions

Drop size distributions after primary breakup were measured for all test conditions. It was found that they satisfied the universal root normal distribution function with the ratio \( \text{MMD}/\text{SMD} = 1.2 \), similar to results after secondary breakup, discussed earlier. These results also are consistent with numerous other observations in dense sprays.\(^{1,2,3,1,3,4,5}\) Thus, drop size distributions will be specified by the \( \text{SMD} \) diameter alone in the following.

2. Drop Velocities

The measurements of mass- (volume-) averaged streamwise and cross stream drop velocities after primary breakup are plotted as a function of distance from the jet exit in Fig. 11. To highlight potential aerodynamic effects, results for \( \rho_f/\rho_l > 500 \) are shown as open symbols whereas results for \( \rho_f/\rho_l < 500 \) are shown as darkened and half-darkened symbols.

The normalized drop velocities illustrated in Fig. 11 provide crude correlations in terms of \( x/d \) but other factors probably are involved as well. Near the jet exit, \( \bar{u}_p/\bar{u}_0 \), has a value of near 0.6, which increases to roughly 0.9 for \( x/d > 20 \). This behavior is consistent with drop velocities after turbulent primary breakup being roughly the same as streamwise liquid velocities near the liquid surface. Thus, the lower streamwise velocities are expected near the jet exit due to the retarding effect of the passage wall, evolving to higher values farther downstream where liquid velocities become more uniform. Superimposed on this behavior,

![Fig. 11 Mass-averaged drop velocities after primary breakup as a function of distance from the injector exit.](image-url)
however, is a clear trend that measurements for $\rho_f/\rho_g < 500$ have significantly lower mean streamwise velocities than the higher density ratio conditions—on the average roughly 20-40% lower. This can be attributed to aerodynamic drag if it is recalled that gas velocities near the liquid surface tend to be relatively low because the dispersed-phase region is very dilute (liquid volume fractions are less than 0.1%) so that momentum transfer to the gas phase is not very effective and relative velocities between the phases are large.\textsuperscript{1,2}

Similar trends with respect to density variations are much less clear for the cross stream velocity component $\bar{u}_c/\bar{u}_0$ in Fig. 11, which are comparable to cross stream velocity fluctuations in the liquid. In particular, maximum values of $\bar{u}_c/\bar{u}_0 = 0.058$ for fully developed turbulent pipe flow, even in the region near the wall\textsuperscript{30,51} which is comparable to the cross stream drop velocity results seen in Fig. 11. An explanation of why the cross stream velocity component does not exhibit a reduction due to drag at low values of $\rho_f/\rho_g$, similar to the streamwise velocity component, is provided by an aerodynamic effect other than drag. In particular, the classical aerodynamic theories of primary drop breakup are based on the idea that flow velocities in the radial direction are increased for protuberances from the liquid surface due to acceleration of the gas over the tip of the protuberance,\textsuperscript{52-56} which can be seen from the sketch appearing in Fig. 12. This yields a radial pressure drop across the protuberance that should increase the radial velocities of drops near the surface when aerodynamic effects are significant. This mechanism would tend to compensate for drag effects in the radial direction. Thus, it is plausible that radial drop velocities are not significantly changed by the presence of aerodynamic effects within the rather large scatter of the measurements.

3. Onset of Breakup

Phenomenological analysis to find drop properties at the onset of breakup was based on the configuration illustrated in Fig. 12. The onset mechanism was
assumed to involve the formation of a drop from a turbulent eddy having a characteristic size \( \ell \), and a characteristic cross stream velocity relative to the surrounding liquid \( v_0 \). The eddy is shown with an elongated shape because length scales in the streamwise direction are larger than in the cross stream direction for turbulent pipe flow.\(^{30,31}\) The eddy is assumed to be convected in the streamwise direction at the local mean velocity, which is taken to be \( \bar{u}_0 \) based on the results discussed in connection with Fig. 11. The drop formed by the eddy also is assumed to have a diameter comparable to \( \ell \).

Drops formed at the onset of turbulent primary breakup are the smallest drops that can be formed by this mechanism.\(^{14}\) The smallest drops that can be formed are either comparable to the smallest or Kolmogorov scales of turbulence, \( \ell_K \), or the smallest eddy that has sufficient mechanical energy to provide the surface energy needed to form a drop, whichever is larger. For present test conditions, \( \ell_K \) was in the range 1–10 \( \mu m \), which is much smaller than the smallest observed drop sizes; therefore, only the second criterion will be considered here, even though the first criterion may be relevant for some applications. The second criterion for the smallest drop that can be formed can be approximately quantified based on energy considerations. The mechanical energy available to form a drop includes the kinetic energy of an eddy of characteristic size, \( \ell_\text{t} \), relative to its surroundings, plus the added mechanical energy due to the pressure drop caused by acceleration of the surrounding gas over the tip of the protuberance, as illustrated in Fig. 12. It is reasonable to assume that \( \ell_\text{t} \) is in the inertial range of the turbulence spectrum, which implies\(^{53}\)

\[
\nu \ell \sim \bar{u}_0^2(\bar{u}_0^2 \ell / \Lambda)^{1/3}
\]

where variations of turbulence properties in the liquid have been ignored, similar to Ref. 14. Formulation of these ideas, setting \( SMD_\text{t} \sim \ell_\text{t} \), and assuming that turbulence properties in the liquid can be approximated by jet exit turbulence properties, yields the following implicit equation for \( SMD_\text{t} \) (Ref. 15):

\[
\frac{SMD_\text{t}}{\Lambda} \left[ 1 + C_{\text{ss}} \left( \frac{\rho_f}{\rho_\text{g}} \right) \left( \frac{\bar{u}_0}{\bar{u}_0} \right)^2 \left( \frac{\Lambda}{SMD_\text{t}} \right)^{2/3} \right]^{3/5} = C_H \left( \frac{\bar{u}_0}{\bar{u}_0} \right)^6 We_{fA}^{3/5}
\]

where \( C_{\text{ss}} \) and \( C_H \) are empirical proportionality constants. With fully developed turbulent pipe flow at the jet exit, \( \bar{u}_0 / \bar{u}_0 \) essentially is a constant\(^{30,31}\); therefore, the effect of the aerodynamic enhancement term in Eq. (10) largely is controlled by the liquid/gas density ratio. This helps support past observations that the onset of aerodynamic effects depends on the liquid/gas density ratio rather than dynamic properties related to the liquid velocity.\(^{14,45}\)

Present measurements of \( SMD_\text{t} \) are plotted in terms of the variables of Eq. (10) in Fig. 13. In doing this, \( C_{\text{ss}} \) was optimized to a value of 0.04, based on taking \( \bar{u}_0 / \bar{u}_0 = 0.058 \) for fully developed turbulent pipe flow.\(^{31}\) In addition to present results, measurements from Ref. 14 also are shown on the plot, which involve a variety of liquids for conditions where aerodynamic effects are not important. As before, test conditions for \( \rho_f / \rho_\text{g} > 500 \), where aerodynamic effects could not be identified, are shown as open symbols. The correlation of the data for all conditions generally is within the scatter anticipated from experimental uncertainties. The power of \( We_{fA} \) from the correlation of the data is not \(-3/5\) as suggested by
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Fig. 13  SMD at the initiation of turbulent primary breakup as a function of We_{fλ}.

Eq. (9), however, and can be represented by the following empirical fit that is shown on the plot:

\[
\frac{SMD_i}{\Lambda} \left[ 1 + 0.04 \left( \frac{\rho_f}{\rho_L} \right) \left( \frac{\bar{u}_0}{\bar{v}_0} \right)^2 \left( \frac{\Lambda}{SMD_i} \right)^{2/3} \right]^{3/5} = 76 We_{fλ}^{0.69}
\]

(11)

Given SMD\(_i\), the approach to find the location of the onset of turbulent primary breakup, \(x_i\), was similar to Ref. 14. To find \(x_i\), it is assumed that the drop-forming eddy convects along the liquid surface with a streamwise velocity \(\bar{u}_0\) based on the results of Fig. 11. In addition, it was assumed that the onset of breakup was given by the time for growth of ligaments until their breakup into drops, taken to be the Rayleigh breakup time. The Rayleigh breakup time for a ligament of length \(\xi_i\), assuming that effects of liquid viscosity are small, is proportional to \((\rho_f \xi_i^3 / \rho_L)^{1/2}\), as discussed in Refs. 13 and 14. This yields the following expression for \(x_i\) (Ref. 15):

\[
\frac{x_i}{\Lambda} \left[ 1 + C_{ra} \left( \frac{\rho_f}{\rho_L} \right) \left( \frac{\bar{u}_0}{\bar{v}_0} \right)^2 \left( \frac{\Lambda}{SMD_i} \right)^{2/3} \right]^{3/5} = C_{xi} \left( \frac{\bar{u}_0}{\bar{v}_0} \right)^{9/5} We_{fλ}^{4/10}
\]

(12)

where \(C_{ra}\) is a constant of proportionality. Similar to Eq. (9), aerodynamic effects on \(x_i\) from Eq. (12) are controlled by the liquid/gas density ratio alone.

Both the present measurements of \(x_i\) and those of Ref. 14 are plotted in terms of the variables of Eq. (12) in Fig. 14, adopting \(C_{ra} = 0.04\) as before. The correlation of the data over the full range of aerodynamic effects is reasonably good in view of
the relatively large experimental uncertainties of $x_i$. As before, however, the power of $We_{fA}$ for the correlation of the data is not $-0.4$ as suggested by Eq. (12) but can be represented better by the following empirical expression, which is shown on the plot:

$$
\frac{x_i}{\Lambda} \left[ 1 + 0.04 \left( \frac{\rho_f}{\rho_g} \right) \left( \frac{\bar{u}_0}{\bar{U}_0} \right)^2 \left( \frac{\Lambda}{SMD} \right)^{2/10} \right]^{9/10} = 2570 We_{fA}^{-0.63}
$$

(13)

4. Drop Sizes

Aerodynamic secondary breakup times scale proportional to $\xi (\rho_f/\rho_g)^{1/2}/\bar{u}_0$ for an object of size $\xi$, if the velocity of the gas near the liquid surface is assumed to be small. Thus, for conditions where aerodynamic effects are important, Rayleigh breakup times increase more rapidly than do secondary breakup times as $\xi$, increases. This implies a tendency for secondary and primary breakup to occur simultaneously, or to merge, as distance from the jet exit increases—a mechanism that dominates droplet sizes near the liquid surface when aerodynamic effects are important, except near the onset of turbulent primary breakup.

Within the merged primary and secondary breakup regime, turbulent primary breakup properties will be found using the results of Ref. 14 whereas aerodynamic secondary breakup properties will be found from Eq. (4). The variation of $SMD$ with distance from the jet exit for turbulent primary breakup was found assuming that the $SMD$ was proportional to the largest drop that could be formed at a particular position with the time of breakup determined from the Rayleigh breakup
time. Thus, the combined formulation yields the following expression for the SMD after merged primary and secondary breakup:

$$
\rho_s SMD \frac{\Delta u_0^2}{\sigma} = C_s C_{xx} \left( \frac{x}{\Lambda} \right)^{1/3} (\rho_s/\rho_f)^{3/4} \left( \frac{\rho_s}{\rho_f} \right)^{3/4} \left( \frac{\sigma}{\Delta u_0} \right)^{-1/2} 
$$

(14)

where $C_s$ and $C_{xx}$ are empirical constants.

Present measurements of aerodynamic turbulent primary breakup, along with some results from Ref. 45, are plotted according to the variables of Eq. (14) in Fig. 15. The following best fit correlation of present measurements also is shown in the plot:

$$
\rho_s SMD \frac{\Delta u_0^2}{\sigma} = 12.0 \left( \frac{x}{\Lambda} \right)^{1/3} (\rho_s/\rho_f)^{3/4} \left( \frac{\sigma}{\Delta u_0} \right)^{-1/2}
$$

(15)

Additionally, adopting the best fit values of $C_s$ and $C_{xx}$ in Eq. (14), the following theoretical prediction for SMD as a function of distance is obtained:

$$
\rho_s SMD \frac{\Delta u_0^2}{\sigma} = 12.9 (x/\Lambda)^{1/3} (\rho_s/\rho_f)^{3/4} \left( \frac{\sigma}{\Delta u_0} \right)^{-1/2}
$$

(16)

with the standard deviation of the constant of 21%. Thus, the differences between Eqs. (15) and (16) are not statistically significant, within experimental uncertainties. Present measurements also are in good agreement with the predictions. The measurements of Tseng et al.44 however, definitely yield smaller drop sizes after merged primary and secondary breakup. An explanation of this behavior is that these flows involved the highest concentrations of drops after turbulent primary breakup within the database, so that drop properties near the liquid surface could be influenced by small drops migrating from other parts of the multiphase mixing layer due to turbulent dispersion.

![Figure 15](image)

**Fig. 15** SMD after merged turbulent primary and secondary breakup as a function of distance from the injector exit.
Fig. 16  SMD after turbulent primary breakup as a function of distance from the injector exit, including inversion of merged secondary breakup effects.

The consistency of the merged primary and secondary breakup process also can be examined by inverting the process; namely, by computing the drop sizes that should have been observed after primary breakup in the absence of aerodynamic effects, $SMD_p$, and comparing these results with other measurements at similar conditions. To do this, the nonaerodynamic turbulent primary breakup correlation was refitted to yield\textsuperscript{16}

$$SMD_p/\Lambda = 0.65 \left[ x/(\Lambda W e_{\text{fA}}^{1/2}) \right]^{2/3} \quad (17)$$

This implies reasonably consistent measurements of turbulent primary breakup with respect to Ref. 14, where the constant of Eq. (17) was 0.64. Then from the fit of the measurements illustrated in Fig. 15, the relationship between $SMD$ and $SMD_p$ is given by

$$SMD_p/\Lambda = 3.91 \times 10^{-3} (\rho_g/\rho_f)^{1/2} Re_{\text{fA}} (SMD/\Lambda)^2 \quad (18)$$

The measurements illustrated in Fig. 15, where primary and secondary breakup occurred, were inverted to get $SMD_p$, using Eq. (18). These results are plotted in Fig. 16, along with previous results for turbulent primary breakup where aerodynamic effects are not important from Ref. 14. Aside from the few results of Ref. 45 mentioned earlier in connection with Fig. 15, the inverted aerodynamic turbulent primary breakup measurements are seen to be in good agreement with the other results, supporting the idea of merging of primary and secondary breakup.

An interesting feature of the results of Fig. 16 is the progressive increase of $SMD$ with distance from the injector. The largest $SMD$ values observed in Fig. 16 approach the order of magnitude of the radial integral scale of the turbulence.
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Whereas larger drops are feasible for liquid surfaces in general, this is not the case for round liquid jets due to the finite length of the liquid core. This is indicated in the figure using the correlation for liquid core length from Grant and Middleman. The fact that the SMD approaches Λ near the end of the liquid core is consistent with the liquid column breaking up as a whole in this region.

5. Breakup Regimes

Present measurements suggested three regimes of turbulent primary breakup: 1) nonaerodynamic turbulent primary breakup, 2) aerodynamically enhanced turbulent primary breakup, observed at onset conditions, and 3) aerodynamic turbulent primary breakup, which involves merging of turbulent primary and secondary breakup. The results also indicated that the boundaries of these regimes are fixed by the liquid/gas density ratio and the relative magnitudes of characteristic Rayleigh breakup times of ligaments and the secondary breakup times of liquid fragments. The breakup times used to define these regimes were based on the SMD after primary breakup, or after the primary breakup stage of merged primary and secondary breakup, for conditions beyond the onset of breakup for present data. Thus, the characteristic Rayleigh breakup time was taken to be $\tau_{R} \approx (\rho_f \text{SMD}^2 / \sigma)^{1/2}$, whereas the characteristic secondary breakup time was taken to be $\tau_{b} \approx (\rho_f / \rho_g)^{1/2} \text{SMD} / \bar{u}_0$. Then using Eq. (18) to eliminate SMD from the ratio, the characteristic time ratio was taken to be

$$\tau_{R} / \tau_{b} = (\rho_g / \rho_f)^{1/2} (x \text{We}_{fl} / \Lambda)^{1/3}$$

(19)

The resulting turbulent primary breakup regimes based on present measurements, as well as those from Refs. 1, 14, and 45, are illustrated in terms of $\rho_f / \rho_g$ and $\tau_{R} / \tau_{b}$ in Fig. 17. The total set of measurements yields $\rho_f / \rho_g = 500$ as the aerodynamic/nonaerodynamic transition, and $\tau_{R} / \tau_{b} = 4$ as the enhanced-aerodynamic/merged transition.

D. Conclusions

Primary breakup along the surface turbulent liquids was studied, considering liquid jets in still gases with fully developed turbulent pipe flow at the jet exit ($\rho_f / \rho_g = 104-6230$, $Re_{fl} = 90,000-780,000$, $We_{fl} = 12-3790$, $We_{fd} = 60000-1,090,000$, and $Oh_d = 0.0011-0.0052$). The major conclusions of the study are as follows:

1) The presence of aerodynamic phenomena for turbulent primary breakup largely is controlled by the liquid/gas density ratio. When this ratio is less than 500, aerodynamic phenomena affect both conditions at the onset of breakup and drop sizes and velocities (to a lesser extent) after breakup.

2) Aerodynamic enhancement of the onset of turbulent primary breakup was due to the aerodynamic pressure reduction over the tips of protruding liquid elements. This effect assists the kinetic energy of a corresponding liquid eddy relative to its surroundings to provide the surface tension energy needed to form a drop, thus allowing smaller drops to form. Phenomenological analysis based on these ideas yielded reasonable correlations of onset properties, Eqs. (11) and (13), for the enhanced aerodynamic breakup regime (see Figs. 13 and 14).

3) For conditions where secondary breakup times become small in comparison to Rayleigh breakup of turbulence-induced ligaments protruding from the surface,
Fig. 17 Turbulent primary breakup regime map.

processes of primary and secondary breakup merge yielding smaller drops than when aerodynamic effects are absent. The reduction of drop sizes at these conditions correlated reasonably well with results for the secondary breakup of drops due to shock disturbances, yielding the correlation of Eq. (16), see Fig. 15.

4) Drop size distributions after aerodynamic turbulent primary breakup approximated Simmons' universal root normal distribution with MMD/SMD = 1.2, similar to observations of other drop breakup processes as well as drops in the multiphase mixing layers of pressure-atomized sprays. Additionally, mass-averaged drop velocities after aerodynamic turbulent primary breakup approximate mean and rms velocity fluctuations of the liquid in the streamwise and cross stream directions, respectively, although there was a tendency for streamwise velocities to be somewhat reduced by aerodynamic effects.

A major issue still open involves primary breakup of nonturbulent liquids and the relevance of the classical primary breakup theories of Taylor and Levich. Current findings, and the observations of others, all indicate that it is difficult to observe the nonturbulent primary breakup mechanism. The main problems are effects of liquid disturbances, the intrusion of secondary breakup, and weak aerodynamic effects for most liquids at normal pressure and temperature where measurements are most convenient. Until these experimental difficulties are resolved, understanding of this important primary breakup mechanism will remain limited. This is problematic because the classical nonturbulent aerodynamic primary breakup mechanism is likely to dominate breakup processes within combusting sprays at the pressures typically found in practical transportation and
propulsion systems. Finally, the rate properties of primary breakup are not well known, which limits capabilities for rational models of the near-injector region of sprays.
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Abstract—Multiphase flow phenomena relevant to spray combustion are reviewed, emphasizing the structure of the near-injector dense-spray region and the properties of secondary and primary breakup. Existing measurements of dense-spray structure are limited to round pressure-atomized sprays in still gases and show that the dispersed flow region is surprisingly dilute, that separated flow effects are significant because the flow is dilute and developing, and that atomization involves primary breakup at the liquid surface followed by secondary breakup, while effects of collisions are small. Available information about secondary breakup emphasizes breakup due to shock wave disturbances at large liquid/gas density ratios and shows that secondary breakup is a dominant feature of dense sprays that must be resolved as a function of time so that secondary breakup can be properly treated as a rate process. Finally, available information about primary breakup has been dominated by effects of disturbances in the injector passage; therefore, while some understanding of turbulent primary breakup has been achieved, more information about aerodynamic primary breakup is needed to address practical spray combustion processes.
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1. INTRODUCTION

There have been numerous studies of non-combusting and combusting sprays, emphasizing the dilute region far from the injector exit, where observations and modeling are relatively tractable due to small liquid volume fractions. As a result, many features of dilute sprays are understood reasonably well, see the reviews due to Giffen & Muraszew (1953), Levich (1962), Harrje & Readon (1972), Clift et al. (1978), Lefebvre (1980, 1981, 1989), Law (1982), Sirignano (1981), Wierzba & Takayama (1988), Annamalai & Ryan (1992), Faeth (1977, 1983, 1987, 1990) and references cited therein. Thus, attention now is being directed to the less accessible dense-spray region near the injector exit, in order to determine how injector design properties and the spray environment influence flow properties entering the dilute-spray region. Thus, the objective of this paper is to briefly review these efforts and to identify areas where additional research is needed.

Three aspects of multiphase flow relevant to spray combustion are reviewed as follows: (1) the structure of the near-injector dense-spray region, in order to help define the environment of various dense spray processes; (2) the properties of secondary breakup, which often is the rate controlling process of dense sprays in much the same way that drop vaporization often is the rate controlling process of dilute sprays; and (3) the properties of primary breakup, which define initial conditions for dense sprays and most directly connect injector design properties (hardware) and spray properties. Due to space limitations, however, present considerations will be limited to processes directly relevant to non-evaporating round pressure-atomized sprays in still gases. Ignoring evaporation is reasonable because the dense-spray region of combusting sprays generally involves cool portions of the flow where rates of heat and mass transfer are modest. Additionally jet flows in still gases are a simple classical flow configuration that exhibit most features of dense-sprays while only requiring a few defining parameters. Information about other spray processes and injection configurations can be found in the review articles cited earlier, and references cited therein.

In the following, dense-spray structure, secondary breakup and primary breakup will be considered in turn. The description of each topic is sufficiently complete so that it can be read independently, if desired.
2. DENSE SPRAY STRUCTURE

2.1. Introduction

Round pressure-atomized sprays in a still gas are a classical spray configuration that will be used to illustrate the environment of dense sprays, based on results described by Clift et al. (1978), Faeth (1987, 1990), Ruff & Faeth (1995), Ruff et al. (1989, 1991, 1992), Tseng et al. (1992a, b, 1995) and Wu et al. (1995b). Early studies of this spray configuration emphasized spray breakup regimes, including conditions required for the important atomization breakup regime where drop formation begins right at the jet exit, see Reitz & Bracco (1982), Miesse (1955), Ranz (1958) and Phinney (1973). Subsequent work concentrated on visualization of the near-injector region of the flow and definition of the properties of the liquid core, which is similar to the potential core of a single-phase jet, see Phinney (1973), Hoyt & Taylor (1977a, b), Hiroyasu et al. (1982) and Chehrouri et al. (1985). More recently, Wu et al. (1983, 1984) have studied the properties of the dilute spray region near the outer edge of the spray. Emphasis in the following, however, will be on the dense spray region, based on the measurements of Ruff et al. (1989, 1991, 1992) and Tseng et al. (1992a, b). For these conditions, flow regimes and flow structure will be considered, in turn.

2.2. Flow regimes

The atomization breakup regime of round pressure-atomized sprays is most important because it provides the fine atomization needed for rapid mixing of liquid and gas phases during practical combustion processes. A sketch of the flow within the near-injector region for this breakup regime is illustrated in figure 1. There are two main multiphase flow regions within dense sprays; namely, the liquid core and the dispersed flow region beyond the surface of the liquid core. As noted earlier, the liquid core is similar to the potential core of a single phase jet, although it is generally much longer. For example, Chehrouri et al. (1985) find the following expression for the length, $L_c$, of the liquid core:

$$L_c/d = C_r(\rho_l/\rho_g)^{1/2}$$

where $d$ is the injector diameter, $\rho_l$ and $\rho_g$ are the liquid and gas densities, respectively, and $C_r$ is an empirical constant in the range 7–16. This implies $L_c/d$ in the range 200–500 for typical sprays at atmospheric pressure, with this ratio generally being inversely proportional to the square root of pressure. Thus, liquid cores are a very prominent feature of round pressure-atomized sprays.

The dispersed flow region beyond the liquid surface involves a developing multiphase mixing layer in the region where the liquid core is present, followed by a multiphase jet that evolves into a dilute round spray flow. The multiphase mixing layer begins close to the jet exit within the atomization breakup regime. Primary breakup occurs due to the formation of ligaments and other irregular liquid elements along the surface of the liquid core. Thus, rates of primary breakup tend to control the length of the liquid core. The dense spray region generally is associated with the

![Figure 1. Sketch of the near-injector region of a pressure-atomized spray in the atomization breakup regime.](image-url)
presence of the liquid core although this definition is not very precise, e.g., the edge of this region is a dilute spray while the region just downstream of the liquid core has large liquid volume fractions typical of a dense spray condition. The outcome of primary breakup frequently is irregular drops or ligaments while most liquid elements resulting from primary breakup are unstable to secondary breakup; these are features that are typical of dense sprays. Finally, the properties of dense sprays, or even the existence of the dense spray region, are strongly dependent upon liquid flow properties (disturbance levels, vorticity properties, turbulence levels, etc.) at the jet exit, as will be discussed later.

2.3. Flow structure

Ruff et al. (1989, 1991, 1992) and Tseng et al. (1992a, b) observe significant effects of the degree of development of turbulence at the jet exit on dense spray properties. Thus, in order to fix ideas, subsequent information about dense spray properties will be limited to conditions where there is fully-developed turbulent pipe flow at the jet exit. Measured and predicted time-averaged liquid volume fractions along the axis of the dense spray region, \( \xi_{av} \), for water injected into air at various pressures, from Tseng et al. (1992a), are illustrated in figure 2 as a function of the distance from the jet exit, \( x \). The measurements were completed by Ruff et al. (1989) and Tseng et al. (1992a) by deconvoluting gamma-ray absorption determinations for cord-like paths through the flow; notably, the two sets of measurements are in excellent agreement in the region where they overlap. The predictions are based on a Favre-averaged turbulence model under the locally-homogeneous flow (LHF) approximation, where relative velocities between the phases are assumed to be small in comparison to mean flow velocities, see Ruff et al. (1989), for a complete description of this model.

The region near the jet exit \( (x/d < 3–8) \) illustrated in figure 2, exhibits mean liquid volume fractions near unity, followed by a rapid reduction of the liquid volume fraction. The initial reduction of liquid volume fractions occurs at progressively smaller values of \( x/d \) as the pressure increases, indicating faster mixing rates at higher ambient gas densities, analogous to effects of flow density ratio for single-phase turbulent jets, see Ricou & Spalding (1961). There is good agreement between measurements and predictions; nevertheless, these conditions represent relatively low levels of mixing as will be discussed subsequently. For such conditions, LHF predictions generally are reasonably good, because separated flow effects due to relative velocity differences between the gas
and the liquid are not very significant when the flow is mainly liquid. Finally, although the variation of liquid volume fraction suggests a relatively short liquid core, this is not the case when viewed in terms of mixture fraction. Results to be considered next will show that Favre-averaged mixture fractions are near unity for all the conditions illustrated in figure 2, so that even low levels of flapping of the liquid core can explain the liquid volume fraction reductions.

Ricou & Spalding (1961) have shown that properties along the axis of single-phase variable-density jets should scale in terms of a normalized density-weighted streamwise distance, \((\rho_c/\rho_w)^{1/2}x/d\), while Chhoudi et al. (1985) recommend similar scaling based on their measurements of liquid core lengths as discussed in connection with [1]. Thus, predicted and measured Favre-averaged mixture fractions along the axis, \(\tilde{c}_l\), where the subscript \(c\) denotes a property along the axis (mixture fraction simply corresponds to the mass fraction of water for these conditions) are plotted as a function of this variable in figure 3, for the same conditions as figure 2. When plotted in this manner, both measurements and predictions exhibit little effect of ambient pressure and also show that liquid volume fractions generally are near unity in this region, as noted earlier. Nevertheless, the LHF predictions vastly overestimate the subsequent rate of reduction of mass fractions with increasing streamwise distance, and thus the mixing rates. The corresponding slower rates of mixing along the axis than LHF predictions suggest significant effects of separated flow just downstream of the end of the liquid core. This behavior is plausible, because breakup of the end of the liquid core yields large drops that maintain significant relative velocities due to their large inertia. Thus, separated flow effects are an important feature of dense sprays. Another result illustrated in figure 3 is the effect of jet exit flow conditions on spray mixing rates as evidenced by the slower rate of development of the non-turbulent slug flow in comparison to the fully-developed turbulent pipe flow at the jet exit (most evident at the farthest downstream position).

Predicted and measured radial profiles of mean liquid volume fractions at atmospheric pressure are plotted as a function of radial distance, \(r\), in figure 4, for the same conditions as figures 2 and 3. The independent measurements of Ruff et al. (1989) and Tseng et al. (1992a) agree within experimental uncertainties, except for \(x/d = 100\) where the greater confinement of the flow studied by Tseng et al. (1992a) might be a factor. The measurements show a progressive increase of flow width with increasing distance from the jet exit. The comparison between LHF predictions and

![Figure 3: Favre-averaged mixture fractions along the axis of round pressure-atomized water sprays in still air at various pressures for atomization breakup with fully-developed turbulent pipe flow at the jet exit. From Tseng et al. (1992a).](image)
measurements is reasonably good, except at larger values of \( z/d \); Ruff et al. (1989) show that this difficulty is due to effects of separated flow as the flow becomes more dilute.

Tseng et al. (1992b) directly assess effects of separated flow in the dense spray region of round pressure-atomized sprays using double-pulsed holography to measure drop size and velocity distributions, in the mixing layer, as well as the position of the surface of the liquid core. These results allowed the determination of Favre-averaged flow velocities, for direct comparison with LHF predictions, assuming that the velocities of 5 \( \mu \text{m} \) diameter drops were representative of gas velocities. The resulting measured and predicted streamwise mean phase velocities (Favre-averaged and gas phase velocities) at a typical streamwise location (\( x/d = 25 \)) are plotted in figure 5 for ambient pressures of 1, 2 and 4 atm. The velocities on this plot are normalized by the injector exit velocity, \( u_e \). The range of measured positions of the liquid surface are also shown on the plots for reference purposes. In general, the measured Favre-averaged velocity is significantly greater than the gas velocity, although the differences between the two decrease as the ambient pressure increases. In addition, the LHF predictions are not very satisfactory, which is expected due to the presence of significant effects of separated flow.

Additional insight concerning separated-flow effects in dense sprays can be obtained from the structure properties plotted in figure 6. The results in this figure include the ellipticity of the drops, \( e_\theta \), the Sauter mean diameter of the spray, SMD, and drop velocities, \( u_d \) for various drop diameters, \( d_d \). These results are for the same conditions as figure 5, with both data and predictions obtained from Ruff et al. (1992), but they are typical of findings at other conditions within the dense spray region. The region near the liquid surface consists of large, irregular, ligament-like elements (large \( e_\theta \) and SMD), even though this spray had good atomization properties, while the dilute spray region near the edge of the flow involves smaller round drops. This provides direct evidence of significant levels of secondary breakup in the dense spray region near the liquid surface. In addition, the dispersed flow region, exterior to the liquid core, was surprisingly dilute (with mean liquid volume fractions less than 0.1%), see Ruff et al. (1992) and Tseng et al. (1992b); therefore, the large mean liquid volume fractions observed in some portions of the dense spray region are mainly due to the

---

**Figure 4.** Radial profiles of time-averaged liquid volume fractions along the axis of round pressure-atomized water sprays in still air at atmospheric pressure for atomization breakup with fully-developed turbulent pipe flow at the jet exit. From Tseng et al. (1992b).

**Figure 5.** Radial profiles of mean phase velocities for round pressure-atomized water sprays in still air at various pressures for atomization breakup with fully-developed turbulent pipe flow at the jet exit. From Tseng et al. (1992b).
Figure 6. Radial profiles of dispersed-phase properties for round pressure-atomized water sprays in still air at atmospheric pressure for atomization breakup with fully-developed turbulent pipe flow at the jet exit. Data from Ruff et al. (1992).

presence of the liquid core. The low liquid volume fractions within the dispersed flow region imply that collisions between liquid elements are improbable, see Faeth (1977, 1983, 1987). Thus, these findings support the conventional picture of atomization within dense sprays, as discussed by Giffen & Muraszew (1953), which involves primary breakup into ligaments and large drops at the liquid surface followed by secondary breakup into smaller round drops, with negligible effects of collisions.

A useful experimental finding of the studies of Ruff et al. (1992) and Tseng et al. (1992b) was that drop size distributions throughout the dense spray region are well correlated by the universal root-normal distribution with MMD/SMD = 1.2 due to Simmons (1977), where MMD is the mass median drop diameter of the spray. See Belz (1973) for a discussion of the properties of this distribution function. Then, since this distribution only has two parameters, the entire size distribution can be represented by the SMD alone. Another observation was that the drop sizes after primary breakup, as well as mixing rates throughout the flow which was noted earlier, were
very dependent upon flow conditions at the injector exit—a finding that parallels the well known
importance of jet exit conditions on the development region of single-phase turbulent jets.

The distributions of drop velocities illustrated in figure 6 show that they vary considerably with
drop diameter at each point in the flow, providing direct evidence of significant separated flow
effects in dense sprays. Near the liquid core, the largest drops have velocities comparable to mean
liquid injection velocities. However, velocities decrease with both decreasing drop size and
increasing radial distance. A surprising feature of these observations is that gas velocities (which
approximate the velocities of the smallest drops) are low and are nearly constant across the width
of the dispersed flow region. This implies relatively ineffective momentum exchange between the
phases because the large drops contain most of the momentum and they respond slowly to drag
forces due to their relatively large inertia. Finally, consistent with observations in connection with
figures 2–3, the LHF predictions illustrated in figure 6 are poor because separated flow effects are
important within most of the dense spray region.

2.4. Conclusions

Based on the study of the structure and mixing properties of dense sprays found near the injector
for round pressure-atomized sprays in still gases, the following major conclusions are obtained:

(1) The large liquid volume fractions observed in dense sprays generally are due to the
presence of the liquid core; in contrast, liquid volume fractions in the dispersed flow region
beyond the liquid surface are small, less than 0.1%, so that the flow in this region
corresponds to a dilute spray but with added complications due to the presence of irregular
liquid elements and secondary breakup.

(2) Measurements generally support the traditional view of atomization expressed by Giffen
& Muraszew (1953); namely, primary breakup at the liquid surface is followed by
secondary breakup in a dilute spray environment where effects of drop collisions are
negligible (except for spray conditions that strive for significant effects of collisions to
enhance breakup rates, such as impinging injectors).

(3) Rates of mixing, drop properties and flow structure within dense sprays are strongly
dependent on the degree of flow development and turbulence levels at the jet exit, and on
the liquid/gas density ratio, somewhat analogous to the effect of these properties on the
structure of the flow development region of single-phase jets.

(4) Effects of separated flow are important within dense sprays, with significant differences
between the velocities of large drops and the gas due to the poor response properties of
large drops. Thus, LHF predictions of the structure of dense sprays are not very effective,
even at the highest liquid volume fractions where the momentum of the gas and small
drops is negligible in any event.

(5) Drop size distributions after primary breakup, as well as after secondary breakup and on
approach to the dilute spray region, all satisfied the universal root-normal drop size
distribution with MMD/SMD = 1.2 due to Simmons (1977) at each point in dense sprays;
therefore, the entire drop-size distribution can be characterized by a single moment, e.g.
the SMD.

3. SECONDARY BREAKUP

3.1. Introduction

Based on the previous considerations of the structure of the dense spray region for round
pressure-atomized sprays, secondary breakup clearly is an important process of dense sprays,
through its effect on drop size distributions as the dilute spray region is approached. In particular,
primary breakup at the surface of the liquid core yields drops that are intrinsically unstable to
secondary breakup. In addition, high-pressure combustion for typical power and propulsion
systems involves conditions where the surface tension of drops becomes small, because the liquid
surface approaches the thermodynamic critical point; naturally, such conditions suggest potential
for significant effects of drop deformation and secondary breakup. Prompted by these observations,
current understanding of secondary breakup will be discussed in the following.
3.2. Deformation and breakup regimes

Numerous studies have considered the definitions and conditions for the onset of various deformation and breakup regimes of drops subjected to shock wave disturbances. When effects of liquid viscosity are small, the breakup regime observed at the onset of breakup has been termed bag breakup; it involves deflection of the drop into a thin disk normal to the flow direction, followed by deformation of the center of the disk into a thin, balloon-like structure, both of which subsequently divide into drops, see Wierzb & Takayama (1988), Hinze (1955), Krzeczkowski (1980), Hanson et al. (1963), Gefland et al. (1974), Ranger & Nicholls (1969) and Reinecke & McKay (1969) and Reinecke & Waldman (1970) for photographs of all the breakup regimes discussed here. The shear breakup regime is observed at higher relative velocities: it involves deflection of the periphery of the disk in the downstream direction, rather than deflection of the center of the disk, and the stripping of droplets from the periphery of the disk. The transition between the bag and shear breakup regimes is a complex mixture of the two bounding regimes which will be denoted the multimode breakup regime in the following. A complex breakup mechanism also has been observed at very large relative velocities, which has been called catastrophic breakup by Reinecke & McKay (1969) and Reinecke & Waldman (1970), nevertheless, this regime is not seen in typical dense sprays and will not be considered here.

Existing observations of secondary breakup have generally involved \( \rho_l/\rho_g > 500 \) and \( \text{Re} > 100 \), where \( \text{Re} = \rho_g u_d \delta/\mu_g \) and \( \mu_g \) is the molecular viscosity of the gas. For these conditions, Hinze (1955) shows that breakup regime transitions are functions of the initial Weber number of a drop, \( \text{We} = \rho_g d_u^2 \nu_\sigma^2/\sigma \), where \( \sigma \) is the drop surface tension and the subscript \( o \) denotes an initial condition, and the Ohnesorge number of a drop. \( \text{Oh} = \mu_l/(\rho_l d_u \sigma)^{1/2} \), where \( \mu_l \) is the molecular viscosity of the liquid, which are measures of the ratios of drag and liquid viscous forces to surface tension forces, respectively. The resulting deformation and breakup regime map based on available results from Hinze (1955), Krzeczkowski (1980), Hsiang & Faeth (1992, 1993, 1995), Hanson (1963), Lane (1951) and Loparev (1975) is illustrated in figure 7. The various breakup regimes identified by Hinze (1955), Krzeczkowski (1980) and Hsiang & Faeth (1992, 1995) are in excellent agreement in the regions where they overlap; in view of the subjective nature of identifying breakup regime transitions, this degree of agreement is quite satisfying. The transitions to the deformation regimes are important because they define conditions where drop drag departs significantly from that of a solid sphere; these regimes are defined by the ratio of the maximum (cross stream) dimension to the original drop diameter. The oscillatory deformation regime is defined by conditions where the drop oscillates with a weakly damped amplitude, see Hsiang & Faeth (1992) for discussion of this behavior.

All regime transitions illustrated in figure 7 are relatively independent of liquid viscous forces (or \( \text{Oh} \)) for \( \text{Oh} < 0.01 \). The order of the transitions with increasing \( \text{We} \) in this region from Hsiang & Faeth (1995) is as follows: 5% deformation, \( \text{We} = 0.5 \); 10% deformation, \( \text{We} = 1.0 \); 20% deformation, \( \text{We} = 2.1 \); oscillatory deformation, \( \text{We} = 3.0 \); bag breakup, \( \text{We} = 13 \); multimode breakup, \( \text{We} = 35 \); and shear breakup, \( \text{We} = 80 \). As noted earlier, the \( \text{We} \) at breakup regime transitions due to Hinze (1955) and Krzeczkowski (1980) are similar to these results. These findings suggest quite plausibly that significant levels of deformation and breakup occur when dynamic
forces (or drag forces) are comparable to the stabilizing forces of surface tension if effects of liquid viscosity are small.

Perhaps the most striking feature of figure 7 is that while the values of We required for particular regime transitions are relatively constant for Oh < 0.1, they progressively increase with increasing Oh for Oh > 1. In addition oscillatory deformation disappears at Oh ≈ 0.3 and bag breakup disappears at Oh ≈ 4. Hinze (1955) and Levich (1962) observed this tendency for the limited ranges of Oh where data were available at the time, and conjectured that breakup might not be observed for Oh > 1 to 2. However, the large Oh behavior observed in figure 7 does not suggest such a limitation; rather, there is an almost linear increase of We at the deformation and breakup transitions with increasing Oh.

Clearly, it is crucial to establish whether large values of Oh imply no deformation or breakup as suggested by Hinze (1955) and Levich (1962), or simply rather large values of We at the transitions, as suggested by the measurements illustrated in figure 7; therefore, Hsiang & Faeth (1995) undertook phenomenological analysis in an attempt to explain the effect of Oh on deformation and breakup regime transitions. Their approach was based on the observation that the main effect of liquid viscosity for shock wave disturbances was to reduce the rate of deformation of the drop. This behavior allows more time for drop velocities to relax toward the local ambient velocity at large Oh, tending to reduce the relative velocity, and thus the driving potential for drop deformation, at each stage of the deformation process. The motion of the drop was analyzed for these circumstances, assuming Oh ≫ 1 so that maximum deformation occurred at a multiple of the characteristic viscous time, τ, of Hinze (1948), defined as follows:

\[ \tau = \frac{\mu_L}{(\rho_L u^2)} \]
This analysis yielded the following relationship between We and Oh for particular deformation or breakup transitions at large Oh:

\[ \text{We} = \left( \text{We}_{\text{cr}} / 4 \right) \left( 1 + 4 \times K' \times \text{We}_{\text{cr}}^{1/2} \frac{\rho_G}{\rho_L} \right) \frac{1}{\text{Oh}} \]  

[3]

In [3], We\(_{\text{cr}}\) is the local Weber number at the maximum deformation condition required for the transition of interest to occur, while \(K'\) is an empirical factor. Values of We\(_{\text{cr}}\) and \(K'\) were fitted to [3] to yield the best fit predicted transitions at large Oh illustrated in figure 7: in view of the simplifications of the theory, the agreement between the predicted and measured regime transitions is seen to be reasonably good. Notably, [3] suggests that transition \(\text{We} \sim \text{Oh} \) at large Oh rather than an ultimate limit for particular transitions as suggested by Hinze (1955) and Leveich (1962). This is a very important difference in behavior that has significant relevance for processes of high-pressure combustion, where Oh becomes large as drops approach their thermodynamic critical point (because their surface tension approaches zero while their viscosity remains finite). Another issue concerning [3] is the effect of liquid/gas density ratio, which suggests further increases in We at a given transition as \(\rho_G / \rho_L\) increases, a parameter variation that has not been explored thus far. Thus, the large Oh regime transition criteria of [3] clearly merit additional study, emphasizing the large Oh and \(\rho_G / \rho_L\) conditions relevant to high-pressure spray combustion processes.

3.3. Breakup dynamics

The discussion of deformation and breakup regime transitions highlights the importance of breakup times and already has introduced the characteristic breakup time, \(t^*\), when liquid viscous forces are large in comparison to surface tension forces at large Oh, see [2]. Available measurements of drop breakup times from Engel (1958), Simpkins & Bales (1972), Ranger & Nicholls (1969), Reinecke & Waldman (1970) and Hsiang & Faeth (1992) are plotted as a function of We and Oh in figure 8. In this plot, the breakup times, \(t^*\), are normalized by the characteristic breakup time for shear breakup at low Oh, \(t^*\), defined by Ranger & Nicholls (1969) as follows:

\[ t^* = d_o \left( \frac{\rho_G}{\rho_L} \right)^{1/2} \frac{1}{\text{Oh}} \]  

[4]

Except for the results of Hsiang & Faeth (1992), which are grouped according to Oh, the measurements are for Oh < 0.1; therefore, the deformation and breakup regimes defined earlier for these conditions are marked on the plot for reference purposes.

![Figure 8. Drop breakup times as a function of the Weber and Ohnortoge numbers for shock-wave disturbances with liquid gas density ratios greater than 500. From Hsiang & Faeth (1992).](image-url)
structure and breakup properties of sprays

A remarkable feature of the breakup time results illustrated in figure 8 for \( \text{Oh} < 0.1 \) is that \( t_b^*/t^* \) varies very little even though \( \text{We} \) varies widely and several breakup regimes are involved. In fact, the correlation developed for shear breakup by Ranger & Nicholls (1969):

\[ t_b^*/t^* = 5.0 \]  

provides a good representation of all the measurements illustrated in figure 8 for \( \text{Oh} < 0.1 \). At larger \( \text{Oh} \), however, \( t_b^*/t^* \) increases due to effects of liquid viscosity retarding the rate of deformation as discussed earlier. In this region, an empirical correlation is defined by Hsiang & Faeth (1992) but this expression is only appropriate for \( \text{Oh} < 3.5 \). Surprisingly, no attempt has been made to apply the characteristic viscous time, \( \tau \), to correlate breakup times at large \( \text{Oh} \); this should be done in order to both check the development of the large \( \text{Oh} \) regime transition criteria of [3] and to gain a better understanding of deformation and breakup behavior at large \( \text{Oh} \).

Drops undergo significant deformation in the period prior to the onset of breakup. As discussed earlier, drops are initially drawn into flattened (oblate spheroid) shapes due to the relative motion of the gas phase, which affects their motion by influencing drag forces. Hsiang & Faeth (1992) have summarized a relatively large data base of maximum drop deformations for steady disturbances, considering both drop-gas and drop-immiscible liquid environments. Phenomenological analyses lead to a reasonably good correlation of these results in terms of the maximum cross-stream drop diameter, \( d_{\text{max}} \), and the minimum streamwise diameter, \( d_{\text{min}} \), as follows:

\[ \frac{d_{\text{min}}}{d_{\text{max}}} = (1 + 0.07 \text{We}^{0.75})^{1/3}, \text{We} < 20 \]  

where the second relationship needed to find \( d_{\text{min}} \) and \( d_{\text{max}} \) is given by \( d_{\text{min}}^2 d_{\text{max}} = d_1^2 \). The correlation of [6] was independent of \( \text{Oh} \) within experimental uncertainties, which is reasonable because liquid viscous forces mainly act to inhibit the rate of deformation for unsteady conditions after shock wave disturbances. The limitation of \( \text{We} \) in [6] follows because drops shatter at \( \text{We} \approx 20 \) for steady disturbances. Finally, drop deformations for shock wave disturbances are appreciably larger than estimated by [6] due to inertial effects, see Hsiang & Faeth (1992) for initial attempts to quantify this behavior.

Deformation causes the drag force on a drop to increase due to both the increasing cross-sectional area of the drop and an increase of the drag coefficient, \( C_D \). Hsiang & Faeth (1992) have reported measurements of the effect of deformation on the drag coefficients for shock wave disturbances at \( \text{Oh} < 0.1 \) and \( \text{Re} \) in the range 1000–2500 where effects of \( \text{Re} \) on the drag coefficient of drops is expected to be small, see Faeth (1987). It was found that \( C_D \) largely was a function of deformations at these conditions and could be correlated in terms of \( d_1/d_2 \) as illustrated in figure 9, where \( d_2 \) is the cross-stream drop diameter. Measurements of \( C_D \) for solid spheres and thin disks, obtained from White (1974) for the same range of \( \text{Re} \), also are illustrated on the plot. In general, \( C_D \) approximates results for solid spheres when \( d_2/d_1 \) is near unity, and then increases to approach results for thin disks at \( d_2/d_1 \approx 2 \) (which is representative of maximum deformations at the point where drop breakup begins). Later work by Hsiang & Faeth (1995) showed that \( C_D/C_{D\text{mp}} \), where \( C_{D\text{mp}} \) is the drag coefficient of a solid sphere at the same Reynolds number, were relatively independent of the type of disturbance (shock wave or distortion), the drop/surroundings density ratio, \( \text{We} \), \( \text{Oh} \), and \( \text{Re} \), and could be correlated in terms of deformation alone along the lines of figure 9. The increase of \( C_D \) and cross-sectional area, due to distortion, causes drag forces to increase by factors of roughly 4 and 13 at deformation conditions typical of the onset of breakup for steady and shock wave disturbances, which clearly has an important impact on breakup dynamics, see Hsiang & Faeth (1995).

3.4. Breakup outcomes

Under the assumption that breakup times and distances are small in comparison to characteristic dense spray residence times and distances, secondary breakup can be treated using jump conditions. For this approach to be workable, information about drop size and velocity distributions after secondary breakup is needed. Early measurements along these lines were reported by Gel'fand et al. (1963) for the bag breakup regime, but this information was too limited to provide general guidance about the drop sizes produced by secondary breakup. Later work by Hsiang & Faeth (1992, 1993, 1995) using pulsed holography achieved a more complete description of the outcomes of secondary
breakup for shock wave disturbances at $\rho_l/\rho_g > 500$ and $\text{Oh} < 0.1$. Some of the main findings of this work will be discussed in the following.

Similar to observations discussed earlier for the dense spray region, Hsiang & Faeth (1992, 1993, 1995) found that drop size distributions after secondary breakup could be represented by the universal root-normal distribution with $\text{MMD/SMD} = 1.2$, due to Simons (1977), see Belz (1973) for a discussion of the properties of the root-normal distribution function. This behavior was observed for the bag, multimode and shear breakup regimes, but only if the core or parent drop was removed from the distribution for the shear breakup regime. This behavior is illustrated in figure 10 for shear breakup involving a variety of drop liquids. Thus, given the universal root normal drop size distribution, drop sizes are fully prescribed by the SMD alone, except for shear breakup where the properties of the core drop must be prescribed independently as well.

A correlating expression for the SMD after secondary breakup was developed considering the shear breakup regime. The analysis focuses on the stripping of liquid from the core drop as illustrated in figure 11. It was assumed that the relative velocity at the time of breakup can be represented by the initial relative velocity, that the drop sizes after breakup are comparable to the thickness of the laminar boundary layer that forms in the liquid along the front surface of the drop due to its motion, that the characteristic liquid phase velocities are on the order of $(\rho_l/\rho_g)^{1/2}u_*$ as suggested by Ranger & Nicholls (1969) for shear breakup, and that the SMD is dominated by the largest drop sizes in the distribution so that the length of the liquid phase boundary layer is proportional to the initial drop diameter, $d_0$. Based on these ideas, the following expression was obtained as the best fit of the available SMD measurements, see Hsiang & Faeth (1992):

$$\rho_c \text{SMD}_{d_0/\sigma} = 6.2(\rho_l/\rho_g)^{1/2}u_* \left(\mu_l/(\rho_l d_0 u_*)\right)^{1/2}\text{We}$$  \[7\]

Surface tension has been introduced into [7] in order to simplify discussion of the potential for subsequent breakup. Consistent with its derivation, however, surface tension actually does not influence the final SMD. Instead, the main physical properties controlling the SMD are $\mu_l$, $\rho_l$ and $\rho_c$.

The available measurements of SMD after secondary breakup, along with the correlation of [7], are illustrated in figure 12. Remarkably, a single correlation developed for the shear breakup regime expresses the SMD after bag, multimode and shear breakup. This behavior still needs to be explained, although other properties like breakup time are also relatively independent of the
Figure 10. Drop diameter distribution after shear breakup (excluding the parent drops) for shock-wave disturbances with liquid/gas density ratios greater than 500. From Hsiang & Faeth (1993).

Figure 11. Sketch of the shear breakup process for shock-wave disturbances. From Hsiang & Faeth (1992).
breakup regime, as noted earlier. The results illustrated in figure 12 are in terms of a Weber number based on the SMD after breakup and the initial relative velocity. Superficially, it is evident that this Weber number exceeds criteria for secondary breakup at low Oh, as indicated on the plot which implies that a large fraction of the drops formed by breakup should still be unstable for subsequent breakup (in particular, more than half the mass of the spray formed by breakup has drop diameters greater than the SMD since MMD/SMD = 1.2). Nevertheless, there was no evidence of subsequent breakup of large drops. The reason for this behavior was explored by studying the properties of the parent drop itself as discussed next.

The velocity and size of the parent drop at the end of shear breakup must be known in order to treat it separately from the rest of the drop population. These considerations are described by Hsiang & Faeth (1995), where a simplified analysis was developed to estimate parent drop velocities at the end of breakup. The main assumptions of this analysis were that gas velocities, drop mass, and the drag coefficient were constant over the period of breakup, while the time of breakup was taken to be \( t_b / t^* = 5.0 \). In spite of the simplifications, the resulting correlation proved to be effective for estimating parent drop velocities at the end of breakup. Parent drop velocity-measurements showed that the relative velocities of the parent drop at the end of breakup were 30–40% lower than the initial relative velocity. This still implied that the local Weber numbers of the parent drop at the end of breakup generally were greater than the critical Weber number for shock wave disturbances (\( We = 13 \)). Thus, the criterion for the end of parent drop stripping is more related to conditions for breakup due to more gradual drop motions, which is plausible because the parent drop has appreciable time to adjust to the flow over the breakup period. Deformation and breakup transitions for gradual disturbances generally are correlated in terms of the Eötvös number, \( E_o \), which is defined as follows:

\[
E_o = \frac{\sigma d^3}{\rho}
\]  

![Figure 12. Correlation of SMD after secondary breakup for shock-wave disturbances with liquid-gas density ratios greater than 500. From Hsiang & Faeth (1992).](image-url)
for conditions where \( \rho_L / \rho_g \gg 1 \), where \( \sigma \) is the local acceleration of the drop. It was found that drop stripping for shear breakup ended when \( E_0 = 16 \) for the parent drop. Finally, this expression yields the parent drop diameter at the end of breakup based on estimates of parent drop acceleration from the simplified analysis for parent drop velocities, see Hsiang & Faeth (1993) for the details of this correlation. With drop diameter distributions defined after secondary breakup, and parent drop diameters and velocities defined after shear breakup, the final problem is to obtain the correlation between drop sizes and velocities (other than for the parent drop) after breakup. This was done using the same approach as the analysis to find parent drop velocities, finally yielding the following drop size and velocity correlation due to Hsiang & Faeth (1993):

\[
\frac{u_d}{u_p} - 1 = 2.7 \left( \frac{\rho_d}{\rho_L} \right)^{0.55} \left( \frac{d_p}{d_L} \right)^{0.55}
\]

where \( u_d \) is the velocity of drops having diameter \( d \) at the end of the breakup period. The drop-size/velocity correlation based on [9] is illustrated in figure 13. The experimental results involve a variety of drop liquids over the bag, multimode and shear breakup regimes. The measurements clearly are independent of the breakup regime and are correlated reasonably well by [9]. Results for the parent drops also are illustrated in figure 13, and exhibit a fair correlation with [9]; nevertheless, the specific parent drop velocity expression is recommended instead because it provides a much better estimate of parent drop velocities.

Finally, the variation of drop velocities with size implies that secondary breakup processes extend over a considerable region of space. For example, parent drops move 30–40 initial drop diameters during the period of breakup while the largest and smallest drops in the size distribution become separated by more than 100 initial drop diameters. In addition, times of breakup extend for 5.5t*, at low Ohnesorge numbers, and progressively increase with increasing Ohnesorge number. Thus, in some instances, secondary breakup is more properly treated as a rate process, somewhat like drop vaporization, rather than as an instantaneous process that can be characterized by jump conditions. Such conditions are frequently encountered at high pressures, where the dense spray region becomes relatively short as discussed in connection with [1], see Ruff et al. (1992) for a
detailed discussion of this scaling. As a result, the focus of current research on the outcomes of secondary breakup is shifting from outcomes as jump conditions for a rapid breakup process, to outcomes as a rate process. see Hsiang et al. (1993) for initial work along these lines limited to shear breakup at low Ohnesorge numbers.

3.5. Conclusions

Secondary breakup of drops has been considered, emphasizing shock-wave disturbances for a variety of liquids in air at normal temperature and pressure. The main conclusions are as follows:

1. Drop deformation and breakup begin at We ~ 1 and 10, respectively, at low Oh; however, these transitions become proportional to Oh at large Oh, e.g. Oh > 10. This inhibition of deformation and breakup at large Oh is important for high pressure combustion processes where drops reach large Oh as their surface approaches the thermodynamic critical point.

2. Drop-size distributions after secondary breakup satisfy the universal root-normal distribution with MMD/SMD = 1.2 due to Simmons (1977), similar to other observations within dense sprays (except for the parent drop for shear breakup which must be treated separately). Thus, the drop-size distribution after secondary breakup is completely defined by the SMD alone.

3. The SMD after secondary breakup could be correlated rather simply in terms of a characteristic liquid boundary layer thickness for all three secondary breakup regimes, see [7].

4. The relative streamwise velocities of drops after secondary breakup are reduced 30–70%, depending on drop size, from the initial relative velocity. These effects were correlated reasonably well based on a simplified analysis of drop motion, see [9].

5. The streamwise velocity and size of the parent drop after shear breakup could be correlated successfully based on simplified considerations of drop motion during breakup, and the observation that $Eo = 16$ for the parent drop at the end of drop stripping, see Hsiang & Faeth (1995).

6. Secondary breakup in dense sprays is not properly represented by jump conditions at the high pressures of many practical spray combustion devices. Under such circumstances, secondary breakup should be treated as a rate process.

Aside from the deformation and breakup regime map, existing information about secondary breakup is limited to Oh < 0.1 and $\rho_l/\rho_g > 500$. Clearly, effects of both Oh and $\rho_l/\rho_g$ merit additional study in order to better understand the secondary breakup properties of practical combusting sprays. Finally, the rate aspects of secondary breakup are unknown and must be addressed in order to treat high pressure sprays where characterizing the effects of secondary breakup by jump conditions is not appropriate; initial work along these lines for shear breakup at low Ohnesorge numbers has been reported by Hsiang et al. (1995).

4. PRIMARY BREAKUP

4.1. Introduction

Primary breakup to form drops near liquid surfaces is a most important process of sprays because it initiates the atomization process, controls the extent of the liquid core and provides the initial conditions of the dispersed flow region. Unfortunately, current understanding of primary breakup is limited due to problems of observing primary breakup in dense spray environments, effects of secondary breakup and interphase transport that modify drop properties prior to drops reaching conditions where their properties can be measured readily, and effects of flow development and liquid disturbances (turbulence) at the jet exit that have an unusually large impact on primary breakup properties. Recently, however, pulsed holography techniques have provided a means of observing the properties of dense sprays so that some progress is being made toward gaining a better understanding of primary breakup processes, see Ruff et al. (1991, 1992), Tseng et al. (1992b), Wu et al. (1991, 1992, 1993) and Wu & Faeth (1993). Thus, the findings of these studies, which are limited to primary breakup along the surface of the liquid core for pressure-atomized sprays
in still gases, will be emphasized in the following. For these conditions, the onset and outcome of primary breakup will be considered, in turn.

4.2. Onset of breakup

Past studies of pressure-atomized sprays have established that all spray properties, including criteria for the onset of breakup, are strongly influenced by the degree of flow development and the presence of turbulence at the jet exit. First of all, early studies of pressure atomization by DeJuhasz et al. (1932) and Lee & Spencer (1933) showed that both atomization quality and mixing rates differed for laminar and turbulent flow at the jet exit. Next, Grant & Middleton (1966), Phinney (1973), Hoyt & Taylor (1977a, b), Hiyosya et al. (1982) and Mansour & Chigier (1994) conclude that turbulence generated in the flow passage has a significant effect on jet breakup properties. This behavior is hardly surprising in view of the widely recognized importance of jet exit conditions on the properties of single-phase jets, see Laufer (1950), Tennekes & Lumley (1972), Hinze (1975) and Schlichting (1979), among others. Finally, Arai et al. (1988), Hiyosya et al. (1991) and Karassawa et al. (1992) showed that breakup could be suppressed entirely for supercavitating flows, where the liquid jet separates from the passage wall near the end of the contraction section (and does not reattach), which have very uniform and non-turbulent velocity distributions at the jet exit. In retrospect, this behavior is not surprising because jet exit conditions of this type are widely used for liquid jet cutting systems, where avoiding breakup is a major design objective, see Yokota et al. (1983).

Recent studies using gamma-ray absorption and pulsed holography techniques to penetrate the dense spray region also have helped to quantify effects of flow development and turbulence at the jet exit on primary breakup properties, mixing rates and the structure of the dispersed-flow region, see Ruff et al. (1991, 1992), Tseng et al. (1992a, b), Wu et al. (1991, 1992, 1995) and Wu & Faeth (1993). These studies involved liquid jets in still gases at various pressures with both fully-developed turbulent flow and non-turbulent quasi-slug flow (a non-turbulent flow with a uniform velocity distribution but with wall boundary layers present whose properties were not well defined). Measurements of liquid volume fraction distributions showed much faster mixing rates, and much larger drop sizes after primary breakup, for turbulent than non-turbulent jet exit conditions even though the other properties of these flows were nearly identical. It was also established that aerodynamic effects had no influence on drop properties after primary breakup for conditions typical of pressure-atomized injection into air at normal temperature and pressure. In particular, no effect of liquid/gas density ratio on drop sizes after primary breakup, as anticipated from the classical aerodynamic primary breakup theories of Taylor (1963) and Levich (1962), was observed for liquid/gas density ratios greater than 500. Instead, primary breakup properties were controlled almost entirely by liquid phase flow properties at the exit of the injector passage.

Other studies also have found that liquid phase flow properties have dominated observations of primary breakup in pressure-atomized sprays and that aerodynamic effects are not very important at the liquid/gas density ratios typical of observations of pressure-atomized injection at normal temperature and pressure. For example, Hoyt & Taylor (1977a, b) found that breakup of liquid jets in air at atmospheric pressure was associated with the presence of turbulent boundary layers along the injector passage walls near the exit. They also demonstrated that large changes in the aerodynamic environment, including both coflowing and counterflowing air, had little effect on breakup properties. Unfortunately, similar to most past studies of pressure atomization, the actual properties of the turbulent boundary layers along the passage walls were not quantified by Hoyt & Taylor (1977a, b) for their experimental conditions.

Wu et al. (1995) recently have reported a study where the degree of flow development at the jet exit was controlled, so that its effect on primary breakup properties could be examined. This experiment involved pressure-atomized jets provided by a converging passage having a large contraction ratio to yield a non-turbulent flow at its exit. The degree of flow development at the injector exit was then controlled by removing the boundary layer formed along the converging passage, and providing constant-diameter passages of various lengths, L, or (L/d) after boundary layer removal. Test conditions included water, n-heptane and various glycerol mixtures injected into helium, air and Freon 12 at pressures of 1 and 2 atm, to yield $\rho_l/\rho_g$ in the range 104–7240.
The experiments of Wu et al. (1993) showed that the onset of breakup along the surface of the liquid core was affected by both the $L/d$ ratio of the constant area section of the injector passage and the Reynolds number of the flow through the injector passage. The effect of $L/d$ is illustrated by the pulsed photographs of the flow appearing in figure 14. Three conditions are shown: boundary layer removal followed by $L/d = 4$ and 10, and a round contraction followed by $L/d = 41$. Passage Reynolds numbers for all three conditions exceed $10^5$, which is sufficient to obtain fully-developed turbulent pipe flow for sufficiently long $L/d$, see Hinze (1975) and Schlichting (1979). In fact, measurements made by Ruff et al. (1991) for $L/d = 41$, at similar conditions, showed that flow properties at the jet exit approximated the properties of fully-developed turbulent pipe flow reported by Laufer (1950). Thus, it is not surprising that the liquid surface exhibits the formation of ligaments and drops very near the jet exit, corresponding to what has been termed turbulent primary breakup by Wu et al. (1991, 1992, 1995) and Wu & Faeth (1993), for the large $L/d$ condition. In contrast, the flow remains smooth near the jet exit and no breakup is observed for $L/d = 4$, yielding behavior similar to the findings for very short passage lengths ($L/d = 0.15$) suggesting the absence of breakup in the absence of liquid vorticity, i.e., for conditions where the liquid velocity distribution is uniform and no turbulence is present. Increasing the length of the constant area section to $L/d = 10$, however, allows the development of turbulent boundary layers along the walls and the corresponding development of turbulent primary breakup along the liquid surface.

Additional visualization of the breakup of liquid jets for various passage Reynolds numbers and $L/d$ can be found in Wu et al. (1995); a breakup regime map summarizing all the test results as a function of $L/d$ and $Re_d$ is illustrated in figure 15. Observations of turbulent primary breakup are denoted on the figure by cross-hatched, half-darkened and darkened symbols; open symbols denote laminar-like conditions where turbulent primary breakup was not observed although large scale wavy (sinuous) disturbances were seen in some instances. Results shown on the figure include the observations of Ruff et al. (1991), Tseng et al. (1992b), Wu et al. (1991, 1992, 1995), Wu & Faeth (1993) and Grant & Middleman (1966). The results of Grant & Middleman (1966) were of interest because they involved sharp-edged inlets which provided more disturbed flows than the other conditions.

\[ L/d = 4 \]
\[ d = 4.0 \]
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\[ \bar{u}_p = 50 \text{ m/s} \]

\[ L/d = 41 \]
\[ d = 3.6 \]
\[ \bar{u}_p = 35 \text{ m/s} \]
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Figure 14. Pulsed-photographs of round liquid jets injected into still air for various $L/d$. From Wu et al. (1991).
Except for the conditions of Grant & Middleman (1966), the results illustrated in Figure 15 indicate the presence of turbulent primary breakup for $L/d > 4$ and $Re_d > 1-4 \times 10^4$, with a general tendency for $Re_d$ at transition to become smaller as $L/d$ increases. This behavior can be anticipated from the well-known tendency for large $L/d$ passages to exhibit turbulent flow at the exit at lower Reynolds numbers, and the relatively large values of $Re_d$ required to achieve turbulent pipe flow for relatively disturbance-free inlet conditions, see Hinze (1975) and Smith (1960). In contrast, the results of Grant & Middleman (1966) highlight potential effects of strong inlet disturbances typical of most practical pressure-atomized injectors, where turbulent primary breakup is observed at $Re_d$ of roughly 3000, which is comparable to the lowest Reynolds numbers where turbulent pipe flow has been observed, see Hinze (1975) and Schlichting (1960). Finally, observations showed that there was no effect of ambient gas densities on the breakup regime map of Figure 15 for $\rho_l/\rho_g$ in the range 104-7240, even though aerodynamic effects begin to influence drop sizes after turbulent primary breakup for $\rho_l/\rho_g > 500$; this behavior is reasonable because the onset of turbulent primary breakup appears to be dominated by effects of transition from laminar to turbulent flow within the injector passage.

Subsequent considerations of primary breakup will be limited to turbulent primary breakup because this condition provides an adequate definition of jet exit conditions. Thus, subsequent data will involve $L/d \geq 10$ and $Re_d \geq 20,000$. Even for these conditions, however, the onset of turbulent primary breakup along the liquid surface can be delayed, and may not occur before large scale disturbances disrupt the entire liquid core, see Ruff et al. (1990). Thus, the properties at the onset of turbulent primary breakup will be considered next.

Wu and coworkers (1991, 1992, 1995) and Wu & Faeth (1993) used phenomenological analysis to develop estimates of the drop sizes and location at the onset of turbulent primary breakup.
Typical of other dense spray conditions, drop sizes after turbulent primary breakup satisfied the universal root normal distribution with MMD/SMD = 1.2 due to Simmons (1977); therefore, the SMD alone is sufficient to define drop size properties, as discussed earlier. See Belz (1973) for a discussion of the properties of this distribution function. Based on time scale considerations, the drops at the onset of turbulent primary breakup are the smallest drops that can be formed. The smallest drops are then either comparable to the Kolmogorov micro-length scale, or to the smallest turbulent eddy that has sufficient kinetic energy relative to its immediate surroundings to provide the surface energy needed to form a drop, whichever is larger. For conditions studied thus far, the energy criterion has controlled, therefore, the analysis has proceeded assuming that the critical eddy size is in the inertial range of the turbulence. The remaining assumptions are as follows: turbulence kinetic energy of the critical eddy size is proportional to the surface energy of the resulting drop, liquid turbulence properties unchanged from jet exit conditions, and turbulent eddy size proportional to the SMD of the drop-size distribution at the onset of breakup. Then relating turbulent eddy size and local relative eddy velocities from well known results for the inertial range of the turbulence spectrum, see Tennekes & Lumley (1972), the following equation is obtained for the SMD at the onset of turbulent primary breakup:

\[ \text{SMD}_i / L = C_\nu (\bar{u}_* / \bar{u}_*)^{(1) \text{em}} W_{\text{E}_{L,\nu}}^{1/2} \]  

[10]

where SMD\(_i\) is the Sauter mean diameter at the onset of turbulent primary breakup, L is the radial integral length scale of the turbulence, \(\bar{u}_*\) and \(\bar{u}_\nu\) are the mean streamwise and cross-stream rms radial fluctuating velocities, \(W_{\text{E}_{L,\nu}} = \rho_L \bar{u}_\nu^2 / \sigma_I\) and \(C_\nu\) is an empirical constant involving the various proportionality constants. With fully-developed turbulent pipe flow at the jet exit, \(\bar{u}_*/\bar{u}_\nu\) also is essentially constant, see Hinze (1975) and Schlichting (1979); therefore, SMD\(_i\)/L should be only a function of \(W_{\text{E}_{L,\nu}}\) for these conditions.

Available measurements of SMD\(_i\) are plotted according to [10] in figure 16. The correlation of the available data, which includes several liquids and \(L/d > 10\), is seen to be quite good. The power

\[
L/d \quad \text{Liquid} \quad d(\text{mm}) \quad SYM.
\]

<table>
<thead>
<tr>
<th>L/d</th>
<th>Liquid</th>
<th>d(\text{mm})</th>
<th>SYM.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Air</td>
<td>4.0</td>
<td>♦</td>
</tr>
<tr>
<td>41</td>
<td>Water</td>
<td>9.3</td>
<td>○</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>6.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Glycerol 42%</td>
<td>6.4</td>
<td>○</td>
</tr>
<tr>
<td></td>
<td>n-Hexane</td>
<td>6.4</td>
<td>○</td>
</tr>
<tr>
<td>121</td>
<td>Water</td>
<td>6.2</td>
<td>○</td>
</tr>
<tr>
<td>121</td>
<td>Helium</td>
<td></td>
<td>○</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>6.3</td>
<td>♦</td>
</tr>
</tbody>
</table>

\(\bigstar\) From Tseng et al. (1992)
\(\bigcirc\) From Wu et al. (1992, 1993)

\[ W_{\text{E}_{L,\nu}} \]

**Figure 16.** SMD at the onset of turbulent primary breakup for round liquid jets injected into still gases. From Wu et al. (1995).
of $W_{e_{LA}}$ for the measurements is not $-3/5$ as suggested by [10], however, but can be represented better by the following empirical fit that is shown on the plot:

$$SMD_{i} / \Lambda = 133 W_{e_{LA}}^{0.24}$$  \hspace{1cm} [11]

Notably, the powers of $W_{e_{LA}}$ in [10] and [11] agree within experimental uncertainties while the rather large coefficient of [11] is quite plausible because $(u'_{m}/\bar{u}_{m})^{3}$ is large for fully-developed turbulent pipe flow, see Laufer (1950). Thus, the main ideas used to develop [10] appear to be plausible.

The next step involved developing an expression for the distance from the jet exit, $x_{i}$, where turbulent primary breakup is initiated. Wu et al. (1991, 1992, 1995) and Wu & Faeth (1993) also developed a phenomenological analysis for $x_{i}$ assuming that the eddy convects along the surface of the liquid core with a velocity $\bar{u}_{m}$, that the ligament developed by the eddy moves radially outward with the characteristic eddy velocity in the inertial range, and that the critical drop at the onset of breakup separates from the ligament at the characteristic time for Rayleigh breakup, see Wu et al. (1992) for discussion of other possible characteristic times. These considerations finally lead to the following expression for the distance from the jet exit where turbulent primary breakup begins:

$$x_{i}/\Lambda = C_{u}(u'_{m}/\bar{u}_{m})^{3} W_{e_{LA}}^{0.4}$$  \hspace{1cm} [12]

where $C_{u}$ is a constant of proportionality while $(u'_{m}/\bar{u}_{m})^{3}$ also is a constant for fully-developed turbulent pipe flow.

Available measurements of $x_{i}$ are plotted according to [12] in figure 17. The correlation of available data, for the same range of properties as figure 16, is seen to be quite good. As before, however, the power of $W_{e_{LA}}$ is not $-0.4$ as suggested by [12] but can be better represented by the following empirical fit, which is shown on the plot:

$$x_{i}/\Lambda = 3890 W_{e_{LA}}^{0.47}$$  \hspace{1cm} [13]
Similar to the expression for SMD, the power of $C_{\text{w},4}$ in [13] is not very different from the predicted power in [12], while the large coefficient in [13] can be anticipated because $(\delta/\delta)^{0.9}$ in [12] is large for fully-developed turbulent pipe flow.

Subsequent work by Wu & Faeth (1993) showed that aerodynamic effects modified [11] and [13] somewhat for $p_s/p_a < 500$. In addition, the combined criteria for the presence of turbulent primary breakup along the surface of the liquid core, represented by figure 13 and [13], correspond to a different viewpoint than the classical criteria for the wind-induced and atomization breakup regimes, see Faeth (1990). Thus, more work is needed to establish the relationship between turbulent primary breakup and earlier definitions of atomization breakup regimes. Finally, Wu & Faeth (1995) have identified a range of conditions where turbulent primary breakup ends along the liquid surface before the end of the liquid core was reached, and have successfully correlated conditions for the end of breakup with turbulence properties in the large-eddy subrange of the turbulence spectrum. However, the properties of drops produced by primary breakup in the large eddy subrange, as well as for conditions where Kolmogorov scales are reached that were mentioned earlier, must still be resolved.

4.3. Breakup outcomes

With conditions for the onset of turbulent primary breakup established, the next issues include breakup outcomes, e.g. the variation of drop velocity and size distributions with increasing distance from the jet exit. Similar to the properties of secondary breakup, drop sizes satisfied the universal root normal distribution with MMD/SMD = 1.2 due to Simmons (1977), and drop velocity distributions were uniform, after turbulent primary breakup. Thus, drop size and velocity distributions will be represented by the SMD and mass-averaged velocities in the following.

![Figure 18. Mass-averaged drop velocities after turbulent primary breakup as a function of distance from the jet exit. From Wu et al. (1992).](image)
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Figure 19. SMD after turbulent primary breakup as a function of distance from the jet exit (for negligible aerodynamic effects) for round liquid jets injected into still gases. From Wu & Faeth (1993).

Mass-averaged streamwise and cross-stream drop velocities, \( \bar{u}_l \) and \( \bar{v}_l \), after turbulent primary breakup are plotted as a function of distance from the jet exit in figure 18. Measurements shown in the plots were obtained from Wu et al. (1992), Ruff et al. (1991) and Tseng et al. (1992b). Results at \( \rho_l/\rho_g > 500 \) are shown as open symbols while those at \( \rho_l/\rho_g < 500 \) are shown as filled and half-filled symbols, in order to highlight potential aerodynamic effects. Except for a small region near the jet exit where the effect of the passage walls retards streamwise drop velocities somewhat, \( \bar{u}_l/\bar{u}_g \approx 0.9 \) and \( \bar{v}_l/\bar{u}_g \approx 0.06 \) relatively independent of position. Noting that the maximum value of \( \delta_1/\bar{u}_g \approx 0.06 \) for fully-developed turbulent pipe flow, see Hinze (1975), it is concluded that mass-averaged streamwise and cross-stream drop velocities after turbulent primary breakup correspond to streamwise velocities and r.m.s. cross-stream velocity fluctuations in the liquid jet, respectively. This behavior is reasonable because the liquid core tends to maintain jet exit properties (it has a large relaxation time due to its large size) while primary breakup occurs reasonably fast so that there is little time for ligament and drop properties to change, as well. Nevertheless, there is a trend for reduced streamwise velocities at small \( \rho_l/\rho_g \) so that these approximations for drop velocities should be re-examined prior to application to high pressure sprays.

The variation of SMD along the liquid surface was initially studied for conditions where aerodynamic effects were small, e.g. \( \rho_l/\rho_g > 500 \), see Wu et al. (1992). The approach used to correlate the measurements was an extension of the method used to find \( x_0 \). It was assumed that the SMD was proportional to the largest drop that could be formed at a particular position, \( x \), after adopting the Rayleigh breakup mechanism for the ligament. This yielded the following expression for the variation of SMD with distance from the jet exit:

\[
\text{SMD/}A = C_w (x/(AWe_{LA})^{1/3})
\]

where \( C_w \) is an empirical constant. Available measurements of the variation of SMD with distance from the jet exit are plotted in figure 19 according to the variables of [14]. These results were
obtained from Ruff et al. (1992), Tseng et al. (1992b) and Wu & Faeth (1993). Some of the results illustrated in figure 19 involve $\rho_l/\rho_g < 500$ and have been corrected for aerodynamic effects; these findings will be discussed subsequently. The correlation is seen to be quite good and can be represented by the following empirical fit:

$$\frac{SMD}{\Lambda} = 0.65(\frac{x}{\Lambda W_{e21}/\lambda})^{0.25}$$  \[15\]

Notably, the good agreement between the measurements and the somewhat complex power relationships of [14] and [15], coupled with a coefficient of order of magnitude unity in [15], suggests that the physical principles used to derive [14] are reasonable. Another interesting feature of these results is that the SMD approaches the order of magnitude of the liquid core itself near the end of the liquid core based on the correlation measured by Grant & Middleman (1966), for fully turbulent liquid jets in still gases at atmospheric pressure where aerodynamic effects are small, namely

$$L_2/x = 8.51 W_{e21}$$  \[16\]

Notably, the earlier result of Chehroudi et al. (1985), given in [1], yields qualitatively similar results but with a somewhat broader range of $L_2/x$. In any event, the fact that the SMD is comparable to the diameter of the liquid column near its end clearly is compatible with the liquid column breaking up as a whole in this region.

The final phase of this work was to consider aerodynamic effects on drop sizes after turbulent primary breakup, see Wu & Faeth (1993). For conditions where aerodynamic effects are important, the aerodynamic secondary breakup times for a ligament of characteristic size $\ell_1$ scale according to $\ell_1 (\rho_l/\rho_g)^{1/4}/u_\lambda$, while the Rayleigh breakup times of ligaments are proportional to $(\rho_l/\sigma)^{1/2}$. As a result Rayleigh breakup times increase more rapidly than secondary breakup times as $\ell_1$ increases. This implies a tendency for secondary and primary breakup to merge as distance from the jet exit increases. Analysis of these conditions was carried out by using [15] to define initial drop sizes and then applying the secondary breakup results of [7] to obtain the final SMD after merged primary and secondary breakup. The resulting best fit correlation of merged primary and secondary breakup is as follows:

$$\rho_g SMD u_\lambda^2/\sigma = 12.9 (x/\lambda)^{0.25} (\rho_l/\rho_g)^{0.25} W_{e21}/\Lambda^{0.25}$$  \[17\]

Available measurements of merged primary and secondary breakup are plotted in figure 20 according to the variables of [17]. Measurements shown on the plot were obtained from Tseng et al. (1992b) and Wu & Faeth (1993). Equation [17] is plotted on the figure as well and is seen to provide an excellent correlation of the data, tending to support the physical ideas used in its derivation, see Wu & Faeth (1993) for the slightly improved best fit of the data that is also shown on the plot.

The turbulent primary breakup measurements of Wu et al. (1991, 1992, 1995) and Wu & Faeth (1993) suggested three regimes of turbulent primary breakup: (1) non-aerodynamically turbulent primary breakup; (2) aerodynamically-enhanced turbulent primary breakup, observed at onset conditions; and (3) aerodynamic turbulent primary breakup, which involves merging of turbulent primary and secondary breakup. The results also indicated that the boundaries of these regimes are fixed by the liquid/gas density ratio and the relative magnitudes of characteristic Rayleigh breakup times of ligaments and the secondary breakup times of liquid fragments. The breakup times used to define these regimes were based on the SMD after primary breakup, or after the primary breakup stage of merged primary and secondary breakup, for conditions beyond the onset of breakup for present data. Thus, the characteristic Rayleigh breakup time was taken to be $\tau_R \sim (\rho_l SMD/\sigma)^{1/2}$, while the characteristic secondary breakup time was taken to be $\tau_B \sim (\rho_l/\rho_g)^{1/2} SMD/u_\lambda$. Then eliminating SMD from the ratio, the characteristic time ratio was taken to be:

$$\tau_R/\tau_B = (\rho_l/\rho_g)^{1/2} (x W_{e21}/\Lambda)^{0.25}$$  \[18\]

The resulting turbulent primary breakup regimes based on the available measurements of Ruff et al. (1992), Tseng et al. (1992b), Wu et al. (1991, 1992, 1995) and Wu & Faeth (1993), are illustrated in terms of $\rho_l/\rho_g$ and $\tau_R/\tau_B$ in figure 21. The total set of measurements yields
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<table>
<thead>
<tr>
<th>$P_l/P_a$ (mm)</th>
<th>$U_e$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.26</td>
<td>9.3</td>
</tr>
<tr>
<td>21.3</td>
<td>9.5</td>
</tr>
<tr>
<td>6.2</td>
<td>6.0</td>
</tr>
<tr>
<td>3.6</td>
<td>2.0</td>
</tr>
<tr>
<td>10.4</td>
<td>0.2</td>
</tr>
</tbody>
</table>

*From Tsang et al. (1992)*

Figure 20. SMD after aerodynamically enhanced turbulent primary breakup for round liquid jets injected into still gases. From Wu & Faeth (1993).

Non-aerodynamic primary breakup

Aerodynamic primary breakup (enhanced)

Aerodynamic primary breakup (merged)

<table>
<thead>
<tr>
<th>$P_l/P_a$ (mm)</th>
<th>$U_e$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.2</td>
<td>30</td>
</tr>
<tr>
<td>9.5</td>
<td>60</td>
</tr>
<tr>
<td>3.6</td>
<td>2.0</td>
</tr>
<tr>
<td>10.4</td>
<td>0.2</td>
</tr>
<tr>
<td>5.4</td>
<td>20</td>
</tr>
<tr>
<td>9.3</td>
<td>40</td>
</tr>
</tbody>
</table>

*From Wu et al. (1992)*

Figure 21. Turbulent primary breakup regime map for round liquid jets injected into still gases. From Wu & Faeth (1993).
$\rho_\ell/\rho_0 = 500$, as the aerodynamic/non-aerodynamic transition, and $r_s/r_e = 4$, as the enhanced-aerodynamic/merged transition.

5. CONCLUSIONS

Primary breakup along the surface of turbulent liquids was studied, considering liquid jets in still gases with fully-developed turbulent pipe flow at the jet exit ($\rho_\ell/\rho_0$ of 104–6230, $Re_\ell$ of 90,000–780,000, $We_\ell$ of 12–3790, $We_\ell$ of 60,000–1,090,000 and $Oh_\ell$ of 0.0011–0.0052). The major conclusions of the study are as follows:

1. The presence of aerodynamic phenomena for turbulent primary breakup largely is controlled by the liquid/gas density ratio. When this ratio is less than 500, aerodynamic phenomena affect both conditions at the onset of breakup, and drop sizes and velocities (to a lesser extent) after breakup.

2. Aerodynamic enhancement of the onset of turbulent primary breakup was due to the aerodynamic pressure reduction over the tips of protruding liquid elements. This effect assists the kinetic energy of a corresponding liquid eddy relative to its surroundings to provide the surface tension energy needed to form a drop, thus allowing smaller drops to form. Phenomenological analysis based on these ideas yielded reasonable correlations of onset properties.

3. For conditions where secondary breakup times become small in comparison to Rayleigh breakup times of turbulence-induced ligaments protruding from the surface, processes of primary and secondary breakup merge, yielding smaller drops than when aerodynamic effects are absent. The reduction of drop sizes at these conditions correlated well with results for the secondary breakup of drops due to shock disturbances.

4. Drop-size distributions after aerodynamic turbulent primary breakup approximated the universal root normal distribution with $MMD/SMD = 1.2$ due to Simmons (1977), similar to observations of other drop breakup processes as well as drops in the multiphase mixing layers of pressure-atomized sprays. Additionally, mass-averaged drop velocities after aerodynamic turbulent primary breakup approximate mean and rms velocity fluctuations of the liquid in the streamwise and cross-stream directions, respectively, although there was a tendency for streamwise velocities to be somewhat reduced by aerodynamic effects.

A major issue still open involves primary breakup of non-turbulent liquids and the relevance of the classical primary breakup theories of Taylor (1953) and Levich (1962). Results discussed here indicate that it is difficult to observe the non-turbulent primary breakup mechanism. The main problems are effects of liquid disturbances, the intrusion of secondary breakup and weak aerodynamic effects for most liquids at normal temperature and pressure where measurements are most convenient. Until these experimental difficulties are resolved, understanding of this important primary breakup mechanism will remain limited. The properties of turbulent primary breakup also merit additional study, particularly behavior in the large eddy subrange of the turbulence spectrum, as well as for conditions where drop formation is controlled by the smallest turbulent eddies in the region of the Kolmogorov microscales.
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SPRAY COMBUSTION PHENOMENA
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Aspects of interphase transport and multiphase flow relevant to spray combustion are reviewed, considering the structure of the near-injector (dense-spray) region, drop breakup, drop/turbulence interactions and interphase drop transport. Existing measurements of dense-spray structure show that the dispersed-flow region is surprisingly dilute, that effects of separated flow are important, that atomization involves primary breakup at the liquid surface followed by secondary breakup, and that effects of drop collisions are small (except when sprays impinge on surfaces or on other sprays). Available information about primary breakup is difficult to interpret because of problems controlling effects of disturbances in injector passages and secondary breakup; therefore, although some understanding of turbulent primary breakup has been achieved, more information about aerodynamic primary breakup is needed to address practical spray combustion processes. Studies of secondary breakup have resolved aspects of breakup regimes and outcomes, including the temporal properties of secondary breakup in some instances, for shock-wave disturbances at small gas/liquid density ratios and liquid viscosities; thus, more information is needed about general drop disturbances and the large gas/liquid density ratio and liquid viscosity conditions relevant to spray combustion at high pressures. Several ways to treat the turbulent dispersion of drops within dilute sprays are available. Consequently, the main uncertainties about estimating turbulent dispersion of drops involve long-standing problems of accurately estimating continuous-phase turbulence properties in sprays. Phenomena that complicate estimates of turbulence properties in sprays include turbulence generation and modulation by drops, with turbulence generation being a dominant but rarely studied feature of dense sprays. Understanding of drop evaporation and combustion has increased based on results from numerical simulations allowing for variable properties, multicomponent transport, and detailed chemical kinetic mechanisms; these methods offer promising new ways to study drop ignition, extinction, transport, and behavior near the thermodynamic critical point, among others.

Introduction

The evaporation and combustion of drops and sprays have been studied extensively because of their numerous important applications, including spark-ignition engines, diesel engines, aircraft propulsion systems, liquid rocket engines, liquid-fueled furnaces, and liquid-waste incinerators, among others. As a result, many features of evaporating and combusting sprays are understood reasonably well (see past reviews [1–24] and references cited therein). The present article extends these reviews by briefly discussing recent investigations of the structure, atomization, mixing, drop transport, and drop combustion properties of sprays, while highlighting areas where additional research is needed.

Except for direct discussion of the evaporation and combustion of individual drops, effects of evaporation and combustion will be avoided in the following to simplify interpretation of multiphase flow phenomena in sprays. While avoiding combustion can be justified on physical grounds for premixed combusting sprays, because the fuel is generally premixed and prevaporized before combustion, spray evaporation and multiphase flow phenomena overlap in these applications. Nevertheless, considering nonevaporating sprays still represents a reasonable first step toward understanding premixed combusting sprays because evaporation does not dominate the behavior of other multiphase flow phenomena [20,21].

Separating combustion and multiphase flow phenomena also can be justified for nonpremixed combusting sprays because these processes occur at considerably different levels of mixing. This behavior can be illustrated by analyzing an idealized spray consisting of infinitely small drops so that the locally homogeneous-flow (LHF) approximation can be adopted, where both phases are assumed to have the same velocity and temperature and are in thermodynamic equilibrium at each point in the flow [20]. This provides a reasonable limit of spray behavior, justified by past observations of striking similarities between gas-fueled and well-atomized spray flames [25–31]. Similar to other models of diffusion flames, LHF models yield correlations between scalar properties and the mixture fraction [20]; a typical
INVITED PLENARY LECTURE

FIG. 1. Predictions based on the LHF approximation of scalar properties as a function of mixture fraction for an n-pentane spray burning in air at NTP. From Mao et al. [30].

example for an n-pentane spray burning in air at normal temperature and pressure (NTP) is illustrated in Fig. 1, but results at other conditions are similar [30,31]. These results show that the presence of liquid is limited to mixture fractions greater than 0.9, while combustion phenomena associated with the maximum temperature region are limited to mixture fractions less than 0.1. Thus, most spray phenomena occur at relatively cool conditions, remote from combustion phenomena, so that neglecting effects of evaporation and combustion is also a reasonable first step toward understanding non-premixed combustion sprays.

Within the limitations just discussed, the following aspects of spray combustion will be reviewed: the structure of the near-injector (dense-spray) region, primary and secondary drop breakup, drop turbulent dispersion and turbulence modification, and evaporation and combustion of individual drops. The review is designed so that each topic is self-contained, including conclusions, and can be read independently.

Dense-Spray Structure

Flow Regimes and Mixing Properties

Recent observations of the structure of the near-injector (dense-spray) region will be considered first to help define the properties of spray environments and to identify important spray phenomena. The classical configuration of round pressure-atomized sprays in still gases will be used for these purposes because this flow has received considerable attention (see Refs. 20–45 and references cited therein). Early studies of this spray configuration emphasized spray breakup regimes [32–35]; subsequent work concentrated on visualization of the dense-spray region and definition of the properties of the liquid core extending from the jet exit, which is similar to the potential core of single-phase jets [35–40]. The present discussion will be limited to the structure of the dense-spray region for atomization breakup, where drop formation begins right at the jet exit, because of the importance of this regime for practical spray combustion processes. The results to be considered include measurements of liquid volume fractions using gamma-ray absorption and dispersed-phase properties using pulsed holography, as well as predictions using the LHF approximation to illustrate effects of finite interphase transport rates (or separated flow) [41–45].

To define terms, a sketch of the dense-spray region for atomization breakup of a round liquid jet in a still gas is shown in the inset of Fig. 2. The dense-spray region is divided into the liquid core and an adjacent dispersed-flow region. The liquid core is a prominent feature of the flow because of its length (e.g., 200–500 jet exit diameters at NTP [34,39,40]). The dispersed-flow region begins right at the jet exit for atomization breakup; it consists of a developing multiphase mixing layer where the liquid core is present followed by a dispersed flow that eventually becomes a round dilute spray.

Similar to single-phase jets, the degree of flow development and turbulence levels at the jet exit have a significant influence on flow properties within dense-sprays [41–45]. Thus, consideration of dense-spray properties will be limited to fully developed turbulent pipe flow at the jet exit to ensure well-defined jet exit conditions. Measured and predicted time-averaged liquid volume fractions along the axis of pressure-atomized water sprays in air at various pressures are illustrated in Fig. 2 [45]. Mean liquid volume fractions are near unity close to the jet exit and then decrease rapidly. The initial reduction of liquid volume fractions occurs at progressively smaller values of x/d as the pressure increases, implying faster mixing rates at larger ambient gas densities, similar to density ratio effects for single-phase turbulent jets [46]. The LHF predictions reproduce this trend, but this not definitive because mass mixing levels are small for the conditions shown in the figure and separated flow effects are not important when the flow is mainly liquid [43]. A more important finding is that the large liquid volume fractions seen in Fig. 2 are caused by the presence of the liquid core; in fact, the liquid volume fractions
of the dispersed-flow region are surprisingly small, generally less than 0.1% [43,45]. Thus, dense sprays are not close-packed arrays of drops; instead, they are relatively dilute dispersed flows with regions of large liquid fractions caused by the presence of the liquid core.

**Dispersed-Phase Properties**

More insight about dense sprays can be obtained from the radial profiles of dispersed-phase properties plotted in Fig. 3. These results are for \( x/d = 25 \) in a round pressure-atomized water spray in still air at NTP, but results at other dense-spray conditions are similar. The region near the liquid surface consists of large, irregular, ligament-like elements (large \( e_p \) and SMD) resulting from primary breakup, even though this spray was well atomized, while the dilute-spray region near the edge of the flow involves smaller round drops. This provides direct proof of significant effects of secondary breakup near the liquid surface. In contrast, the small liquid volume fractions of the dispersed-flow region imply that drop collisions are improbable [20]. Thus, these findings support the classical picture of atomization within dense sprays [1]: namely, primary breakup into ligaments and large drops at the surface of the liquid core, followed by secondary breakup into smaller round drops, with negligible effects of collisions. It also was observed that drop diameter distributions satisfied Simmons's [47] universal root-normal distribution function, with MMD/SMD = 1.2, at each point within the flow. Consequently, drop size distributions can be represented by the SMD alone because this distribution function only has two parameters and MMD/SMD is a known constant; see Belz [48] for the properties of the root-normal distribution function.

The drop velocities illustrated in Fig. 3 vary considerably with drop diameter, which highlights the significant separated-flow effects observed for most dense sprays [41-45]. Near the liquid core, the largest drops have velocities comparable to mean liquid velocities at the jet exit; however, drop velocities decrease with decreasing drop size and increasing radial distance. A surprising feature of these results is that gas velocities (which approximate the velocities of the smallest drops) are small and nearly constant across the multiphase mixing layer. This behavior emphasizes the relatively ineffective momentum exchange in the multiphase mixing layer because the flow is dilute and large drops that contain most of the momentum respond slowly to drag forces because of their relatively large inertia. Taken together, existing observations of dense sprays [41-45] provide considerable motivation to address the
Fig. 3. Radial profiles of dispersed-phase properties for round, pressure-atomized water sprays in still air at NTP for atomization breakup with fully developed turbulent pipe flow at the jet exit. Measurements and LHF predictions from Ruff et al. [45].

multiphase flow properties of sprays discussed in the remainder of this paper.

Drop Breakup

Primary Breakup

Primary breakup to form drops near liquid surfaces is important because it initiates atomization, controls the extent of the liquid core, and defines the initial conditions for the dispersed multiphase flow region. Unfortunately, current understanding of primary breakup is limited because of problems of observations within dense sprays, effects of secondary breakup and interphase transport that modify drop properties before measurements can be made, and incomplete characterization of the degree of flow and turbulence development at the jet exit. Recent work using pulsed holography has addressed some of these deficiencies for primary breakup of round, pressure-atomized sprays in still gases [41-45,49-53]. Thus, the findings of these studies will be discussed in the following, treating the onset and outcome of primary breakup in turn. Consideration of other primary breakup processes can be found in Refs. 1, 4-6, and 12-14 and references cited therein.

Investigations of pressure-atomized sprays have established that primary breakup is affected strongly by the degree of flow and turbulence development at the jet exit. For example, the early studies of DeJuhatsz et al. [54] and Lee and Spencer [55] showed that atomization quality differed for laminar and turbulent flow at the jet exit and identified a unique turbulent primary breakup process. Numerous later studies have supported these findings [34-37,41-45,56]. This behavior is not surprising in view of the widely recognized importance of jet exit conditions on the properties of single-phase jets [57-61]. In fact, past studies also show that primary breakup can be suppressed entirely for injection into air at NTP using supercavitating flows where the jet separates from the passage wall near the end of the contraction section and does not reattach, which yields uniform and nonturbulent velocity distributions at the jet exit [62-64]. This behavior also is expected because similar flows are used to prevent liquid breakup for liquid jet-cutting systems [65]. Finally, aerodynamic effects have little effect on drop properties after primary breakup for pressure-atomized sprays in still gases at NTP [36-37,51-53]. In particular, effects of liquid/gas density ratio, expected based on aerodynamic breakup theories [2,66], were not observed for \( \rho_l/\rho_g > 500 \); instead, primary breakup properties were controlled almost entirely by liquid flow properties at the jet exit [51-53].

Recent measurements of Wu et al. [53] show that primary breakup during pressure atomization is affected by the profile of the injector contraction, the \( L/d \) of the constant-area section of the injector, and the Reynolds number of the flow at the jet exit. Some typical pulsed shadowgraphs of the flow near the jet exit are illustrated in Fig. 4 for water injected into still air at NTP with \( Re_{pl} > 200,000 \). Two injector conditions are shown, with and without removal of the boundary layer near the passage walls (boundary layer removal involved a small cutter with \( L/d = 0.15 \), for a nonturbulent uniform velocity distribution across the inviscid part of the flow. When the cutter is absent, the vortical flow in the boundary layer produces ligaments that break up into drops close to the jet exit; in contrast, when the boundary layer is removed by the cutter, primary breakup is suppressed entirely, yielding a solid liquid stream similar to liquid cutting jets [65]. Additional experiments indicated the appearance of turbulent primary breakup for \( L/d > 4-6 \) and \( Re_{pl} > 1 \times 10^4 \) for nonturbulent conditions at the contraction exit, with the results of Grant and Middleman [34]...
suggesting the presence of turbulent primary breakup for $Re_{fl} > 3000$ in the presence of strong inlet disturbances. More study of the influence of jet exit properties on primary breakup is needed, but these results strongly suggest that measurements of the atomization properties of short $L/d$ injectors at NTP are dominated by effects of inlet and contraction disturbances as well as turbulence generated near the reattachment point of separated (cavitating) flows.

Subsequent considerations of primary breakup will be limited to turbulent primary breakup with fully developed turbulent pipe flow at the jet exit because this process yields repeatable jet exit conditions. The results of Refs. 50–53 will be used to illustrate the following properties of turbulent primary breakup: onset of breakup, length of the liquid core, properties of drops produced by breakup, and effects of aerodynamic forces on breakup.

Phenomenological analyses have been used to define conditions for the onset and end of turbulent primary breakup along the surface of the liquid core and the length of the liquid core [50–53]. These analyses assumed that drops are formed from turbulent eddies when the kinetic energy of the eddy is comparable to the surface energy required to form a drop of comparable size, that the turbulence spectral ranges of interest include the large eddy and inertial subranges (observed drop diameters were much greater than Kolmogorov length scales), that aerodynamic effects were small, that growing disturbances on the liquid surface are convected at the mean streamwise velocity at the jet exit for the Rayleigh breakup time required to form a drop of given size, and that the liquid core ends when drop sizes produced by turbulent primary breakup are comparable to the liquid core diameter. Correlations of available measurements based on these ideas are illustrated in Fig. 5, with best fits of the measurements yielding the following expressions [52]:

$$x_p/d = 2000 W_e^{0.87}, \quad x_e/d = 0.000158 W_e^{1.66}, \quad L_e/d = 7.40 W_e^{0.94} \quad (1)$$

Notably, the predicted powers of $W_e$ for the onset and end of surface breakup, and the liquid core length, are $-0.4, 2$, and $1/2$; thus, while the empirical powers of Eq. (1) differ from these predictions, the differences are not large in view of the approximations of the theories. The magnitudes of the coefficients of Eq. (1) are also reasonable for the processes considered [52]. Thus, results illustrated in Fig. 5 yield the following breakup regimes with increasing $W_e$: (1) only breakup of the liquid column as a whole, (2) onset and end of surface breakup, followed by breakup of the liquid column as a whole, and (3) onset of surface breakup followed by
breakup of the liquid column as a whole. The first of these is analogous to first wind-induced breakup, while the remaining regimes correspond to second wind-induced and atomization breakup (depending on the distance from the jet exit where the onset of breakup occurs) [20]. Finally, the present correlation of the $L_c/d$ is in good agreement with the measurements of Grant and Middleman [34] and Chen and Davis [67]. Chehrouri et al. [38], however, find a different correlation for atomization at elevated pressures, based on aerodynamic breakup theory, as follows:

$$L_c/d = C_C \sqrt{\rho_f/\rho_l}$$  \hspace{1cm} (2)

where $C_C$ is in the range 7–16 for atomization breakup of pressure-atomized round jets in still gases. The differences between $L_c/d$ from Eqs. (1) and (2) reflect effects of aerodynamic forces and the degree of flow development at the jet exit that should be quantified in the future.

Wu and co-workers [50–53] also report distributions of drop sizes and velocities produced by turbulent primary breakup. Similar to dense sprays as a whole, drop sizes after turbulent primary breakup satisfy Simmons’s [47] universal root-normal distribution with $\text{MMD/SMD} = 1.2$. Mean drop velocities were found to be relatively independent of drop size and position, with mean streamwise and cross-stream values comparable to $\bar{u}_d$ and $\bar{v}_d$, respectively [50]. The variation of SMD along the liquid surface was initially studied for $p/p_g > 500$, where aerodynamic effects are small [50]. Phenomenological analysis was used to interpret these data, similar to the approach used for $x_t$ and $r_s$. It was assumed that the SMD was proportional to the largest drop that could be formed at a particular position, based on convection and Rayleigh breakup of a similarly sized ligament as earlier. Available measurements for the variation of SMD with distance are plotted as suggested by this theory in Fig. 6. The measurements are in good agreement with the phenomenological theory, yielding the following best-fit correlation:

$$\text{SMD}/\text{A} = 0.65(\text{A} \text{ W}_{f_f}^{1/2})^{0.3}$$  \hspace{1cm} (3)

The powers of Eq. (3) follow directly from the theory, while the coefficient is of order unity, as expected, which suggests that the physical principles used to derive the equation are reasonable. An interesting feature of Eq. (3) is that the SMD does not depend on liquid viscosity, which is similar to results
based on aerodynamic breakup theories [2,38,66], even though the concepts used to develop the expression for turbulent primary breakup are very different. As noted earlier, the SMD approaches the diameter of the liquid core itself near \( \text{Lc} \), as expressed by Eq. (1), which is also plotted in Fig. 6.

The last phase of the turbulent primary breakup studies of Wu and co-workers [49–53] considered effects of aerodynamic forces on the onset and outcomes of turbulent primary breakup. It was found that aerodynamic effects advance the onset of breakup and reduce drop sizes after breakup by merging processes of primary and secondary breakup for \( \rho_p/\rho_l < 500 \). These properties were also successfully correlated using phenomenological theories [51].

Numerous unknowns concerning primary breakup must still be resolved. Issues about turbulent primary breakup include information about rates of breakup and a more complete treatment of aerodynamic effects, including the relationship between the \( \text{Lc} \) estimates of Eqs. (1) and (2). Another issue involves primary breakup of nonturbulent liquids and its relationship to the classical aerodynamic theories of primary breakup of Refs. 2 and 66. Finally, effects of flow properties at the exit of practical injectors of various configurations, and interactions between flow development and aerodynamic effects, must be resolved to better understand primary breakup.

**Secondary Breakup**

Drop deformation and secondary breakup are important: primary breakup yields drops that are intrinsically unstable to deformation and secondary breakup, high-pressure combustion processes involve conditions in which the surface tension becomes small (near the thermodynamic critical point) promoting drop deformation and secondary breakup, deformation affects mixing rates by enhancing interphase transport rates, and secondary breakup affects spray mixing rates by controlling drop sizes [42,43,45,49–53]. Several reviews of early work on drop deformation and secondary breakup have appeared [1,2,4,6,69–71]; therefore, recent studies will be emphasized in the following. Of particular interest are recent findings about secondary breakup regimes and outcomes using pulsed holography [72–75]. Studies of drop deformation and breakup have been limited to either shock-wave disturbances, which provide a step change of the ambient environment of a drop typical of conditions at the end of primary breakup, or steady disturbances, typical of freely falling drops and spray drying processes. Effects of shock-wave disturbances have received the most attention and best approximate drop deformation and secondary breakup in sprays; therefore, these disturbances will be emphasized in the following, considering deformation and breakup regimes, breakup dynamics, and breakup outcomes.

A variety of deformation and breakup regimes have been observed for shock-wave disturbances; see Refs. 65–69 for sketches, descriptions, and photographs of typical deformation and breakup regimes. Existing observations of secondary breakup have been limited mainly to \( \rho_p/\rho_l > 500 \) and \( \text{Re} > 100 \). For such conditions, Hinze [68] shows that deformation and secondary breakup regime transitions are functions of \( \text{We} \) and \( \text{Oh} \), which are measures of the ratios of drag and liquid viscous forces to surface tension forces, respectively. The resulting deformation and secondary breakup regime map based on available measurements is illustrated in Fig. 7. Various breakup regimes identified by Hinze [68], Krzeczkowski [71], and Hsiang and co-workers [72–75] are in good agreement, which is satisfying in view of the subjective nature of identifying regime transitions.

The regime transitions illustrated in Fig. 7 are relatively independent of liquid viscous forces (or \( \text{Oh} \)) for \( \text{Oh} < 0.1 \), while drop deformation begins when \( \text{We} = 1 \). The first breakup regime, bag breakup, is reached at \( \text{We} = 13 \); this breakup regime involves deformation of the drop into a thin disk normal to the flow direction, followed by deformation of the center of the disk into a thin, balloonlike structure, both of which subsequently divide into drops. The shear breakup regime is observed at larger relative velocities, beginning at \( \text{We} = 80 \); this breakup regime involves deflection of the periphery of the disk-like deformed drop in the downstream direction, rather than the center of the drop, with drops separating from the downstream end of ligaments attached to the drop periphery. The transition between bag and shear breakup is a complex mixture of the two, termed multimode breakup. Finally, a complex breakup regime, called catastrophic or drop-piercing breakup, is observed when \( \text{We} > 800 \) [79–83]. While values of \( \text{We} \) for particular regime transitions are relatively constant for small \( \text{Oh} \), they increase progressively with increasing \( \text{Oh} \) for \( \text{Oh} > 0.1 \). Some deformation and breakup regimes also disappear at large \( \text{Oh} \), for example, oscillating deformation and bag breakup. Another effect of increasing \( \text{Oh} \) is a progressive increase in the length of the ligaments attached to the periphery of the parent drop during shear breakup, yielding transition to a long-ligament regime for \( \text{Oh} > 0.1 \).

It is important to determine whether the regime boundaries in Fig. 7 eventually become vertical at large values of \( \text{Oh} \) so that drop deformation and breakup no longer occur; therefore, this issue has been studied using phenomenological analysis [74]. The analysis was based on the observation that the main effect of liquid viscosity was to reduce the rate of drop deformation, tending to reduce relative velocities and the potential for drop deformation and
breakup at each stage of the deformation process. The drop motion was then analyzed for $Oh \gg 1$, where the maximum deformation occurs at a multiple of the characteristic viscous time of Hinze [83], $\eta/(\rho g u_2)$. This analysis yielded the following relationship between $We$ and $Oh$ for particular regime transitions at large $Oh$:

$$We = \left(\frac{We_{cr}}{4}\right)\left(1 + 4C_{cr} We_{cr}^{-1/2}\right)$$

$$\left(\frac{\rho_g}{\rho_l}\right)^{1/2} Oh$$

(4)

where $We_{cr}$ is the local Weber number (based on the maximum deformation condition) that is required for the particular transition to occur and $C_{cr}$ is an empirical factor of order unity. Values of $We_{cr}$ and $C_{cr}$ were fitted to Eq. (4) to yield the best fit of transitions at large $Oh$ (denoted "theory" in Fig. 7); in view of the simplifications of the theory, the agreement between these predictions and measurements is reasonably good. Notably, Eq. (4) implies the $We \sim Oh$ for a given transition at large $Oh$, instead of yielding an ultimate limit for all $We$ at large $Oh$, as suggested earlier [2,59]. This difference of behavior is crucial for processes of high-pressure combustion, where both $Oh$ and $We$ become large as drops approach their thermodynamic critical point (because $\sigma$ approaches zero); then, since $We$ increases more rapidly than $Oh$ as $\sigma$ becomes small, the fact that $We \sim Oh$ for transitions at large $Oh$ implies that drops at these conditions still undergo deformation and shear breakup. Unfortunately, past considerations have not addressed effects of liquid/gas density ratio on transitions or effects of gradual changes of drop properties (particularly for conditions near the thermodynamic critical point); therefore, the important issues of drop deformation and breakup behavior at high pressures must still be resolved.

Other information about drop deformation and secondary breakup has been limited to $Oh < 0.1$, where liquid viscosity no longer affects regime transitions. At these conditions, the characteristic drop breakup time of Ranger and Nicholls [78], $t^*$, is a useful normalizing parameter for dynamic processes. For example, times required for initiation and end of secondary breakup are $t_i = 1.3 t^*$ and $t_e = 5.5 t^*$ at low $Oh$ for $We < 10^6$ [72,78–80,84–67]. Deformation within a deformation regime, or as part of secondary breakup, increases drag forces on the
parent drop because of increasing drop cross-sectional areas and drag coefficients [72]. Considering behavior over the complete range of parent drop shapes (where the cross-stream/original diameter ratio varies in the range 1–3), drag coefficients vary from values for solid spheres to thin disks (e.g., Cₚ of 0.4–1.2 for Re of 100–2500 [72]). Combining this result with deformation data then implies that drag forces increase by factors up to 4 and 13 times the initial values for spherical drops for deformation conditions typical of the onset of breakup with steady and shock-wave disturbances. This behavior clearly has an important impact on breakup dynamics and interphase transport rates [72].

Breakup outcomes, or the jump conditions giving drop size and velocity distributions after breakup, have been measured for p_d/p_g > 500 and Oh < 0.1 [72–74]. First of all, the size distributions of drops produced by secondary breakup (excluding the parent drop for shear breakup, which must be treated differently) satisfy Simmons’s [47] root-normal distribution function with MMD/SMD = 1.2, which is not surprising since this distribution is effective for other drop size properties of sprays. A correlating expression for the SMD after breakup was developed considering the shear breakup regime and focusing on the stripping of liquid from the parent drop. Analogous to ligament growth and drop formation caused by vortical layers during primary breakup (see Fig. 4), it was assumed that ligaments, and drops breaking away from the tips of ligaments, had diameters that were comparable to the thickness of the laminar boundary layer that forms along the liquid surface on the upwind side of the drop. Other major assumptions of the analysis were as follows: liquid velocities in the vortical layer are on the order of \( u_{\text{rel}} = (\rho_d/\rho_g)^{1/2} u_{\infty} \), as suggested by Ranger and Nicholls [78] for shear breakup, the length of the vortical region proportional to \( d_w \), the thickness of the vortical region was estimated from the thickness of laminar boundary layer on a flat surface of similar length, and the SMD was also proportional to the thickness of this boundary layer. Based on these ideas, the following expression was obtained as the best fit of available measurements of drop sizes at the end of secondary breakup [72]:

\[
\text{SMD}_{d_w} = 6.2(\frac{\mu_f}{\eta_d d_w (\rho_d/\rho_g)^{1/2} u_{\infty}})^{1/2}
\]

\[
= 6.2 R_\text{f}^{1/2}
\]

which can be recognized as a relationship associating the SMD with the thickness of a laminar boundary layer for a flat plate having a length \( d_w \) and an ambient velocity \( u_{\infty} \) [60].

Available measurements of the SMD after secondary breakup for shock-wave disturbances at small Oh and \( p_d/p_g > 500 \) are illustrated in Fig. 8 along with the correlation of Eq. (5). (Note that Eq. [5] has been multiplied by \( p_d u_{\infty}^{2/3} \) and rearranged to provide a plot of \( p_d \) SMD \( u_{\infty}^{2/3} \), which is a Weber number based on the SMD, to discuss the potential for subsequent breakup.) Remarkably, the single correlation developed for shear breakup yields the SMD after bag, multimode, and shear breakup. This behavior must still be explained, although other properties, for example, times for the onset and end of breakup, are also independent of the breakup regime. Superficially, it is evident that the Weber number based on the SMD exceeds criteria for secondary breakup at small Oh; nevertheless, subsequent breakup of the large drops in the distribution still does not occur. This comes about because these drops have had time to adjust to the ambient flow so that deformation and breakup criteria for abrupt disturbances are no longer appropriate [72–74].

Another remarkable feature of these results, evident from Eq. (5), is that drop sizes after secondary breakup depend on \( \mu_f \) but not \( \sigma \), even though the criteria for deformation and breakup regimes depend on \( \sigma \) but not \( \mu_f \) at comparable conditions. Naturally, this behavior also contradicts the classical aerodynamic breakup theories proposed for small Oh conditions [2,66]. Thus, for turbulent primary breakup, drop sizes after primary breakup are independent of \( \mu_f \) (see Fig. 6), while drop sizes after secondary breakup are independent of \( \sigma \); therefore, general drop size correlations for pressure atomization that involve both properties (see Refs. 1, 4, 6, 12–14 and references cited therein) obtain these effects from separate contributions of primary and secondary breakup.

Jump conditions for the properties of the parent
drop after shear breakup and for the velocity distributions of drops produced by bag, multimode, and shear breakup have also been developed and correlated successfully using phenomenological theories [72–74]. The stabilization of the parent drop provides insight about secondary breakup: it is found that this occurs when the acceleration rates of the drop decline so that the Eötvös number is roughly 16, which is close to the criterion for the onset of drop breakup for steady disturbances. The drop size/velocity correlation predictably shows that the smallest drops produced by breakup have the smallest relative velocities with respect to the gas at the end of breakup because of their small relaxation times.

The findings about jump conditions after secondary breakup show that these processes extend over a considerable region of time and space: total breakup times are 5.5 \( t^* \), and drops extend over a streamwise distance of roughly 100 \( d_p \) at the end of shear breakup [72–74]. This behavior implies that secondary breakup should be treated as a rate process rather than by jump conditions, in many instances. Work to provide the needed temporal properties for shear breakup caused by shock-wave disturbances at small Oh and large \( \rho_f/\rho_g \) has been initiated [78]; nevertheless, more work along these lines is needed to provide the technology base required for reliable models of practical sprays. Other issues that should be resolved for secondary breakup include consideration of all breakup regimes, behavior at \( \rho_f/\rho_g < 500 \), and behavior at large Oh.

Drop/Turbulence Interactions

Spray Analysis

Given information about atomization to yield a dilute dispersed flow, subsequent interactions between the phases to produce gaseous reactants for spray combustion must be considered. The approach to these problems, however, depends on the way that sprays are modeled; therefore, typical spray models will be considered briefly in the following (see Refs. 3, 4, 15, 16, and 20 for a more complete discussion).

As shown by the discussion of spray structure, practical spray models must consider separated flow. Continuum formulations provide one approach to treat separated flow, but they will not be considered because they are not widely used for sprays because of problems of computational efficiency for dilute dispersed flows. In contrast, discrete-element formulations provide popular separated-flow treatments for sprays. These methods involve a Eulerian formulation for the continuous phase, a Lagrangian formulation to track representative drop groups through the flow, and terms in both formulations to treat interphase transport [20]. There are two main discrete-element formulations: namely, determinis-

Turbulent Drop Dispersion

The earliest treatments of turbulent drop (particle) dispersion were based on the gradient-diffusion approximation using empirical gas/particle exchange coefficients; unfortunately, implementing a gradient-diffusion process is not convenient for SSF computations, while estimates of needed exchange coefficients are problematic because they are influenced by both particle and turbulence properties [20]. Thus, recent work exploits the SSF method to correctly compute particle dispersion by turbulence, based on methods analogous to numerical simulations of turbulence. As a result, these methods tend to compensate for effects of turbulence fluctuations on interphase transport rates—at least for fluctuations at scales larger than particle sizes, which is generally the most important range for combusting sprays [20].

Development of SSF methods to treat turbulent dispersion initially was based on classical measurements of particle dispersion in isotropic turbulence [90,91], although a variety of dispersed turbulent flows were subsequently considered (see Refs. 92–106 and references cited therein). These simulations generally assumed quasi-steady interphase transport while treating effects of particle inertia, drag, virtual mass, Bushet history forces, body forces, Magnus forces, and Saffman-lift forces to the extent that
they developed their procedures independently. Later studies of the dispersion of nearly monodisperse particles in stationary particle-generated turbulence used similar methods to yield good agreement between measured and predicted turbulence properties [101]. Maxey [102] considered alternative simulations based on randomly selected Fourier modes to treat turbulent dispersion in isotropic turbulence. Subsequent work addressed turbulent dispersion in various turbulent isotropic and shear flows, using progressively more detailed simulations of continuous-phase flow properties [103-106].

Taken together, the need to treat turbulent dispersion during analysis of sprays has been established and there has been significant progress toward understanding the main features of the turbulent dispersion of particles (drops). Thus, improved understanding of turbulent dispersion is impeded mainly by long-standing problems of finding accurate, physically-based, and computationally tractable ways to simulate the properties of turbulent flows.

Turbulence Modification

Turbulence modification will be defined narrowly in the following to include only direct effects of the dispersed phase on the turbulence properties of the continuous phase. This definition excludes indirect effects in which the motion of the dispersed phase modifies the distribution of mean quantities and thus local distributions of turbulence production and dissipation within the continuous phase. Turbulence modification has been discussed in several earlier articles (see Refs. 20, 85, 89, 101, and 107-114 and references cited therein); thus, present considerations will emphasize recent findings. For convenience, only effects of interphase momentum transport between particles and the continuous phase will be considered because generalization to other dispersed phases and transport processes is not difficult.

Hinze [107] identifies several turbulence modification mechanisms. Two of these mechanisms are of particular interest under the present narrow definition of turbulence modification for dilute dispersed flows typical of sprays [101,105,110-114]: (1) the exchange of kinetic energy be tween a particle and an eddy as the particle accommodates to the eddy velocity, denoted turbulence modulation in the past [89,105], which generally decreases turbulent fluctuations; and (2) the direct disturbance of the continuous-phase velocity field by particle wakes, denoted turbulence generation in the past [101,105], which generally increases turbulent fluctuations. Evaluating the relative magnitude of these effects to determine whether turbulence modification will increase or decrease turbulence levels has been addressed by a number of investigators [89,110,112].

Based on a review of past measurements, Gore and
Crow [110] concluded that turbulence modification reduced (increased) turbulence levels for smaller (larger) particles with transition between these regimes at \( \frac{d_p}{L_u} \sim 0.1 \). This behavior is plausible because small (large) particles accommodate rapidly (slowly) to local eddy velocities, increasing (decreasing) effects of turbulence modulation, and have relatively weak (strong) wake disturbances, decreasing (increasing) effects of turbulence generation. Nevertheless, past observations of effects of turbulence modification are scattered when viewed in terms of \( \frac{d_p}{L_u} \) alone, suggesting that other parameters are important as well. Hetsoni [89] observes a similar effect of particle size on turbulence modification and related this behavior to particle Reynolds number, finding a critical particle Reynolds number of 400 (associated with the onset of vortex shedding from the particle) between the turbulence modulation and generation regimes. Finally, Yuen and Michaelides [112] report a more phenomenological treatment of this issue, based on models of both turbulence modulation and generation, that successfully correlates most existing observations of effects of turbulence modification on turbulence levels within dispersed multiphase flows.

Turbulence generation tends to dominate turbulence modification in sprays because they are dilute dispersed flows with large separated-flow effects and thus strong particle wakes [101,111]. In addition, turbulence generation is generally more important than conventional single-phase mechanisms of turbulence production in dense sprays because they usually involve relatively small mean velocity gradients in combination with relatively large velocity differences between the phases (see Fig. 3). Thus, the turbulence properties of dense sprays are dominated by turbulence generation by drops and conventional turbulence dissipation in the continuous phase yielding turbulence fields whose properties differ significantly from conventional single-phase turbulence, as discussed next.

Past measurements carried out to emphasize effects of turbulence modulation have involved uniform fluxes of nearly monodisperse particles moving at terminal velocities through stagnant (in the mean) water and air baths [101,109,111]. The resulting flows are homogeneous and stationary, with turbulence production largely due to turbulence generation by particles. Stochastic analysis has been used to help interpret and correlate laser velocimetry measurements, which involved methods similar to analysis of random noise by considering the flow to result from superposition of randomly arriving particle wakes [101], while basing the structure of the wakes on measurements for spheres at comparable (intermediate) Reynolds numbers in turbulent environments [114]. An interesting feature of these flows is that the local rate of dissipation of turbulence kinetic energy mainly controls continuous phase properties. This dissipation rate can be found easily because it is equal to the local loss of particle mechanical energy, that is,

\[
\epsilon = \nu^* d_p^2 C_\rho (\bar{v}^2 - \bar{\epsilon}^2)/8
\]  

(6)

Measurements of streamwise and cross-stream relative turbulence intensities, \( \bar{u}'/U \) and \( \bar{v}'/U \), for flows dominated by turbulence generation, are plotted as suggested by the stochastic theory in Fig. 10, along with predictions based on the stochastic theory [114]. Predictions ignoring effects of velocity fluctuations in the particle wakes are not satisfactory because velocity fluctuations are large in intermediate Reynolds number wakes [114]; however, predictions including effects of velocity fluctuations are seen to be reasonably good. The values of relative turbulence intensities are relatively small for particle flows in gases at the conditions of these experiments. Actual turbulence intensities are large, however, because the velocities of the particles are much larger than the gas, which is typical of practical dense sprays. In addition, these particle-generated turbulent flows have properties that are distinctly different from conventional turbulent flows because mean wake properties contribute to the turbulence since the arrival of particle wakes is random. Thus, the degree of anisotropy of these flows is unusually large, length scales correlate with particle wake properties rather than with the mean spacing between particles, and the range of length scales is unusually large because both mean and fluctuating wake properties
SPRAY COMBUSTION PHENOMENA

Individual Drop Transport

Drop Transport Environment

Drop transport occurs in dilute dispersed flows where effects of nearby drops are small, even in dense sprays [41–45]. In addition, drop evaporation is important even in combusting sprays because reactant gasification and combustion tend to occur in separate stages, as noted earlier. Finally, direct combustion of drops is also important because drops reach the combustion zone of sprays in some instances. As a result, evaporation and combustion of isolated drops have received significant attention (see the earlier reviews [1,8,10,11,20] and references cited therein). The present brief discussion seeks to update this information, emphasizing detailed numerical simulations that are increasingly being used to address complex drop transport processes.

Two aspects of drop transport in dilute dispersed flows will be considered: (1) high-pressure drop evaporation and combustion, where thermodynamic properties are complex because of real-gas effects, and (2) finite-rate chemistry effects during drop combustion, which have been addressed mainly at moderate pressures. Effects of turbulence on drop transport rates also are important but must be omitted because of space limitations; information about these effects can be found in Refs. 1–6 and 20, while recent studies of drop transport in isotropic turbulence (see Biouk et al. [115] and references cited therein) also provide a useful introduction to the field.

High-Pressure Phenomena

Extensive study of drop transport at high pressures has been motivated by applications to diesel engines, liquid rocket engines, and aircraft propulsion systems. The main new issue is the approach of liquids to the thermodynamic critical point during evapo-
ration and combustion at high pressures, where multiphase transport evolves toward mixing of gaseous pockets of the dispersed phase in a gaseous continuous phase. Because of limited available information about high-temperature reaction mechanisms at high pressures, however, past treatments of combustion chemistry have been highly simplified, with thermodynamic issues receiving the greatest emphasis. Past studies of drop combustion at high pressures are reviewed and reported in Refs. 4, 20, and 116–125 and references cited therein.

Real-gas effects and the presence of dissolved gases in the liquid phase are important at high pressures. Effects of solubility are illustrated in Fig. 12, where predicted gas- and liquid-phase compositions at the liquid surface are plotted as a function of pressure for steady drop evaporation at the wet bulb state (where all the heat reaching the liquid surface is used to vaporize the evaporating material). These results are for propanol-1 and n-heptane drops evaporating in gas mixtures resulting from adiabatic and stoichiometric combustion of these fuels in air, assuming complete combustion, with real-gas effects treated using the Redlich–Kwong equation of state. It should be noted that similar predictions have agreed reasonably well with measured drop surface temperatures and gasification rates at high pressures, in spite of the simplifications [117–119]. The results illustrate the dramatic increase of dissolved gas concentrations, reaching values of 50–60% (molal) as the liquid surface approaches the thermodynamic critical point (where all properties of both phases are the same and liquid surface properties are lost). For the conditions illustrated in Fig. 12, this critical combustion condition is reached at a pressure of roughly 100 atm, which is typical of hydrocarbon drops evaporating in their adiabatic and stoichiometric products of combustion in air. Drops evaporating at conditions other than stoichiometric conditions would reach critical combustion conditions at even higher pressures [30,31]. These critical combustion pressures are significantly higher than the critical pressure of the pure liquid fuel because dissolved combustion product gases tend to have higher critical pressures than the pure fuel, while the critical pressures of mixtures tend to be higher than the critical pressures of the individual pure components of the mixture [116–119].

Clearly, determining conditions at which drop surfaces reach the thermodynamic critical point and establishing reliable ways to treat real-gas effects for combustion gas mixtures at high pressures are important for treating practical high-pressure combustion phenomena. Unfortunately, review of past work treating these problems reveals significant deficiencies, with large error bands and limited evaluation of methods of estimating high-pressure drop combustion properties. Particular limitations involve accurate treatment of the real-gas properties of the light and polar compounds present in combustion gas mixtures (e.g., H2, H2O, CH4) and the lack of convincing experimental evaluations of predictions for combustion gas mixtures of practical interest. Other areas where improvements are needed include ways to treat effects of finite-rate chemistry, fuel decomposition, soot chemistry, and convection for high-pressure drop transport processes.

Effects of convection on high-pressure drop evaporation have been studied recently for liquid oxygen droplets in high-temperature gaseous hydrogen flows, because of liquid rocket engine applications [122–125]. These studies have involved detailed numerical simulations of transient drop convection processes treating real-gas effects using simple corresponding-state principles. Typical results involving oxygen drops at supercritical conditions for various initial relative velocities are illustrated in Fig. 13. Temperatures and compositions are not restrained by phase-equilibrium requirements at supercritical conditions; therefore, two representative mixing states are illustrated by the critical temperature and critical concentration isolines shown for various times during the process. These results exhibit effects of inhibited deformation and breakup expected for secondary breakup that are discussed in connection with Fig. 7 and clearly resemble drop fluid motion similar to shear breakup. Unfortunately,
available results of this type are very limited and have not been summarized analogous to experimental investigations of drop deformation, breakup, and transport processes [68-55]. Nevertheless, numerical simulations along these lines offer an attractive alternative to difficult experiments for studies of high-pressure drop breakup and transport that should be exploited in the future.

Combustion Phenomena

The development of detailed numerical simulations of combustion phenomena has been a major new trend in combustion science. These techniques involve consideration of variable thermodynamic and transport properties, realistic treatment of multicomponent transport phenomena, and consideration of detailed reaction mechanisms involving numerous individual reaction steps. Thus far, these methods have been applied mainly to gaseous premixed and diffusion flames; nevertheless, some detailed numerical simulations of liquid-fueled combustion have been reported (see Refs. 126-129 and references cited therein). This methodology provides an attractive way to address drop and spray combustion processes. Consequently, representative work along these lines is discussed briefly in the following, considering studies of drop combustion and related studies of counterflow diffusion flames in turn.

Dryer and co-workers [126-128] have carried out detailed numerical simulations and corresponding experiments for the classical problem of drop combustion in a motionless gas environment. Problems of soot chemistry have been avoided by studying the soot-free flames of methanol/water drops burning in O2/N2/He mixtures at NTP, which also addresses issues of water recondensation on drops that are important for high-pressure combustion (see Fig. 12). Such soot-free flames are a useful limiting condition because many practical spray flames involve mixing conditions in which soot formation is avoided while soot-free flames are a logical precursor to the complexities of soot processes in flames. In addition, drop combustion in motionless gases at microgravity conditions is considered to yield a classical flame configuration in which complications caused by forced and natural convection are avoided. The resulting measurements and predictions have provided valuable evaluations of thermodynamic, transport, and chemical models for these flames—demonstrating the potential for future work along these lines. Issues that merit particular attention in the future, including other ways to avoid soot (e.g., diluted ambient gases, reduced pressures), should be considered to address a broader range of liquid fuels; drop processes should be studied for ambient gas conditions representative of practical spray combustion processes rather than just air at NTP (e.g., gas compositions and temperatures for adiabatic combustion at various mixture fractions, as illustrated for the LHF approximation in Fig. 1); the use of advanced diagnostics should be considered to gain more information about flame structure; and effects of various forced-convection conditions should be studied.

Counterflow diffusion flames, involving an oxidizer stream directed vertically downward to impinge on the vaporizing surface of a pool of liquid...
fuel, provide an experimental configuration that is useful for studying drop combustion [129–131]. In particular, such flames are steady, allowing detailed measurements of their structure; effects of convection and flame stability can be addressed easily by varying the velocity of the oxidant stream. This configuration yields a one-dimensional steady flow that vastly simplifies numerical computations of the process, allowing consideration of detailed chemical mechanisms.

Chelliah et al. [129] report a representative study of liquid-fueled counterflow diffusion flames. Measurements of n-heptane–fueled flames burning in O₂/N₂ mixtures at various impingement velocities by Kent and Williams [130] and Hamins and Seshadri [131] were considered. The flame structure measurements included temperatures, using thermocouples corrected for effects of radiation, and species concentrations, using gas chromatography. Flame conditions were adjusted to eliminate soot by reducing O₂ concentrations in the oxidant stream and by maintaining reasonably high impingement velocities. The most complex chemical mechanism considered involved 40 reversible elementary reactions, although several reduced mechanisms were studied as well. Typical predictions and measurements for these flames are illustrated in Fig. 14. The agreement between predictions and measurements is quite encouraging, except for discrepancies for H₂O that are attributed to experimental problems. Another area of uncertainty involves the fact that the velocity field was not measured, which allowed some flexibility to match measured and predicted temperature profiles by adjusting the impingement velocity along the axes far from the surface.

Minor deficiencies aside, Refs. 129–131 clearly indicate the potential of studies of counterflow diffusion flames to gain a better understanding of liquid combustion processes. Issues that merit consideration in the future include the following: measurements of velocities and radiative properties should be undertaken along with other structure measurements to reduce uncertainties about evaluations of predictions; similar to the drop experiments discussed earlier, oxidant stream conditions representative of practical spray combustion processes (e.g., Fig. 1) should be addressed in addition to gases at NTP; a broader range of fuels should be considered; evaluation of predictions should extend to flame stability to address the critical issue of transition from envelope to wake flames (see Ref. 20 and references cited therein); advanced diagnostics should be considered to provide more definitive information about chemical mechanisms through the distributions of radicals; and simplified ways of treating drop combustion (e.g., reduced mechanisms) should be considered. A reasonable desire to minimize problems of both measurements and numerical simulations will no doubt encourage consideration of soot-free flames, as in the past; nevertheless, effects of soot on drop combustion processes must be addressed eventually to obtain a reasonably complete technology base for spray combustion phenomena.
Nomenclature

\( C_d, C_D \) drag coefficient
\( d, d_p \) jet exit and drop diameters
\( e_p \) drop ellipticity
\( \ell_e \) length scale of energy-containing eddies
\( L \) passage length
\( L_c \) liquid core length
\( \text{MMD} \) mass median drop diameter
\( \dot{n} \) particle (drop) number flux
\( \text{Oh} \) Ohnesorge number, \( \mu_f/(\rho d_p \sigma)^{1/2} \)
\( r \) radial distance
\( \text{Re}, \text{Re}_t \) drop and turbulence Reynolds number, \( \frac{u_d \rho d_p}{\mu}, \frac{u_d \rho d_p}{\mu_t} \)
\( \text{SMD} \) Sauter mean diameter
\( t, t_b, t_1 \) time, breakup time, time of initiation of breakup
\( t^* \) characteristic time, \( \frac{d_p \rho}{\rho_f \sigma} \sqrt{\rho_d/\rho_p} \)
\( u \) streamwise velocity
\( u_p, U \) drop relative streamwise velocity
\( v \) cross-stream velocity
\( \text{We}, \text{We}_y \) Weber number, \( \rho_d u_d^2/\sigma, \rho U^3/\sigma \)
\( x \) streamwise distance
\( x_b \) streamwise distances to onset and end of surface breakup
\( y \) cross-stream distance
\( Y_i \) mass fraction of species \( i \)
\( \alpha_i \) volume fraction of phase \( i \)
\( \delta \) thickness of viscous liquid layer
\( \varepsilon \) rate of dissipation of turbulence kinetic energy
\( A \) radial integral length scale
\( \mu \) molecular viscosity
\( \nu, \nu_s \) molecular and turbulence kinematic viscosity
\( \rho \) density
\( \sigma \) surface tension

Subscripts

\( c \) centerline value
\( f \) liquid property
\( e, G \) gas property
\( L \) liquid property
\( o \) initial condition
\( \infty \) far from surface

Superscripts

\( (') \) time-averaged mean property
\( (') \) time-averaged rms fluctuating property
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INVITED PLENARY LECTURE

SPRAY COMBUSTION PHENOMENA

COMMENT

William A. Sirignano, University of California, Irvine, USA. Do you agree that we should distinguish between (1) the fluctuating vorticity advected from upstream in the liquid injector (turbulence) and (2) the vorticity associated with the velocity jump at the edge of the liquid jet? If so, how do you propose to organize the nondimensional groupings to reflect this distinction?

Author’s Reply. I agree that it is crucial to distinguish between vorticity originating in the injector passage and vorticity originating at the gas/liquid interface of the liquid jet when primary breakup properties are characterized. One approach for treating this distinction would be to define transitions to corresponding breakup regimes dominated either by jet exit or interface-generated vorticity, somewhat analogous to the use of transition criteria to distinguish whether a particular condition corresponds to laminar or turbulent single-phase flow.

An example of this approach, for a transition similar to the one that you mention, involves transition to the merged turbulent primary breakup regime discussed in Ref. 51, where secondary breakup begins to interfere with turbulent primary breakup. Other examples of the use of breakup regime transitions to define regions where particular phenomena are important are discussed in connection with Figs. 5 and 7.

Derek Dunn-Rankin, University of California, Irvine, USA. The concept of dense sprays representing a dense cluster of wakes rather than a dense cluster of drops is an interesting one. In some of the images you show of secondary breakup, however, there appear to be occurrences of locally dense clusters of small droplets that have resulted from the breakup of large primary droplets. Does the dense cluster concept hold under these secondary breakup conditions?

Author’s Reply. Existing measurements of Ruff et al. [53] indicate that time-averaged liquid volume fractions near the liquid-core after primary breakup of a liquid jet are less than 0.1 percent, with larger values associated with the intermittent presence of the liquid core itself. I am not aware of similar information, however, concerning distributions of liquid volume fractions for particular realizations of either primary or secondary breakup processes. Informal information, based on observations of hologram reconstructions of dispersed flows resulting from primary and secondary breakup, suggest that these liquid volume fractions are low, but this issue merits more formal study for various breakup regimes and liquid/gas density ratios.